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Kurzfassung
Diese Arbeit bescha¨ftigt sich mit der Erkundung der Georadar-Methode im Hinblick
auf die Anwendbarkeit in der Hydrologie oberfla¨chennaher Bodenschichten. Die Mo-
tivation besteht darin, die Grenzen der Auswertbarkeit von Georadarmessungen zu er-
weitern, weswegen ein detaillierter U¨berblick der Ausbreitung elektromagnetischer Wellen
gegeben wird. Begonnen wird hierbei mit einer Einfu¨hrung in die theoretischen und
experimentellen Beschreibungsmo¨glichkeiten der relevanten dielektrischen Materialeigen-
schaften. Fortgesetzt wird dies mit einer U¨bersicht verschiedener Simulationsansa¨tze in
der Elektrodynamik, welche sich in ihrer physikalischen Komplexita¨t unterscheiden. So
wird der Strahlenansatz, die Beschreibung durch ebene Wellen sowie die Anwendung von
Greenschen Funktionen vorgestellt, wobei letzteres an einen vertikalen Dipol in einem
horizontal geschichteten Medium angepaßt ist. Mit diesen Modellansa¨tzen werden einige
spezielle Sachverhalte der Wellenausbreitung in der Elektrodynamik beleuchtet. So zum
Beispiel, wird die Reflektion von und die Brechung an kontinuierlichen dielektrischen
U¨berga¨ngen analysiert, die zum Beispiel durch die Wasserverteilung im Boden herru¨hren
ko¨nnen. Weiterhin wird die Bodenwelle hinsichtlich ihrer evaneszenten Eigenschaften un-
tersucht. Diese treten auf, wenn die Bodenwelle in den Luftraum einkoppelt. Als Resultat
der theoretischen Betrachtungen werden zwei neue Messmethoden und deren Auswert-
barkeit vorgestellt. Eine Messmethode stellt die Anhebemessung dar, welche die Detek-
tion von evaneszenten Wellen erlaubt. Die zweite Messtechnik ist die Mehrkanalmethode,
welche einen gleichzeitigen Zugriff auf die Reflektortiefe und den mittleren Wassergehalt
auf Messstrecken u¨ber mehrer hundert Meter bietet.
Abstract
This work concentrates on the investigation of ground penetrating radar (GPR) with re-
spect to applications in soil hydrology. The motivation is to expand the boundaries of
processability and evaluability of GPR measurements. Therefore, a detailed review of the
fundamentals for electromagnetic wave propagation is given. First, theoretical and ex-
perimental descriptions of the dielectric material models are introduced. This is followed
by an overview of different modeling approaches in electrodynamics which differ in their
physical complexity. The ray approach, a plane wave description and a Green’s function
approach are presented, where the last simulates a vertical dipole in a horizontally layered
medium. With the help of these modeling approaches, some specific electromagnetic wave
phenomena are studied. For instance the reflection and the refraction at continuously
varying dielectric properties are analyzed, which can stem for example from the water
distribution in soils. Furthermore, the ground wave is studied regarding its evanescent
wave behavior. This can be observed, when the wave couples into the air. As an outcome
of the theoretical considerations, two novel measurement techniques and their evaluation
approaches are presented. One technique is the lift measurement, which enables the detec-
tion of evanescent waves. The other technique is the multi-channel method, which allows
a simultaneous access to reflector depth and average water content up to several hundred
meters.
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1 Introduction
Each day is a little life; every waking and
rising a little birth; every fresh morning a
little youth; every going to rest and sleep
a little death.
(Arthur Schopenhauer)
1.1 Introduction to Soil Hydrology
Soil hydrology describes a scientific field, which focuses primarily on water distribution
and water movement in soils. This research can be done on almost all scales. For instance,
the near surface water content at scales of a few tenth square meters is relevant for the
contamination processes of the groundwater. For several hundreds of square meter, the
near surface water content distribution is relevant for agricultural purposes as well as for
local climatic conditions. At a regional scale, the groundwater flow and the groundwater
recharge is important for urban managements, for example. This results from the impor-
tance of groundwater as a source for drinking water. But the near surface water is also
of high significance at the global scale. Because of its properties as an energy storage, it
drastically determines extended climatic conditions. For instance, the dramatical day and
night time temperature changes in deserts compared to the temperate zone can be traced
back to the lack of water. One determining factor is the evaporation of the water at the
soil surface in the daytime. This leads to a cooling of the soil surface. Therefore, the soil
surface temperature becomes not as hot as without water. Furthermore, the water in the
soils stores the thermal energy in the daytime. In the nighttime, this energy is emitted
again.
Another aspect of water in soils can be found in permafrost regions. In high latitude
regions, the annual freezing and thawing of the upper soil, makes every kind of surface
feature unstable and fragile. In regions of high altitude permafrost, such as the Tibetan
Plateau, the permafrost conditions led to a compact layer of frozen ground in a depth of a
few meters. This frozen layer prevents infiltrating water from runoff processes through the
subsurface rock formations. Therefore, the water stays near the surface. This conditions
vegetation, which influences the nutrition of animals and men. Especially on the Tibetan
Plateau, this frozen layer is melting due to increasing temperatures resulting from climate
change. Therefore, the whole environmental system is changing in these regions, which is
not invertible.
All these examples for the significance of the water in soils show the necessity of its de-
termination and quantification. Analogous to almost all environmental research activities,
this quantification can log a status of an environmental system. It can also help to predict
the development of this system.
The measurement of the water content in soils and the distribution of the water content
is done by geophysical methods. For almost all scales, measurement techniques or at least
measurement approaches exist. For localized water content measurements at scales up to
several decimeters, one can use gravimetric measurements or time domain reflectometry,
for instance. In laboratory experiments, X-ray tomography, the nuclear magnetic reso-
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nance (NMR) method or neutron probes can be used to obtain the moisture content of an
extracted soil sample. At larger scales up to several hundred meters, one can either use
seismic applications or ground penetrating radar. For scales of some kilometers, remote
sensing measurements are applied, which are provided by airborne or satellite techniques.
1.2 Introduction to Ground Penetrating Radar
A General Perspective
Ground Penetrating Radar (GPR) is a measurement device. Its advantage is the controlled
radiation and measurement of free electromagnetic waves. This enables a GPR operator
to a remote access to structures, objects and material properties of interest. One could
directly imagine applications in archaeology, forensic research or for landmine detection.
But also researchers in sedimentology, permafrost studies, glaciology and hydrology are
interested in this measurement device. They all need an insight into the subsurface, which
should be fast and non-invasive. The same properties are also recommended in engineering
fields, which analyze the state of buildings, bridges, motorways, dikes or waste disposal
sites.
Although this list of possible and actual application fields is not complete, one statement
should be made. Common GPR methods are not capable to detect either oil deposits1
or to scan the Earth’s deep interior. Both legitimate research questions often occur in
discussions with outsiders. This at least evokes further questions: ”What can be resolved
with GPR measurements?” and ”What are the restrictions and limits of this method?”.
Furthermore, one can ask: ”What is the difference between GPR and seismics?”, because
seismic research is capable to analyze the earth interior and to detect oil?”
All these questions give a glimpse, why there is a whole research field on this mea-
surement device. The answers for all these upcoming questions should not only address
the measurement parameters, but also the basic physical effects of electromagnetic wave
propagation.
Under these aspects of electromagnetic wave propagation, GPR studies are embedded
in the much more general research field of electrodynamics. For instance, the interaction
of the electromagnetic fields with materials and the propagation of the waves through
inhomogeneous media is studied. But Maxwell’s equations are not restricted to any spatial
or temporal scale. Under this perspective, any research field dealing with electromagnetic
waves in a given frequency range can benefit from the research in other fields with a
different frequency spectrum. Only the material properties and the relevant structures
must be adapted to the corresponding application. For example, GPR applications can
profit from the pioneering work in optics, but also from the research on radio waves.
Ground Penetrating Radar Applications and Promises
GPR is highly demanded in hydrological research questions. This stems from the dielectric
properties of the involved materials: air, water and the soil matrix in the frequency spec-
trum of GPR. Frequencies between 10 MHz to 1 GHz are mainly applied. In this range,
the air and the soil matrix have a relative permittivity value, which is low in comparison
to water (εair = 1, εmatrix ≈ 5, εwater ≈ 80). This relative permittivity determines the
1Actually, there were ideas given by Lo¨wy (1927), who proposed to use electromagnetic waves for the
detection of oil reservoirs, but there are no realizations of these ideas.
2
Outline Introduction
propagation velocity of electromagnetic waves and therefore the travel times, which are
measured with GPR.
GPR applications can be found on measurement scales between a few tens of meters up
to several hundred meters. Standard measuring devices provide a scanning depth between
a few to several tens of meter. This depth depends on the clay, water, iron and salt content,
but also on the used frequencies. In arid regions, for instance, the scanning depth can be
much higher corresponding to the soils of the temperate zone. The absorbing properties
of the soil in arid regions are much lower due to the lack of water. Otherwise, high surface
salt concentrations can also totally prohibit any GPR application. The other limit for the
scanning depth is the bedrock of the antarctic continent, which can be detected under the
ice of a thickness between one or two kilometers.
As already indicated by the title, this work focuses on GPR applications in soil hy-
drology. Because of its usage for scales up to several hundred meters, this method is
situated between local water content measurements and remote sensing techniques, such
as airborne or satellite measurements. With respect to its application scale, it provides
promises for calibration and upscaling techniques. In this context, calibration means that
airborne or satellite remote sensing measurements can be calibrated due to the water
content with the help of GPR. For this purpose, the ground wave2, which is observed in
GPR applications, and its influence depth is studied in detail. The abstract concept of
upscaling techniques means that projections of hydrological properties to larger scales are
examined. Typically, these hydrological properties are either determined in laboratory
experiments or on localized points at a test field. An instrumentation of a whole test field
for the determinations of the hydraulic properties with standard methods would be too
expensive. Therefore, the remote detection of soil boundary layers and the water content
distribution promise the determination of effective hydraulic properties at the field scale.
1.3 Outline
This work is structured in four main chapters framed by an introduction and a summary
chapter. The content of these chapters are shortly sketched in the following.
Chapter 2 - Material Models: Theoretical and experimental descriptions of dielectric prop-
erties are presented. The focus lies on the relative permittivity and the conductivity.
Furthermore, mixing models are considered. They provide a conversion of a water
content values into a relative permittivity value, which determines the propagation
of electromagnetic waves. At last, a short introduction into soil physics is given,
which can predict the water content distribution in porous media.
Chapter 3 - Modeling Approaches: This this chapter, three different electromagnetic mod-
eling approaches are presented: a ray approach, a plane wave description and a
Green’s function approach. These methods are set up for the simulation of elec-
tromagnetic wave propagation in layered media. The content can be considered as
a toolbox for all further discussions on GPR. It contains the main theory for the
mathematically interested reader. Therefore, this chapter itself gives no insights for
GPR applications.
Chapter 4 - Ground Penetrating Radar: A detailed overview of the aspects concerning
GPR applications in soil hydrology is given. The measurement principle and dif-
ferent measurement techniques are presented. Then, a set of electromagnetic wave
2The ground wave is a characteristic wave, which propagates in the ground parallel to the surface.
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phenomena is discussed, which influences the results of GPR measurements. For
instance, the reflection and refraction at sharp and smooth dielectric transitions are
analyzed. Furthermore, the ground wave with respect to its evanescent wave behav-
ior in air is studied. At last, some filter routines for measured GPR signals and some
processing methods of different GPR techniques are examined. Such a processing
method is the analysis of lift measurements, which provides the detection of waves
with an evanescent wave behavior. But also the normal moveout method, which is
adapted from seismic applications for GPR measurements, is presented.
Chapter 5 - Multi-Channel GPR: The multi-channel GPR technique and its evaluation
procedure is presented. This evaluation procedure is based on an inversion algorithm,
which compares measured with modeled ray approach travel times for dipping reflec-
tors. This method is analyzed with synthetic but also with experimental examples.
These experiments show a glimpse of the diversity of the subsurface structure and
the water content distribution.
1.4 Advises for the Reader
Advises for Text Reading
If you are only interested in the major outcomes, then you are referred to the summary.
But you are also invited to read the small closing outcome subsections. They can be found
in framed boxes and only for selected topics. They shall highlight the important findings
without reading the whole section.
If you are generally interested in GPR, then you are referred to Chapter 4 and 5.
Especially, Chapter 4 is considered as a list of aspects on GPR. Here, the most sections
should be understandable without reading the previous. At some places, you can find an
outcome subsection in a framed box. You can use them to decide to read in more detail or
to jump to the next aspect. Chapter 5 gives a detailed introduction to the multi-channel
analysis, which was developed in this thesis. In the experiments section 5.3, you can obtain
an overview of the possibilities of this method, but you should read at least Sec. 5.2.3 to
get the main ideas of the evaluation concept.
If you are interested in the material models related to GPR studies, then you are referred
to Chapter 2. Here, you will find a general description for the dielectric permittivity and
the electric conductivity. This description shall give the major aspects to understand the
physical background for both values. Afterwards, the dielectric permittivity for soils is
analyzed. This chapter closes with an introduction to soil physics, which explains dielectric
permittivity gradients and permittivity jumps in soils.
If you are interested in simulation tools for GPR, then Chapter 3 is the right address.
Here, the reader should use some scratch paper and a pencil to follow the derivations and
calculations. The aim of this chapter is that the reader gets acquainted with each method
and that he could implement the approach himself.
Mathematical Formalism
An overview of all used variables and substitutions is omitted in this thesis, because this list
would not be instructive. Furthermore, some symbols have multiple meanings depending
on the context. In order to understand the mathematics without a detailed reading, one
has to look in the proximity of the formulas, where in the most cases the symbols are
explained. If not, one has to look in the surrounding of the previous formulas.
In the text, some general conventions for the notation are used:
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• Scalars are written as cursive letters (e.g. t for the time).
• Vectors are bold written (e.g. E for the electric field). The components of the vector
are given as cursive letters with an index. This index can represent the component
of the 3D-domain, such as Ex for the x-component of the electrical field. It also can
be represented as an integer value, such as ni, which is the ith component of the
vector n.
• Matrices are bold written with an extra underline (e.g. g for the Dyadic Green’s
function).
• A derivative of a function f(x) after the variable x is written as ∂xf . The second
derivative of a function g(x, y) after the variales x and y is given as ∂2x,yg(x, y).
Throughout the text, this notation can be considered as a partial derivative. An
absolute derivative assuming implicit functionalities does not occur.
• Fourier-transformed quantities are not marked separately. They are indicated by
the variables the function depends on. For example the Fourier-transformation of a
function f(t) yields f(ω).
• The speed of light in vacuum is always notated as c0.
• The imaginary unit √−1 is always given as i.
• For the summation over two integers, a special abbreviation was used in Chapter 5:
(L,K)∑
(l,k)
... :=
L∑
l=1
K∑
k=1
...
• For every other unusual notation, the reader is referred to its first occurrence. If it is
not explained their, then the author might have forgotten it. Sorry, if this happen.
Abbreviations in the Text
There are only a few abbreviations in the text, which occur very often. Here is an overview:
CMP: Common Midpoint (Measurement)
GPR: Ground Penetrating Radar
TDR: Time Domain Reflectometry
TE: Transversal Electric
TM: Transversal Magnetic
WARR: Wide Angle Reflection and Refraction (Measurement)
5
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2 Material Models
2.1 Dielectric Properties - A General Description
In order to describe electromagnetic phenomena, at least three material properties are
required: the conductivity σ, the permeability µ and the permittivity ε. While the per-
meability is a quantity of the magnetization of the material, the permittivity is a quantity
for the polarization. Furthermore, the conductivity can be traced back to the movement
of free charges.
In the following, a closer view on the permittivity and the conductivity will be given,
but a discussion concerning the permeability is neglected. A reason for this is that the
permeability is only a function of frequency for magnetizable media, otherwise it is near
the free space permeability. In soils a magnetization occurs for a significant amount of
iron content (Olhoeft and Capron, 1994), which is not considered in the context of this
work.
2.1.1 Dielectric Permittivity
The dielectric permittivity can be recognized as a result of the polarizability of the medium,
which could be associated with the movement of bounded charges in an oscillating electric
field1. This can be illustrated by the following derivation, which gives an impression of
the physical background.
The derivation shall start from Ampe`re’s law in the time domain given as
∇×H(r, t) = J(r, t) , (2.1)
which links the magnetic field H with the current density J. Assuming an oscillating field,
the current density can stem from free moving charge carriers Jfree or from the movement
of bounded charges Jbound. The term for the bounded charges can be given as the temporal
change of the displacement current D, which leads to a general current density
J(r, t) = Jfree(r, t) + ∂tD(r, t) . (2.2)
Now, this displacement current is written as
D(r, t) = ε0 E(r, t) +P(r, t) . (2.3)
which is a function of the electric field E and the polarization P, which is induced by the
electric field. This polarization describes the effect of displaced charges due to electric
fields, but which can also be caused by magnetic fields. In most cases, the effect of the
magnetic field is neglected. Furthermore, the response due to the polarization induced by
an incoming electric field is assumed to be linear, which is only violated in the research field
1Here, the oscillation and rotation of molecules will be subsumed under the aspect of the movement of
bounded charges.
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of high energy laser physics. This response of the polarization need not to be instantaneous
and it can have an aftereffect, which leads to a general description given as
P(r, t) =
∫ t
−∞
R(r, t− t′) E(r, t′) dt′ , (2.4)
which is a convolution of a response function R and the electric field.
This expression leads to a simple product in the frequency domain, which yields
P(r, ω) = χ(r, ω) E(r, ω) , (2.5)
where χ represents the Fourier transformation of the response function R. Then, Eq. (2.3)
leads in the frequency domain with Eq. (2.5) to
D(r, ω) = ε0
(
1 + χ(r, ω)
)
E(r, ω) = ε0 ε(r, ω) E(r, ω) . (2.6)
Here, ε(r, ω) := 1 + χ(r, ω) is defined as the relative permittivity of the medium.
This relative permittivity gives a quantity for the energy storage of the medium, because
a higher value denotes a higher polarization, which indicates a higher energy storage. Fur-
thermore, the transformation of the response function into frequency domain only yields
a constant, when the polarization reacts instantaneously on the incoming field without
any aftereffect. Otherwise, the relative permittivity is a complex function of frequency ν,
which can be written as a function of angular frequency ω = 2pi ν given as
ε(ω) = ε′(ω)− i ε′′(ω) , (2.7)
where ε′ and ε′′ are the real and the imaginary part of the permittivity, respectively. This
relationship indicates that both parts can vary individually, but for all linear materials,
they are linked with each other by the Kramers-Kronig-relationship, which is given among
others in Cole and Cole (1941). Here, a linear material denotes that Eq. (2.4) is valid.
Description of the Relative Permittivity
An equation for the complex dielectric permittivity as a function of the angular frequency
ω, which fulfills the Kramers-Kronig-relationship, is given by Debye (1929)
ε(ω) = ε∞ +
εstat − ε∞
1 + iω τrel
, (2.8)
where εstat, ε∞ and τrel are the static dielectric permittivity at low frequencies, the di-
electric permittivity at high frequencies2 and the relaxation time. This equation can be
deduced by the assumption that an incoming electric field causes an instantaneous polar-
ization increase and an exponential decay with time, which is called dielectric aftereffect
(Wagner, 1913, 1914). At the relaxation time τrel the polarization decayed to a relative
value of 1/e. Furthermore, at the relaxation frequency νrel = (2pi τrel)
−1 the imaginary
part of the permittivity function has its maximum.
For most polar liquids a single relaxation exists in specific frequency ranges (Cole and
Cole, 1941). Here, a single relaxation can be interpreted as a single oscillator system
within the medium. For other liquids and solids, Eq. (2.8) is not valid (Cole and Cole,
1941). In this case, multiple oscillator systems within the same frequency range can be
found. If they are separated, Eq. (2.8) can be extended as a sum of discrete relaxations
ε(ω) = ε∞ + (εstat − ε∞)
∑
i
γi
1 + iω τi
with 1 =
∑
i
γi . (2.9)
2Here, low and high frequencies mean a low or high frequency limit of the considered range.
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Here, γi ∈ [0, 1] are weights for the ith relaxation with the relaxation time τi.
Depending on the internal structure of the material and the energy states within, there
might be a continuous distribution of relaxation times (Sposito and Prost, 1982). This is
described by the Cole-Cole-model (Cole and Cole, 1941)
ε(ω) = ε∞ +
εstat − ε∞
1 + (iω τrel,c)1−α
, (2.10)
where τrel,c is the Cole-Cole relaxation time and α is a measure of the distribution of the
relaxation times (Sposito and Prost, 1982). Originally, this equation was set up, because
there were a lot of experimental data, which did not fit the Debye-model.
Although, Eq. (2.8) and Eq. (2.10) represent the historical roots for the description
of the complex relative permittivity, there are some further models, which can be used.
One class of models are modified Cole-Cole-relationships, such as the Cole-Davidson or
Gavril’yak-Negami function (Nigmatullin and Ryabov, 1997). Another model is called
Jonscher model (Jonscher, 1977; Gre´goire and Hollender, 2004).
Generalized Dielectric Permittivity
The derivation for the relative dielectric permittivity was based on the response of the
material due to an internal polarization, but current densities, which result from free
charge carriers were neglected. This effect can also be included into a generalized dielectric
permittivity function. Its derivations uses Eq. (2.1) in frequency domain together with
Eq. (2.2), which yields
∇×H(r, ω) = Jfree(r, ω) + iωD(r, ω) . (2.11)
This current density Jfree is a result of the movement of charges due to a local electric
field. When these charges can move freely in all directions, which means that there are
no barriers within the moving distance, then the current density and the electric field
point in the same direction. Here, the moving distance depends on the frequency of the
electric field, the field strength and the energetic surrounding of the charges. Now, with
the assumption that the electric field and the current density are proportional to each
other, this leads to Ohm’s law
Jfree(r, ω) = σ(r, ω)E(r, ω) , (2.12)
where the proportionality constant σ denotes the conductivity. In general, the conductivity
can also be a complex function of frequency. Then, Eq. (2.11) leads with (2.6) and (2.12)
to
∇×H(r, ω) = [σ(r, ω) + iω ε0 ε(r, ω) ] E(r, ω) = iω ε0 εgen(r, ω)E(r, ω) , (2.13)
where εgen denotes the general relative permittivity function given as
εgen(r, ω) =
σ(r, ω)
iω ε0
+ ε(r, ω) . (2.14)
With respect to Eq. (2.13), a general conductivity function σgen can also be defined as
σgen(r, ω) = σ(r, ω) + iω ε0 ε(r, ω) . (2.15)
This shows that a conductivity and relative permittivity can be used congruently. By
separating both values, it depends on the definition, which physical phenomena should
be subsumed under one of these functions. From an experimental point of view, the
definitions depend on the values, which can be accessed separately.
9
Material Models Dielectric Properties
2.1.2 Electric Conductivity
In this section, the dielectric conductivity σ will be understood as a parameter, which
determines the linear movement of free charge carriers. This conductivity is introduced
by Ohm’s law, which is given in Eq. (2.12). Under a general perspective, the conductivity
is a complex function, which depends on the frequency. On the other hand, in research
fields using frequencies lower than 1 GHz such as time domain reflectometry and ground
penetrating radar, the conductivity is assumed to be constant. Here, this constant is the
direct current conductivity (e.g. al Hagrey and Mu¨ller, 2000; Bittelli et al., 2008).
Although this finding seems to be a proven fact (Olhoeft and Capron, 1994)3, a short
introduction into the theory describing the conductivity will be given, which highlights
its physical background. Afterwards, in order to obtain an insight into the describing
parameters, a simple example will be presented, which describes the conductivity in a
potassium chloride (KCl) solution. This example validates that for a frequency range below
1 GHz the complex conductivity function reduces to the simple direct current conductivity.
Mathematical Description of Electric Conductivity
An approach to study the electric conductivity as a function of frequency is based on the
equation of motion (Drude, 1900; Tip, 2004)
∂2t s(r, t) + g ∂ts(r, t) =
q
m
E(r, t) , (2.16)
where particles with a charge q and a mass m behave like moving charge carriers damped
through friction, which is described by g ∂ts. This means that the particles can move freely
within a medium. Here, g is a damping constant and s corresponds to the elongation of
the particles, caused by an external force proportional to the electric field E.
The movement of all particles with a particle density N leads to a resulting current
density J, which is given as
J(r, t) = −N q ∂ts(r, t) . (2.17)
This leads to the first order differential equation
∂tJ(r, t) + g J(r, t) =
q2N
m
E(r, t) , (2.18)
which yields after Fourier transformation
−iω J(r, ω) + gJ(r, ω) = q
2N
m
E(r, ω) (2.19)
=⇒ J(r, ω) = q
2N
(g − iω)m E(r, ω)
with (2.12)
=⇒ σ(ω) = q
2N
(g − iω)m . (2.20)
This means that the direct current conductivity σdc yields
σdc := σ(ω = 0) =
q2N
gm
, (2.21)
which is a function of physical quantities.
3In Olhoeft and Capron (1994), the fact of a constant conductivity is stated without giving any further
references.
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Conductivity of Potassium Chloride Solution
Although, Eq. (2.20) predicts the complex frequency behavior of the conductivity, there
is no intuition for the order of magnitude of the damping factor g. To overcome this
problem, a simple example will be examined. But before going into details, Eq. (2.20) is
rewritten using Eq. (2.21)
σ(ω) =
σdc g
g − iω =
σdc
g2 + ω2
(g2 + i g ω) . (2.22)
This leads to the relative permittivity contribution for the free charge carriers
εr,free =
1
iω ε0
σdc g
g − iω (2.23)
=⇒ ε′r,free =
σdc g
ε0 (g2 + ω2)
and ε′′r,free =
σdc g
2
ω ε0 (g2 + ω2)
, (2.24)
where σdc is the direct current conductivity. This value can be found in the literature for
a lot of different solutions and fluids.
Now, in order to obtain a value for the damping factor g, the salt potassium chloride
(KCl) resolved in water will be roughly analyzed. Analogous to Drude (1900), the total
direct current conductivity is a sum of the direct current conductivity of both compounds /
ions. This leads with Eq. (2.21) to
σdc = σdc,K+ + σdc,Cl− =
(
q2N
gm
)
K+
+
(
q2N
gm
)
Cl−
. (2.25)
It is obvious that the particle densities of both components and the charges are equal.
The particle densities are NK+ = NCl− = N and the charges are qK+ = −qCl− = q ≈
1.602·10−19 C, which is the elementary charge. With the assumption that both ions do not
interact with the water4, the damping factor of both ions is almost equal (gK+ = gCl− = g).
This leads to
σdc =
q2N
g
(
1
mK+
+
1
mCl−
)
. (2.26)
With the relationships N = nNA and NAm =M , we obtain the equation
g =
q2N2A n
σdc
(
1
MK+
+
1
MCl−
)
, (2.27)
which is a function, where all parameters are known. Here, NA = 6.022 · 1023mol−1,
MK+ = 39.09 gmol
−1, MCl− = 35.453 g mol
−1 and n is the Avogadro constant, the molar
mass of potassium, the molar mass of chloride and the amount of substance in mol per
volume. When a concentration cKCl = nMKCl for resolved potassium chloride is given,
then Eq. (2.27) yields
g =
q2N2A cKCl
σdcMK+ MCl−
. (2.28)
In order to use a reasonable example to highlight the magnitude of the damping term,
the experimental data from Ferre´ et al. (2003) will be used, who studied a KCl-tracer
movement in a soil with time domain reflectometry. The initial concentration of the KCl
4The assumption that both ions do not interact with the water is not true, but it is set, because the
objective is to obtain a reasonable value and especially an order of magnitude for the damping factor g.
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solution was cKCl = 0.67 g/l with a conductivity of σdc = 0.142 S/m. With Eq. (2.28),
this leads to a damping term g ≈ 3.17 · 1013 s−1.
Therefore, the damping term is much larger than the considered frequencies of this work
(g ≫ ω), which yields
σ(ω) ≈ σdc and ε′r,free ≈ 0
ε′′r,free ≈
σdc
ω ε0
. (2.29)
This leads to a simple function between the imaginary part of the relative permittivity
resulting from free charge carriers and frequency, which is illustrated in Fig. 2.1.
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Figure 2.1: Imaginary part of the relative permit-
tivity for free charge carriers assuming a constant
conductivity of σdc = 12.2 mS/cm.
It can be concluded that a frequency
dependent conductivity needs not to be
considered in research fields like time
domain reflectometry and ground pene-
trating radar, because the relevant fre-
quencies are below 1 GHz. Furthermore,
the damping term can be assumed to be
larger within soils, because the pore space
geometry restricts the movement of the
charge carriers.
Outcome: Electrical Conductivity
In this section, the derivation of a complex and frequency dependent electrical con-
ductivity function was presented, considering moving charges. These movements are
damped due to collision processes with other particles / molecules. The damping term
determines the complex conductivity function. The numerical value of this damping
term was analyzed assuming a potassium chloride solution (KCl). It is used as a sub-
situte for a conductive solution in a soil, where a smaller damping term is assumed.
It was found that for the KCl-solution the damping term is much larger than the
frequencies of interest up to some giga-Hertz. Therefore, the conductivity function
reduces to the real direct current conductivity value.
2.2 Dielectric Properties of Soils
A soil can be recognized as a multi-phase system. In the most examples of this work,
three phases are assumed consisting of air, water and the solid soil matrix. In literature,
a fourth phase is considered such as the ice phase in permafrost studies or an oil phase in
petrophysical research. In hydrology, some publications also distinguish between a phase
of bounded and free water.
In this section, an overview of descriptions for the dielectric properties in soils will be
given. It starts with a small list, which gives the main physical processes determining the
relative permittivity in soils. Then, common mixing formulas for the relative permittiv-
ity as well as for the dielectric conductivity will be presented. In the end, the relative
permittivity as a function of frequency will be given for water, dry sand and two clay
materials.
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Physical Processes of the Relative Permittivity
Relaxation due to rotation of molecules: The relaxation process comes from an oscillat-
ing system, which is excited by the incoming electromagnetic wave. This removes
energy from the incoming wave. This energy is emitted undirected and not instanta-
neously. The most prominent example is the relaxation of water, which leads to the
typical relative permittivity behavior as a function of frequency. Here, the relaxation
of water can be deduced from oscillation of the water molecules.
While the relative permittivity of pure water is discussed in section 2.2.2, which
reveals a temperature dependency and an almost constant value for frequencies below
1 GHz, the relaxation behavior can change, when water interacts with the soil matrix.
Then, the Debye model Eq. (2.8) cannot be used any longer, because the water within
the soil can have different energy states, which lead to different relaxation processes
(Sposito and Prost, 1982).
Maxwell-Wagner-effect: Another effect is the Maxwell-Wagner-effect (Wagner, 1914),
which is based on the assumption that a medium is a mixture of different dielectric
materials separated by numerous interfaces (Chen and Or, 2006a), where each ma-
terial itself has no relaxation, but could have a conductivity. The dielectric response
of such a medium has a relaxation. In historical studies, layered media and spheres
within a solute were analyzed (Wagner, 1914). Because of this finding, this pro-
cess is different to relaxation processes resulting from oscillating molecules, atoms
or electrons. On the other hand, the frequency dependent relative permittivity re-
sulting from the Maxwell-Wagner-effect can also be described by the Debye-model
(Maetzler, 1998).
In contrast to the relaxation of water, which influences frequencies above 1 GHz,
the Maxwell-Wagner-effect affects the dielectric permittivity spectrum of wet soils
especially at frequencies below 100 MHz (Chen and Or, 2006b).
A short qualitative overview over all influencing phenomena, which determines the fre-
quency behavior of the imaginary part of the relative dielectric permittivity below 1014 Hz
is given in Robinson et al. (2003), Fig. 34.
2.2.1 Dielectric Mixing Models
Because soil is a mixture of different phases (e.g. water, air and soil matrix), there is a
need to predict either the permittivity or the conductivity, when the properties of each
constituent are known. Otherwise, a huge effort must be undertaken to obtain the site
specific dielectric properties of the soil material for different water content values. This is
difficult, because the water content cannot be adjusted arbitrarily. The reason for this is
that the water content distribution is determined by the soil hydraulic properties and the
actual hydraulic state which will presented in Sec. 2.3. Furthermore, a uniform distribution
of the water content for the unsaturated case cannot be easily achieved, because this is no
equilibrium state and gravity flow will occur.
An introduction of the mixing formulas for the dielectric permittivity and the electric
conductivity will be given.
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Relative Dielectric Permittivity
Semiempirical Model: One of the most popular mixing formula is the semiempirical
model
εηc =
N∑
i=1
θi εi
η with
N∑
i=1
θi = 1 and η ∈ [−1, 1] , (2.30)
which was presented by Dobson et al. (1985). θi and εi are the volume fraction and
relative permittivity of the ith constituent, when analyzing a mixture of N materials.
Furthermore, the shape factor η is a measure for orientation and mixture of these materials
(Roth et al., 1990). εc is the bulk relative permittivity of the mixture. In general, the
relative permittivity values can be complex.
Eq. (2.30) is based on the refractive volumetric mixing proposed by Birchak et al. (1974).
It is derived from plane wave considerations. It applies an exponent of η = 0.5. With
this exponent, the relationship Eq. (2.30) is known as the complex refractive index model
(CRIM).
Experimental Studies: Dobson et al. (1985) modified Eq. (2.30)
εαc = 1− θw +
ρc
ρs
(εαs − 1) + θβw εαfw (2.31)
in order to apply it on measured data. Here, θw is the volumetric water content. ρc and
ρs are the bulk density and the specific density of the soil matrix, respectively. εfw is the
relative permittivity of free water. The exponent β was introduced to encounter for the
different dielectric behavior of bounded and free water. To fit the measured data, the
shape factor was set to η = 0.65. Furthermore, empirical relationships were introduced to
define the real and imaginary part of β as a function of clay and sand content. Dobson
et al. (1985) applied this equation on measured relative permittivity values for different
water contents measured with frequencies between 1.4 and 18 GHz. In this publication,
it was found that for the lower frequencies the semiempirical model overestimates the
measurement.
Peplinski et al. (1995) applied (2.31) to a similar data set measured at frequencies
between 0.3 and 1.3 GHz. In this publication also the shape factor was used as η = 0.65.
With only small modifications in the empirical relationships, the model fits reasonably
well.
Theoretical Four-Component Model: In the publication of de Loor (1968), a general
relationship for the relative permittivity for mixtures is given assuming a host medium
and different inclusions. Dobson et al. (1985) adapted this relationship to soils assuming
a four phase medium assuming the soil matrix as the host medium. As inclusions, an air
phase, bounded and free water were used. The discrimination into two water phases is
done, because in the proximity of the soil particles, it can be assumed that the water is
influenced by surface charges.
In Dobson et al. (1985), the inclusions are assumed to be disc-shaped, because ”the
plate-like clay mineral fraction dominates both the distribution and nature of soil water”.
For these assumptions, the mixing model is given as
εc =
3 εs + 2 θfw (εfw − εs) + 2 θbw (εbw − εs) + 2 θa (εa − εs)
3 + θfw
(
εs
εfw
− 1
)
+ θbw
(
εs
εbw
− 1
)
+ θa
(
εs
εa
− 1
) , (2.32)
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where θi and εi stands for the volume fraction and the relative permittivity of the ith
constituent. The indices ”s”, ”fw”, ”bw” and ”a” denote the soil matrix, the free water,
the bounded water and the air, respectively.
Similar mixing formulas are presented in Robinson et al. (2003), which are also derived
from the general relationship given by de Loor (1968).
Experimental Studies: Dobson et al. (1985) applied Eq. (2.32) to experimental data mea-
sured at frequencies between 1.4 and 18 GHz. For the free water, a modified Debye-type
relaxation was used. For the bounded water, the best fit was obtained with εbw = 35−i 15.
Calculation of the Water Content: In a lot of GPR studies, site specific calibrations of
the dielectric permittivity as a function of volumetric water content were not conducted.
The reason for this is that, on the one hand, these measurements are time consuming.
On the other hand, they could not cover lateral and horizontal changes of the soil types.
Although, this effort could be done, for the evaluation techniques nowadays, these infor-
mation cannot be included.
Commonly, two relationsships are used. The first one is the semiempirical model given
in Eq. (2.30) for a three-phase medium. The bulk permittivity is given as
εηc = θ ε
η
water + (1− φ) εηmatrix + (φ− θ) εηair , (2.33)
where θ, φ is the volumetric water content and the porosity. εair, εwater and εmatrix are
the relative permittivity of air, water and the soil matrix, respectively. In the frequency
range of GPR all relative permittivity values can be assumed to be constant. From this
equation, the formula for the volumetric water content can be derived
θ =
εηc − εηmatrix − φ (εηair − εηmatrix)
εηwater − εηair
, (2.34)
which requires knowledge about the permittivity values of the three constituents, the
porosity φ and the exponent η. Except of a few studies, e.g. Roth et al. (1990), this
exponent is set to η = 0.5 in analogy to Birchak et al. (1974) and Herkelrath et al. (1991).
Because Eq. (2.34) requires four parameters, which must be determined individually,
a modification is used in some studies (Herkelrath et al., 1991) within the research field
of time domain reflectometry (TDR) and GPR. This modification uses the exponent of
η = 0.5, which leads to a general function
θ = A
√
εc +B , (2.35)
where A and B are calibration parameters. These calibration parameters are obtained
by comparing the square root of the relative permittivity with volumetric water content
values determined with external methods, for instance gravimetric measurements.
The second commonly used equation, which relates volumetric water content and the
bulk relative permittivity, is the Topp-formula, presented by Topp (1980). It is given by
a polynomial of third order
θ = A+B εc + C ε
2
c +D ε
3
c (2.36)
with the parameters
A = −5.3 · 10−2 B = 2.92 · 10−2 C = −5.5 · 10−4 D = 4.3 · 10−6 . (2.37)
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The author states that 95% of all measured data points are inbetween a range of ±0.026
in water content and that the scatter of the data points were due to the different soil types
and not a result of noise. Furthermore, the publication of Topp (1980) presented that
there are deviations of the fitting parameters for different soils, especially when organic
soils are investigated. Therefore, the disadvantage of Eq. (2.36) is that there is no physical
intuition behind this formula and that it is extracted from a small set of measurements of
mineral soils in a coaxial transmission line.
Electric Conductivity
In contrast to the relative permittivity of soils it is assumed that the electric conductivity
is almost determined by the water phase through the transport of ions. As long as the
concentration of these ions is not to high, one can assume that they do not interact with
each other, which leads to a sum of the conductivity values for each ion type. For the
investigation of the soil with geophysical instruments, the single constituents cannot be
determined.
Another aspect, which should be mentioned is that the conductivity of the water phase
σw within the pore space cannot be simply scaled to the bulk conductivity of the soil σs by
knowing the water content θ. It was observed that a geometry factor Fg must be included,
which leads to a relationship
σs = θ Fg σw (2.38)
presented by Amente et al. (2000). The geometry factor is also a function of water content,
which can be estimated from the hydraulic conductivity of the soil (Amente et al., 2000).
In this publication, it was found that for sandy soils the geometry factor Fg is close to θ
b
with b = 0.5.
From empirical studies, the well known Archie’s law
σs =
σw S
n
F
(2.39)
was found, which is widely used in electric resistivity surveys (Samoue¨lian et al., 2005).
S is the saturation, which describes the water content with respect to the porosity of the
soil. And n is a fitting parameter with respect to the saturation degree. F is the formation
factor, which also reflects the pore geometry. It can be measured at full saturation.
Both presented equations for the bulk conductivity of the soil are equivalent. They can
be applied to a large range of soil types, as long as the conductivity contribution of the
soil fraction can be neglected (Amente et al., 2000). For example, for clayey soils this
contribution has an impact to the total conductivity. Furthermore, it must be noticed
that the conductivity is a function of temperature due to changes of the viscosity of the
fluid.
2.2.2 Dielectric Permittivity Functions for Specific Media
The Relative Permittivity of Water
Water mainly determines the relative permittivity of soils within the frequency range of
ground penetrating radar applications (between 10 MHz and 1 GHz). Because of this,
the relative permittivity of pure water and its dependency on frequency and temperature
will be presented in the following. These relationships can be used for dielectric mixing
formulas assuming that there is no interaction between the water molecules and the soil
matrix.
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The relative permittivity of pure water for frequencies between 1.1 and 57 GHz is pre-
sented by Kaatze (1989). Here, the author used a large data set to fit the parameters of
the Debye model, cf. Eq. (2.8), as a function of temperature T , measured in Kelvin (K).
They are given as
log10 εs = 1.94404 − 1.991 · 10−3 K−1 · (T − 273.15K) (2.40)
ε∞ = 5.77− 2.74 · 10−2 K−1 · (T − 273.15K)
τrel =
(
3.745 · 10−15 s) · (1 + 7 · 10−5 K−1 · (T − 300.65K)2) · exp{2.2957 · 103K
T
}
.
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Figure 2.2: Real (solid) and imaginary (dashed)
part of the relative permittivity of water at a tem-
perature of T = 293.15 K (20 ◦C) (black) and
T = 283.15 K (10 ◦C) (gray).
In order to obtain an impression of the
complex behavior of the relative permit-
tivity of water, an example is shown in
Fig. 2.2. Here, the real and imaginary part
of the relative permittivity up to 30 GHz
are presented for two different tempera-
tures (ϑ1 = 20
◦C and ϑ2 = 10◦C).
For pure water, in the above men-
tioned frequency domain the relaxation
process can be traced back to a rotation
of the water molecules (Robinson et al.,
2003). The temperature dependency stems
from the random thermal movement of the
molecules. For higher temperatures, this
random movement is larger and therefore, the energy storage due to the polarization pro-
cess is lower for the low frequency limit. This can be seen in the behavior of the static
permittivity εs. Furthermore, the imaginary part of the relative permittivity at relaxation
frequency, which determines the energy absorption, decreases for increasing temperatures.
This is also an effect of the random movement of the particles due to temperature.
For the dielectric behavior of water for frequencies below 1.1 GHz, the static permittivity
can be used (Kaatze, 1989). Furthermore, relaxation processes for lower frequencies are
unlikely for pure water. This can be underlined by the publication of Vidulich et al. (1967),
who determined the dielectric constant of water between 0.5 and 100 kHz, which equals
the same equation of the static permittivity given in Eq. 2.40.
The Relative Permittivity of Dry Sand
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Figure 2.3: The real (solid) and imaginary
(dashed) part of the relative permittivity of dry sand
measured by Maetzler (1998).
The complex relative permittivity of dry
sand (desert sand from Tunisia) was stud-
ied by Maetzler (1998). Here, the imagi-
nary part of Debye model with a correc-
tion term α
ε(ω) = ε∞ +
εstat − ε∞
1 + iω τrel
+ iα (2.41)
was fitted to experimental data. The
obtained parameters were ε∞ = 2.53,
εstat = 2.79, α = 0.002 and a relaxation
frequency νrel = 0.27 GHz, from which
the relaxation time can be calculated as
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τrel = (2pi νrel)
−1. The correction term was introduced to fit the data and it was assumed
to be due to losses of the main sand component. Furthermore, the relaxation process
was explained by the Maxwell-Wagner-effect. The frequency behavior for both real and
imaginary part of the relative permittivity for the dry sand is shown in Fig. 2.3.
From this example, it can be concluded that the relative permittivity can be assumed to
be constant for ground penetrating radar measurements, because a relative permittivity
difference of about 0.2 is approximately our measurement accuracy, which is shown in the
experimental studies of this work.
The Relative Permittivity of Clay
The relative permittivity of clay under moist conditions as a function of frequency was
measured and presented by Ishida et al. (2000). Here, the complex shape of the relative
permittivity results from coupling of water molecules with its surrounding (Sposito and
Prost, 1982).
Ishida et al. (2000) measured the relative permittivity of different clay minerals under
moist conditions. In this study, the water content of each sample was adjusted using a
pressure plate apparatus to a water potential of 33 kPa. Before this procedure, the samples
were oven dried at 110◦C.
For two clay minerals, the complex functions of the relative permittivity are given in
Fig. 2.4 for a frequency range between 1 MHz and 10 GHz. This figure results from the
findings presented in Ishida et al. (2000), which are given as:
Kaolinite: ε(ω) = ε∞ +
△εl
(1 + iω τl)αl
+
△εm
1 + (iω τm)βm
+
△εh
1 + (iω τh)βh
(2.42)
△εl = 335.0 ± 21.4 log10 τl [s] = − 5.52 ± 0.38 αl = 0.71 ± 0.04
△εm = 23.6 ± 1.6 log10 τm[s] = − 7.72 ± 0.21 βm = 0.92 ± 0.02
△εh = 47.7 ± 1.9 log10 τh [s] = −11.12 ± 0.21 βh = 0.98 ± 0.01
ε∞ = 5.3± 0.6
Allophane: ε(ω) = ε∞ +
△εl
(1 + iω τl)αl
+
△εm
(1 + iω τm)αm
+
△εh
1 + (iω τh)βh
(2.43)
△εl = 24.6 ± 2.8 log10 τl [s] = − 7.51 ± 0.21 αl = 0.95 ± 0.03
△εm = 5.6 ± 1.5 log10 τm[s] = − 8.69 ± 0.18 αm = 0.65 ± 0.03
△εh = 51.8 ± 2.5 log10 τh [s] = −11.07 ± 0.23 βh = 0.97 ± 0.01
ε∞ = 4.0 ± 0.7
Here, the relative permittivity function consists of a sum of relaxation processes described
by the Cole-Cole model and the Cole-Davidson model (Nigmatullin and Ryabov, 1997).
Fig. 2.4 reveals a high real part of the relative permittivity, ε′c ≈ 50− 60 for frequencies
between 50 MHz and 1 GHz. Here, the difference in the dielectric properties compared
to sand can be clearly seen. The real permittivity of saturated sand is reported to be
between 20 and 30 (Davis and Annan, 1989). Furthermore, the imaginary part of the clay
minerals is ε′′c ≈ 2− 10 for frequencies between 50 MHz and 1 GHz. This is is much larger
compared to the dry sand (Fig. 2.3).
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Figure 2.4: Relative permittivity of two clay minerals (kaolinite – solid, allophane – dashed)
under moist conditions. The direct current conductivity part is removed.
2.3 Water Content Distribution in Soils
In this section, a short introduction to soil physics will be given to obtain an insight in
the description of fluids in porous media. To be more specific, the main interests concern
the distribution of water in soils, which determines the bulk dielectric permittivity and
therefore the propagation of electromagnetic waves. As an example for a possible water
distribution, the equilibrium state will be shortly described, which leads to the evolution
of a capillary fringe.
2.3.1 Short Introduction to Soil Physics
The basic ideas in soil physics can be derived from pore size considerations. Here, the mass
balance and a flux law can be formulated for fluids within the porous medium, where a
flux can be driven by a pressure gradient or by gravity. When a whole pore space is
given, then these equations can predict the behavior of the system, which includes water
distribution and water movement. For scales larger than a few centimeters, a pore space
description cannot be used, because of experimental and numerical limits. Therefore,
these relationships need to be averaged over a specific volume. This volume is called
representative elementary volume (REV), which is defined as a space, where an averaging
of the material properties over a slightly larger domain will not change. As an example, an
averaged porosity can be calculated by choosing a sphere with a radius and an arbitrary
midpoint within the porous medium. For different radii in the order of the grain sizes, the
fraction between pore space and total sphere volume will change significantly. For much
larger radii, these changes will decrease until a constant value is reached. The sphere with
that radius encloses a volume, which can be defined as an REV.
Although, this REV is a theoretical construct, it helps to average the mass balance equa-
tion and flux law, which also correspond to the introduction of state variables analogous
to thermodynamics. The mass balance for an incompressible fluid yields
∂tθ +∇jw = 0 , (2.44)
where θ is the water content and jw the water flux. In this equation, source and sink terms
are neglected. If necessary, these terms can be included on the right hand side representing
infiltration or pumping for example.
The flux law becomes
jw = −K(θ)∇ψw , (2.45)
where K and ψw are the hydraulic conductivity and the water potential, respectively.
Here, ψw is an energy density. Its changes in space drive the water movement. It depends
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on gravity, but it is also a function of pressure. This yields to the mathematical expression
for the water potential
ψw = −ρw g (z − z0) + ψm , (2.46)
where ρw, g, z and z0 are the mass density of water, the acceleration number due to gravity
(9.81 m/s2), the depth of the observation point and a reference depth, respectively. ψm is
the matric potential and it includes the pressure dependency, which can be given as
ψm = pw − pa . (2.47)
This is only the pressure difference between the water and the air phase, assuming that
all grains of the soil matrix are completely covered by a small water film.
Now, continuing the discussion of Eq. (2.45), the flux is driven by the change of the water
potential and scales with a proportionality constant, which is the hydraulic conductivity.
Although, the hydraulic conductivity is written as a scalar value, in a generalized sense,
it must be assumed as a matrix. This is because the water flow need not be equal in all
directions, which is the case for a layered structure of grains with a preferred orientation,
for instance. Furthermore, the hydraulic conductivity must be considered as a function of
water content. This is obvious, because water can only be transported through the water
phase. When the soil is dry, the water can move only in the small films around the grains,
which leads to a very low hydraulic conductivity.
If the Eqns. (2.44)-(2.46) are combined, Richards equation
∂tθ −∇ ·
[
K(θ)
[∇ψm − ρw g]] = 0 (2.48)
is obtained, which describes water distribution and water transport in porous media and
was first presented by Richards (1931). The difficulties of this equation are that it is non-
linear, because of the dependency of the hydraulic conductivity on the water potential.
Furthermore, a relationship between the matric potential and the water content is required
as well as a relationship between the hydraulic conductivity and water content. These
relationships must be determined experimentally for each soil and can only be predicted
by knowing the pore-size distribution and pore connectivity (Vogel and Roth, 1998). On
the other hand, there are a few mathematical expressions for these relationships, where
some of the required parameters are pure fitting parameters without any physical meaning
(Fuentes et al., 1992).
2.3.2 Description of the Capillary Fringe
The capillary fringe will be examined in more detail, because it is the easiest example to
illustrate gradual changes of the water content within the soil, but it only occurs under
conditions of the hydraulic equilibrium.
In this context, one can understand a capillary fringe as a range above a water table,
where the water is moved upwards due to capillary rise. Assuming a porous medium with
a huge distribution of different pore radii, one can imagine that there is a functionality
between height above the water table and water content. This comes from the fact that
the water rises higher in small pores compared to larger ones.
In the following, two descriptions for the capillary fringe will be presented. But before,
the matric head is introduced, which is a more intuitive measure than the matric potential.
The matric head hm is defined as
hm :=
ψm
ρw g
, (2.49)
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which is given in units of centimeters above a reference surface. In most cases, this is the
water table. In hydraulic equilibrium, the matric head gives a height above the ground /
free water table, measured in negative values. This can be illustrated, because at the free
water table the pressure difference between air and water phase is zero, which leads to a
matric head equal to zero. For water above the free water table, the energy density of the
water equals the potential energy density in hydraulic equilibrium. But this energy density
is given in negative values, because, due to the capillary rise, energy must be introduced
to the system to free the water from its bounded state. Because the potential energy is a
function of height, Eq. (2.49) defines this height, but it is given in negative values.
With this matric head, the capillary fringe can be described by the van-Genuchten
parameterization (van Genuchten, 1980)
θ(hm) =
(
θs − θr
)[
1 + (αg hm)
ng
]−mg
+ θr , (2.50)
where θs, θr, αg, ng and mg are the van-Genuchten-parameters, which the restrictions
αg < 0, ng > 1 and mg > 0. Here, θs is the saturated water content, which is the highest
possible water content in the soil. It can be lower than the porosity of the system due
to entrapped air. θr describes the residual water content. It is the amount of water,
which cannot be removed from the soil due to small films on the grains. In most cases
mg is expressed as mg = 1 − 1/ng. Here, as a physical explanation 1/αg corresponds to
an air entry value and 1/ng indicates the width of the capillary fringe, which gives the
distribution of the relevant radii within the porous medium.
Another parameterization for the capillary fringe was described by Brooks and Corey,
which is given as
Θ(hm) =
{
[hm/h0]
−λ , for hm < h0
1 , for hm ≥ h0 with Θ =
θ − θr
θs − θr . (2.51)
Here, Θ and h0 describe the saturation of soil and the air entry pressure. In contrast to the
van-Genuchten parameterization, this air entry pressure is well defined and corresponds
to the capillary rise due to the largest pores in the medium. The parameter λ is only a
fitting parameter, which describes the curvature and therefore, the pore size distribution.
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3 Electromagnetic Theory -
Modeling Approaches
3.1 Introduction / Overview
Every kind of modeling is a tool to verify a scientific theory and therefore helps to evaluate
measured data. Each model requires a theory, which should reflect the reality to a certain
extent based on the assumptions defined in this model.
Because this work deals with ground penetrating radar (GPR), which is an application
of the electromagnetic theory, models are required, which represent this theory. For the
prediction of electromagnetic wave phenomena, one can find at least four different modeling
approaches:
Ray Approaches are the most simple models, which assume the electromagnetic waves to
propagate on straight lines within a homogeneous medium.
Plane Wave Approaches solve the electromagnetic wave equation for the absence of sour-
ces, such as radiating dipoles. Therefore, these approaches are far-field methods,
because the radiation field of an antenna cannot directly be addressed. It must be
approximated for full wave studies.
In most applications concerning GPR, only the solution for the reflection coefficient
for simple material setups is analyzed and used for data interpretation (e.g. Brad-
ford and Deeds, 2006). However, multi-layer approaches exist, such as described in
Strobbia and Cassiani (2007), where the waveguiding behavior of the near subsurface
is examined.
Green’s Function Approaches solve the electromagnetic wave equation with respect to a
source term, which can be placed and designed almost arbitrarily in a predefined
material model. This predefined medium is necessary to calculate the Green’s func-
tions, which are solutions for an arbitrary orientation of an infinitesimal radiating
dipole.
In the research field of surface GPR applications, there are at least two main appli-
cations of Green’s functions. Some researchers use them, in order to describe the
backscattered electric field from pipes or other spherical objects placed in an ho-
mogeneous background (Hansen and Johansen, 2000; Meincke, 2001). Furthermore,
Green’s functions are calculated for horizontally layered media (Lambot, 2003) in
order to determine the near surface volumetric water content (Lambot et al., 2004).
The disadvantage of these approaches is that Green’s functions for arbitrary media
are difficult to determine. Therefore, this method is restricted to a small set of mate-
rial structures. Furthermore, these approaches are challenging in the mathematical
description.
The advantage of these methods is that a full wave solution, which includes the near
field (due to the antenna radiation) and the far field, can be obtained in shorter
calculation times compared to other numerical approaches.
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Numerical Approaches offer the highest potential to model arbitrary material structures
or dielectric property distributions. Furthermore, the antenna and its radiation
can be modeled in great detail (Lampe et al., 2003), which leads to more realistic
representations of GPR measurements.
In the research field of full wave electromagnetic modeling, two approaches exist
to solve Maxwell’s equations in the time domain. These equations can either be
solved on regular and structured grids with the finite difference method (Taflove and
Hagness, 2000), or they can be solved on unstructured grids using finite element
methods (Volakis et al., 1998). These finite element methods offer the possibility
to adapt the representing grid by refining the spatial discretization of highly inter-
esting or numerically challenging areas. In many cases, this allows an increase of
modeling performance with superior numerical efficiency relative to methods based
on structured grids.
For full wave simulations of GPR, the finite difference method is widely used such
as presented by Roberts and Daniels (1997), Chen and Huang (1998) and Cassidy
(2007). They all solve Maxwell’s equation in the time domain, because most of the
GPR measurements work in this domain.
The difficulties of the numerical methods are that the accuracy depends on the dis-
cretization of the domain, which has a significant impact on the runtime. Further-
more, the domain must be truncated, because an infinite domain cannot be modeled
with these approaches. Therefore, extra boundary algorithms must be implemented,
which simulate an infinite domain.
In this work, examples for the first three modeling approaches will be presented, which
vary in complexity and the electromagnetic phenomena they are able to represent. The
advantage in using different modeling approaches is that each method is based on some
aspects of wave propagation. For instance, while a simple ray approach only focuses on
travel paths and times, the plane wave approach additionally includes amplitude behavior,
wavelet distortion, the applicability for dispersive material properties etc. This means
that the aspect of a travel time is superposed by the amplitude behavior in a plane
wave approach, leading to an extraction of travel times, which is a bit more difficult.
Furthermore, the ray approach allows the determination of travel times for distinct travel
paths. The plane wave approach represents all possible wave modes for a given material
model, which could complicate the assignment of the different travel paths. This small
example demonstrates that different modeling approaches can help each other for the
interpretation, the validation and the evaluation of simulations.
3.2 Travel Path Analysis using the Ray Approach
The ray approach is the simplest model to predict travel times of electromagnetic wave
propagation. It only accounts for reflection and refraction at layer boundaries. The limit
of this approach is that neither the amplitude behavior nor the wavelet distortion can be
analyzed.
Assuming a multi-layered model, the ray approach can predict travel paths through the
system, but it can not distinguish which travel paths are likely to be detected. For this
purpose simple plane wave predictions must be included, such as done in Goodman (1994).
In this section, a description of the elementary wave types, which are observable in GPR
studies, will be given. Here, two- or three-layer structures will be assumed. In a next step,
two approaches are presented, predicting the travel path and the travel time through a
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multi-layered medium, which can represent the gradients of the relative permittivity due
to water content changes in the subsurface.
3.2.1 Analytical Solutions for Few Layer Setups
ε
ε a
xd(    )
α
x
a
d
Rair wave
c
RT
RT
reflected
wave
0
T R0(b)
(a) T
ground wave
reflected wave
totϕ ≈ ϕ
(c)
reflected
refracted
wave
(d)
refracted
wave
critically totϕ = ϕ
Figure 3.1: Selected travel paths, which
are all observable in GPR applications.
For a better overview, these travel paths are
scetched separately.
In this subsection, the focus is on the travel
paths, which are most relevant for ground pene-
trating radar applications. A set of them is pre-
sented in Fig. 3.1. Here, one can distinguish be-
tween three categories: (i) direct waves, (ii) re-
flected waves, and (iii) refracted waves.
Direct Waves
Direct waves are all waves, where the travel paths
go directly from the transmitter to the receiver.
In a homogeneous medium, one would expect a
single ray. When the transmitter and the receiver
are placed above an interface between two half-
spaces with different dielectric properties, then
two direct waves can be observed (Fig. 3.1a). The
travel times tdir of these waves are only a function
of distance a (antenna separation) and relative
permittivity εr of the medium the wave travels
through. It is given as
tdir =
a
c0
√
εr , (3.1)
where c0 is the speed of light in vacuum.
When both waves are detected, then the fastest
wave, which propagates through the air is de-
noted as the air wave (Fig. 3.1a). The second
fastest wave, which travels through the ground is
called ground wave.
Reflected Waves
With respect to the material model given in Fig. 3.1, a reflected wave is the result of one or
more reflections. The travel time trefl of a single reflection at a horizontal layer boundary
with a depth d (Fig. 3.1a) can be described as:
trefl =
√
a2 + 4 d2
c0
√
εc . (3.2)
Here, εc is the relative permittivity of the medium in which the reflected wave travels.
Furthermore, one can assume multiple reflections within this layer. Then the travel time
becomes
trefl,n =
√
a2 + (2 n d)2
c0
√
εc , (3.3)
where n denotes the number of reflections at the lower boundary.
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In a more general case, the lower layer can be assumed as a dipping reflector (Fig. 3.1b).
Then, the travel time trefl,α depends on the measurement position x0 and the dipping of
the reflector described by the angle α. This yields1
trefl,α(x0) =
√
εc
c0
cosα
√
4 d(x0)2 + a2 , (3.4)
where the reflector depth d(x0) defines the reflector depth below the midpoint x0 between
transmitter and receiver. α is the dipping angle. If this midpoint is moved to a position
x, we obtain
trefl,α(x) =
√
εc
c0
√
(4d2 + a2) cos2 α+ 4 (x0 − x)2 sin2 α+ 8 d (x0 − x) sinα cosα ,
(3.5)
where d is still the reflector depth below the position x0.
εa
trefl,α,β
β
d
ε c
T/R
Figure 3.2: Dipping reflec-
tor orthogonal to transmitter-
receiver direction.
In all the examples above, it is assumed that the
reflector depth does not change perpendicularly to the
transmitter-receiver direction. When there is a dip with
an angle β introduced orthogonally to the transmitter-
receiver direction, Eq. (3.4) becomes
trefl,α,β(x0) =
√
εc
c0
cosα cos β
√
4 d(x0)2 + a2 , (3.6)
where trefl,α,β(x0) denotes the travel time from a single
reflection caused by a boundary layer with the dipping
angle α in survey direction and β orthogonal to the survey
direction.
Refracted Waves
As illustrated in Fig. 3.1c-d, there are two different types of refracted waves in three-layer
systems. One wave is first reflected at the lower interface and then it is refracted at the air-
ground interface (Fig. 3.1c). Therefore, it is called ”reflected-refracted wave” (Strobbia and
Cassiani, 2007), but in the literature one can find the nomenclature ”critically refracted
wave” (Huisman et al., 2003) or ”air-refracted phase” (Bohidar and Hermance, 2002). The
second wave (Fig. 3.1d) is critically refracted at the lower interface, which requires that
the lower medium has a lower dielectric permittivity than the intermediate layer. This
wave is named ”critically refracted wave” (Rucker and Ferre´, 2003; Strobbia and Cassiani,
2007), but also denoted as a ”refracted wave” (Huisman et al., 2003) or the ”subsurface
refracted wave” (Bohidar and Hermance, 2002).
It must be noted that in the following description the refracted waves are assumed to
be detectable as separated wavelets. This cannot be guaranteed in general because both
wavetypes can occur as waveguiding modes (van der Kruk, 2006; van der Kruk et al.,
2007).
1The derivation of this relationship can be found in Appendix A.1.1.
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Reflected-Refracted Waves: The travel path of the reflected-refracted wave is presented
in Fig. 3.1c. This wave is reflected at a dielectric boundary in the subsurface and is
refracted at the ground surface. Therefore, one can determine two travel path sections,
one within the soil and the other one in air. Assuming the receiver to be placed directly
on the surface, these characteristic waves occur when the incoming angle ϕ from soil to
air is approximately the total reflection angle ϕtot, which is given as
sinϕtot =
√
εa/εc . (3.7)
Assuming a horizontal reflector, the travel time trefl-refr of the reflected-refracted wave is
given as
trefl-refr =
√
εc
c0
2 d
cosϕtot
+
√
εa
c0
(
a− 2 d tanϕtot
)
=
a
c0
√
εa +
2 d
c0
√
εc − εa . (3.8)
If multiple reflections occur previous the refraction into the air, then the travel time
becomes
trefl-refr,n =
√
εc
c0
2n d
cosϕtot
+
√
εa
c0
(
a− 2n d tanϕtot
)
=
a
c0
√
εa +
2n d
c0
√
εc − εa , (3.9)
where n is the number of reflections at the lower boundary.
Critically Refracted Waves: These waves are reported in borehole GPR applications
(Rucker and Ferre´, 2003) as well as in surface GPR surveys (Strobbia and Cassiani, 2007).
While in borehole applications only a single wave can be found, because in most cases
a simple two-layer medium can be assumed, in surface GPR applications multiples can
occur, which can be associated with guiding wave phenomena (Strobbia and Cassiani,
2007; van der Kruk, 2006).
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Figure 3.3: Single critically refracted
wave travel path and a representation of
multiples.
As presented in Fig. 3.3, the travel paths of
critically refracted waves can be divided into
three sections. The two sections in the inter-
mediate layer are equal. The occurrence of the
coupling from the lower medium in the interme-
diate layer can be argued by Huygens principle.
Again, a total reflection at the bottom interface
must be assumed, which requires that the lower
half-space has a lower relative permittivity than
the intermediate layer (ε1 > ε2). Again, the total
reflection angle is defined as
sinϕtot =
√
ε2
ε1
, (3.10)
where the definition of the notation can be ex-
tracted from Fig. 3.3. This leads to a travel path
in the intermediate layer s1 and a travel path in
the lower half-space s2 given as
s1 =
2d
cosϕtot
=
d
√
ε1√
ε1 − ε2 and
s2 = a− 2 d tanϕtot = a−
2 d
√
ε2√
ε1 − ε2 , (3.11)
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where d and a correspond to the depth of the intermediate layer and the distance be-
tween transmitter T and receiver R, respectively. Therefore, the total travel time can be
expressed by
tc-refr =
2 s1
c0
√
ε1 +
s2
c0
√
ε2 =
2 d
c0
√
ε1 − ε2 + a
c0
√
ε2 . (3.12)
Again, when multiple reflections are assumed in the intermediate layer either before or
after the refraction process, then the travel time for the nth multiple can be written as
tc-refr,n =
2n d
c0
√
ε1 − ε2 + a
c0
√
ε2 . (3.13)
3.2.2 Multi-Layer Modeling
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Figure 3.4: Setup of a multi-layer model.
This subsection will focus on the travel path
of electromagnetic waves in multi-layered media
(Fig. 3.4). This layering can simulate the gradi-
ents in dielectric permittivity within soils caused
by gradients in water content.
Here, two modeling approaches will be pre-
sented. One is based on Fermat’s principle and
the other one on a ray tracing method.
Fermat’s Principle
Fermat’s principle is a variation principle. It
states that a travel path is realized, when small variations of it always increase the travel
time (Jones, 1994). In this context, this principle is used in the following way: A travel
path is described with a set of parameters. A specific set of parameters is searched, which
leads to the smallest travel time. For this purpose, it must be guaranteed, that one and
only one travel path with the minimal time is possible.
In the following, a horizontally layered material model will be used (Fig. 3.4). Assuming
a detectable reflection from the lower boundary of the n-th layer, one can calculate the
travel time
trefl =
2
c0
n∑
i=1
√
(si − si−1)2 + (di − di−1)2√εi (3.14)
with s0 = 0 , sn =
a
2
, d0 = 0 and dn = D .
Referring to Fig. 3.4, si (i = 0, . . . , n) denotes the x-position of the transition points at the
interfaces. s0 is set to 0 and sn = a/2, which is the reflection point. This is a consequence
of s0, the antenna separation a and the assumption of a horizontal layering. All other
transition points sj (j = 1, . . . , n−1) must be set such, that Fermat’s principle is fulfilled.
For this purpose, the travel time, given in Eq. (3.14), can be understood as a function
of the unknown transition points
trefl =: f(s1, . . . , sn−1) = f(s) . (3.15)
These unknowns themselves can be defined as a vector s = (s1, . . . , sn−1). The function f
can be expanded into a Taylor-series
f(s) ≈f(s0) +BT (s− s0) + 1
2
(s− s0)T C (s− s0) , (3.16)
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which is truncated after the second derivative. The abbreviation for the vector B and the
matrix C are given as
B =
(
∂s1f(s0) , ∂s2f(s0) , . . . , ∂sn−1f(s0)
)
(3.17)
C =


∂2s1f(s0) ∂
2
s1,s2f(s0) · · · ∂2s1,sn−1f(s0)
∂2s2,s1f(s0) ∂
2
s2f(s0) · · · ∂2s2,sn−1f(s0)
...
...
. . .
...
∂2sn−1,s1f(s0) ∂
2
sn−1,s2f(s0) · · · ∂2sn−1f(s0)

 , (3.18)
with the derivatives
c
2
∂sif =
(si − si−1) √εi√
(si − si−1)2 + (di − di−1)2
− (si+1 − si)
√
εi+1√
(si+1 − si)2 + (di+1 − di)2
(3.19)
c
2
∂2sif =
(di − di−1)2 √εi(
(si − si−1)2 + (di − di−1)2
)3/2 + (di+1 − di)2
√
εi+1(
(si+1 − si)2 + (di+1 − di)2
)3/2 (3.20)
c
2
∂2sk,slf =


− (dk − dl)
2 √εk
((sk − sl)2 + (dk − dl)2)3/2
, when k − l = 1
0 , else
. (3.21)
The approximated function f(s) corresponds to a paraboloid in n − 1-dimensions. Its
extremum is at the position se, where the gradient is zero:
∇f(se) = B+C (se − s0) != 0 . (3.22)
The solution of the equation above can be found with the Newton-method for higher
dimensions, which can be set up as
sm+1 = sm − (C−1 B)sm with limm→∞ sm = se , (3.23)
where m, se represent the number of iterations and the resulting parameter vector. The
iteration can be stopped if the correction △sm+1 = |sm+1 − sm| is smaller than a given
vector, where each entry denotes the error of its corresponding transition point. In order
to guarantee convergence of the Newton-method, an adequate initial parameter vector
must be found.
The initial parameter vector can be obtained at least with two methods. The first one
is simply guessing by using a random number generator. When these random numbers
are sorted and projected to the interval [s0, sn], this leads to an initial parameter vector.
Of course, this procedure must be repeated until the algorithm converges. As a second
method, one can calculate the initial values with the straight line approach. Unfortunately,
these transition points may not lead to a convergence of the algorithm. Especially this
is the case, when the changes between the relative permittivity values of the layers or
the antenna separation a is too large. But they lead to a convergence, when a relatively
small antenna separation is assumed using the same material model. This can be used
as an initial step of an iterative procedure, which increases the antenna separation to the
desired value. Then, the transition points can be linearly projected to the larger antenna
separation in each step, which are close to the actual values.
Straight Line Approach
Under the motive that refraction may not have a measurable influence on the travel times
for smooth dielectric permittivity transitions, a travel path of a straight line can be as-
sumed. With respect to Fig. 3.4 the relationship for the sections of this straight line in
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each layer can be found as
a
2 D
=
si − si−1
di − di−1 for i = 1, . . . , n . (3.24)
Therefore, the straight line travel time tstraightrefl from a reflection after the transition of
multiple layers is given by
tstraightrefl =
2
c
√
a2
4 D2
+ 1
(
n∑
i=1
(di − di−1) √εi
)
. (3.25)
Ray Tracing Method
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Figure 3.5: Principle of the ray tracing
method.
The ray tracing method is based on linear ray
propagation, refraction and reflection. For sim-
plicity, it is assumed that the reflection, refrac-
tion and propagation processes take place on a
single plane in two dimensions (Fig. 3.5). In a
first step the starting point (x0, z0) and the di-
rection angle α0 must be defined. Furthermore, a
material model must be given, which consists of n
layers with a relative permittivity (ε1, ε2, . . . , εn).
The layer boundaries are given by functions di(x)
(i = 1, . . . , n), which are not allowed to cross
within the area of interest.
The algorithm is performed as followed: From
a starting point the ray tracing algorithm calcu-
lates the crossing point of the ray with the next
layer boundary in propagation direction. There, a new direction angle is calculated de-
pending on whether refraction or reflection shall occur. This crossing point is a new
starting point.
Now, this procedure will be described mathematically. A ray starting at a position
(xm, zm) with a direction angle αm is written as
z(x) = (x− xm) tanαm + zm . (3.26)
In the next step, the crossing point xm+1 of the m-th ray with the i-th layer boundary
given by di(x) is calculated with the Newton-method by minimizing the difference function
f(x) := z(x)− di(x). This yields
xm+1,l+1 = xm+1,l −
f(xm+1,l)
∂xf(xm+1,l)
= xm+1,l −
(xm+1,l − xm) tanαm + zm − di(xm+1,l)
tanαm − ∂xdi(xm+1,l)
(3.27)
with l = 0, 1, 2, 3, . . ., which denotes the iteration steps of the Newton-method.
For the calculation of refraction and reflection, the definitions given in Fig. 3.6 are used.
Then, the equations for a refraction are given by
tan γ = ∂xdi(xm+1) ϕ1 =
pi
4
− αm − γ sinϕ2 =
√
εm
εm+1
sinϕ1 (3.28)
αrefrm+1 =
pi
4
− ϕ2 − γ , (3.29)
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where αrefrm+1 only exists, when √
εm
εm+1
sinϕ1 < 1 . (3.30)
Otherwise, total reflection occurs. For reflection, the direction angle is calculated by
tan γ = ∂xdi(xm+1)
αreflm+1 = pi − αm + 2 γ . (3.31)
α
ϕ
ϕ
ϕ
α
α
ε
d
ε
i
m+1
refl
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2
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m
m+1
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Figure 3.6: Definitions for the reflection
and the refraction description for the ray
tracing method.
With these equations, the travel path through
an arbitrary layered medium can be calculated
and from this the travel time. Unfortunately, the
end point (xend, zend) can not be given at the be-
ginning of the algorithm. For a given transmitter
position and material model, this system has only
two free parameters: (i) the direction angle α0 of
ray at the starting point and (ii) the z-position
at end point zend. Therefore, for a fixed zend the
x-position is a function of the direction angle:
xend = xend(α0).
In order to obtain the travel path from a given
transmitter position (x0, z0) to a given receiver
position (xrec, zrec = zend), the Newton-method
is applied to search the direction angle αˆ0, which
fulfills
g(αˆ0) := xrec − xend(αˆ0) != 0 . (3.32)
This is obtained by the algorithm
α0,l+1 = α0,l −
g(α0,l)
∂α0g(α0,l)
(l = 0, 1, 2, . . .) , (3.33)
where the derivative ∂α0g(αˆ0,l) can be given numerically as central differences
∂α0g(αˆ0,l) ≈
g(αˆ0,l + δ)− g(αˆ0,l − δ)
2 δ
. (3.34)
δ defines a small angle shift. It determines the numerical calculation of the derivation and
which therefore must be defined appropriately. Again l gives the iteration number for the
Netwon-method.
The limit of this procedure Eq. (3.33) should lead to the true direction angle, depending
on the initial value. The convergence depends on the derivative given in Eq. (3.34) and
the choice of the value δ. For instance, for refraction processes near the total refraction
angles, very small changes of the starting direction angle α0 can significantly change the
result. Here, the angle shift δ, must be chosen very small.
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3.3 Plane Wave Descriptions
Plane waves are solutions of the homogeneous Maxwell’s equations, which means that
there are no sources of the electromagnetic fields. In other words, plane waves are far-field
solutions. They are described by an angular frequency2 ω and a propagation vector k.
In the following, some aspects of plane wave propagation are presented, which are
relevant for the description of GPR signal propagation. First, a possibility to describe
the propagation of electromagnetic waves in homogeneous and dispersive media will be
presented. Afterwards, the reflection process at sharp transitions is analyzed. Finally, a
multi-layer modeling approach is presented, which can be used to study plane wave propa-
gation through a fine layered medium, with almost smoothly changing material properties.
3.3.1 Propagation in Homogeneous Media
A single plane wave propagating in a homogeneous medium with a relative dielectric
permittivity εr is given by
C(r, t) = C(k, ω) ei(ωt−k·r) (3.35)
with C = {E,H}
and ω = 2pi ν , |k| = ω
c0
√
εr . (3.36)
Here, Eq. (3.35) is a general notation of the plane wave description for the electric field E
and the magnetic field H. The second part of Eq. (3.36) is called dispersion relationship.
ν and εr are the physical frequency and the relative permittivity of the material. With
Eq. (3.35), the electric field strength is calculated for a given position r and a given time
t.
Now, a set of plane waves (with different angular frequencies) propagating in one di-
mension (x-direction) is assumed, which leads to the propagation constant k = ω
√
εr/c0.
At the position x = 0, the electric field E(0, t) as a function of time yields
E(0, t) =
∫
E(ω) eiωt dω . (3.37)
On the other hand, if the electric field in time domain is given, than the frequency com-
ponents can be obtained by
E(ω) =
1
2pi
∫
E(0, t) e−iωt dt . (3.38)
Now, it is used that the propagation vector in one dimension is a function of frequency.
This allows us to calculate the electric field E(x, t) in time domain at every other position
x with
E(x, t) =
∫
E(ω) ei(ωt−k(ω) x) dω . (3.39)
Here, the propagation constant determines the phase and amplitude term for each fre-
quency, which changes the time signal. If k(ω) is only a linear function of ω, which means
that the medium is not dispersive and that the phase term changes equally for each fre-
quency. This leads to a shift of the time signal. But for dispersive media, the dielectric
permittivity is a complex value, which leads to a complex k. This implies that the imagi-
nary part causes an amplitude change and the real part determines the phase or in other
words the propagation velocity of the frequency component.
2Instead of angular frequency ω, also the frequency ν = ω (2 pi)−1 measured in Hz (Hertz) can be used,
but this would lead to the additional factor 2pi in the descriptions.
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3.3.2 Reflection and Transmission at a Sharp Dielectric
Transition
kR,xk I,x
kT kT,z
kT,x
kR,zk I,z
kI kR
ε2
ε1
ϕ2
ϕ1 ϕ1
Figure 3.7: Definition of the propagation
vectors for transmission and reflection at a
boundary.
The description of reflection and transmission
of plane waves is a two dimensional problem
(Fig. 3.7). For a single incoming plane wave with
a propagation vector k = (kI,x, 0, kI,z), the elec-
tric field EI is given as
EI(x, z, t) = EI(kI,x, kI,z, ω) e
i(ωt−kI,xx−kI,zz)
(3.40)
with k2I,x + k
2
I,z =
ω2
c2
0
ε1 , (3.41)
where ε1 is the relative permittivity of the
medium in which the incoming wave propa-
gates. At the reflection point the x-component of
the propagation vector remains constant for the
transmitted and reflected field. Therefore, the
propagation vectors for all involved waves can be
calculated by
kI = (kI,x, kI,z) , kR = (kI,x,−kI,z) and kT =
(
kI,x,
√
ω2
c2
0
ε2 − k2I,x
)
, (3.42)
where ε2 is the relative permittivity of the medium in which the transmitted wave propa-
gates.
For the derivation for the reflection and transmission coefficients, it is necessary to split
the incoming electric field into two polarizations, which are given as
ES = E
(TE)
S +E
(TM)
S (3.43)
with S = {I,R,T} and with the definitions
E
(TE)
S · n = 0
and
(
k×E(TM)S
)
· n = 0 . (3.44)
Here, n is the normal vector on the boundary. In these equations the abbreviation TE
stands for ”transversal electric” and TM for ”transversal magnetic”, which assigns the
oscillation plane of the electric and magnetic field.
Now, the reflection coefficient R(TE) and the transmission coefficient T (TE) for TE-
polarization are given as
R(TE) =
√
ε1 cosϕ1 −√ε2 cosϕ2√
ε1 cosϕ1 +
√
ε2 cosϕ2
=
√
ε1 cosϕ1 −
√
ε2 − ε1 sin2 ϕ1√
ε1 cosϕ1 +
√
ε2 − ε1 sin2 ϕ1
(3.45)
T (TE) =
2
√
ε1 cosϕ1√
ε1 cosϕ1 +
√
ε2 cosϕ2
=
2
√
ε1 cosϕ1√
ε1 cosϕ1 +
√
ε2 − ε1 sin2 ϕ1
, (3.46)
where ϕ1 and ϕ2 are the incoming and refracted angles as illustrated in Fig. 3.7. Because
the TM-polarization has not much relevance in this work, the corresponding formulas are
omitted. It must be noted that Eq. (3.45) and (3.46) are the Fresnel equations for TE
polarization.
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Time Domain Analysis
All considerations above focus on a single plane wave in the frequency domain. In con-
trast, GPR signals deal with time domain signals. Therefore, the reflection of wavelets /
electromagnetic time signals should analyzed in more detail.
General Description: The local and temporal description of an incoming and a reflected
wave is given by
EI(x, z, t) =
∫∫
dω dkz EI(kz, ω) e
i(ωt−kxx−kzz) (3.47)
ER(x, z, t) =
∫∫
dω dkz R(kx, ω)EI(kz , ω) e
i(ωt−kxx+kzz) . (3.48)
If the complex reflection coefficient is written in an absolute |R(kx, ω)| and a phase term
with ξ(kx, ω), this yields
ER(x, z, t) =
∫∫
dω dkz |R(kx, ω)| eiξ(kx,ω)EI(kz, ω) ei(ωt−kxx+kzz) . (3.49)
From this equation, it can be concluded that the incoming wavelet stays only constant in
shape, when the reflection coefficient is a real number, which is valid when both media
are not dispersive and when the incoming angle is not equal to or larger than the total
reflection angle. Otherwise, when the reflection coefficient is complex, the shape of the
reflected signal will change.
Total Reflection: For total reflection, a specific behavior of the wavelet in time and space
is described by the Goos-Ha¨nchen shift (Goos and Ha¨nchen, 1947), which was analyzed
and validated by Artmann (1948) and Chiu and Quinn (1972). This effect predicts shifts
in the travel time and of the reflection point. The derivation of these shifts presumes that
the phase term of the reflection coefficient can be approximated as a linear function.
Arbitrary Reflection: For arbitrary reflections, one could also assume that the absolute
part of the reflection coefficient is constant for the applied frequency and propagation vec-
tor range. Furthermore, it could be assumed that the phase function can be approximated
in a Taylor-series truncated after the linear term. Mathematically, this can be expressed
as
|R(kx, ω)| = |R| = const. (3.50)
ξ(kx, ω) = ξ0 + ∂kxξ|(kx,0,ω0) (kx − kx,0) + ∂ωξ|(kx,0,ω0) (ω − ω0)
ξ(kx, ω) = ξ0 + ξ
′
kx (kx − kx,0) + ξ′ω (ω − ω0) , (3.51)
where ξ0 = ξ(kx,0, ω0). These assumptions are rough and therefore, if the following equa-
tions will be applied to a scientific context, then the assumptions must be verified. Al-
ternatively, the full expression for the reflection coefficient should be used to describe the
reflected wave field.
With respect to Eq. (3.45), the reflection coefficient is given as a function of fre-
quency and incoming angle. Because, in the following equations the derivative after the
x-component of the propagation vector kx is required, this derivative can be given as
∂kxξ = ∂ϕξ ∂kxϕ = ∂ϕξ
1
|k| cosϕ with kx = |k| sinϕ . (3.52)
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When Eq. (3.51) is inserted into Eq. (3.49), this equation becomes
ER(x, z, t) = |R| ei(ξ0−ξ
′
kx
kx,0−ξ′ω ω0)
∫∫
dω dkz E˜I(kz, ω) e
i(ω(t+ξ′ω )−kx(x−ξ′kx)−kzz)
ER(x, z, t) = |R| ℜe
[
ei(ξ0−ξ
′
kx
kx,0−ξ′ω ω0)
]
EI(x− ξ′kx, z, t+ ξ′ω) , (3.53)
where ξ′kx = ∂kxξ and ξ
′
ω = ∂ωξ.
The last equation shows that a reflection of a wavelet can be shifted in time and also
in space depending on the derivatives of the phase term of the reflection coefficient. This
means that reflections at a boundary between two non-dispersive media do not show this
effect, at least when no total reflection occurs.
Evanescent Waves
Electromagnetic waves show another interesting behavior at transitions from a medium
with a lower to a medium with a higher permittivity. Using Fig. 3.7 and assuming that
ε1 > ε2, then the propagation vector of the transmitted wave yields
kT = (kT,x, kT,z) =
(
kI,x,
√
ω2
c2
0
ε2 − k2I,x
)
=
(
kI,x,
ω
c0
√
ε2 − ε1 sin2 ϕ1
)
. (3.54)
For this relationship, the dispersion relationship Eq. (3.41) for the transmitted field and
the refraction law Eq. (3.28) were used. When the incoming angle ϕ1 is larger than the
total reflection angle, cf. Eq. (3.7), kT,z becomes imaginary, because
ϕ1 > ϕtot =⇒ ε1 sin2 ϕ1 > ε2 =⇒ kT,z = −i ω
c0
√
ε1 sin
2 ϕ1 − ε2 . (3.55)
Now, with the complex z-component of the propagation vector, a single transmitted plane
wave can be described with
ET(x, z, t) = T EI(kI,x, kI,z, ω) e
i(ωt−kI,xx) e−z ω/c0
√
ε1 sin2 ϕ1−ε2 , (3.56)
where T is the transmission coefficient for either TE- or TM-polarization. The very last
term shows an exponential decay depending on the position z, the angular frequency ω, the
incoming angle ϕ1 and the relative permittivities of both media, ε1 and ε2. This equation
also underlines the negative sign in Eq. (3.55), because otherwise the field strength of the
transmitted field would increase exponentially, which violates the energy conservation law.
A special case of Eq. (3.56) exists for ϕ1 = pi/2. This means that in medium 1 the wave
propagates parallelly to the boundary. Then the field in medium 2 is proportional to
ET(x, z, t) ∼ ei(ωt−kI,xx) e−z ω/c0
√
ε1−ε2 . (3.57)
The proportionality is used because for the parallel propagation of a wave in medium 1 the
transmission coefficient becomes zero. On the other hand, when this wave is detectable
in medium 2, the decay of that field can be described as a function of distance from the
interface, frequency and dielectric contrast.
3.3.3 Multi-Layer Modeling
Overview
There are different procedures to model plane wave propagation in a horizontally layered
medium and its general reflection and transmission behavior. For instance, one can apply
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the before mentioned algorithms for wavelet propagation and for transmission and reflec-
tion. Another evaluation approach for multi-layered media is the calculation of a general
reflection coefficient by iterative methods (Chew, 1990)
Here, a method will be presented, which is used in optical applications, such as waveg-
uide descriptions (Chen et al., 2000). It was adapted to GPR studies for similar objectives
by Strobbia and Cassiani (2007). In contrast to these applications, this method is used to
derive a general reflection coefficient. But it allows the calculation of the electric field in
the multi-layered medium.
The derivation of this method can be outlined as follows: It is started by describing
the propagation of electromagnetic waves in homogeneous media by Maxwell’s equations.
The fields are split in two polarizations. A procedure using a single matrix is developed,
which predicts the propagation of a plane wave in a homogeneous medium from one to
another point. When the continuous field components are used, the propagation of a plane
wave through a layered medium is formulated as a successive application of this matrix
procedure, which leads to a global propagation matrix. Now, a generalized reflection
coefficient can be calculated.
Mathematical Formulation
A model setup as presented in Fig. 3.4 is used. The boundaries between media with
different dielectric properties are placed in the x-y-plane. And the layered media is only
defined between z ∈ [0,D]. In the following, it is assumed that plane waves approach from
z < 0. Furthermore, the lower end of the layered medium z = D must set appropriately,
so that either the medium for z > D is homogeneous or that no further reflections are
expected from below.
The derivation starts with the homogeneous Maxwell’s equations in frequency domain
in the ith layer with the relative permittivity εr,i(ω) and the relative permeability µr,i.
They are given as
ε0 εr,i(ω)∇ · E(r, ω) = 0 (3.58)
µ0 µr,i∇ ·H(r, ω) = 0 (3.59)
∇×E(r, ω) = −iω µ0 µr,i H(r, ω) (3.60)
∇×H(r, ω) = iω ε0 εr,i(ω)E(r, ω) , (3.61)
where E and H are the electric and magnetic field in frequency domain, which is denoted
by the arguments. Because no sources are present, solutions superposed by plane waves can
be assumed, analogous to Eq. (3.35). Then, from Eq. (3.58) and (3.59) the relationships
k · E(k, ω) = k ·H(k, ω) = 0 (3.62)
can be obtained. If the reflection phenomenon is studied in the x-z-plane, which leads to
ky = 0 and where the normal vector on the boundaries is n = (0, 0, 1), the fields can be
split into two polarizations, which are given as
TE: E(TE) = (0, Ey , 0) H
(TE) = (Hx, 0,Hz) (3.63)
TM: E(TM) = (Ex, 0, Ez) H
(TM) = (0,Hy, 0) . (3.64)
Because the space is unbounded in x-direction, one can perform the Fourier transfor-
mation for kx
C(x, z, ω) =
∫
C(kx, z, ω) e
−ikxx dkx with C = {E,H} . (3.65)
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Table 3.1: Substitutions in Eq. (3.66)
and (3.67) for general analysis
TE TM
F Ey Hy
G −iωµ0Hx iωε0Ex
γi µ
−1
r,i ε
−1
r,i
From Maxwell’s equations Eq. (3.58)-(3.61), the
following equations can be deduced for the continu-
ous components and both polarizations(
d2
dz2
+ k2z,i
)
F (z) = 0 (3.66)
G(z) = γi
d
dz
F (z) . (3.67)
Here, the substitutions for F , G and γ are listed in Tab. 3.1. The advantage of both
equations with the corresponding substitutions is to handle both polarizations in the
same manner. Furthermore, the usage of the continuous components allow a stepwise
calculation for F and G for each layer without dealing with extra boundary conditions.
One has only account for limz↑zb F = limz↓zb F and limz↑zb G = limz↓zb G, where zb denotes
the depth of a single boundary.
A general solution of (3.66) and (3.67) is
F (z) = C1 e
ikz,iz + C2 e
−ikz,iz (3.68)
G(z) = iγikz,i
(
C1 e
ikx,iz − C2 e−ikz,iz
)
. (3.69)
Using the starting values F (z0) and G(z0) at an arbitrary position z0 within the ith layer,
one can obtain its solution on other positions z within the same layer by(
F
G
)
z
=
(
m11 m12
m21 m22
)(
F
G
)
z0
= mˆz,z0
(
F
G
)
z0
(3.70)
with components
m11 = cos[kz,i(z − z0)] m22 = cos[kz,i(z − z0)]
m12 =
1
γikz,i
sin[kz,i(z − z0)]
m21 = −γikz,i sin[kz,i(z − z0)] (3.71)
of the propagation matrix. Here, the subscript at the vector brackets denotes the position
of the vector components.
Because F and G represent continuous field components, no boundary conditions need
to be applied for the transition from one medium to another. Therefore, one can project
the field at z1 in layer i to z2 in layer j by successively propagating the plane wave with
the usage of the propagator matrix, which yields(
F
G
)
z2
= mˆz2,djmˆdj ,dj+1 . . . mˆdi−1,z1︸ ︷︷ ︸
Mˆz2,z1
(
F
G
)
z1
. (3.72)
Now, a field F0 in the upper half space z ∈ (−∞, 0] can be assumed as a superposition
of the incoming (FI) and the reflected (FR) wave, which results in
F0(z) = FI e
ik0zz + FR e
−ik0zz (3.73)
G0(z) = ik0zγ0
(
FI e
ik0zz − FR e−ik0zz
)
. (3.74)
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In the lower half space z ∈ [D,∞), where D denotes the lower boundary of the multi-
layered system, there are no back-traveling field components and therefore, they equal the
transmitted field
FN (z) = FT e
ikNz(z−D) (3.75)
GN (z) = ikNzγN FT e
ikNz(z−D) . (3.76)
Now, using these field specifications at z = 0, one can project the field to z = D with
Eq. (3.72) in the following way(
FT
ikNzγNFT
)
D
= MˆD,0
(
FI + FR
ik0zγ0(FI − FR)
)
0
. (3.77)
This leads to a general reflection coefficient
R= γ0k0zM22−γNkNzM11−i(M21+γ0γNk0zkNzM12)
γ0k0zM22+γNkNzM11+i (M21−γ0γNk0zkNzM12) (3.78)
with FR = RFI and to a general transmission coefficient
T = 2 γ0 k0z
γ0k0zM22+γNkNzM11+i (M21−γ0γNk0zkNzM12) (3.79)
with FT = T FI .
With the help of these reflection and transmission coefficients the reflected and the
transmitted electric field can be calculated for an arbitrary incoming field. Furthermore,
when the total electric field in the upper half-space is known due to the knowledge of the
reflected wave, Eq. (3.72) can be applied to calculate the electric field at each position in
the layered system.
The calculation of a general reflection and transmission coefficient requires a successive
multiplication of matrices, cf. Eq. (3.72). Here, small errors in the calculation may increase
significantly for a huge set of layers. In order to obtain an insight in what extent numerical
errors occur in this procedure, the energy transfer through the layered medium should be
examined. It can be stated that the transported energy by the reflected wave and the
transmitted wave equal the incoming wave field. This is mathematically represented by
the reflectivity ρ and the transmissivity τ , which leads to
ρ+ τ = 1 . (3.80)
Both quantities can be obtained from the reflection and transmission coefficient by
ρ = |R|2 and τ = ℜe(kNz)
k0z
|T |2 . (3.81)
Now, the results of this algorithm for plane waves in multi-layered media can be checked
by the proof of Eq. (3.80).
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3.4 Near Field Analysis / Greens Function Approach
In the following, an approach is presented, which solves Maxwell’s equations for a radiating
vertical dipole placed in a horizontally layered medium. The theory was published by
Hanson (2004a,b), who describes the basic equations to calculate the electric field for
arbitrarily layered media doing an eigenvalue decomposition of the corresponding vector
wave equation for the Hertzian potential. The additional contribution of this work to this
theory is that the explicit eigenfunctions for a vertical dipole will be given.
This section is structured in four parts. The first and second part give an introduction
to the Green’s function description in electrodynamics and the representation with eigen-
functions. The third part presents the solutions for the eigenfunctions of a horizontally
layered medium. The last part gives the equations for the determination of the Green’s
function of the horizontally layered medium.
Dyadic Green’s Function Approach
One possibility for a Green’s function approach in electrodynamics is to use the vector
wave equation and assume a point excitation, mathematically given as Dirac-δ-function.
This yields to the conditional equation for the dyadic-Green’s function g. It is given by
− (∇2 + k2(z)) g(r, r′) = I δ(r − r′) , (3.82)
where k2(z) = ω2 µ ε(z) and ω = 2pi ν with the frequency ν measured in units of Hz
(Hertz). Here, k and the relative permittivity ε are assumed to be only a function of
the z-direction indicating a horizontal layering. The Green’s function g is considered as
a matrix, where each row corresponds to a solution of an infinitesimal dipole with an
orientation either in x, y or z-direction.
Eq. (3.82) gives a general vector wave equation. It can stand for the electric or magnetic
field, but also for the Hertzian potential3 pie. In the following, this potential is considered,
which can be calculated with help of the Green’s function by
pie(r, ω) = −
∫
Ω
g(r, r′) · J(r
′, ω)
iω ε0 εr(z′)
dΩ′ , (3.83)
where J denotes the current density, which evokes the propagating electromagnetic waves.
ε0 and εr are the dielectric constant and the relative permittivity, which vary in z-direction
in order to simulate a horizontally layered structure. If a single (infinitesimal) dipole is
assumed at a position r0, Eq. (3.83) can be rewritten as
J(r′, ω) = J˜(ω) δ(r′ − r0)
=⇒ pie(r, ω) = −g(r, r0) · J˜(ω)
iω ε0εr(z0)
. (3.84)
Then, the electric field in frequency domain can be calculated by
E(r, ω) =
(
k2(z) +∇∇·)pie(r, ω) . (3.85)
For the study of the vertical dipole J = (0, 0, Jz), the Hertzian vector has only one compo-
nent pie = (0, 0, piz), which also reduces the Green’s tensor g to a scalar function g. This
3The derivation of the vector wave equation for the Hertzian potential is given in Appendix A.2.
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simplifies the expression with the double ∇-operator. Therefore, with this assumption,
the components of the electric field are given as
Ex(r, ω) =
∂2
∂x∂z
piz Ey(r, ω) =
∂2
∂y∂z
piz
Ez(r, ω) = k
2(z)piz +
∂2
∂x2
piz , (3.86)
where the derivation can be expressed numerically using for instance central differences.
In a mixed case, this derivation is given as
∂2piz(η, z)
∂η∂z
≈ 1△η△z
[
piz(η +△η, z +△z) + piz(η −△η, z −△z)
− piz(η +△η, z −△z)− piz(η −△η, z +△z)
]
, (3.87)
where η stands either x or y. At last, the time domain solution can be obtained with a
Fourier transformation of the electric field components given in Eq. (3.86).
Eigenfunction Approach
A horizontally layered medium as shown in Fig. 3.4 is considered. To calculate the Green’s
function g, it is assumed that it can be expressed as a linear combination of the eigen-
functions of the operator L = −(∇2 + k2), which can be understood as Storm-Liouville
Problem of the third kind (Dudley, 1994). Because of the model approach of a layered
medium, the eigenfunction problem can be reduced to a linear differential equation of
second order (Hanson, 2004a)
Luξ,j(z) = −
(
d2
dz2
+ k2j
)
uξ,j(z) = ξ uξ,j(z) , (3.88)
where uξ,j denotes the eigenfunction for the jth layer and the eigenvalue ξ. At the layer
boundaries dj , these eigenfunctions must fulfill
uξ,j
∣∣∣
dj
=
εj+1
εj
uξ,j+1
∣∣∣
dj
and
duξ,j
dz
∣∣∣
dj
=
duξ,j+1
dz
∣∣∣
dj
, (3.89)
which result from the transition conditions of the Hertzian vector potential and can be
derived from the conditions for the electric and magnetic field components (Sommerfeld,
1926). To obtain the Green’s functions, the adjoint eigenvalue problem must be formulated
(Hanson, 2004a; Dudley, 1994), which is given as
L⋆vξ,j(z) = −
(
d2
dz2
+ k¯2j
)
vξ,j(z) = ξ¯ vξ,j(z) , (3.90)
where L⋆ is the adjoint operator and vξ,j the adjoint eigenfunction for the jth layer and
the eigenvalues4 ξ¯. The transition conditions for the adjoint eigenfunctions are
vξ,j
∣∣∣
dj
= vξ,j+1
∣∣∣
dj
and
d vξ,j
dz
∣∣∣
dj
=
ε¯i
ε¯j+1
d vξ,j+1
dz
∣∣∣
dj
, (3.91)
which can be derived from the definition of adjoint operator∫
Ω
Lu(z) v¯(z) dΩ =
∫
Ω
u(z) L⋆v¯(z) dΩ (3.92)
4The bar denotes the conjugated complex value.
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assuming vanishing functions at infinity. Because the eigenfunctions can be determined
except for a constant factor, they must be normalized by∫
Ω
uξ v¯ξ′ dΩ =
{
δξξ′ for the discrete spectrum
δ(ξ − ξ′) for the continuous spectrum . (3.93)
Furthermore, they must fulfill∫
Ω
uξ u¯ξ dΩ =
∫
Ω
|uξ|2 dΩ <∞ and
∫
Ω
vξ v¯ξ dΩ =
∫
Ω
|vξ|2 dΩ <∞ . (3.94)
The last conditions are set up to guarantee that the eigenfunctions decay to zero for
z → ±∞ in a way that the integral does not diverge. This is necessary to obtain physically
meaningful solutions.
Now, the Green’s function results from the eigenfunctions (Hanson, 2004b)
g(r, r′) =
1
4i
[ M∑
n=1
uξn(z) v¯ξn(z
′)H(2)0
(
ρ
√
−ξn
)
− 2
∫
i∞
−kN
uζ(z) v¯ζ(z
′)H(2)0 (−ρζ) ζ dζ
] (3.95)
by summing up all contributions from the discrete spectrum and integrating over the
continuous spectrum. M denotes the number of discrete eigenvalues. Here, H
(2)
0 is the
Hankel function for complex arguments of second kind and zero order. Furthermore,
kN = ω
√
εr,N/c0 and ζ = i
√
ξ.
Eigenfunctions for Layered Media
Equation (3.88) and (3.90) lead to exponential and oscillating basis-functions, depending
on the leading sign of ξ + k2j . It can be shown that eigenvalues ξ < −k21 and ξ < −k2N
evoke proper basis-functions, where ξ holds discrete values. In order to obtain these
discrete values ξn, a resulting transcendental equation must be solved (Hanson, 2004a).
Introducing the assumptions
εj ∈ R and εj ≥ 1 ∀ j = 1, . . . ,N
and εN > εi ∀ i = 1, . . . ,N − 1 , (3.96)
the transcendental equation has no zero points and therefore, only the solutions for ξ >
−k2N must be found. Thus, all eigenvalues belong to the continuous spectrum. A general
approach for these improper eigenfunctions to solve (3.88) and (3.90) can be given by
uξ,j(z ;Aj , Bj) = Aj e
iβj(z−dj) +Bj e−iβj(z−dj)
vξ,j(z ;Cj ,Dj) = Cj e
iβ¯j(z−dj) +Dj e−iβ¯j(z−dj) , (3.97)
where βj =
√
ξ + k2j . The transition conditions (3.89) and (3.91) lead to an access to the
unknown constants in Eq. (3.97), which are
Aj =
1
2
εj−1
εj
uξ,j−1(dj ;Aj−1, Bj−1) +
βj−1
βj
uξ,j−1(dj ;Aj−1,−Bj−1) (3.98)
Bj =
1
2
εj−1
εj
uξ,j−1(dj ;Aj−1, Bj−1)− βj−1
βj
uξ,j−1(dj ;Aj−1,−Bj−1) (3.99)
Cj =
1
2
vξ,j−1(dj ;Cj−1,Dj−1) +
βj−1
βj
εj
εj−1
vξ,j−1(dj ;Cj−1,−Dj−1) (3.100)
Dj =
1
2
vξ,j−1(dj ;Dj−1, Cj−1)− βj−1
βj
εj
εj−1
vξ,j−1(dj ;Cj−1,−Dj−1) . (3.101)
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Here, for example the notation uξ,j−1(dj ;Aj−1, Bj−1) means that the eigenfunction for
the (j − 1)th layer is required at the boundary layer dj and it depends on the constants
Aj−1 and Bj−1.
For the first layer, the coefficients A1, B1, C1 and D1 must be set (except from a
constant) depending on the value of ξ. For the case (1) of ξ < −k21 the coefficients are
A
(1)
1 = C
(1)
1 = 0 and B
(1)
1 = D
(1)
1 = 1 , (3.102)
because Eq. (3.88) leads to exponential functions, which must vanish for z →∞, cf. (3.94).
The eigenvalues of ξ > −k21 split into two cases [(2) and (3)], which lead to the coefficients
A
(2)
1 = C
(2)
1 =
1
2i
B
(2)
1 = D
(2)
1 = −
1
2i
(3.103)
A
(3)
1 = C
(3)
1 =
1
2
B
(3)
1 = D
(3)
1 =
1
2
. (3.104)
Therefore, case (2) equals a sine-function in the first layer and case (3) a cosine function.
If a linear combination of both is used, the eigenvalue problem is overestimated. Further-
more, this splitting is required in order to obtain the same solutions for the free radiating
dipole as presented by Hanson (2004b).
For all given coefficients Eq. (3.102)-(3.104), the before mentioned constant was ne-
glected, which would be reproduced in all other functions for the different layers. This
constant determines the normalization factor, which is also a function of ξ and which must
be calculated for each case. Evaluating the integral Eq. (3.93) leads to
α(1) = 2pi|βN |
(
A
(1)
N C¯
(1)
N +B
(1)
N D¯
(1)
N
)
α(2) = 2pi|β1|
(
A
(2)
1 C¯
(2)
1 +B
(2)
1 D¯
(2)
1
)
+ 2pi|βN |
(
A
(2)
N C¯
(1)
N +B
(2)
N D¯
(2)
N
)
α(3) = 2pi|β1|
(
A
(3)
1 C¯
(3)
1 +B
(3)
1 D¯
(3)
1
)
+ 2pi|βN |
(
A
(3)
N C¯
(3)
N +B
(3)
N D¯
(3)
N
)
. (3.105)
Green’s Functions for Layered Media
For the material model defined in Eq. (??), which leads to the eigenfunctions above,
Eq. (3.95) yields
g(r, r′) =
i
2
∫
i∞
−kN
uζ(z) v¯ζ(z
′)
α
H
(2)
0 (−ρζ) ζ︸ ︷︷ ︸
I
dζ
=
i
2
∫ −k1
−kN
I(1) dζ + i
2
∫
i∞
−k1
(
I(2) + I(3)
)
dζ (3.106)
where I is introduced as a substitution for the integrand and its superscript denotes
the corresponding case. Furthermore, α is the normalization factor given in Eq. (3.105).
Because all εj are assumed to be real values, all kj can be sorted according to their
numerical value
k1 < k2 < · · · < kl = k1 < · · · < kN = kN (3.107)
in order to divide the integral into different sections [−kj+1,−kj]. Here, kj denotes the
sorted propagation constants, where in general this ordering does not correspond to the
layered structure. Furthermore, the condition kN = kN stems from the initial assumptions
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Eq. (3.96), which were set up to suppress the discrete spectrum of the eigenvalue problem.
Now, Eq. (3.106) can be written as
g(r, r′) =
i
2
N−1∑
j=l
∫ −kj
−kj+1
I(1) dζ + i
2
l−1∑
j=1
∫ −kj
−kj+1
(
I(2) + I(3)
)
dζ
+
i
2
∫
i∞
−k1
(
I(2) + I(3)
)
dζ . (3.108)
3.5 Multi-Layer Model Validation
In this section, the plane wave multi-layer and the Green’s function modeling approach
will be tested. This is done by the simulation for given material models. Then, the results
are compared with the ray approach predictions.
3.5.1 Plane Wave Modeling
Setup: The source of the electric field in the plane wave approach is given as a set of
plane waves. Here, the initial electric field EI can be given as superposition of plane waves
with different frequencies ν or its corresponding angular frequency ω = 2pi ν, which leads
to wavelets in the time domain. Furthermore, a radiation pattern can be defined by the
usage of different incoming angles of the plane waves.
For the following example, the initial field EI as a function of space r = (x, y, z) and
time t is explicitly given as
EI(r, t) = eˆ
∫ ω2
ω1
∫ π
−π
f(ω) g(ϕ) exp
{
iω − i k(ω) (x sinϕ+ z cosϕ)
}
dϕdω (3.109)
with f(ω) = (iω)4
sAw
4
√
pi
exp
{
−ω
2 s2
4
+ iω τ0
}
and g(ϕ) = cos2 ϕ ,
where the function g(ϕ) represents the radiation pattern by the angle φ. φ = 0 corresponds
to a downward radiation (in z-direction). f(ω) describes the shape of the wavelet, which
is here the fourth derivative of the Gaussian in frequency domain. Aw, τ0 and s determine
the maximum amplitude of the wavelet, the starting time and the width of the wavelet and
therefore its spectrum. eˆ gives the polarization of the electric field. Here, the oscillating
axis of the electric field is chosen to be the y-axis, which leads to TE-polarization. ω1 and
ω2 represents the boundaries for the angular frequency spectrum. Furthermore, k denotes
the propagation constant as a function of angular frequency given as k = ω/c0
√
εc(ω),
where εc is the relative permittivity in the upper half space. c0 is the speed of light in
vacuum.
This kind of initial electric field definition leads to a source similar to a circular wave,
which originates at r = (0, 0, 0). It is invariant in y-direction. As an example, the following
parameters of the initial wavelet are used
Aw = 10
−6 [V/m s2] and s = 2.25 ns and τ0 = 0 ns
and eˆ = (0, 1, 0) , (3.110)
which leads to an approximate center frequency of 200 MHz. Now, a material model is set
up as presented in Fig. 3.8c. From the simulation, the electric field as a function of time
at different positions ri = (ai, 0, 0) for i = 1, . . . ,N is extrated. Here, N=33 observation
points were used with the an inteval of 0.1 m starting at a1 = 0.8 m.
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Figure 3.8: Modeling example with multi-layer plane wave approach. The electric field (a) in the
time domain is shown as a function of the distance from the source using the material model given
in (c). Subfigure (b) presents the additional ray approach predictions: (i) direct wave, (ii) reflection
from 0.8 m, (iii) reflection from 1.4 m, (iv) reflection from 2.0 m.
Results: The results are shown in Fig. 3.8a. Here, all amplitudes of the y-component of
the electric field (due to the chosen polarization) are scaled by
E˜y =


log10Ey , if Ey > 1
− log10 |Ey| , if Ey < −1
0 , else
(3.111)
in order to emphasize reflections from the lower boundaries. In Fig. 3.8a, the identification
of the amplitude values was neglected, because in almost all further applications, the phase
information is of major interest. It should be mentioned that the white color denotes
negative and the black color denotes strong positive amplitudes.
In order to underline the reliability of the phase information, ray approach travel times
were inserted in Fig. 3.8b, which are calculated assuming a single reflection from each
interface, including refraction at permittivity transitions. Multiple reflections are not
considered. These ray approach travel times are only shifted from the reflections obtained
from the plane wave approach by a constant value. The reason for this shift stems from
the fact that the most visible wavelet feature was not emitted as t = 0 ns.
Spurious Waves
For the application of the plane wave modeling, it must be noted that a spurious wave
occur, which appear before the start of signal time. This phenomenon is presented in
Fig. 3.9 and it is explained in the following.
Setup: The modeled trace in Fig. 3.9 is obtained with the same material model (Fig. 3.8c)
and an excitation described by Eq. (3.109) and (3.110). Only the starting time was set to
τ0 = 20 ns, which is assigned to the start of signal time and corresponds to the center time
of the used wavelet. Furthermore, the distance from the source point in the horizontal
direction (x-direction) was set to 1 m.
Results: In Fig. 3.9, after the start of signal, four characteristic wavelets can be observed,
which can be assigned to the direct wave and the reflections from each layer boundary.
Additionally, before the start of signal time, another wavelet is visible, which seems to be
symmetric to the direct wave.
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Figure 3.9: Example of the occurrence of a spurious wave for the plane wave approach. For the
modeling, the material setup presented in Fig. 3.8c was used as well as the excitation given in
Eq. (3.109) and (3.110) with a different starting time of τ0 = 20 ns. The observation point was at
(x, z) = (1, 0) m.
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Figure 3.10: Explanation for the occur-
rence of spurious waves in plane wave mod-
elings.
Explanation / Discussion: The existence of this
spurious wave can be explained from the defi-
nition of the excitation. It is a superposition
of plane waves and therefore, it is no realistic
source.
A single plane wave is a steady state function,
which exists for all times. Only a set of plane
waves with different frequencies creates a local-
ized signal in time. But this signal has no ex-
citation point. Therefore, the defined excitation
of a spherical wave at a point (x0, z0) is only a
localized phenomena, which occurs by a superpo-
sition of incoming waves as presented in Fig. 3.10.
Then, the outgoing wavefield represents the ex-
citation.
The incoming wavefield is the reason for the spurious wave, which is highlighted in
Fig. 3.10. Here, the incoming field crosses the observation point (x, z) before the excitation
time. Mathematically, this can be illustrated by the description of a single plane wave,
propagating in x-direction. The phase term is given by
. . . exp {iω t− i kx x} . . . . (3.112)
This shows that a single phase propagates for an increasing time t to an increasing position
x, when kx is a positive value. Now, the same plane wave but with a negative wave constant
kx can be assumed. Then at the same position x, the corresponding phase term to the
wave with the positive wave constant can be observed at the negative time.
3.5.2 Green’s Approach Modeling
Setup: For the Green’s function approach, beside the material model, the only input val-
ues are the z-component of the current density, the current density itself and the position
of the radiating dipole. For this example, the current density is set to
Jz = f(ω) δ(r− r0) (3.113)
with f(ω) = (iω)3
sAw
4
√
pi
exp
{
−ω
2 s2
4
+ iω τ0
}
,
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Figure 3.11: Modeling example with multi-layer Greens function approach. Electric field (a)
in time domain is shown as a function of the distance from the source using the material model
given in (c). Subfigure (b) presents the additional plane wave predictions: (i) direct air wave, (ii)
reflected-refracted wave, (iii) direct ground wave, (iv) reflection from 1.0 m, (v) double reflected-
refracted wave, (vi) first multiple of the reflection from 1.0 m.
where f(ω) defines the frequency spectrum of the source. Again, the parameters Aw, s
and τ0 define an amplitude value, the spectral composition and the radiation time. As
numerical values, these parameters and the radiation position r′ = (x, y, z) are used as
Aw = 10
−24 and s = 2.25 ns and τ0 = 0 ns and r′ = (0, 0,−0.01 m) . (3.114)
The material model is presented in Fig. 3.11c, which is a three-layer system. The upper
layer corresponds to air with ε1 = 1. The middle and the lower layer are defined by ε2 = 8
and ε3 = 14.
Results: In Fig. 3.11a, the z-component of the electric field for different distances from
the receiver are shown. Here, the distance from the receiver denotes a growing horizontal
/ x-position, while keeping z = −0.01 m and y = 0.
In Fig. 3.11b the corresponding ray approach travel times are inserted. It can be seen
that for this setup, almost the whole set of possible wave paths are observable. There are
the direct waves (i) and (iii), Eq. (3.1), as well as the single reflection (iv), Eq. (3.2), and
the double reflection (vi), Eq. (3.3) with n = 2. Furthermore, a reflected-refracted wave
(ii), Eq. (3.8) and its second order type (v), Eq. (3.9) with n = 2 can be seen.
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This chapter aims to provide a deepened analysis of ground penetrating radar (GPR),
where the modeling approaches, presented in Chapter. 3, are used to demonstrate and to
simulate some electromagnetic phenomena.
In the first sections of this chapter, an introduction to the measurement principle of
GPR and some application techniques are presented, which are widely used. Then, some
aspects on electromagnetic wave propagation with respect to GPR studies are analyzed.
For example, it is focused on refraction and reflection in media with continuously changing
dielectric properties, which could originate from the water content distribution in hydro-
logical applications. Afterwards, some pre-processing algorithms for data enhancement of
GPR radargrams are presented. Here, their effects and applicability are illustrated.
In the last section, some examples for processing procedures will be given and analyzed.
Some of them are mandatory for GPR evaluations, such as the time zero correction.
Other processing steps are the normal moveout, the windowed Fourier and the evanescent
wave analysis, which are able to give additional information about the material model.
For instance, the normal moveout analysis of a common midpoint measurement can pro-
vide an estimate of the vertical permittivity distribution at the measurement point. The
evanescent wave analysis exploits the evanescent behavior of the ground wave in order to
determine the surface permittivity.
4.1 Measurement Principle
A GPR system consists of at least one antenna, which then represents both the transmitter
and receiver. Commonly, two antennas are used, where one is the transmitter and the other
one is the receiver. The first setup is called monostatic mode and the second bistatic mode.
Furthermore, an electronic setup is used, which applies a periodic current pulses to the
transmitter, controls the data sampling at the receiving unit and synchronizes both. The
current pulses at the transmitting antenna lead to propagating free waves, which are not
bound to the electronics. Usually, commonly used GPR systems emit electromagnetic
waves, which consist of frequencies between 10 MHz and 1 GHz. These free waves can
penetrate the surrounding materials and structures. When they reach the receiver due to
transmission, reflection or backscattering processes, they will be transformed into guided
waves in the electronics. There, they can be measured as voltage or current values.
As a GPR survey, one can imagine for example that a transmitter-receiver unit is pulled
over a distance. The result of a GPR survey yields a radargram, which consists of a set
of traces. Each trace is the result of a single GPR measurement, which can be obtained
by measuring at a different position, at a certain time or with a modified setup.
A whole trace is obtained in two steps. In the first step, the incoming signal at the
receiver, due to transmission and reflection processes, is sampled. This leads to a raw
trace, which could be affected by noise. In the next step, several raw traces are averaged1
1This kind of averaging is also called stacking.
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in order to reduce this noise. Because the sampling and averaging requires reproducible
time values, the receiving unit must be triggered with the transmitted pulse.
For this kind of data acquisitions, at least four parameters must be externally given for
a GPR measurement, which are provided by the measurement software. These parameters
are the time window, the sampling number or alternatively the sampling frequency, the
number of traces to average (stacks) and the starting time. The time window determines
the radius, wherefrom reflected signals can be measured, depending on the velocity of the
waves. The sampling number and the sampling frequency define the temporal resolution of
the signal. The starting time declares the initial point of the trigger. Because in the most
cases, the time, when the electromagnetic pulse is transmitted, is not measured separately,
the starting time can be an arbitrary time before or after the application of the current
pulse. Therefore, these GPR measurements have a temporal offset.
At last, the data sampling can be imagined in the following way. For one incoming
signal, the electronics opens a shutter at a defined measurement time for a given time
period, which depends on the sampling frequency, and measures a single voltage value.
Then this measurement time of the shutter is shifted after each sample, until the whole
signal is sampled within the time window. For this measurement procedure the time ttrace,
which is necessary to acquire a single trace, is
ttrace = Nstacks ·Nsamples · tpulse , (4.1)
where Nstacks is the number of signals to average, Nsamples is the number of samples per
trace and tpulse is the time between each transmitted pulse.
εbox
a
antennas
bowtie
Figure 4.1: Sketch of a shielded GPR
system with two bowtie antennas with
an antenna separation a.
There are also some rigid parameters given by the
antenna setup and construction, which determine a
GPR measurement. In most GPR applications, mir-
costrip patch bowtie antennas are used (Fig. 4.1).
They can be placed very close to the surface. This
leads to a greater amount of energy transfer into the
ground. The energy transfer is also determined by
the relative permittivity εbox, which surrounds the
antenna. Furthermore, the energy transfer into the
ground is increased, when the antennas are shielded
(Lampe et al., 2003). One property of bowtie an-
tennas is that they have a poor directivity (Balanis,
1997). This can have positive as well as negative ef-
fects on GPR measurement depending on the objec-
tives of the GPR survey. The directivity influences
the emphasis of side reflections. The induced current pulse into the transmitting antenna
is also relevant for GPR measurements, because together with the antenna structure it
determines the emitted wavelet in width and frequency composition.
For an optimal or at least a goal-orientated GPR measurement all these parameters
should be adapted. For example, the size of the bowtie antennas and the induced current
pulse determines the frequency composition, which defines the spatial resolution in a
GPR survey due to the corresponding wavelength. Unfortunately, all these parameters
cannot be changed arbitrarily. Therefore, the most operators must work with the available
commercial GPR systems. For them, including the author, the objective is to extract as
many information as possible from radargrams measured with these systems.
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4.2 Standard Measurement Techniques
There are two conceptual different GPR techniques, which were first considered by Lo¨wy
(1912) to study the subsurface analogous to seismic applications. These techniques are
(i) surface GPR and (ii) cross-borehole GPR2. Here, surface GPR needs to evaluate re-
flections, whereas cross-borehole GPR techniques can simply evaluate direct waves, which
are obtained from first arrival times.
Nowadays, the principle of surface GPR is not only used for applications on the soil
surface. It is also used in underground mines. This arises further difficulties, because
reflections can stem from almost every direction. Furthermore, a hybrid method between
surface and borehole GPR was developed. It is called vertical radar profiling (Clement
and Knoll, 2006). Here, one antenna is placed on the surface, the other one in a nearby
borehole.
In this section, an overview of measurement techniques concerning surface GPR will be
given, to provide a basis for the following sections.
4.2.1 Surface Ground Penetrating Radar
Common Offset Measurement
RT
Figure 4.2: Schematic illustration of a
common offset survey with a single transmit-
ter T and receiver R.
The common offset (CO) measurement tech-
nique is the most popular, because it is eas-
ily applicable for large scale surveys to obtain
at least a qualitative insight into the subsur-
face structure. Its setup consists of a single
transmitter-receiver pair, which is pulled along
a line (Fig. 4.2). At equidistant intervals, ei-
ther in space or time, an electromagnetic wave
is emitted, which is received after transmission
and reflection processes.
Although, in the historical work of Lo¨wy
(1912) a receiving antenna is proposed, which can be orientated in order to distinguish be-
tween direct and reflected waves, this technique was not realized. Instead, fixed antennas
are used. A reason that this idea was not followed might come from the antenna cou-
pling effect, which determines the energy transfer into the ground as a function of antenna
height above the ground (Turner, 1994). Because of this, in most studies transmitter and
receiver are placed directly on the ground or even a few centimeters above, in order to
emit a high amount of energy into the ground. Here, an increased energy flow into the
ground allows the detection of deeper reflections.
The advantage of the common offset technique is its fast and cost-effective applicability.
That’s why it is widely used and has applications in sedimentology (Ori and Ogliani, 1996;
Grasmueck, 1996; Neal, 2004) and archaeology (Nuzzo et al., 2002). It is also applied in
hydrological studies, in order to obtain the surface water content by analyzing the ground
wave (Grote et al., 2003) or to obtain the water content above reflectors, where the reflector
depths were determined by drillings or excavations. For instance, Wollschla¨ger and Roth
(2005) showed the temporal change of water content within a soil layer measured by
time domain reflectometry (TDR) and GPR. Furthermore, Lunt et al. (2005) show the
2In contrast to the nowadays established GPR methods, Lo¨wy (1912) assumed the application of much
larger antennas (about 100 m length) and proposes the borehole technique for attenuation measure-
ments.
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possibility to obtain the water content between surface and reflection with high precision
by knowing the depth of the reflector.
The restriction of the knowledge about the reflector depth highlights the major problem
of this measurement technique. The measured travel time is a function of reflector depth
and relative permittivity, assuming a horizontal reflector. Therefore, it is necessary to
determine or even assume one quantity to obtain the other. For long range surveys, this
can only be done by an interpolation and extrapolation of a measured quantity due to
several drillings or excavations. But this would also lead to uncertainties in the results,
because a continuous transition cannot be guaranteed, when small scale heterogeneities
are expected.
Common Midpoint Measurement
T R
Figure 4.3: Schematic illustration of a
common midpoint measurement.
The common midpoint (CMP) measurement is
a technique, which has the largest potential to
obtain the distribution of the relative permit-
tivity, which can be translated to water content
values. This technique is based on measure-
ments with different antenna separations hav-
ing the same midpoint (Fig. 4.3). Here, the
midpoint means the point between both anten-
nas and need not to refer to a common reflection
point.
Due to the fact that transmitter and receiver must be moved by equidistant steps for a
single measurement position, the CMP method is very time consuming. For this reason, it
can only be applied within limited ranges. Although, the acquisition time can be improved
by using multiple transmitter-receiver pairs, this would introduce multiple unknown travel
time offset values. But this is another technique discussed in the ”Multi-Channel / Multi-
Offset Measurement” section.
The advantage compared to common offset measurements is that standard evaluations
of CMP measurements do not require assumptions concerning reflector depth or relative
permittivity. Therefore, CMP measurements open the possibility to determine reflector
depth and relative permittivity simultaneously.
The most prominent example for the evaluation of a CMP measurement is the normal
moveout analysis, which stems from seismic applications Dix (1955); Yilmaz (2001). A
short overview about normal moveout analysis will be given in Sec. 4.5.2.
Wide Angle Reflection Refraction Measurement
T R
Figure 4.4: Schematic illustration of a wide
angle reflection refraction measurement.
The wide angle reflection and refraction
(WARR) measurement technique is very similar
to a CMP measurement, but here only one an-
tenna is moved to adjust larger antenna separa-
tions (Fig. 4.4). That’s why this method is also
called common receiver or common transmit-
ter measurement depending on the stationary
antenna. This technique can be applied much
faster in field measurements. The disadvantage
consists in the fact that lateral changes of the relative permittivity or changes in reflector
depth have a larger impact than in a CMP measurement. This comes because the mid-
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point between both antennas changes, which can be assigned to have the largest weight
on the measurement result.
Multi-Channel / Multi-Offset Measurement
T RT R
Figure 4.5: Schematic illustration of a multi-channel
/ multi-offset measurement.
The multi-channel / multi-offset GPR
method is a hybrid form of a com-
mon offset measurement and a CMP
measurement. As sketched in Fig. 4.5,
this technique can be understood as
a simultaneous measurement of dif-
ferent common offset measurements.
Because in a survey, each chan-
nel (transmitter-receiver pair) crosses
equal measurement points, one can rearrange all measured traces of all channels in local
mini-CMP measurements. Although, it is clear that this method is not as accurate as
a CMP measurement, it promises a high potential to obtain reflector depth and average
relative permittivity or water content simultaneously. Here, the time effort to perform a
multi-channel survey is marginally larger than a single common offset measurement.
Because this technique and its evaluation is a part of this work, the interested reader is
referred to chapter 5 or to the corresponding publication (Gerhards et al., 2008).
Off-Ground Radar Measurements
T/R
Figure 4.6: Schematic illustration of
an off-ground radar measurement.
An off-ground radar measurement is very similar to
the standard common offset technique. Here, in
most applications a single antenna, which is fixed
in a specific height above the surface (Fig. 4.6), is
used in a monostatic mode.
The disadvantage of this method is that the en-
ergy transfer into the ground decreases significantly
the higher the antenna is lifted (Turner, 1994).
Therefore, it can only be used for materials with
very low absorption properties and shallow reflections, for instance for the inspection of
motorways (Hugenschmidt et al., 1998). Furthermore, surface roughness can also have a
huge impact depending on the used frequencies, because it leads to a scattering of the
electromagnetic pulse.
In hydrological studies, off-ground GPR can also be used for the estimation of near sur-
face water content. Here, Fresnel’s equation for the reflection coefficient can be applied,
Eq. (3.45), which only depends on the relative permittivity of air and of the surface assum-
ing a perpendicularly incoming electromagnetic wave. For this purpose, the measurement
must be calibrated with a metal plate (Huisman et al., 2003), which yields a reflection
coefficient of 1. This calibration must be done, in order to remove the effect of signal
attenuation due to geometrical spreading. But this shows that the antenna must be kept
in a constant height above the surface to obtain reliable results (Lambot et al., 2006).
Furthermore, full wave inversion techniques can be used to determine the near surface
water content (Lambot et al., 2004, 2006). Here, well defined antennas were used, mea-
suring in the frequency domain with a vector network analyzer. Because the description
of a measured signal, includes the geometric spreading, the distance between antenna and
surface is an additional unknown, which can be obtained from an inversion procedure.
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Hence, the near surface relative permittivity and therefore the near surface water content
can be determined with a higher accuracy (Lambot et al., 2006).
Lift-Measurements
T/R
R/T
Figure 4.7: Schematic illustration of a lift
measurement. Here, the dots between sur-
face and the lifted antenna indicate evanes-
cent waves.
A lift-measurement is a novel technique used
in this work, where either the transmitter, the
receiver or both antennas are lifted from the
surface (Fig. 4.7). The intention of this method
is to determine evanescent waves, which decay
more rapidly the more the measurement posi-
tion is away from the boundary. Furthermore,
it was observed that the transmission of energy
into the soil follows also an exponential law with
the height of the transmitting antenna, which
was at least shown for the ground wave (Sec. 4.3.6).
Therefore, this techniques has the potential to resolve near surface electric properties by
understanding the coupling effect of the transmitting antenna and to distinguish between
waves, which couple differently into the air. The last point could also be used to obtain
the surface dielectric properties.
4.3 Origination of Ground Penetrating Radar Signals
GPR applies electromagnetic waves for a remote access to subsurface structure and its
properties. Therefore, one has to encounter a whole bunch of electromagnetic wave phe-
nomena, which can occur simultaneously and can overlap each other. For instance, such
aspects could be the interference of different waves, the distortion of a propagating wave
due to dispersive material properties or reflections from continuously changing material
properties. In a general GPR study, these electromagnetic phenomena can hardly be sepa-
rated. Because of this difficulty, this section will focus on a selected set of electromagnetic
wave phenomena. They are for instance, the wavelet distortion while propagating through
a dispersive medium or the reflection from smooth permittivity transitions. The intention
is that the user of a GPR system gains a better insight in the possibilities and difficulties
of data interpretation.
4.3.1 Travel Paths in Ground Penetrating Radar Applications
The most popular concept to describe electromagnetic wave propagation is the ray ap-
proach. It assumes distinct travel paths. In homogeneous media, these paths are straight
lines. Only at boundaries between different dielectric properties they are affected by re-
flection and refraction processes. If the travel path is known, one can easily calculate the
travel time using the dielectric properties of the media the pulse travels through. For the
inverse approach using a given travel time, one cannot simply recalculate the travel path
and the dielectric properties, because the problem is under-determined. This is the major
difficulty of GPR data interpretation.
This difficulty can be faced by using, for instance, the CMP measurement technique to
obtain information about the travel paths of the observed waves. This is possible, because
the travel path changes characteristically for different antenna separations. Knowing the
path and the travel time helps to determine the properties of the examined material.
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In order to obtain an insight in possible travel paths in GPR application, first a three-
layer model will be analyzed followed by a discussion of multi-layered systems.
Three-Layer System
RT
εa
ε1
ε1
air wave
refracted
wave
2ε  <critically refracted wave
reflected
ground wave
reflected
wave
Figure 4.8: Set of possible travel paths in a three
layer medium assuming horizontal reflectors.
The three-layer model is the simplest
material model, which results in the
most significant and observable travel
paths (Fig. 4.8). The requirement that
the relative permittivity ε2 of the bot-
tom layer is smaller than of the middle
layer ε1 is only needed for the critically
refracted wave. Otherwise, this wave
would not occur.
It must be noted that in Fig. 4.8 all
kinds of multiple reflected or refracted waves are neglected. Although, multiples can be
observered in GPR studies, they mainly have low amplitudes compared to the other waves.
Therefore, these waves are also omitted for the further discussion.
In the following, the travel times from these travel paths will be presented obtained
from a synthetic CMP measurement. These travel time changes for different antenna
separations will give an impression, in which extend distinct waves can be resolved from
a CMP measurement.
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Figure 4.9: Travel times for the five different travel
paths presented in Fig. 4.8. The parameters are chosen
to be d = 0.8 m and εa = 1, ε1 = 15 and ε2 = 5.
The different travel paths are: (i) air wave, (ii) ground
wave, (iii) reflected wave, (iv) reflected-refracted wave
and (v) critically refracted wave.
Setup: For the synthetic three-layer
model, an intermediate layer of 0.8 m
thickness is assumed. Furthermore,
the upper layer respresents air with
a relative permittivity εa = 1, the
middle layer a permittivity zone with
ε1 = 15 and the lower layer a low per-
mittivity material with ε2 = 5. It
is assumed that the transmitter and
receiver are placed directly onto the
ground. The antenna separations are
varied from 0.0 to 8.0 m in 0.1 m steps.
The calculations were performed with
the formulas given in Sec. 3.2.1.
Results and Discussion: The results
are presented in Fig. 4.9. Here, the
predicted travel times for different an-
tenna separations and travel paths are
shown. It can be seen that the air wave (i) and the reflected-refracted wave (iv) have the
same slope. Furthermore, the ground wave (ii) and the reflected wave (iii) are approaching
each other for larger antenna separation.
Instead of a single travel time for each antenna separation and travel path, one must
consider a whole wavelet. For example, setting a signal with 200 MHz center frequency,
this would lead to a wavelet width of about 5 ns, which is a single circle. These wavelets
would interfere each other. With this aspect, the observed approaching and also the
overlapping between approximately 1.5 and 3.5 m antenna separation would complicate
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the data interpretation or makes it nearly impossible with standard techniques, such as
the simple ray approach analysis.
The advantage of a such picture, as presented in Fig. 4.9, is that the travel paths
of observed wavelets in field studies can be assigned due to the behavior for different
antenna separations. This analysis also illustrates that the interpretation of common
offset measurements is far from obvious. Here, a fixed antenna separation is used. For
instance, when the material model changes along the survey path, the influences of each
wave may also vary.
Multi-Layer Systems
The application of the ray concept for multi-layered media can be done by a set of different
approaches. One can either use the methods presented in Sec. 3.2.2 or one can face the
problem by a straight forward modeling technique (Goodman, 1994). Here, a set of rays
with different directions emitted at the transmitter are assumed. At each layer boundary
reflection and refraction is calculated. All rays, which approach in the near surrounding
of the receiver are considered as potentially measured signals.
This kind of modeling gives an impression, what reflection events can be observed in a
radargram. The drawback is that the result do not justifies whether there is a strong or
weak reflection. This can be overcome assuming propagating plane waves on each travel
path with a defined frequency. The whole wavelet structure is obtained by evaluating a
whole set of frequencies with different initial amplitudes, which sets up the wavelet. Losses
due to transmission and reflection can be calculated using Fresnel’s laws, Eqns. (3.45) and
(3.46). Furthermore, absorption processes can be included by assuming a complex relative
permittivity for special layers.
The combination of the ray and plane wave approach as presented by Goodman (1994)
can be considered as a first order numerical solver for predictions for GPR measurements.
Although, such a solver describing electromagnetic wave propagation is versatile appli-
cable for all kinds of subsurface structures, it requires sharp transitions of the material
properties, so that the reflection or refraction point can accurately be assigned. Therefore,
for relative permittivity gradients, a fine layered structure must be used instead. But this
will lead to further problems, because an incoming ray can split up into a huge amount of
travel path possibilities due to multiple reflections.
Another drawback of such a straight forward solver is that some important and used
travel paths must be implemented separately, because their origin cannot be explained by
the simple recursive application of the reflection and refraction laws.
This statement can be underlined by discussing the observable travel paths using a three
layer system as presented in Fig. 4.8. Assuming that the transmitter and the receiver are
placed at least a few millimeters in air, then one can only predict the air wave and the
reflected-refracted wave. Here, the occurrence or even the excitation of the ground wave
and the reflected wave cannot be explained by simple application of the reflection and
refraction law under the ray concept. For both waves, at least the incoming angle from
the intermediate layer into the air is larger than the total reflection angle, because the
reflected-refracted wave couples into the air with an incoming angle, which is only a bit
smaller than the total reflection angle. Therefore, also the coupling of the ground- and the
reflected wave from the air into the subsurface cannot be explained by the ray approach.
But also the travel paths of the critically refracted wave, which, for instance, is described
in Rucker and Ferre´ (2003), is not obvious in a ray concept.
But all these travel paths, presented in Fig. 4.8, are observable in GPR studies. Their
origin can be found, when near field effects are included, which are induced by a radiating
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antenna. Therefore, more complicated subsurface structures can lead to other waves,
which could not be predicted by the ray concept using reflection and refraction processes.
4.3.2 Attenuation and Absorption of Electromagnetic Waves
As stated before, one can understand the transmission and receiving process as an emission
of wave pulses, which travel along distinct paths to the receiver, where they are recorded.
In this section, a short overview concerning absorption and attenuation processes will be
given, which influence GPR signals.
Absorption means the decay of electromagnetic wave energy, which is transformed into
thermal energy. With respect to GPR studies, absorption cannot be studied, because
the emitted energy by the transmitter in each direction and the energy transfer into the
subsurface is unknown for most GPR field studies.
Attenuation denotes the decay of electromagnetic wave amplitudes during the propaga-
tion. This amplitude decay need not to result from energy losses (absorption), because
reflection and transmission processes split an incoming wave into two different directed
waves, for instance. Here, the total energy is still conserved. Furthermore, at the transmit-
ter an excitation of a spherical wave can be assumed. This means that the total emitted
energy is located at the boundary of this sphere. Because the radius of this sphere is
expanding with time, the wave amplitude along a straight path from the transmitter is
attenuated. This is called geometrical spreading. In contrast to the attenuation due to
reflection and transmission, the geometrical spreading is equal for all frequencies.
Another frequency dependent attenuation process can be found in dispersive media,
which can be described by the propagation of plane waves. This is shown in the following
subsection.
Attenuation in Dispersive Media
Mathematical Description: A single plane wave propagating in x-direction is assumed,
which is a solution of the electromagnetic wave equation without any source terms. The
electric field E as a function of space x and time t is given by
E(x, t) = E(kx, ω) e
i (ω t−k x) with k =
ω
c0
√
εc . (4.2)
Here, ω and k are the angular frequency and the wave number, respectively. εc denotes
the relative permittivity of the medium.
Assuming εc to be complex (εc = ε
′−i ε′′), which could result from relaxation processes
or a conductivity (Sec. 2.1.1), this would lead to a complex wave number (k = α − iβ).
Then, the phase of Eq. (4.2) becomes
ei (ω t−k x) = e−β x ei (ω t−αx) . (4.3)
From this, it is obvious that β is responsible for the attenuation. Here, β cannot be
negative, otherwise the amplitudes would increase, which needs an active medium as it is
used to build laser.
With the approach
α− iβ = ω
c0
√
ε′ − i ε′′ =⇒ α2 − β2 − 2 iαβ = ω
2
c2
0
(ε′ − i ε′′) , (4.4)
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α and β as a function of the real and imaginary part of the relative permittivity are
deduced as
α =
ω
c0
√
ε′ +
√
ε′2 + ε′′2
2
and β =
ω
c0
√
−ε′ +√ε′2 + ε′′2
2
. (4.5)
Result: The factor β introduced in Eq. (4.3) and representing the attenuation of the elec-
tromagnetic signal is a function of the real and imaginary part of the relative permittivity
as shown in Eq. (4.5). That means that both parameters, the real and imaginary part, are
involved in the attenuation process. But for a vanishing imaginary part the attenuation
would also vanish.
With respect to β, this calculation highlights that higher frequency components of a
wavelet are attenuated much faster, when the real and imaginary part of the relative
permittivity are constant.
4.3.3 Propagation in Dispersive Media
In this section, the propagation of an electromagnetic pulse will be discussed and its
changes along a travel path within a homogeneous but dispersive medium. Here, one can
understand an electromagnetic pulse as a localized signal in time and space, which can
be described as a superposition of plane waves with different frequencies and propagation
directions.
Propagation Velocity / Phase Velocity
The velocity v of a single plane wave can be derived from Eq. (4.3). The evolution of a
constant phase in time and space is described as
ω t− αx = const. =⇒ v = △x△t =
ω
α
v =
c0
√
2√
ε′ +
√
ε′2 + ε′′2
. (4.6)
Here, the velocity is a function of both, real (ε′) and imaginary (ε′′) part of the relative
permittivity. Only if the material has a pure real relative permittivity, Eq. (4.6) becomes
v =
c0√
ε′
. (4.7)
Then the propagation velocity do not depend on frequency. This equation is also used,
when dispersive materials are assumed, but the compounds of the real and imaginary
part cannot be determined separately. This is the case for GPR studies and time domain
reflectometry applications. Then, the resultant ε′ is called apparent permittivity (Topp,
1980).
Examples for Pulse Propagations
In order to get an intuition or even an idea of the propagation of an electromagnetic
wave, two examples shall be presented. Here, a one dimensional propagation of an elec-
tromagnetic pulse within a homogeneous medium with a complex relative permittivity
is assumed. Therefore, geometrical spreading is not considered, which would lead to an
additional amplitude decay, but not to a wavelet distortion, because it is assumed to be
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Table 4.1: Setup for the examples in Fig. 4.10.
first example second example
(conductivity) (dispersive medium)
wavelet w(t) Aw = 10
−27, t0 = 10 ns, s = 2.25 ns
material model ε′ = 20, ε′′ = 0,
σdc = 0.01 S/m
allophane, Eq. (2.43),
without conductivity
figure 4.10a 4.10b
frequency independent. Under these assumptions, the presented process do not reflect
the true amplitude behavior. But it shall mirror the wavelet distortion due to a complex
relative permittivity.
Setup and Results: Two examples with different dielectric properties will be simulated. In
the first example, a constant and real background relative permittivity εc = 20 is used with
an additional conductivity σdc = 0.01 S/m. In the second example, the propagation of a
wavelet through allophane - a clay mineral is modeled, where the dielectric permittivity
is given by Eq. (2.43). Although, clay has also a conductivity, this is neglected here to
study the influence of a permittivity, which only results from Maxwell-Wagner effect or
bounded ions.
The propagating wavelet is simulated using Eqns. (3.37)-(3.39) presented in Sec. 3.3.1.
As a wavelet w(t), the fourth derivative of the Gauss-function is used
w(t) = Aw ∂
4
t exp
{
−(t− τ0)
2
s2
}
(4.8)
because it shows similarities to measured wavelets. Here, Aw, τ0 and s define the wavelet
and correspond to amplitude, start time and width (spread) of the wavelet. The used
parameters for the initial wavelet are given in Tab. 4.1 as well as the setup for the material
model. Here, the spread s is chosen so that the center frequency of the pulse is at 200 MHz.
In both examples the simulated propagation distance is 2 m, where the wavelet as a
function of time is calculated at each 0.5 m. The results are given in Fig. 4.10. For
both materials, the electromagetic pulse decays with propagation distance due to attenu-
ation. For the first example, the shape of wavelet seems to stay constant along the path
(Fig. 4.10a), where the second example shows a distortion of the wavelet (Fig. 4.10b).
Discussion for First Example: In this example, it can be observed that the shape of wavelet
seems to stay constant. This can also be seen in the sectrum of the signal in Fig. 4.10a,
where the maximum value remains at 0.2 GHz.
This finding can be underlined mathematically by doing a Taylor expansion of α and
β, cf. Eq. (4.5), assuming a small imaginary part ε′′. This leads to
α =
ω
c0
√
2
√√
ε′2 + ε′′2 + ε′ ≈ αε′′=0 +
[
∂ε′′α
]
ε′′=0
ε′′ (4.9)
and β =
ω
c0
√
2
√√
ε′2 + ε′′2 − ε′ ≈ βε′′=0 +
[
∂ε′′β
]
ε′′=0
ε′′ (4.10)
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Figure 4.10: Examples for the propagation of electromagnetic waves within a medium with εc = 20
and σdc = 0.01 S/m (a), and within a clay mineral (allophane) given in Eq. (2.43) neglecting
conductivity (b).
with
αε′′=0 =
ω
√
ε′
c0
and
[
∂ε′′α
]
ε′′=0
= 0 (4.11)
βε′′=0 = 0 and
[
∂ε′′β
]
ε′′=0
=
ω
2 c0
√
ε′
. (4.12)
With this approximation, Eq. (4.2) becomes
E(x, t) = E(kx, ω) exp
{
− ω ε
′′ x
2 c0
√
ε′
}
exp
{
iω
(
t−
√
ε′
c0
x
)}
, (4.13)
where the first exponential term describes the attenuation due to the imaginary part of
the relative permittivity. The second exponential term represents the propagation, which
is a function of the velocity given in Eq. (4.7).
Now, if the imaginary part of the relative permittivity stems only from the conductivity,
then the attenuation term can be rewritten using Eq. (2.29)
. . . exp
{
− ω ε
′′ x
2 c0
√
ε′
}
· · · = . . . exp
{
− σdc x
2 c0 ε0
√
ε′
}
. . . with ε′′ =
σdc
ω ε0
. (4.14)
This shows that the attenuation is not a function of frequency for small conductivity
values according to a low imaginary part of the relative permittivity. Here, a low imaginary
part means that the linear Taylor approximation of the attenuation exponent is still valid.
For the used 0.01 S/m and 0.2 GHz, the numerical value of ε′′ is approximately 5.7.
Discussion for Second Example: In the second example, it can be seen that a dispersive
medium distorts the wavelet along the travel path, which is also observable in the spectrum,
because each frequency component has a different phase velocity and it is attenuated
differently. The shift towards low frequencies is not a general characteristic of dispersive
media. Here, it stems from the properties of allophane. With the look on Fig. 2.4, an
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increasing imaginary part of the relative permittivity can be observed in the frequency
range between 50 MHz and 1 GHz.
Under an experimental perspective, this distortion can have a significant influence on
data interpretation. Especially, this can be the case when travel times are extracted from
wavelet minima or maxima.
4.3.4 Refraction at Sharp and Smooth Permittivity Changes
The ray approach predicts a refraction of an electromagnetic wave at the interface between
two different dielectric materials. This refraction disturbs the travel path, which leads to
a travel time which differs from a straight line approach. Furthermore, refraction occurs,
when gradients of the dielectric properties exists. This can lead to continuously changing
relative permittivity profiles.
Analytically, this travel path disturbance is described by Snell’s law, Eq. (3.28) for a
two-layer material setup. Refraction of travel paths in multi-layer media can be described,
for instance, with the mathematical approaches presented in Sec. 3.2.2.
In order to obtain an impression of the impact of refraction, a material model with
sharp transitions will be analyzed in the first step. Afterwards, the refraction is studied,
which occurs at a smooth transition of the relative permittivity represented by a capillary
fringe.
Refraction at Sharp Transitions
In the field of GPR applications for hydrological purposes, sharp transitions of the dielec-
tric properties could occur, when either the soil texture or only the pore size distribution
changes. While a different soil texture can have another relative permittivity, the pore size
distribution determines the amount of bounded water due to capillary rise. This amount
of water mainly influences the bulk relative permittivity. Here, only a change of the pore
size distribution can occur due to compaction or a different deposition. Furthermore, a
capillary fringe above a water table could also be interpreted as a sharp transition, when
the material has a very narrow pore size distribution.
Influence of Refraction: The influence of refraction will be analyzed in a small example,
in order to obtain an insight, to what extend refraction must be considered in GPR
applications.
Setup: The plane wave approach and the ray approach for multi-layer media was applied.
For the plane wave approach, the same parameters for the incoming pulse were used as
described in Sec. 3.5 with the difference that the starting time of the signal τ0 was set
to 10 ns. Furthermore, the same material model was used, which consists of four layers:
ε1 = 5, ε2 = 10, ε3 = 15, ε4 = 20, presented in Fig. 4.11c.
Because refraction is a function of incidence angle, a common midpoint (CMP) mea-
surement was modeled, which means in this context that the distance between excitation
and observation point (antenna separation) was increased stepwise. Here, the antenna
separation was varied from 0.8 to 4.0 m in 0.1 m steps.
Results and Discussion: The result of the plane wave simulation is shown in Fig. 4.11a.
In Fig. 4.11b, additional lines were inserted, where the blue ones correspond to the picked
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Figure 4.11: Simulated common midpoint measurement (a) from the synthetic material model
given in (c). The plane wave multi-layer approach was used with the settings presented in Sec. 3.5.1.
Subfigure (b) shows additional ray approach modeled travel times from the second and third transi-
tion using the straight line approach (red dashed) and including refraction (black solid). The blue
lines are the picked maxima of the radargram.
maxima of the plane wave result. Furthermore, the ray approach travel times includ-
ing refraction were inserted by the black lines. The straight line travel times neglecting
refraction are represented by the red dashed lines.
In this example, it can be seen that the ray approach with refraction and the plane
wave approach travel times are parallel to each other. Furthermore, the straight line ray
approach has deviations of about 0.5 ns from the ray approach with refraction, at about
2.6 m for the second and at about 3 m for the first reflector.
Other simulations with similar structured material models but smaller contrasts, such
as presented in Sec. 3.5, were carried out, which are not presented here. It could be
observed that there are smaller deviations between the straight line travel times and the
travel times including refraction for larger antenna separations.
In summary, refraction has no significant impact in the travel times as long as there
are no larger permittivity jumps, which approximately corresponds to the jumps in the
example.
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Figure 4.12: Travel paths for a reflection (i) with and
(ii) without an air gap modeled with the ray approach.
Refraction at the Soil-Air-Interface:
In the ray approach concept, the most
significant refraction has to be as-
sumed at the interface between the soil
and the air. When a survey with a
rough surface structure is considered,
then the air gap between transmitter
and receiver changes. This could lead
to travel path changes as illustrated in
Fig. 4.12.
Setup and Results: For the material
model presented in Fig. 4.12, the travel
time difference between the reflected-reflected (i) (trefl = 29.81 ns) and the refracted wave
(ii) (trefr = 26.86 ns) is about 2 ns, which could lead to deviations, when either the re-
flector depth or the average relative permittivity is extracted from these data. Here, the
travel times are calculated using Fermat’s principle, cf. Sec. 3.2.2.
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Discussion: But in real studies both travel paths are observed, because on the one hand,
the transmitter radiates in all directions, which can lead to the excitation of the reflected-
refracted (i) wave. On the other hand, the reflected wave (ii) is assumed that it couples into
the ground and into the air as an evanescent wave, cf. Sec. 3.3.2. Under this perspective,
there is no travel time shift for the reflected wave for different air gap thicknesses. For
the reflected-refracted wave, a travel time change of about 0.1 ns can be found, when the
receiver height over the interface changes between 0 and 0.2 m for the material model
presented in Fig. 4.12. This travel time change is about 0.3% of the absolute travel time,
which is negligible for experimental studies.
Refraction at Smooth Transitions
In this section, refraction at a smooth transition of the dielectric properties will be ana-
lyzed. Here, the focus is here on a varying relative permittivity. These smooth transitions
of dielectric properties in soils are directly related to smooth transitions of water content,
which could occur due to an infiltration front, evaporation at the soil surface, water uptake
by roots or due to a capillary fringe.
Setup: In the following example, the smooth transition is represented by a capillary fringe
above a sharp interface. For the simulation, only the ray approach will be used in order
to study the travel paths to the sharp transition. The plane wave approach is not applied
to this subject, because it would predict an additional reflection from inside the capillary
fringe, which could interfere with the reflection from the sharp transition. Furthermore,
due to the transition through the capillary fringe, the frequency composition can change,
which would alter the shape of the reflected wavelet. This would decrease the possibility
to obtain a statement about the impact of refraction on the travel time.
Again, refraction is analyzed for different incoming angles. For this purpose, a common
midpoint (CMP) measurement is assumed. The antenna separations are set between
0.4 and 2.0 m each 0.4 m. The synthetic material model is given in Fig. 4.13b. Here,
a water table was set at a depth of 0.4 m. Above, the capillary fringe and therefore,
the water content distribution can be seen, which is described by the van-Genuchten
parameterization given in Eq. (2.50). The parameters are set to αg = 0.079, ng = 4.8,
θr = 0.03 and θs = 0.34, which represents a sand. At a depth of 0.5 m, an artificial
interface was set, which shall only stand for a detectable dielectric contrast.
For the calculation of the relative permittivity from the water content values, the mixing
formula Eq. (2.33) was used. The exponent was set to η = 0.5, the porosity to φ = 0.34,
the relative permittivity of water to εwater = 80 and the relative permittivity of the soil
matrix (quartz) to εmatrix = 4.7 (Robinson et al., 2003), respectively.
Results and Discussion: The travel paths to the reflection points are shown in Fig. 4.13a.
They show a specific deformation, which results from Fermat’s principle. It states that
the ray chooses the travel path, where it takes the minimal time. Now, from these travel
paths the travel times were calculated, in order to see the differences compared to the
expected straight line results. In Tab. 4.2, the travel time from the straight line approach
to the same reflection point and the extracted travel time from the travel paths given in
Fig. 4.13a are shown. As expected for each antenna separation, the travel time obtained
from the straight line approach is larger.
From the travel times presented in Tab. 4.2, an average relative permittivity can be
extracted, assuming a homogeneous medium. For the straight line travel times, it is
assumed that the whole layer has a relative permittivity of about 10.6. For the refracted
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Figure 4.13: Ray approach travel path (a) to a reflection point at 0.5 m depth for different antenna
separations for a material model (b), which simulates a capillary fringe over a water table at 0.4 m
given by the van-Genuchten parameterization Eq. (2.50) with αg = 0.079, ng = 4.8, θr = 0.03 and
θs = 0.34.
Table 4.2: Comparison between travel times obtained with straight line approach and with Fermat’s
principle for the material model given in Fig. 4.13.
antenna travel time [ns] average rel. permittivity [-]
separation [m] straight line with refraction straight line with refraction
0.4 11.7 11.6 10.6 10.5
0.8 13.9 13.5 ” 10.0
1.2 16.9 15.9 ” 9.3
1.6 20.5 18.5 ” 8.7
2.0 24.3 21.2 ” 8.1
travel paths, the calculated average relative permittivity is decreasing for larger antenna
separations. This results because a larger distance of the travel path propagates in the
low permittivity domain due to the requirement of Fermat’s principle of the realization of
the shortest travel times.
This finding reflects a difficulty for GPR applications for hydrological purposes in the
presence of continuously varying water contents, because larger antenna separations could
lead to an underestimated average relative permittivity, which results in an underestimated
average water content value.
Outcome: Refraction from Sharp and Smooth Permittivity Changes
The refraction process was analyzed with respect to the travel times, which can be
extracted from GPR data. Refraction has only a little impact on the travel times
as long as the relative permittivity jump is comparatively small. Refraction must be
considered at the air-soil interface. It has also an impact for changes from dry to water
saturated soil, which was shown for a capillary fringe in a shallow depth.
Although, refraction occurs at the air-soil interface, soil roughness is assumed that it
does not affect the reflected wave concering travel times. It only affects the reflected-
refracted wave, which is an additional travel path.
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The analysis of the capillary fringe in shallow depth shows that an estimation of an
average relative permittivity from measurements with different antenna separations
will lead to different values. This results because for longer antenna separations a
larger travel path section takes places in the low permittivity region, which leads to a
smaller average permittivity for larger antenna separations.
4.3.5 Reflection from Sharp and Smooth Permittivity Changes
The largest amount of waves occurring in surface GPR applications stems from reflections.
Therefore, it is worthwhile to study the reflection phenomena in more detail. For this
purpose, reflections from sharp transitions are analyzed in the first step. In the second
step, the responses from media with continuously changing relative permittivity profiles
are studied. Here, analogous to the refraction analysis (Sec. 4.3.4), the focus will be on
the capillary fringe.
Reflection at Sharp Transitions
General Consierations: Reflections from sharp transitions are discussed e.g. in Kung and
Lu (1993), because travel times from sharp transitions can be easily obtained, when they
are sufficiently separated. Furthermore, the reflection coefficient is fully described by the
corresponding Fresnel’s law given in Eq. (3.45). For GPR studies the travel time de-
scription as well as the amplitude analysis can be used to obtain information about the
near subsurface. For example Kung and Lu (1993) presented the possibility to detect ob-
jects with sharp permittivity transitions. But also standard normal moveout applications,
adapted from seismic applications (Dix, 1955), applies ray approach formulations for the
reflection from sharp permittivity contrasts.
The general Fresnel’s laws, which predict the whole wavelet behavior of a reflection from
a sharp transition, is not often used in GPR applications. But it can be applied at least
in a qualitative way. Here, the perpendicular incidence reflection coefficient R⊥ is given
as
R⊥ =
√
ε1 −√ε2√
ε1 +
√
ε2
. (4.15)
ε1 is the relative permittivity of the upper half-space, in which the incoming electromag-
netic wave propagates. ε2 denotes the relative permittivity of the lower half-space. This
relationship shows that a wavelet, which is reflected at a surface with a larger relative
permittivity changes its polarity. This means that maxima turn to minima and vice versa.
But also the numerical value of Eq. (4.15) was applied in a few publications in the research
field of GPR, where the surface reflection from off-ground GPR applications is analyzed,
in order to obtain the surface relative permittivity (Huisman et al., 2003). The disadvan-
tage of this method is that it encounters significant errors. They occur when the distance
to the subsurface is determined inaccurately (Lambot et al., 2006), which can be a result
from a rough surface.
There are only few publications on the amplitude behavior of reflections for different
incoming angles. Reppert et al. (2000) as well as Bradford and Deeds (2006) addressed
the possibility of its application, but stated difficulties and restrictions for field applica-
tions. Here, the disadvantages are the interferences of different wavelets, which avoid the
amplitude extraction for a single reflection. Therefore, the reflection coefficient cannot be
calculated. Furthermore, the amplitudes are influenced by the radiation pattern of the
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antenna, amplitude changes due to geometrical spreading or signal attenuation caused by
dispersive materials, which hinder this evaluation method.
Working Plan: Although, the amplitude analysis has a great potential for GPR applica-
tions, it can only be applied on either simple material models (Bradford and Deeds, 2006)
or with numerical modeling techniques. These techniques should resolve all the difficulties
named above.
But instead of going in this direction of the amplitude interpretation of radargrams,
the process of reflection shall be examined in more detail, because remote sensing studies
reported the occurrence of a penetration depth (e.g. Ulaby et al., 1982; Nolan and Fatland,
2003), which would change the travel time. This penetration depth and therefore its
resulting time shift, which could also occur in GPR applications, will be discussed in the
following. Some examples will help to underline the occurrence of a penetration depth.
Afterwards, another aspect of reflections from sharp transitions will be analyzed, which
will focus on the reflected-refracted wave, because the travel path, which is shown in
Sec. 4.3.4 Fig. 4.12 obtained by Fermat’s principle differs from the presented travel path
in Huisman et al. (2003) and Strobbia and Cassiani (2007), which is also illustrated in
Fig. 4.8.
Penetration Depth: The idea of a penetration depth δp in remote sensing applications
was introduced by Ulaby et al. (1982). Its derivation is based on the question ”At which
depth does the electromagnetic energy within the soil decay to an amplitude fraction of
1/e?”, where e denotes the Euler number. Therefore, the decaying term of Eq. 4.13 is
used, which ends up in
δp =
c0
√
ε′
ω ε′′
=
λ
√
ε′
2pi ε′′
, (4.16)
where λ = 2pi c0/ω is the wavelength of the incoming wave. ε
′ and ε′′ are the real and
imaginary part of the relative permittivity of the soil, respectively. ω is the angular
frequency of the signal.
Furthermore, Nolan and Fatland (2003) combines Eq. (4.16) and a 5 GHz equation for
the complex permittivity of soils as a function of water content. From this, predictions
were made for the penetration depth as a function of water content. The disadvantage
of this approach is that in the derivation of the penetration depth no physical insight is
given, why the reflection stems from the assumed reflection point.
In optical research, a penetration depth was also observed and discussed, when total
reflection occurs. This penetration depth leads to a shift of the reflection point but also
in the travel time. The reflection point shift was first measured by Goos and Ha¨nchen
(1947), and therefore it is named Goos-Ha¨nchen-shift. Its mathematical explanation was
given by Artmann (1948) and Chiu and Quinn (1972).
Because the basic principles of electromagnetic wave propagation in remote sensing
and optical applications are the same, a penetration depth observed in remote sensing
studies can be derived from the optical approach. This derivation is already given in
Sec. 3.3.2. Here, a reflection position shift and a travel time shift can be derived assuming
complex permittivity values and that the phase term of the reflection coefficient can be
approximated by a linear function of frequency.
In order to obtain an impression of the order of magnitude of these shifts, two examples
will be given.
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Figure 4.14: Analysis of the reflection coefficient for three frequencies (0.1 GHz - solid gray,
0.2 GHz - solid black, 0.8 GHz - dashed black) for the first example. A transition between a
constant permittivity and a medium with conductivity (case 1) and for the reversed setup (case 2)
is assumed. Subfigure (a) represents the absolute part of the reflection coefficient, (b) the time shift
and (c) the space shift or shift of the reflection point.
Table 4.3: Settings for both examples to
study the penetration depth.
first second
example example
first ε1 = 7
layer
second ε1 = 20 allophane
layer σdc = 0.01 S/m Eq. (2.43)
case 1 incoming wave in first layer
case 2 incoming wave in second layer
result Fig. 4.14 Fig. 4.15
Setup: Because a complex permittivity must
be involved in the reflection process, a two-layer
medium is assumed, where the upper half-space
has a constant relative permittivity of ε1 = 7.
In the first example, the lower half-space is
defined using a constant relative permittivity
εs = 20.0 and an additional direct current con-
ductivity given as σdc = 0.01 S/m. In the sec-
ond example, the clay mineral allophane repre-
sents the lower half-space, where the complex
relative permittivity is described in Eq. (2.43).
An overview can be seen in Tab. 4.3.
Now, for each example two cases are assumed. First, the wave approaches from the
upper half-space (case 1) and then from the lower half-space (case 2). The absolute part
of the reflection coefficient for the transversal electric (TE) mode, given in Eq. (3.45), for
both examples and both approaching directions are presented in Fig. 4.14a and Fig. 4.15a.
The transversal magnetic (TM) polarization is not discussed in this context. Because for
the purpose of showing the impact of the shifts, there is no additional gain.
In the next step, the time shift ξ′ω and the shift of the reflection point ξ′kx, cf. Eq. (3.53)
in Sec. 3.3.2, is calculated from the phase term of the complex reflection coefficient using
central differences. These shifts are shown in Fig. 4.14b-c and Fig. 4.15b-c for three
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Figure 4.15: Analysis of the reflection coefficient for three frequencies (0.1 GHz - solid gray,
0.2 GHz - solid black, 0.8 GHz - dashed black) for the second example. A transition between a
constant permittivity and the clay type allophane (case 1) and for the reversed setup (case 2) is
assumed. Subfigure (a) represents the absolute part of the reflection coefficient, (b) the time shift
and (c) the space shift or shift of the reflection point.
different frequencies (0.1 GHz, 0.2 GHz and 0.8 GHz).
Results and Discussion: From the analysis of the first example (Fig. 4.14), it can be con-
cluded that both shifts seem to have no significant impact on GPR applications presented
in this work, because of the time resolution. For instance, the time resolution given in
chapter 5 is about 0.1 and 0.2 ns. Noise and the picking procedure, which means the
extraction of travel times from the radargram, can evoke larger errors.
In the second example (Fig. 4.15) using allophane in the lower half-space, the shifts are
much larger, when the wave is reflected from the allophane layer. Here, the reflection
point shift is very large for glancing incoming angles (0.2 to 3 m for incoming angles larger
70◦). These glancing incoming angles can only occur for GPR measurements with a large
antenna separation and a detectable shallow reflector. But then other waves, for example
the ground wave, would interfere this wave.
But the travel time shifts in the second example (case 1) are significant for low incoming
angles. For instance, the time shift is about 7 ns for the 0.1 GHz signal for incoming angles
lower than 20◦. This shift can lead to wrong interpretations of reflector depth or average
relative permittivity of the layer above.
Reflection Point of the Reflected-Refracted Wave: For the reflected-refracted wave, cf.
Sec. 4.3.1, two different travel paths can be assumed, which are shown in Fig. 4.16. Here,
the first travel path (i) is derived from the ray approach, assuming that transmitter and
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receiver are located above the interface. The second travel path (ii) is assumed in common
GPR literature, e.g. Huisman et al. (2003) or Strobbia and Cassiani (2007). Although,
there is no significant difference of the travel time, both travel paths have different reflec-
tion points, which has an influence, when the lower boundary layer is dipping. Because of
this, in the following it will be tried to distinguish, which travel path is likely to occur.
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Figure 4.16: Two possible travel paths for the
reflected-refracted wave.
Introductory Considerations: In this
work there is no simulation tool which
predicts the result of a radiating dipole
over a three-layer medium, when the
lower interface is dipping. For this
reason it is first discussed, how both
travel paths could influence the ampli-
tude behavior when the transmitter is
lifted above the interface.
For the travel path (i) in Fig. 4.16,
one can assume that under a plane
wave consideration, the amplitude be-
havior will only be influenced by the
transmission coefficients at the air-soil
and soil-air interface. Here, small
changes of the transmitting antenna height lead to small changes of the incoming an-
gle in the air. This will only affect the amplitudes due to different transmission and
reflection coefficients.
For the travel path (ii) in Fig. 4.16, one can assume that the wave is directly excited in
the ground. When this excitation is analogous to the excitation of the ground wave, cf.
Sec. 4.3.6, then the amplitudes of this wave would decrease exponentially with increasing
height of the emitting dipole.
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Figure 4.17: The x-component of the electrical field
obtained by the Green’s function approach for different
transmitter heights and a constant receiver height in
order to determine the reflected-refracted wave travel
path.
Setup and Results: Simulations with
the Green’s function method were
carried out, where the resultant x-
component of the electrical field in
time domain are presented in Fig. 4.17.
Here, the material model shown in
Fig. 4.16 was used. Furthermore, the
observation point was set to a hori-
zontal distance of 2 m from the dipole
and a height of 0.2 m above the soil-
air-interface in air. The excitation was
defined in the same way as presented
in Sec. 3.5. Now, the vertical position
of the dipole was set to three different
values. One value is situated in the in-
termediate layer, very close to the soil-
air-interface. The next two positions
were placed within the air at -0.1 and -0.2 m above the interface.
The resulting traces of the simulation were scaled with the maximum value of the trace,
where the transmitter was placed 0.2 m above the interface. Additionally, the trace ob-
tained from the calculation, where the dipole was placed at the interface in the intermediate
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layer, was scaled with a factor of 8, which leads to the same air wave amplitudes as for
the other traces.
Now, in Fig. 4.17, the results show a small time shift of the air wave wavelet, which has
its origin in the different travel paths. Furthermore, a weak decay of the reflected-refracted
wave amplitudes relative to the air wave amplitudes can be observed.
Discussion: The changes of the relative amplitudes of the reflected-refracted waves pre-
sented in Fig. 4.17 are likely to occur from changing transmission coefficients instead of
an exponential decay. Therefore, this study indicates a symmetric travel path (i) of the
reflected-refracted wave. Although the asymmetric travel path (ii) in Fig. 4.16 might still
exist, it could not be detected with the used modeling tool presented in Sec. 3.4.
Outcome: Reflection at Sharp Transitions
The reflection at sharp transitions was analyzed with respect to travel time shifts,
when dispersive media are involved, and with respect to the travel path of the reflected-
refracted wave.
The travel time shift was derived in Sec. 3.3.2 using the same consideration for
the derivation of the Goos-Ha¨nchen-shift for total reflection. The presented examples
show, that a significant time shift can occur from a reflection at a clay mineral, which
is highly dispersive. In contrast, the dispersion effects from a conductive layer do not
lead to time shifts, larger than the measurement errors of GPR.
Comparing the ray approach analysis prediction for the reflected-refracted wave and
common literature, there were two different possibilities for its travel path. Applying
the Green’s function algorithm, the example show that a symmetric travel path is
more likely to occur. Because of the model setup, the asymmetric travel path cannot
be excluded.
Reflection at Smooth Transitions
Similar to the analysis of refraction effects in media with continuously varying material
properties, the reflection from such media will be analyzed in this section. Although,
Nguyen et al. (1998) simulates reflection from the capillary fringe, he did not focus on
amplitude or phase changes of the reflected wavelet. Furthermore, the reflection at a
smooth transition raises the question at which point the main reflection stems from.
Analysis of a Capillary Fringe: To overcome these open questions, the plane wave model
was applied to simulate the reflections from a capillary fringe. Here, a single plane wave
is assumed, which has a perpendicular incoming angle to the layered structure. These
settings do not reflect real measurements, but they allow the separate analysis of wavelet
distortion and amplitude decay without influences of the geometrical spreading.
Setup: The wavelet of the incoming wave is defined as Eq. (4.8) with an amplitude pa-
rameter Aw = 10
−24, a time constant τ0 = 10 ns and a spread of the signal of s = 2.25 ns.
The capillary fringe is parameterized by the van-Genuchten-model, Eq. (2.50).
In the following, two examples will be analyzed, where the van-Genuchten parameters
are given in Tab. 4.4. Furthermore, the water level in both examples was set to 1.8 m.
The transition to the relative permittivity values was done with the semiempirical formula
Eq. (2.33), where η = 0.5, εmatrix = 4.7 and εwater = 80.
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Figure 4.18: Reflection from a capillary fringe modeled with the plane wave multi-layer approach.
Subfigure (a) shows the time signal with the incoming pulse (at 10 ns) and the reflected pulse (at
about 33 ns) from the smooth (black) and sharp (gray) transition given in (c). Subfigure (b) shows
the corresponding spectra, where the dashed lines is the spectrum from the incoming wavelet. In
(c) the material model is given, where the smooth transition is modeled by the van Genuchten
parameterization Eq. (2.50) with the water table at 1.80 m and αg = 0.079, ng = 4.8, θr,g = 0.03
and θs,g = 0.34.
Table 4.4: Description of the cap-
illary fringe by the van-Genuchten-
parameterization for both examples.
example 1 example 2
αg [1/m] 0.079 0.079
ng [–] 4.8 2.3
θs [–] 0.34 0.34
θr [–] 0.03 0.03
Results: The results of the plane wave simula-
tion for both examples are shown in Fig. 4.18a
and 4.19a. Corresponding to the reflection ob-
tained from a smooth transition, an additional
material model with a sharp transition was set
up. It jumps from the lowest to the largest rela-
tive permittivity value. The depth of this tran-
sition was set in a way that the time position of
the maximum of the wavelet fits to the reflec-
tion from the smooth transition. The resulting material models for the smooth and the
sharp transition are shown in Fig. 4.18c and 4.19c. Additionally, in Fig. 4.18b and 4.19b
the spectra of the incoming wave and from the reflected wavelets for the smooth and the
corresponding sharp reflector are displayed.
Discussion: The difference between both examples is that the transition zone between the
low and the high permittivity is larger in Fig. 4.19c compared to 4.18c. In a perspective
of soil physics, this larger transition zone stems from a higher amount of small pores in
the medium, which leads to a higher capillary rising of water.
From the reflected wavelets in Fig. 4.18a and 4.19a, one can conclude that a smooth
dielectric permittivity transition leads to weaker amplitudes compared to a sharp transition
as well as to an wavelet distortion. This effect is more pronounced for a more extended
transition zone.
With respect to the spectra in Fig. 4.18b and 4.19b, one can see a shift of the frequency
with the largest spectral energy. This shift is larger for a wider transition zone, which
also indicates a more significant wavelet distortion. The small distortion in Fig. 4.19b is
a numerical artefact. It comes when the change of the relative permittivity between the
layers near the top boundary is not sufficiently low. This was checked by moving the water
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Figure 4.19: Reflection from a capillary fringe modeled with the plane wave multi-layer approach.
Subfigure (a) shows the time signal with the incoming pulse (at 10 ns) and the reflected pulse (at
about 33 ns) from the smooth (black) and sharp (gray) transition given in (c). Subfigure (b) shows
the corresponding spectra, where the dashed lines is the spectrum from the incoming wavelet. In
(c) the material model is given, where the smooth transition is modeled by the van Genuchten
parameterization Eq. (2.50) with the water table at 1.80 m and αg = 0.079, ng = 2.3, θr,g = 0.03
and θs,g = 0.34.
table closer to the top boundary, which amplifies the oscillating disturbances.
Figure 4.18c and 4.19c gives the corresponding reflector depth assuming a sharp tran-
sition with a relative permittivity of the upper layer equals to the uppermost relative
permittivity of the smooth material model. This corresponding reflector depth is about
1.2 m for the first example and about 1.88 m for the second example. While in the first
example this depth corresponds approximately to the depth of the largest gradient of the
smooth transition, the corresponding depth is overestimated for the second example. Al-
though, in this example the main reflection could stem from the largest gradient of the
permittivity model, the early rise of the permittivity decreases the velocity. This leads to
the overestimation. A compensation by adapting the relative permittivity of the upper
layer cannot be done, because there are no indicators to set an appropriate values.
Single Frequency Analysis: Because of the frequency shift in the reflection from a
smooth relative permittivity transition, the frequency dependent reflection and transmis-
sion will be analyzed in this paragraph. The effect of a different incoming angle is also
considered.
Instead of using the reflection and transmission coefficient, the reflected and transmitted
energy given as the reflectivity and transmissivity given by Eq. (3.81) will be analzed.
The reason for this is that the stability of the calculation can be justified, because the
reflectivity and transmissivity must sum up to one. This comes because the total incoming
energy must either be reflected or transmitted, when no absorption of the medium is
presumed.
Setup and Results: For the description of the capillary fringe, the parameters of example 1
(Tab. 4.4, Fig. 4.20c) are used. The reflectivity and transmissivity for incoming angles
between 0 and 90 degree and for 200 and 400 MHz are presented in Fig. 4.20a and b.
Additionally, the reflectivity and transmissivity for the corresponding sharp transition is
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Figure 4.20: Reflectivity (a) and transmissivity (b) as a function of incoming angle from the
continuous material model given in (c). The behavior for 200 MHz (black dashed) and 400 MHz
(black solid) is presented. The result from a corresponding sharp transition is also illustrated (gray
solid).
included. The incoming angle of 0 degree means a perpendicular incidence and 90 degree
means a glancing incidence.
Discussion: Qualitatively, the reflectivity and transmissivity sum up to one, which was
also prooven numerically. This underlines the trustworthiness of the approach.
The results in Fig. 4.20a and b show that an electromagnetic 400 MHz pulse is almost
transmitted for a wide range of incoming angles. Furthermore, the reflectivity as well as
the transmissivity of the 200 MHz pulse lays between the sharp transition and the 400 MHz
pulse. This indicates that higher frequencies passing the transition with less energy loss.
This would explain the frequency shift in the examples above. One can also extrapolate
this reflectivity behavior for lower frequencies. Then, the reflectivity would approach the
sharp transition solution.
Qualitatively, it can be assumed that depending on the width of a transition zone of
relative permittivities only a significant reflection can be obtained using comparatively
low frequencies.
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Figure 4.21: Material model for a linear chang-
ing transition zone (ridge).
Reflection from a Linear Ridge: From
the examples above, one can see that the
reflected wave from a relative permittivity
transition seems to be a function of the
width of this zone. To underline this ob-
servation, the reflection from a linear ridge
will be analyzed. This could be considered
as a simplified representation of a capillary
fringe.
Setup: The material model of the follow-
ing examples is presented in Fig. 4.21. It
consists of two layers with a linear transi-
tion zone inbetween, which will be called
ridge. The relative permittivity of the up-
per layer was set to 6 and of the lower layer
to 15. The ridge is defined by the ridge width dr, which is the width where the relative
permittivity changes from the lower to the larger permittivity. In all examples, the depth
of the half ridge width is 1.5 m.
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Figure 4.22: Analysis of the reflection coefficient as a function of frequency and ridge width (a)
as well as a function of ridge width per wavelength (b) and (c) using the material model Fig. 4.21.
Two different calculation will be done. First, the reflection coefficient for different
frequencies and perpendicular incidence from ridges with different ridge widths will be
analyzed. For the modeling, the plane wave approach is used. The above described
material model is discretized in steps according to the incoming wavelength. Using a
layered system of d = 2 m depth, 100 · d/λ layers are defined with λ = c0/ν, where ν is
the frequency. This means that for a wavelength of λ = 2 m corresponding to 150 MHz
in air, the material model was set up by 100 layers.
In the second calculation, the reflected wavelet from a ridge will be analyzed. Here,
three different material models will be used: a sharp transition, a ridge width of 0.4 and
0.8 m. The incoming wavelet is defined analogous to the examples of the capillary fringe
analysis in Fig. 4.18 and 4.19. In contrast to the described calculation above, the material
model is discretized equally for all incoming frequencies. Here, 400 layers are used.
Results and Discussion: The results of the analysis of the reflection coefficient as a func-
tion of frequencies and ridge widths are presented in Fig. 4.22a. This figure underlines
that higher frequencies are almost transmitted for wider transition zones. Here, only the
absolute value of the complex reflection coefficient is used, because it determines the ampli-
tude of the reflected wave. Fig. 4.22b and c in a transformed representation of Fig. 4.22a.
Here, the frequencies ν are transposed to the wavelength (λ = c0/ν). The ridge width is
transposed to the ridge width per wavelength (dr/λ). While Fig. 4.22b shows the contour
plot, which highlights that the reflection coefficient is only a function of dr/λ, Fig. 4.22c
shows the numerical values as a line plot.
The reflection coefficient as a function of ridge width per wavelength shows an oscillating
behavior. Further simulations, which are not presented, show that it depends on the
contrast between the minimum and maximum relative permittivity. In this observation,
the reason for oscillation can be found. For the explanation, a more simplified model is
used. A three layer medium is assumed, where the middle layer has a constant relative
permittivity, which corresponds to the mean value of the upper and lower medium. For this
setup, one would expect higher and lower reflection coefficients for different wavelength,
because this is used in quarter-wave and Bragg-mirrors in optical applications. Although,
the material model of a linear ridge is much more complicated, the same phenomenon can
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Figure 4.23: Analysis of the reflection from a linear ridge. The material models are presented
in (a). The reflected wavelet for each material model is presented in different colors in (b)-(d)
corresponding to (a). The thin black lines represent the smoothed material models as well as their
corresponding solution of the reflection.
be expected. This can explain the oscillating functionality of the absolute value of the
reflection coefficient.
The results of the second calculation are presented in Fig. 4.23. The amplitudes of the
reflected wavelets are scaled by the maximum value of the incoming wavelet. Therefore, the
maximum value of the reflected wavelet corresponds to an effective reflection coefficient.
In the case of the sharp transition this equals to the solution of Eq. (4.15), which is in this
case R⊥ ≈ 0.23.
In Fig. 4.23c and d two reflection events can be observed. With respect to the corre-
sponding depth axis using the relative permittivity value of the upper layer, these reflection
events seems to stem from the end points of the ridge. At these points the largest second
derivative of the relative permittivity distribution occurs.
In order to prove, whether the reflection stems from the sharp cut between the constant
and linear relative permittivity behavior, for the material model with the ridge width of 0.4
and 0.8 m the relative permittivity distribution was smoothed a bit. A runmean-filter3 was
used with a width of 0.1 m. The reflected wavelets from these smoothed material models
only changes in amplitude and wavelet width. The characteristic maxima seems to stay at
the same time. This indicates that for this kind of smooth transition the reflection is likely
to occur from the position of the largest second derivative of the relative permittivity.
Outcome: Reflection at Smooth Transitions
In this section, the reflection from smooth changing permittivity models are analyzed.
Assuming a capillary fringe, it was shown that neither a water table nor a specific
point on the capillary fringe can be detected. This is especially the case for fine
textured media, when the capillary fringe is wider than the incoming wavelength. In
coarse textured media, when the transition zone is much smaller than the wavelength
of the incoming signal, the capillary fringe can be detected as a clear reflection. A
3The runmean-filter will be presented in Sec. 4.4.2.
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corresponding reflector depth, assuming a sharp transition, depends always on the
distribution of the water content, For the capillary fringe in equilibrium, this is a
function of the pore size distribution. Furthermore, a smooth transition from low to
high permittivity values acts as a low pass filter for the reflected signal.
Assuming a linear transition (ridge), the reflection coefficient is a function of ridge
width per wavelength dr/λ with high reflection coefficients for a small quotient dr/λ.
For this linear ridge model, the reflection can be assigned to the points of the largest
second derivative of the relative permittivity distribution.
4.3.6 Evanescent Waves
In ray approach considerations, the existence of some waves and the possibility for their
detection cannot be explained (Sec. 4.3.1). Where the excitation of the ground wave or
the reflected wave, although the antenna radiates in air, can be traced back to near field
properties of the antenna, the detection of these waves in air would be not possible in a
ray approach concept. Here, the occurring angles are larger than the total reflection angle.
In order to explain the detection of these waves, the plane wave approach can be used.
As shown in Sec. 3.3.2, paragraph ”Evanescent Waves”, there is an electric field in the
neighboring medium, although a wave is reflected totally. This electric field reveals the
property that it decays exponentially with an increasing distance to the interface. The
same effect is used in optical research for sub-wavelength spectroscopy (Hansma and Ter-
soff, 1987; Reddick et al., 1989).
This consideration shows that it is necessary that in GPR applications the receiving
antenna must be placed close to the ground in order to detect waves like the ground wave
or reflected wave.
In the following section, the evanescent wave behavior of the ground wave will be dis-
cussed in more detail.
The Ground Wave as a Special Evanescent Wave
The ground wave is studied as a special wave phenomenon in the field of radio waves,
which was reviewed by Wait (1998). It is also discussed in several GPR publications
(Grote et al., 2003; Galagedara et al., 2005). The propagation velocity of the ground
wave depends on the near surface relative permittivity and therefore on the near surface
water content. Under this aspect, the GPR ground wave method can be used to calibrate
satellite remote sensing techniques, for instance, which focuses on the estimation of the
surface water content on the regional scale.
In the research field of GPR, the applicability of the ground wave for the determination
of the surface water content was shown by Grote et al. (2003). In this publication, it was
also presented that the application of different frequencies lead to different water content
values. This can be explained when the ground wave has a depth of influence, which is a
function of the frequency.
This depth of influence of the ground wave for a three-layer setup was studied by
Galagedara et al. (2005), who changed the thickness of the intermediate layer and per-
formed standard ground wave evaluations of CMP measurements. This was done by a
linear regression of picked ground wave travel times. Here, the interference between the
ground wave and the reflected wave is analyzed.
In the following, another aspect of the ground wave will be studied, which focuses on
its evanescent behavior.
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Figure 4.24: Modeling of a radiating dipole in air above a medium with a relative permittivity of
εr = 8. (a) shows the electric field at a distance of 3 m and a height of 0.01 m above the interface.
In (b), (c) and (d) the color lines represent the full wave modeled results and the black dashed lines
represent the plane wave evanescent wave predictions. In (b), both dipole and observation positions
were lifted equally. In (c) only the dipole and in (d) only the observation point was lifted.
GroundWave Evanescent Wave Behavior In this paragraph it is analyzed, whether the
evanescent behavior of the ground wave can be described by a formula derived from plane
wave considerations. For this purpose, the ground wave was modeled with a full wave
approach (Green’s function approach, Sec. 3.4). The electric field at different observa-
tion points is calculated, which should result the evanescent decay. These results will be
compared with the plane wave prediction.
Full Wave Modeling - Setup: A two-layer medium is assumed. This simple setup avoids
difficulties in data interpretation due to interferences with a reflected wave. The upper
half-space is air (ε1 = 1). The lower half-space represents a homogeneous medium with
ε2 = 8. The excitation of the dipole is the same as described in Sec. 3.5.2. Furthermore,
the horizontal distance (in x-direction) between dipole and observation point was set to
3 m in order to obtain a separated air and ground wave. The results when both dipole
and observation point are located at 0.01 m height above the interface in the upper half
space are shown in Fig. 4.24a.
In order to determine the evanescent decay of the ground wave as a function of height
above the interface, simulations were carried out, where the observation point was lifted
(Fig. 4.24d). This procedure focuses on the coupling of the ground wave from the ground
into the air.
Assuming that the coupling of the radiated field by the dipole couples analogous into
the ground, additional simulations were done. First, only the dipole (Fig. 4.24c) was lifted
and second, the dipole and the observation point (Fig. 4.24b) were lifted simultaneously.
Lifting the dipole or the observation point means that the vertical distance (z-direction)
to the interface in the upper half space was increased. The initial position of all simulations
for the transmitter and the observation point was z0 = 0.01 m above the interface in the
upper half-space.
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Full Wave Modeling - Results: Comparing the results of the simulation for the lifted dipole
(Fig. 4.24c) and the lifted observation point (Fig. 4.24d), it is noticeable that the graphs
seem to be equal. Furthermore, the simulation, where both are lifted simultaneously
(Fig. 4.24b), shows a decay, which is twice as strong compared to the other simulations.
But before discussing this phenomenon, the decay will be compared to plane wave predic-
tions.
Plane Wave Prediction: The plane wave approach predicts a decay sd(z) of the ground
wave, when it is coupled into the air (cf. Sec. 3.3.2). This results in a function of height
z from the interface and angular frequency ω. It is given as
sd(z) := exp
{
−z ω
c0
√
ε2 − ε1
}
(4.17)
with the previously defined relative permittivity values. This means that if the frequency
components of the ground wave are known directly at the interface, one can obtain the
plane wave predictions for an observation height z by multiplying the factor sd(z) to each
frequency component.
In order to apply the plane wave prediction, the simulation of the lifted observation
point is analyzed. First, the simulated trace with the closest distance of the observation
point to the interface is used. From this trace, the ground wave is cutted and Fourier
transformed, such that there is no influence of the air wave, neither in the time nor in the
frequency domain. These frequency values are used as the initial values. A modified decay
factor sd(z; z0) was multiplied to these values for specific heights z. Here, this modified
factor is given as
sd(z; z0) = exp
{
−(z − z0)ω
c0
√
ε2 − ε1
}
, (4.18)
where z0 defines the height of the initial observation point. The results are transformed
backwards into the time domain. This projection of the initial ground wave is shown in
Fig. 4.24d by the black dashed lines.
The above described approach for the projection was applied onto the data sets, where
the coupling of the radiated field of the dipole into the ground was simulated. Because
the decay in Fig. 4.24b was twice as strong compared to the others, here the exponent of
the decay factor sd(z; z0) was doubled. Again, the results of the projections are indicated
by the black dashed lines in Fig. 4.24b and c.
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Figure 4.25: Absolute error between the modeled
ground wave with the Green’s function approach
for a lifted observation position and the projected
ground wave by the plane wave prediction. The col-
ors correspond to the observation positions given
in Fig. 4.24. The black line is the modelled ground
wave for a receiver height of 0.01 m.
Additionally, the absolute errors be-
tween the modeled traces and the projec-
tions are presented in Fig. 4.25 for the
time domain results and for the lifted ob-
servation position. The presentation of
relative errors cannot be done in the time
domain, because the largest deviations oc-
cur near zero crossings.
Comparison and Discussion: All the pro-
jections fit to the simulated traces, which
validates the possibility of this kind of pro-
jection. Furthermore, the simulation and
the projection shows that the excitation
of the ground wave within the ground is
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a symmetric process to the coupling from
the ground into the air. This is validated by the simulation, where both dipole and obser-
vation point were lifted, which leads to a decay twice as large as the decay factor sd(z; z0)
given in Eq. (4.18).
It must be noted that there is an error between the modeled and the projected data
(Fig. 4.25). This error might be introduced by the modeling with the Green’s function
approach. Here, a numerical integration must be performed, where the result depends
on the number of points for the quadrature. The variation of the number of these points
show that deviations can occur. Furthermore, a high number of these points is required,
because depending on the frequency the integrand tends either to oscillate or to increase
significantly near the boundaries.
Ground Wave in a Multi-Layered Medium While in the paragraph above the ground
wave in a two-layer medium was analyzed, here the ground wave in a multi-layered system
will be discussed.
From the calculations in Sec. 3.3.2 for evanescent waves, the exponential decay depends
on the contrast between the relative permittivity of the near subsurface and the air. For
this formula a two-layered medium was assumed. In reality, there are gradients of the
relative permittivity near the surface, because of water content changes, which could result
from water infiltration, evaporation or water uptake by roots. Therefore, the derivation
for the evanescent behavior must be adapted.
E
k
z
x
εa
ε1
ε3
ε2
Figure 4.26: Setup for the argumentation
of the ground wave influence depth consider-
ation.
Now, a material model as sketched in
Fig. 4.26 is given. In one layer, a plane wave
is assumed, which propagates only horizontally
/ in x-direction. For example, it has only a y-
component of the electric field, which is given
as
Ey(x, z, t) = Ei exp
{
i (ω t− kx x)
}
. (4.19)
Ei is an amplitude value. This amplitude value
is determined by the propagation through the
ith layer and by the induced energy into this
layer with this propagation direction by the emitting antenna.
From electromagnetic theory, it is known that the vector components of the electric field
and the propagation vector are continuous, when they are parallel to the boundary. This
means that the y-component of the electric field of a single plane wave with the angular
frequency ω can be expressed within the air
Ey(x, z, t) = Ea exp
{
i (ω t− kx x− kz,a z)
}
. (4.20)
The amplitude value Ea depends on the initial value in the layer with the relative per-
mittivity ε3 (Fig. 4.26) and the transition through the intermediate layers. Here, the
z-component of the propagation vector within the air yields
kz,a =
√
|ka|2 − k2x =
ω
c0
√
εa − ε3 , (4.21)
which is a complex value for εa < ε3 with only an imaginary part and therefore, it
determines the evanescent / exponential decaying behavior.
It can be summarized that the decay of a single plane wave component with an angular
frequency ω is a function of the relative permittivity, where this wave propagates parallel
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to the surface. This propagation is a function of the induction of the waves by the radiating
antenna. It can be assumed that waves with different frequencies are induced differently.
Furthermore, one can expect that in each layer a pure propagation direction parallel to
the layering is induced. This implies that the evanescent coupling of a wave with a single
frequency could be a sum of different decay processes. If a main decay process could be
assigned due to a main energy induction into a single layer, then this need not to be the
case for other frequencies. Therefore with this considerations, the decay function could
depend on the frequency.
Note: Neither the two-layer ground wave description as an evanescent wave under plane
wave considerations nor the multi-layer description cannot be directly explained with
Maxwell’s equations. Here, difficulties in the transition conditions of the magnetic field
components occur. Furthermore, a description as a bounded surface wave or ”Zenneck
wave” (Zenneck, 1907; Wait, 1998) cannot be done, because the observed propagation
velocity does not correspond to each other.
The only argument for the description above is that the ground wave with the evanescent
wave behavior is observable in a full wave analysis. This corresponds to the approximated
plane wave prediction.
Outcome: Evanescent Waves
An evanescent wave is a special transmitted wave type, which occurs in the neighboring
medium, when a wave is reflected totally. It decays exponentially with the distance
from this boundary.
The ground wave in air can be assigned to be an evanescent wave. Its coupling
from the ground into the air corresponds to the coupling into the ground near the
radiating dipole. The decay of the ground wave in air can be described as a function
of frequency, height and dielectric contrast. In multi-layered media, the dielectric
contrast is likely to be a function of the frequency. This depends on the vertical
distribution of the relative permittivity and on the inducement of waves propagating
parallel to the surface by the radiating dipole.
4.4 Pre-Processing and Filtering Procedures
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Figure 4.27: Example of a measured trace with-
out any pre-processing or filtering.
Filter routines try to enhance the mea-
sured data quality. In most cases, they
are used before the evaluation algorithms.
In the following, some filter routines are
presented, which are partially used in this
work. Furthermore, it will be studied how
the raw data is affected by these routines,
in what extend they are useful and when
they could disturb information.
A measured GPR trace is shown
in Fig. 4.27 without any applied pre-
processing or filter routines. Here, the am-
plitudes are measured in digits and they
are proportional to voltage values.
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Figure 4.28: Illustration of an example radargram with only an amplitude shift correction (a)
and with logarithmic amplitudes (b) after Eq. (4.22).
Amplitude Shift: In Fig. 4.27, it can be seen that amplitude values are slightly shifted
towards negative amplitudes, which is an artefact from the measurement electronics. For
all further examples, this shift should be corrected, so that the base line of the signal
corresponds to the zero-amplitude. This correction is done by subtracting the average
over all amplitudes within a time interval, where only noise occurs.
4.4.1 Amplification / Gain
As already seen in Fig. 4.27, after the first wiggles no signal can be observed in this kind
of presentation, because the electromagnetic waves are strongly attenuated. In order to
visualize further reflections, an amplification of the signal is recommended.
In a first step, the amplitudes can be transformed to a logarithmic scale. Notating a
measured trace as a function of time as g(t), this transformation is given by
g˜(t) =


log10 g(t) , if g(t) > 1
− log10 |g(t)| , if g(t) < −1
0 , else
, (4.22)
where g˜(t) is the transformed trace. The result of this transformation can be seen in
Fig. 4.28. Now, a strong reflection can be observed between 40 and 60 ns.
In some cases, this kind of transformation might not be enough to highlight significant
reflections. For this purpose, one can determine an envelope to scale the trace. This enve-
lope can be calculated using the maxima of the trace, where all amplitudes are converted
to absolute values. The interpolation between these maxima can be done by linear func-
tions or by fitting a polynomial. Now, by dividing all amplitudes with the corresponding
envelope value, this leads to a scaled trace with amplitudes between ±1.
If the determination of an envelope is done for each trace, this will not distort the
maximum positions of the traces. On the other hand, when a global envelope is used or
another scaling function is applied to emphasize a specific travel time section, this can
slightly change the times of maxima or minima, which might be used for the travel time
extraction.
4.4.2 Runmean-Filter
The runmean-filter can be applied to remove noise and it can be considered as a low-pass
filter. Mathematically, it is described by a convolution of the a signal g(t) and a kernel
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Figure 4.29: Kernel of the runmean-filter in time domain (a) and its corresponding spectrum (b).
krmean(t), where krmean(t) is a hat function (Fig. 4.29a) with a width 2△t described as
krmean(t;△t) =
{ 1
△t
(
1− |t|) , t ∈ [−△t,△t]
0 , else
. (4.23)
Its corresponding spectrum is presented in Fig. 4.29b The convolution itself is given as
grmean(t) =
1∫
krmean(t′;△t) dt′
∫
g(t′) krmean(t− t′;△t) dt′ , (4.24)
where grmean(t) is the filtered signal.
The application of the runmean-filter on the data presented in Fig. 4.28 is shown in
Fig. 4.30. In Fig. 4.30c4, it can be seen that this filter removes noise, while in this kind
of illustration the main amplitudes seem to stay unaffected. Although, Fig. 4.30b shows a
significant information content (referring to the visible reflectors), it does not contradict
the previous statement, because the gray values are not comparable. They only represent
scaled amplitudes, where black corresponds to the largest amplitude and white to the
lowest.
4.4.3 Dewow-Filter
A dewow-filter is a high-pass filter, which removes low frequencies. It can be recognized
as the remainder term of the runmean-filter. Therefore, it is defined as
gdewow(t) = g(t) − 1∫
krmean(t′;△t) dt′
∫
g(t′) krmean(t− t′;△t) dt′ , (4.25)
where gdewow(t) is the dewow-filtered trace.
Figure 4.31 shows the results of an application of a dewow-filter with △t = 4 ns on
the data presented in Fig. 4.28. Fig. 4.31d illustrates that this filter only affects the first
200 MHz.
Furthermore in Fig. 4.31c, it can be seen that this filter has a large impact of the air-
ground-wave between 0 and 20 ns, which is also observable in Fig. 4.31a in comparison
with Fig. 4.28. In Fig. 4.28b between 10 and 20 ns two wavelets seem to interfere/overlap.
This overlap is not visible in Fig. 4.31a.
The observation of the air-ground wave highlights that after a dewow-filter an overlap of
two wavelets, which might have an effective higher amount of lower frequencies in common
4Although in Fig. 4.30c the logarithmic amplitudes are presented, the runmean filter was only applied on
the raw data.
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Figure 4.30: Application of the runmean-filter with△t = 0.8 ns on the data presented in Fig. 4.28.
(a) is the filtered radargram and (b) shows the differences to Fig. 4.28. Subfigure (c) is an example
trace from the distance x=100 m and (d) is the corresponding spectrum. In (c) and (d) the gray
dashed line corresponds to the original trace and the black line to the filtered trace.
could not be resolved. This seems to be contradictory, because the filter can be recognized
as a linear operator. When a trace g(t) can be represented as a sum of wavelets wi(t)
given as g(t) =
∑
i wi(t), then the filter acts on each wavelet on its own. This can also
be seen in the frequency domain, where the convolution is a simple product of the trace
function and the kernel function
gdewow(ν) = g(ν) kdewow(ν) (4.26)
with kdewow(ν) = 1− 1∫
krmean(t′;△t) dt′ krmean(ν) . (4.27)
This leads in a wavelet representation to
gdewow(ν) =
(∑
i
wi(ν)
)
kdewow(ν) =
∑
i
wi,dewow(ν) , (4.28)
where wi,dewow are the dewow-filtered wavelets in the frequency domain.
Although Eq. (4.28) is valid, it cannot be used to give the reason for the above described
phenomenon that two wavelets with an overlap cause a higher amount of low frequencies.
In order to check this statement, two wavelets w1 and w2 are assumed, which are equal in
shape and only different in amplitude. A further assumption is that the second wavelet is
shifted by a small value τ from the first wavelet, which yields
in the time domain: w1(t) + w2(t) = w1(t) + αw1(t+ τ) (4.29)
in the frequency domain: w1(ν) + w2(ν) = w1(ν)
(
1 + αe−i 2π ν τ
)
= w1(ν)
(
1 + α cos(2pi ν τ)
)
. (4.30)
When the width of the main wiggle of the wavelet is tw, then its main frequency is
νw = (2 tw)
−1. The cosine term leads to a higher amount of lower frequencies, when the
time shift τ is smaller than the width tw of the main wiggle of the wavelet.
81
Ground Penetrating Radar Filter Routines
60 80 100 120 140
0
50
100
60 80 100 120 140
0
50
100
0 20 40 60 80 100
-5
0
5
0 0.5 1.0 1.5 2.0
0
2
4
6
time [ns]
ti
m
e
[n
s]
frequency [GHz]
distance [m]distance [m]
log.
sp
ectru
m
[a.u
.]
lo
g.
am
p
li
tu
d
e
[d
ig
it
s]
(a) (b)
(c) (d)
Figure 4.31: Application of the dewow-filter with △t = 4.0 ns on the data presented in Fig. 4.28.
(a) is the filtered radargram and (b) shows the differences to Fig. 4.28. Subfigure (c) is an example
trace from the distance x=100 m and (d) is the corresponding spectrum. In (c) and (d) the gray
dashed line corresponds to the original trace and the black line to the filtered trace.
4.4.4 Gauss-Filter
A Gauss-filter is a band-pass filter, which can be defined as a convolution analogous to
the runmean-filter. Here, the kernel function is the Gauss-function. Instead of a single
application in time domain, a Gauss-filter is used in time and space. When a radargram
can be defined as a two dimensional function g(x, t), then the Gauss-filter is analytically
given as
ggauss(x, t) =
1∫
kgauss(x′, t′;σx, σt) dt′
∫
g(x′, t′) kgauss(x− x′, t− t′;σx, σt) dt′
with kgauss(x, t) = exp
{
− x
2
2σ2x
− t
2
2σ2t
}
, (4.31)
where σx and σt define the widths of the two dimensional Gauss-function.
In Fig. 4.32, the application of the Gauss-filter with σx = 0.2 m and σt = 0.2 ns on
the data presented in Fig. 4.28 is shown. From the difference plot Fig. 4.32b, it is clear
that with this parameter setup almost no structural information from the radargram is
removed. Furthermore from the spectrum given in Fig. 4.32d, this filter procedure has
better properties in the removal of noise, because in contrary to the runmean-filter, there
is a smooth decay for higher frequencies.
4.4.5 Ringing Removal
Ringing is a multiple reflection phenomenon. There are two different sources for ringing
in GPR applications. It can be caused by multiple reflections from the subsurface or from
side reflections from the antenna box (internal ringing). This internal ringing occurs, when
shielded antennas are used. Depending on the reflector depth or the dimensions of the
antenna box, ringing can be expressed (i) by a wavelet which occurs in specific intervals or
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Figure 4.32: Application of the Gauss-filter with σx = 0.2 m and σt = 0.2 ns on the data
presented in Fig. 4.28. Subfigure (a) is the filtered radargram and (b) shows the differences to
Fig. 4.28. Subfigure (c) is an example trace from the distance x=100 m and (d) is the corresponding
spectrum. (e) shows all amplitudes at the travel time t = 50 ns along the survey. In (c), (d) and
(e) the gray dash line corresponds to the original trace and the black line to the filtered trace.
(ii) by a few dominant frequencies. The first phenomenon is observed, when the reflector
depth is much larger than the dominant wavelength of the emitted signal. Dominant
frequencies occur, when the travel path between two reflectors (for instance within the
antenna box) corresponds to a half wavelength of an emitted frequency component with
sufficient energy. Then, resonance can occur.
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Figure 4.33: Example radargram with internal
ringing.
While the detection of multiple reflec-
tions from a subsurface reflector can help
for data interpretation, internal ringing
can disturb a radargram and therefore its
evaluation. An example for the internal
ringing is illustrated in Fig. 4.33. Here,
the internal ringing is indicated by the
horizontal lines. In order to remove this
ringing, a simple model is set up for its
description.
In an antenna box with the edge
lengths di (i = 1, 2, 3), a resonance will
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occur, when
di = n
λi
2
=
n c0
2 νi
√
εbox
, (4.32)
where λi, νi (i = 1, 2, 3) are the main wavelengths and the main frequencies, respectively.
n denotes the number of multiples of the resonance. This equation gives the condition for
standing waves.
With the main frequencies, the internal ringing for each dimension can be described by
oscillating terms. Each term has to be scaled differently, because each frequency is emitted
with another amplitude by the transmitting antenna within the box. Furthermore, each
frequency component will decay with time, due to transmission effects at the boundaries
and the absorption from the antennas. This leads to the model describing a trace r(t)
r(t) =
3∑
i=1
∑
n
Ai,n sin
(
2pi
νi
n
+ ϑi,n
)
e−Bi,n t , (4.33)
which is only affected by the internal ringing. Ai,n and Bi,n are values for the energy
emission and for the energy loss for the nth multiple of the main frequency νi, respectively.
For completeness, an additional phase shift ϑi is introduced.
-4 0 4
0
20
40
60
80
-50 0 50
40
50
60
70
80
tim
e
[n
s]ti
m
e
[n
s]
amplitudes [digits]
amplitudes [digits]
logarithmized
Figure 4.34: An averaged trace over the whole
survey distance of Fig. 4.33 is shown on the left
side and a detailed view on the right side. The red
curve is a fitted solution with Eq. (4.34).
For the data given in Fig. 4.33, a
mean trace is calculated by averaging
each sample over all measurement posi-
tions. Then, Eq. (4.33) is fitted in a time
window, where the signal almost origi-
nates from internal ringing. For simplic-
ity, instead of the general equation (4.33),
the modified form
r(t) = A1 sin(2pi ν1 + ϑ1) e
−B1 t
+A2 sin(2pi ν2 + ϑ2) e
−B2 t (4.34)
is used, which results in the solutions
given in Fig. 4.34 and Tab. 4.5. These
results are obtained from a least square
fitting procedure using the Levenberg-
Marquardt algorithm (Press et al., 1994).
Although, it is possible to use a single
trace for this kind of evaluation, it was
decided to use an average trace to over-
come noise and to minimize the influence
of reflections, which could be shadowed
by the ringing.
Table 4.5: Solutions of the fitting parameter given
in Eq. (4.34) for the data in Fig. 4.34.
A1 [digits] 275 A2 [digits] 39
B1 [ns
−1] 0.055 B2 [ns−1] 0.012
ν1 [GHz] 0.119 ν2 [GHz] 0.205
ϑ1 [rad] 3.16 ϑ2 [rad] 1.93
From the finding in Tab. 4.5, the di-
electric permittivity of the material within the antenna box can be calculated. Using the
dimensions of the antenna box in width (dw = 0.44 m) and length (dl = 0.74 m), this
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leads with Eq. (4.32) to
εbox =
(
c0
2 di νi
)2
(4.35)
εbox ≈ 2.90 (4.36)
with dl = 0.74 m, ν1 ≈ 0.119 GHz
εbox ≈ 2.77 (4.37)
with dw= 0.44 m, ν2 ≈ 0.205 GHz .
Both values of the relative permittivity of the antenna box are comparable.
The assignment of a frequency and its corresponding dimension of the antenna box
can be done in two ways. The first way is a straight forward calculation, where only
one assignment leads to comparable results. Furthermore, with a look at the amplitudes
A1 and A2, it can be seen that the frequency ν1 contains more energy and therefore, it
must lay in a main radiation direction of the transmitting antenna. Its decay (B1) is also
higher, than for the frequency ν2, which indicates the same. Knowing that the antennas
are positioned in the way sketched in Fig. 4.1 and that the used bow-tie antennas radiate
the least energy in the principal axis, one can assign the frequency ν2 with the width dw
of the antenna box and ν1 with the length dl.
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Figure 4.35: Example radargram with the removed
internal ringing.
Finally, this ringing function can be ex-
panded to the whole time domain of the
measured radargram and can be subtract
from each trace. For the example given
in Fig. 4.33, this results in Fig. 4.35.
4.5 Processing Procedures
4.5.1 Time Zero Correction
A short definition of time zero can be given as:
”Time zero denotes a time, when the radar signal was emitted.”
Such a time could be easy to handle, when the transmitter gives a signal to the receiver
instantaneously, when it starts radiating. Unfortunately, a lot of available GPR system
have no such communication. Commonly, the receiver gets a pulsed signal. It is triggered
at a specific value, which is defined by the user or by the software. Now, this start time
of the trigger has nothing in common with the time, when the signal was emitted.
Time zero is significant for almost all measurement techniques and their evaluation
methods. But where for instance for crosshole GPR this value plays an inferior role, it
is of high importance for GPR reflection measurements. Here, this value is needed for
evaluation techniques from simple travel time analysis to inverse modeling procedures.
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Because of the importance for the evaluation, a lot of effort was undertaken to determine
time zero and obtain a stable value (Yelf, 2004). Yelf (2004) concluded in his work that the
time zero value ”is not a constant value, but must be determined for each surface material
type and antenna setup”. This finding comes from a statement that ”when a 1.5 GHz
bow-tie antenna is placed on or near the ground surface, the direct wave is altered in shape
and shifts later in time by up to several tenths of nanosecond, due to the dielectric loading
of the ground material in the near field of the antenna.” (Yelf, 2004)
Time Zero Difficulty for Inversion Procedures
Time zero is also a crucial number in inverse simulations, which is not obvious. To under-
line this statement, a short example will be given.
Problem: One could assume the travel time equation for the reflected wave
trefl =
√
εc
c0
√
4 d2 + a2 + toff (4.38)
with the additional time zero value. d and εc are the reflector depth and the relative
permittivity above this reflector, respectively. When a hyperbola is observed in a CMP
measurement, one could use this function to invert the travel times in order to obtain
time zero. This approach can lead to wrong results, which will be shown by the following
example.
Setup: With the plane wave approach, a two-layer medium was modeled, where a relative
permittivity of ε1 = 3 and ε2 = 8 was assigned to the upper and lower half space, respec-
tively. The excitation of the plane waves was set in the same way as presented in Sec. 3.5.1
and it was placed 1 m above the interface in the upper half-space. The observation point
was also set 1 m above the interface but with different distances to the excitation, which
simulates a CMP measurement. The result of this simulation is shown in Fig. 4.36a.
Evaluation: The observed reflected wave in Fig. 4.36a was picked. Now, a copy of the
picked travel times was disturbed with a uniformly distributed error, which varied between
±0.2 ns. In the next step, on the disturbed and undisturbed travel times a possible
offset value in the range of ±2 ns was added, which denotes the unknown time zero
value. For the different offset values, an inversion of the travel times was applied, which
minimizes the squared differences between the picked tpick and the modeled tmodel travel
times. Mathematically, this is expressed by the minimization of the cost function ψ defined
as
ψ =
∑
i
[
ti,pick − ti,model
]2 !
= min. . (4.39)
The modeled travel time as a function of the distance to the source ai of the ith simulation
is given by
ti,model =
√
εc
c0
√
4 d2 + a2i . (4.40)
The minimization was done with the Gauss-Newton method.
Results and Discussion: The results are shown in Fig. 4.36b-d. It can be seen that the
solution for reflector depth and relative permittivity reacts linearly to a time zero change.
Furthermore, the cost function ψ shows a parabolic shape. When Eq. (4.38) would be
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Figure 4.36: Single reflection analysis, where different offsets are assumed for the reflected wave
travel times. The analysis is done by fitting Eq. (4.40) to the picked data without (black dashed)
and with (blue solid) an additional random error.
used for an inverse modeling, then the minimum of ψ denotes the corresponding result for
the material model. This would not lead to the true material model, especially for noisy
data. In the example presented in Fig. 4.36, the minimum of the cost function depending
on the offset toff would be at about toff = −1 ns. This leads to an overestimation of the
reflector depth (△d ≈ 0.04 m) and the dielectric permittivity (△ε ≈ 0.3).
Time Zero Determination
Based on the assumption for the time zero definition that the starting time of the analyzed
wavelet is searched, two methods will be presented, which are capable to provide this value.
One method uses the evaluation of a CMP measurement and the other a radiation of an
antenna into the air.
Evaluation of CMP measurements: In Fig. 4.37a, a CMP measurement is presented,
which was measured in the nature protection area Hirschacker near Schwetzingen, Ger-
many. A clear ground wave is observable throughout the measurement. Furthermore,
several reflections and the air wave can be seen. The feature between 3.5 to 5 m and
20 to 40 ns is a bit astonishing, because it shows a constant to slightly decreasing travel
time although the antenna separation is increasing. A possible explanation is that this
is a reflected-refracted wave, which has a reflection point on a dipping reflector. These
dipping reflectors were observed in common offset surveys. They could be assigned to
ancient dunes.
Linear Regression of the Direct Wave Picks: In Fig. 4.37b, the picked air and ground wave
are shown, where multiple wavelet features are used in order to get information about
wavelet distortion. Because of the linear behavior of both waves, it is assumed that the
travel time at zero-antenna separation (a = 0) refers to the time zero value toff of this
corresponding wavelet feature. In order to obtain these values, a linear regression was
87
Ground Penetrating Radar Processing Procedures
2 3 4 5
0
20
40
60
80
100
2 3 4 5
0
20
40
60
80
100
(a) (b)
antenna separation [m]antenna separation [m]
tim
e
[n
s]ti
m
e
[n
s]
air wave
ground wave
Figure 4.37: CMP measurement for the determination of time zero.
Table 4.6: Parameters of the linear fit for the air and the ground wave of Fig. 4.37. The error is
the single standard deviation.
color air wave ground wave
in Fig. 4.37 v [m/ns] toff [ns] v [m/ns] toff [ns]
red 0.285 ± 0.056 10.53 ± 1.7 0.128 ± 0.007 9.6 ± 1.7
blue 0.260 ± 0.072 12.42 ± 2.9 0.126 ± 0.005 11.9 ± 1.2
purple - - 0.127 ± 0.006 14.7 ± 1.3
done using
t = Aa+B with A = v−1 and B = toff , (4.41)
where v = c0/
√
εc is the propagation velocity. For all picks, the results of the linear
regression are shown in Tab. 4.6, which reveal a much higher accuracy for the ground
wave than for the air wave.
Amplitude and Travel Time Analysis: Now, interferences can be assumed, cf Fig. 4.8, which
restrict the reliability of the air and ground wave evaluation. For this reason, the travel
times and the amplitudes should be examined in more detail. When some of these in-
formation reveal systematic deviations, these picks or small sections should be excluded
from the evaluation. Here, the amplitude is considered as a proxy for accuracy, which
can indicate the impact for interferences. Furthermore in a far field solution, the decay of
the amplitudes should correspond to 1/r2, where r is the distance from the transmitter.
This functionality comes from a spherical distribution of the energy, which is also called
geometrical spreading. The travel time analysis can be done by focusing on the local
deviations terror of the picked travel times tpick from the fitted linear function, Eq. (4.41).
The deviations are calculated by
terror = tpick − toff − a
v
. (4.42)
The travel time and amplitude analysis for both air and ground wave are shown in
Fig. 4.38. Here, for the travel time analysis of the air wave the velocity was set to vair = c0.
Also the time zero was adapted to toff,red = 10.83 ns and toff,blue = 13.82 ns so that all
travel times are almost equally distributed around 0 ns. For the evaluation of the ground
wave, only all propagation velocities were averaged in order to obtain an equal baseline.
The travel time analysis (Fig. 4.38a,c) shows that the air wave has a high fluctuation in
the amplitudes, which can be traced back to the low amplitudes in comparison with the
ground wave. Therefore, noise has a much stronger impact. Furthermore, the travel times
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Figure 4.38: Travel time and amplitude analysis of the air and ground wave from the CMP
measurement presented in Fig. 4.37. The amplitudes of (b) and (d) are scaled with the maximum
value of each line.
seem to have a trend, possibly induced by the interference with the ground wave for smaller
antenna separations, which leads to the deviation of the air wave velocity (Tab. 4.6). For
the ground wave, the upper part (red curves) seems to be be more disturbed than the
other ground wave features, which could also be an effect of the low amplitudes.
For the ground wave graphs it is noticeable that the intermediate minimum (blue) and
the lower maximum (purple) have a local amplitude maximum at about a ≈ 3.2 m. In
contrast, the travel times show a bit larger deviation from the baseline at about a ≈ 3 m. A
possible explanation is that a reflected-refracted wave interferes / crosses the ground wave.
When shortly after the occurrence of the reflected-refracted wave a minimum interferes
with a maximum, then the decay of amplitudes can not be detected, but this could lead
to a travel time change.
Radiation into the air: Another simple method to obtain a time zero value is to radiate
into the air as presented in Fig. 4.39b. Then, the first wavelet can be assigned to the direct
travel paths in air. An argument against this method could be the different radiation
characteristics, when the antenna radiates into air or when it is placed directly on the
ground. If this argument is valid or if this method is applicable, will be proven with a
small experiment.
In Fig. 4.39, the measurement setup is shown, where, in a first step, the antennas are
placed on the ground surface (Fig. 4.39a). Afterwards, they are positioned as presented
in Fig. 4.39b, so that they radiate into the air but still have the same antenna separation
and orientation. The resultant traces of both measurements for both plotted channels are
given in Fig. 4.40. Here, channel 1 denotes an ”internal channel”, because transmitter
and receiver are within one antenna box, where the antenna separation is a1 = 0.36 m.
Channel 3 denotes an ”external channel”, because transmitter and receiver are in different
antenna boxes. It has an antenna separation of a3 = 2.20 m.
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Figure 4.39: Measurement setup to obtain time zero. The setup uses the difference between the
radiation into the ground (a) and into the air (b).
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Figure 4.40: Measured traces of the on-ground (Fig. 4.39a) and in-air measurement (Fig. 4.39b)
for an internal channel (a) and an external channel (b).
Fig. 4.40 shows a single major wavelet, at the beginning of each trace, where this wavelet
is assigned to be the air wave for the in-air measurement and the ground wave for the
on-ground measurement. The travel times of these two maxima and the largest minima for
both waves are shown in Tab. 4.7. Here, the differences between the air and the ground
wave travel times are 1.3 ± 0.4 ns for channel 1 and 10.8 ± 0.2 ns for channel 3. This
underlines that the wavelet features of the large antenna separation are much more stable
than for the short antenna separation.
With respect to the travel times of all wavelet features for both channels the assumption
of a separately measured air wave and ground wave cannot be validated. This can be done
by calculating the relative permittivity of the ground wave from the travel time difference.
In order to obtain an information about the error for time zero, one can assume that
channel 3 fulfills the assumption of a separate air and ground wave. This leads to a
Table 4.7: Travel times of the wavelet features presented in Fig. 4.40.
channel 1 channel 3
extremum tground [ns] tair [ns] tground [ns] tair [ns]
first 16.8 15.6 26.5 15.9
second 19.6 17.9 28.7 17.8
third 22.4 21.5 31.1 20.3
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relative permittivity value of about 6.0. The same assumption for channel 1 would lead
to a relative permittivity value of about 4.0 for the soil.
It must be noticed that the presented travel time offset data from the CMP evaluation
(Tab. 4.6) and from the air measurement / evaluation of channel 3 (Tab. 4.7) should be
equal, because the underlying data was measured at the same day, but not directly one
after the other. Usually a stable electronic is assumed. Here, the offset values are different
as well as the relative changes between the extrema, which means that the wavelet has
changed. A reason could be that there were changes within the electronic due to internal
heat production. This can modify the properties of single electronic components, which
can alter the current density. This can change the emitted electromagnetic pulse.
4.5.2 Normal Moveout Correction
Normal moveout correction is a standard evaluation procedure in seismic applications used
for CMP measurements. Extensive studies were done by Dix (1955) and Castle (1994)
among others, which focus on multi-layer evaluation of CMP measurements including
refraction.
Now, a short introduction will be given to the normal moveout evaluation, adapted for
GPR applications. Two approaches will be presented. The first one is a slightly adapted
method of the standard normal moveout procedure derived for seismic applications (Yil-
maz, 2001). The presented method includes the possibility to evaluate shallow reflections.
The second procedure is a modified normal moveout method, which includes the possibility
to compensate uncertainties of the time zero offset.
Normal Moveout Analysis for GPR Data
The travel time trefl of a reflection from a horizontal reflector in depth d with an average
relative permittivity εc above is given by
trefl =
√
εc
c0
√
4 d2 + a2 (4.43)
for the antenna separation a. This equation is valid for multiple reflectors as long as
refraction can be neglected. Here, it is assumed that the measured travel times are zero-
offset corrected, which means that the travel time offset is already subtracted. Now,
Eq. (4.43) leads to a linear relationship in t2refl and a
2,
t2refl = t
2
0 +
εc
c2
0
a2 with t20 =
4 d2 εc
c2
0
, (4.44)
with the derivative 1/v2 = εc/c
2
0
, where v is the propagation velocity. t0 is the travel time
of the reflected wave, when the antenna separation is a = 0. Although, a measurement
with a = 0 is in the most cases not realizable because of antenna configuration and
design, the travel time t0,i, which is the travel time from the ith reflector at zero antenna
separation, can be reproduced by choosing a proper εc,i, which denotes the average relative
permittivity above the ith reflector. Then, the amplitudes for all antenna separations,
which correspond to an emission at t = 0, and originate from the same reflector plot on a
horizontal line in the radargram, when the squared time shift △t2 with
△t2 = t2refl −
εc
c2
0
a2 (4.45)
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is applied on each trace. This means each squared travel time for different antenna sepa-
rations is shifted, which leads to a zero antenna separation travel time assuming a given
relative permittivity
t20(εc) = t
2
refl(a)−△t2(a, εc) . (4.46)
If these amplitudes for all t20(εc) are summed up, which is called stacking, then a max-
imum value occurs at a travel time t0,i, when εc,i is the average permittivity above an
existing reflector with a depth di. This reflector depth di can be calculated due to
di =
t0,i c0
2
√
εc,i
. (4.47)
Note: This procedure is a bit different to the method presented by Yilmaz (2001) and
Tillard and Dubois (1995). Here, they come up with the following equations starting with
Eq. (4.43)
trefl =
√
εc
c0
√
4 d2 + a2 =⇒ trefl =
√
t20 +
a2 εc
c2
0
=⇒ trefl = t0
√
1 +
a2 εc
c2
0
t20
=⇒ trefl ≈ t0
(
1 +
a2 εc
2 c2
0
t20
)
(4.48)
assuming
t0
4
(
a2 εc
c2
0
t20
)2
=
t0
4
(
a2
4 d2
)2
< measurement error . (4.49)
This term is the third summand of the Taylor series. The measurement error denotes the
travel time resolution of the measurement.
This leads to a time shift
△t = a
2 εc
2 c2
0
t0
, (4.50)
where t0 can be calculated from Eq. (4.44) without any knowledge about the reflector
depth. This time shift can directly be applied to the travel time data without any quadra-
ture.
From Eq. (4.49), it is clear that the deviation of the time shift and its applicability is
only valid, if the reflector depth is larger than the antenna separation. This can not be
guaranteed for all applications.
Furthermore in studies such as presented by Garambois et al. (2002), a semblance analy-
sis (Neidell, 1971) is used instead of the stacking method. This semblance analysis applies
the crosscorrelation between all traces. Because the wavelet structure is distorted due to
the squared travel time, the application of this method was not considered in this work.
Synthetic Example: Analogous to the validation example in Sec. 3.5, a CMP measure-
ment was simulated using the plane wave approach, Fig. 4.41a, using the material model
given Fig. 4.41c. The incoming wave field is described by Eq. (3.109), using the modeling
parameters given in Eq. (3.110). Because of the modeling parameter τ0 = 0, it is assumed
that the results are already zero-offset corrected.
The time axis and the antenna separations are squared, which is shown in Fig. 4.42a.
Afterwards, the squared travel time shift Eq. (4.45) is applied on each trace. For a relative
permittivity εc = 7 the results for each trace are shown in Fig. 4.42b. With this shift,
the first reflection from a depth of 0.5 m becomes a horizontal line. Now, this shifted
radargram is stacked, which means that all traces are summed up. This leads to the
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Figure 4.41: Plane wave modeling of a CMP measurement (a) with the material model shown
in (c) and the incoming field given in Eq. (3.109) and (3.110). (b) presents the picked reflection
hyperbolas (blue) and the travel times for each reflection modeled by the ray approach including
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Figure 4.42: Normal moveout procedure: (a) represents the radargram with a squared time and
antenna separation axis. (b) represents a shifted radargram with the squared time shift given in
Eq. (4.45) (εc = 7). (c) is the resultant stacked trace.
stacked traces shown in Fig. 4.42c. The numerical values of the amplitudes are neglected
here, because only the positions of local maxima and minima have a relevance for this
analysis.
In Fig. 4.42c, one can see that the first reflection leads to the global maximum in this
stacked trace. But although, the other reflections did not lay on horizontal lines, they
produce maximum values, which are very close to the global maximum. This is clear,
because the amplitudes of the first reflection are in general smaller than for the others.
Here, the modeled radiation pattern with a squared cosine function predicts that less
energy is transmitted sidewards and the most downwards.
In a next step, the square root of the relative permittivity is changed within a reasonable
range and for each value the stacked trace is calculated. Here, the square root of the
relative permittivity is used instead of the velocity like it is done in Fisher et al. (1992)
and Garambois et al. (2002), because the interest of this work is the water content. This
water content can be given as a function of this quantity, as it is shown in Sec. 2.35.
Now, in Fig. 4.43b the stacked traces for a set of square root values of the relative
permittivity values are shown. Fig. 4.43a shows the analogon with the velocity values.
This kind of plot commonly used. Furthermore, the travel time axis is converted to
expected reflector depth values (Fig. 4.43c) using Eq. (4.47). In all three figures, the
expected and the manually estimated extremal positions are marked.
The expected extremal positions are calculated from the defined layer depths △di and
the layer permittivities εi (i = 1, . . . ,N) for a material model with N layers. For a
perpendicular incidence of the wave, the two way travel time trefl,j(a = 0) to the jth
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Figure 4.43: Solution of a normal moveout procedure using the example given in Fig. 4.41. The
stacked traces are shown using different velocities (a) and different values for the square root of the
relative permittivity. (c) gives the converted image into expected reflector depth with Eq. (4.47).
The blue dots correspond to the true material model and the red dots show the manually estimated
material model.
reflector is given by
trefl,j(a = 0) =
2
c0
j∑
i=1
△di√εi . (4.51)
On the other hand, it is expected that the true reflector depth dj =
∑j
i=1△di is found
with only an average dielectric permittivity εc,j above the jth reflector. This leads to the
relationship
trefl,j(a = 0) =
√
εc,j
2
c0
j∑
i=1
△di = 2
c0
j∑
i=1
△di√εi . (4.52)
Therefore, for a given material model the expected averaged relative permittivity values
are obtained by
√
εc,j =
(
j∑
i=1
△di√εi
) (
j∑
i=1
△di
)−1
. (4.53)
Otherwise the estimated averaged relative permittivity values can be used to determine
the material model using
√
εj =
dj
√
εc,j − dj−1√εc,j−1
dj − dj−1 with dm =
m∑
i=1
△di . (4.54)
The notation of this equation is intentionally chosen in that way, because it can be un-
derstood as an analogy to the equation of Dix (1955), who used velocity and travel time
values.
Now, in Tab. 4.8 an overview of the predefined material model used for Fig. 4.41 and
the estimated material model extracted from the normal moveout procedure, shown in
Fig. 4.43, is given. It can be seen that the depth values are overestimated by approximately
10 cm. The relative permittivity values are reproduced reasonably.
The overestimation of the reflector depth is assumed to stem from an incorrect time
zero value. This value was set to be the center maxima of the emitted wavelet. Due to
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Table 4.8: Overview of the material model used for the simulation shown in Fig. 4.41 and of the
estimated material model from the normal moveout procedure (red dots in Fig. 4.43).
layer defined material model manually estimated material model
reflector relative reflector relative
depth di [m] permittivity εi [-] depth di [m] permittivity εi [-]
1 0.50 7 0.61 7.56
2 1.10 10 1.21 10.07
3 1.60 13 1.70 13.10
4 2.70 8 2.76 8.35
the radiation in different direction, this wavelet seems to be distorted. Then, the resulting
main maximum has a different time zero. Because of this difference, the overestimation
can be explained. But in this example, the correct time zero value cannot be estimated
analogous to experimental data. Because of the defined radiation characteristic, the direct
wave cannot be detected sufficiently and therefore, it cannot be evaluated.
Modified Normal Moveout Approach
In a first step, a measured common midpoint radargram shall be recognized as a matrix
g(an, tm) of N columns an M rows, where each column and row can be assigned to an
antenna separation an (n = 1, . . . ,N) and a time value tm (m = 1, . . . ,M).
A reflection, which are understood as significant amplitude values, can be observed at
travel times tm,n ≈ trefl,n. This reflected wave travel time trefl,n as a function of reflector
depth d and relative permittivity εc is given as
trefl,n =
√
εc
c0
√
4 d2 + a2n + toff , (4.55)
where toff is the GPR immanent travel time offset. A priori, the true values for d, εc and
toff are not known. But it is known that for the zero antenna separation (a = 0) a travel
time is expected as
trefl,a=0 = trefl,0 =
√
εc
c0
2 d+ toff . (4.56)
This leads to the idea to shift all travel times for given antenna separation an by
△tn = tmeas,n − tmeas,0 =
√
εc
c0
(√
4 d2 + a2 − 2 d
)
. (4.57)
If now the chosen reflector depth d and its average relative permittivity εc above corre-
sponds to a measured reflector defined by the same parameters, all amplitudes for this
reflector are at tmeas,0 for all antenna separations an (n = 1, . . . ,N). Unfortunately, such
horizontal amplitude lines could also occur for a wrong parameter pair, because the mea-
sured reflected wave travel time contains still the unknown offset toff.
When, for a shifted radargram, all amplitudes are located at the same travel time for
all antenna separations, than one would expect that these horizontal lines would lead to
large number compared to the rest. This sum is called stacking, which results in a trace
g(tm) from the shifted radargram g(an, tm,n) by
g(tm) =
N∑
n=1
g(an, tm,n) with tm,n = tm −△tn . (4.58)
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This resultant trace need not have its global maximum at tmeas,0, because amplitudes from
other reflections or travel paths could be larger and therefore, they might lead to maxima
in the stacked trace g(tm) although no horizontal line was observed in g(an, tm,n).
But if an offset value toff is set with an uncertainty of ±△toff, one would expect a
maximum value gmax with
gmax = max
tm∈I
|g(tm)| (4.59)
with I = [trefl,0 −△toff, trefl,0 +△toff] (4.60)
within the trace in the interval I. The maximum value is still a function of reflector depth
and average relative permittivity. When both values are discretized to dk (k = 1, . . . ,K)
and εl (l = 1, . . . , L), gmax(dk, εl) results in a matrix, where its main maxima should
correspond to the describing parameters of the material model, reflector depth and average
relative permittivity.
Instead of the maximum method, Eq. (4.59), one can examine the integrated amplitude
gint within the interval I. Mathematically, this is expressed by
gint =
∫
I
|g(tm)| dtm . (4.61)
Again, the integrated amplitude is a function of the chosen reflector depth and average
relative permittivity and hence, they can be illustrated in a contour plot. Maximum values
should indicate the underlying material model. In contrary to the maximum method, the
uncertainty ±△toff of the offset can be interpreted as a width of a wavelet, which is found
at a travel time tm. But this would indicate that the integral method is more sensitive to
an uncertainty of the offset.
Synthetic Example: In order to show the capability of this approach, the example shown
in Fig. 4.41 is used. Now, in Fig. 4.44 the result for the modified normal moveout pro-
cedure using the maximum method (Fig. 4.44a) and the integral method (Fig. 4.44b) are
presented.
Here, the expected maxima are marked by blue dots. The red dots represent the es-
timated material model from the standard normal moveout procedure and they fit the
actual maxima reasonably. Only, the deepest reflector has no localized maximum.
From Fig. 4.44, it can be seen that the integral method leads to more focused maxima.
The advantage of this modified normal moveout is that the interpreter needs not to de-
termine a reflection between maxima and minima, which are close to each other in the
standard normal moveout procedure, Fig. 4.43. Furthermore, especially for the integral
method, the spreading effect of the maxima (Garambois et al., 2002) is less pronounced
than in the standard normal moveout analysis.
4.5.3 Windowed Fourier Analysis
Electromagnetic wave phenomena can be either studied in frequency or in time domain.
Because the most GPR applications operate in time domain, it could be worthwhile to
take a look into the frequency domain, which is done by a Fourier analysis.
When thinking in terms of a superposition of wavelets, which sets up a measured GPR
trace, then a Fourier transformation of the whole signal might not be instructive. From
the point that a single wavelet is distorted during the propagation through dispersive
media or from the reflection from smooth transitions, then only single wavelets should
be analyzed in the frequency domain. Unfortunately, these wavelets cannot be separated
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Figure 4.44: Solutions of the modified normal moveout procedure using the maximum method (a),
Eq. (4.59) and the integral method (b), Eq. (4.61).
by a deconvolution method, when they all differ in shape. On the other hand, a trace
can be qualitatively described. The upper part is mainly influenced by the air and the
ground wave. Then for the larger travel times, it can be assumed that the signals stem
from reflections from larger depth.
Under this qualitative point of perspective, a windowed Fourier / frequency analysis
can be placed, which means that only a small section (window) from a whole trace is
transformed into frequency domain.
There are two possibilities of windowed Fourier transformations, which each have its
advantages and disadvantages. Within this work these possibilities will be named ”hat-
function-transformation” and ”direct window transformation”.
Hat-Function Transformation
The hat-function transformation denotes a method, where a hat-function is multiplied on
the trace, which has a value of 1 in the region of interest, than there could be a transition
to 0 and everywhere else a value of 0 is set. The product of both functions is Fourier
transformed.
Mathematically, this is expressed denoting a measured trace as r(t), which leads to a
product trace s(t)
s(t) = g(t) · r(t) , (4.62)
where g(t) defines the hat-function. Two possible hat-functions shall be considered. The
first one is given as
g(t) = u(t+ t1)− u(t+ t2) with t1 < t2 and u(t+ a) =
{
0 , for t ≤ a
1 , for t > a
,
where u(t) is the unit step function or also known as the Heaviside function. While this
function has sharp edges, the second function is defined by a smooth transition, given as
g(t) =


1− exp
{
−(t1 − t)
2
τ2
}
− exp
{
−(t− t2)
2
τ2
}
, for t ∈ [t1, t2]
0 , for t 6∈ [t1, t2]
, (4.63)
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where τ determines the width of transition5. Now, the Fourier transformation of Eq. (4.62)
leads to
s(ω) =
∫
g(t) · r(t) e−iω t dω =
∫
g(w − w′) · r(ω′) dω′ , (4.64)
which results in a convolution of the Fourier transformed hat-function g(ω) and the original
trace r(ω). Here, s(ω) denotes the Fourier transformed result of Eq. (4.62).
Although, this convolutional integral could lead to a distortion of the spectrum, this is
not the case, if a single wavelet is assumed with a compact support approximately within
t ∈ [t1+2 τ, t2− 2 τ ]. Then, this hat-function has almost no impact on the original signal.
Direct Window Transformation
The direct window transformation means that only a section of a whole trace is trans-
formed. To be more precise, a measured trace can be understood as amplitudes being
a function of time or, in a discrete sense, as amplitudes being a function of the sample.
Here, a time value is assigned to each sample. Therefore, the direct window transform
uses instead of all N samples only a section Nw < N , which includes the signal of interest.
The impact of such a restriction of samples can be highlighted by the formulation of the
discrete Fourier transformation. Assuming a measured trace r(t) represented in discrete
form as r(ti) for i = 0, . . . , N − 1, where N is the number of samples, than the discrete
transformation into Fourier-space is given as
r(νj) =
N−1∑
k=0
r(ti) exp
{
−i 2pi j k
N
}
, (4.65)
which gives the a complex value r(νj) for a discrete frequency value νj . The numerical
value for this frequency is obtained by
νj =
j
(N − 1)△t for j = 0, . . . ,N − 1 , (4.66)
where △t is the time step size of the measured trace.
From Eq. (4.66), it can be concluded that the truncation of the samples leads to a
smaller number of frequency values, but the maximum frequency stays the same, because
△t is not changing.
Single Trace Example
In a short example, both possible methods should be examined. For this purpose, the
measurement presented in Fig. 4.33 will be used, which reveals a strong ringing for late
travel times. For the windowed Fourier analysis the trace at about x = 5.5 m is used.
In a first step, the trace is either multiplied with a hat-function or truncated. For
this purpose, a window with the center time of about tcenter = 52.5 ns and a width of
△t = 20 ns was chosen. This means that either all values t 6∈ [tcenter−△t/2, tcenter+△t/2]
are truncated or set to 0 depending on the method. Furthermore for the hat-function
transformation, the function given by Eq. (4.63) was used with a slope parameter τ = 2 ns.
The result of this Fourier-transformed window is presented in Fig. 4.45, which shows
a much higher frequency resolution for the hat-function transformation than for the di-
rect window transformation. Furthermore, the results of both methods show a similar
5It must be noted that other functions for this transition are also possible. The usage of this function
can only be argued by the success of this method given in the single trace example.
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Figure 4.45: Example of the windowed Fourier transformation of a measured trace (a) for a single
window, which is marked by the vertical lines. In (b) the spectrum for hat-function method (black)
and the direct window method (blue) are presented. The dots show the actual data points.
frequency behavior. Because of the higher resolution, the hat-function method is able to
detect two main frequency peaks at about 0.13 GHz and 0.22 GHz, which are close to the
frequencies determined in Sec. 4.4.5 (ν1 = 0.119 GHz and ν2 = 0.205 GHz).
Another result of this single window example is that the the slope parameter τ , defined
in Eq. (4.63), has only a very small impact on the result of the spectrum for the hat-
function method. Because the result with either a larger or smaller τ would overlap the
spectrum given in Fig. 4.45, its presentation is omitted.
At last, in Fig. 4.46 the result of a windowed Fourier transformation is shown, where
the window is moved through the whole trace using both methods. The center time of
each window is represented by the time axis of the contour-plots. Again, a window width
of 20 ns was chosen.
Both methods show the two distinct frequencies at the lower part of the trace, but, as
expected, the hat-function method reveals a much higher resolution.
Outcome: Windowed Fourier Analysis
In this section the windowed Fourier analysis was presented, which can be tool to
evaluate GPR traces. With a help of an example, the possibility of this method was
presented. Here, the application reveals two main frequencies, which are involved in
a ringing phenomenon.
4.5.4 Evanescent Wave Evaluation / Ground Wave Evaluation
As discussed in Sec. 4.3.6, some measured waves in GPR applications show an evanescent
wave behavior. Especially, the spectrum of the ground wave as a function of height seems
to be describable by the analytical expression given in Eq. (4.17). Because of this finding,
the idea of this section is to provide a possibility to obtain the near surface permittivity
using the characteristic decay of amplitudes as a function of height.
99
Ground Penetrating Radar Processing Procedures
-20 -10 0 10 20
0
10
20
30
40
50
60
70
80
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
0
10
20
30
40
50
60
70
80 0
0.1
0.2
0.4
0.5
0.6
0.8
0.9
1.0
x100
(a) (b) (c)
tim
e
[n
s]ti
m
e
[n
s]
frequency [GHz]frequency [GHz]amplitude [103 digits]
scaled
sp
ectru
m
[-]
Figure 4.46: Example of a windowed Fourier transformation of single trace (a) with a window
width of 20 ns using the hat-function method (b) (with a slope parameter τ = 2 ns) and the
direct-window method (c). The spectra for each window are scaled independently.
Evaluation Approach
A measurement or a simulation will be assumed, where either the transmitter, the receiver
/ observation point or both shall be lifted. Then the resultant trace can be recognized
as a superposition of different wavelets, where some of them reveal an evanescent wave
behavior and others are assumed to stay unaffected for small changes in height. Therefore,
only a section s(t) of the trace shall be analyzed analogous to Sec. 4.5.3, which can be
obtained in the same way as presented in Eq. (4.62). Within this trace section, one can
assume a two parts. On part sd(t, z) of the signal, which shows an exponential decay as a
function of height z. Another part sc(t) of the signal is assumed to remain nearly constant
for small changes in height.
Because the decay of the evanescent waves is a function of frequency, this trace section
must be transformed into the frequency domain. This leads to
s(t) = sc(t) + sd(t, z)
?? =⇒ s(ω) = [s′c(ω) + i s′′c (ω)]+ [s′d(ω, z) + i s′′d(ω, z)] , (4.67)
where s′c, s′d and s
′′
c , s
′′
d are the real and imaginary parts of the Fourier transformed trace
section for both wave parts. From the theory presented in Sec. 3.3.2, the evanescent waves
decay with
sd(ω, z) = sd(ω) exp{−α z ω} , (4.68)
where α is given as
α =
√
ε2 − ε1/c0 (4.69)
for a wave, which propagates parallelly to the interface in the medium with ε2 and couples
as an evanescent wave in the medium with ε1. Furthermore, sd(ω) denotes the frequency
component of the wavelet directly at the surface (z = 0).
Now, it can be assumed that α is a function of frequency, because of the argumentation
recording to the ground wave in multi-layered media, cf. Sec. 4.3.6. Under this perspective,
one can assign five parameters, which determine a single frequency component s(ω) for
this approach. Now, the Eq. (??) leads to
s(ω) =
[
s′c(ω) + i s
′′
c (ω)
]
+
[
s′d(ω) + i s
′′
d(ω)
]
e−α(ω) z ω , (4.70)
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which can be used as a modeling function for a fitting procedure. This fitting can be done
by a least squares method, which minimizes the squared differences between the modeled
data given by Eq. (4.70) and the measured or simulated data. This is expressed as
N∑
i=1
{[
s′i,model(ω;p) − s′i,meas(ω)
]2
+
[
s′′i,model(ω;p)− s′′i,meas(ω)
]2} !
= min. , (4.71)
where N must be equal or larger the number of the fitted parameters in p. Here, p =
(s′c, s′′c , s′d, s
′′
d, α) denotes the parameter vector, which is adapted such that a minimum
occurs.
If the results for all sc(ω) and sd(ω) are transformed into time domain, the shape of both
wave types in time domain can be observed. Now, when the ground wave is studied, the
relative permittivity of the near subsurface can be extracted with the help of Eq. (4.69).
In the following, this approach will be tested using a synthetic and an experimental
example.
Synthetic Example: The synthetic example is set up to demonstrate the capability and
the limits of the approach presented above.
Setup - Underlaying Data: For the synthetic example, the simulated data set presented in
Sec. 4.3.6 is used, where the observation point was lifted (Fig. 4.24d). From these traces,
only the ground wave section was used by applying a hat-function Eq. (4.63) on the data
with a window width of 15 ns and a transition / slope parameter of τ = 0.5 ns.
The spectra of the simulated ground waves are presented in Fig. 4.47b. They show a
decay and a shift of the maximum position towards lower frequencies.
Evaluation and Results: Now, the data of the real and imaginary part of the Fourier-
transformed ground wave for a single frequency but for all heights were extracted. The
presented data set was used to fit Eq. (4.70), which was done by a Levenberg-Marquardt
algorithm (Press et al., 1994). For three frequencies the result of the fitting procedure is
shown in Fig. 4.47a. Here, the values are scaled, such that the maximum value of the real
part is 1 (positive) and the maximum value of the imaginary part is -1 (negative). It can
be seen that all components show an exponential decay. But one can also observe that
there is still an amplitude offset for larger heights of the observation point. This offset is
different for each frequency.
The result of the procedure for all frequencies between 0.06 and 0.37 GHz are shown in
Fig. 4.48. These results are the amplitudes of the evanescent wave sd(t) and the constant
wave sc(t) in the time domain at the boundary (Fig. 4.48b) as well as the exponent α
(Fig. 4.48c), which includes the dielectric contrast. The truncation of the frequencies was
done, because outside this range the amplitudes are very small and the fitting parameter
α, which describes the decay, leads to unreasonable values after applying the Levenberg-
Marquardt algorithm. Outside this range, all fitting parameters were set to zero.
In Fig. 4.48a, again all ground waves are shown for the different heights (colored lines).
The dashed lines above represents the results of the fitting procedure, where these traces
were obtained by a Fourier transformation into time domain of the function given by
Eq. (4.70) using the fitted parameters. At the bottom of Fig. 4.48a, the absolute error
between the simulated traces with the Greens function approach and the fitted ground
wave sections based on plane wave theory are shown. A significant amount of this error
stems from the truncation of frequencies, which was validated by changing the fitting
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Figure 4.47: Single frequency inversion for three different frequencies (a), where the dots represent
the data points for specific heights and the lines the results of the inversion. The maximum value
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Figure 4.48: Results of the evanescent wave analysis for the simulated data set presented in
Fig. 4.24d. (a) shows the simulated data (colored lines) and the fitted results using the plane wave
approach (dashed lines). At the bottom, the absolute error between both data sets is presented.
Subfigure (b) shows the constant (dashed) and the decaying (solid) wavelet at the surface. (c) gives
a result for the decay parameter α as a function of frequency.
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1 – 800 MHz GPR
antennas
2 – control unit
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Figure 4.49: Measurement setup for the lift measurement in order to obtain the surface relative
permittivity from the evanescent behavior of the ground wave. The left antenna was lifted in
equidistant steps of 0.02 m determinded by the thickness of the polystyrene plates.
range. Although, the error is relatively high, it should be mentioned that the straight
forward projection given in Fig. 4.24 has comparable errors (Fig. 4.25).
Fig. 4.48c gives the solution for the decay parameter α, which is not constant. But it
is located around the expected value. This expected value was calculated with Eq. (4.69)
with ε1 = 1 and ε2 = 8.
Discussion: Although, a simulated data set was used for this procedure, unexpected devi-
ations are observed in Fig. 4.48. On the one hand, a constant wavelet sc(t) is not expected
here, because no additional waves occur for this two-layer setup. On the other hand, the
decay parameter α should be constant for this problem. A reason for these deviations
could be errors within the simulation of these traces due to the integration procedure, cf.
Sec. 4.3.6.
Experimental Example: In order to validate the processing approach for evanescent
waves, a lift measurement was performed, cf. Sec. 4.2.1.
Setup and Data-Acquisition: The experiment was carried out in the nature protection
area Hirschacker near Schwetzingen, Germany. Here, the subsurface consists of sandy soil,
which is sparsely covered with mosses, grass and small plants (Fig. 4.49).
The experimental realization of the lift measurement (cf. Sec. 4.2.1) is shown in Fig. 4.49.
Here, two 800 MHz RAMAC/GPR (Mal˚a GeoScience, Sweden) antenna systems with a
multi-channel unit MC4 were used in order to measure the cross-channels between both
antenna systems. One antenna system was raised with underlaid polystyrene plates with
a height of 0.02 m each. These plates were arranged in a way that the antenna system
could be repositioned to the old place with a different height. The distance between the
transmitter and the receiver, when both antennas were placed directly on the ground, was
0.79 m.
The survey result for two channels is presented in Fig. 4.50, where channel 3 denotes
the measurement between the stationary transmitter and the lifted receiver and channel 4
between the lifted transmitter and the stationary receiver. As a pre-processing filter, a
dewow-filter (Sec. 4.4.3) was used with a width of 30 ns in order to remove only the very
low frequencies. As observed in Sec. 4.3.6 for a synthetic data set, a lifted transmitter
leads also to a decay of amplitudes for the waves emitted into the soil. This is also visible
in channel 4 of Fig. 4.50.
Evaluation: For the application of the evanescent wave evaluation, the ground wave of
channel 3 will be analyzed, while this wavelet is assumed to be between 7.5 and 11 ns.
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Figure 4.50: Ground penetrating radar lift measurement, where one antenna system was lifted
and another antenna system stays on the ground. Channel 3 denotes the measurement between
the stationary transmitter and the lifted receiver. Channel 4 denotes the measurement between the
lifted transmitter and the stationary receiver.
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Figure 4.51: Steps of the evanescent wave evaluation. (a) shows the extracted ground waves for
different heights of the receiver using the color code of Fig. 4.50. (c) represents the corresponding
spectra of these ground waves. (b) shows the real (circles) and imaginary (rectangles) parts of
the Fourier-transformed ground waves for three different frequencies. The lines represent the fitted
functionality for the real (solid) and the imaginary part (dashed) assuming a constant and decaying
wave part.
Therefore, the hat-function Eq. (4.63) was multiplied to all traces, using a slope parameter
τ = 0.05 ns. The steps of the evaluation are presented in Fig. 4.51, where the extracted
ground wave, the corresponding spectra and the results of the fitting procedure in fre-
quency domain for three frequencies are shown.
Results and Discussion: Analogous to the synthetic data set to the spectra of the experi-
mental data show a shift towards lower frequencies. In contrast, frequencies larger 0.7 GHz
show slight deviations of the spectral amplitudes. These deviations could stem from wave
parts, which change with receiver height due to changing travel paths, but do not follow
an evanescent behavior.
The results for the evanescent wave evaluation in time domain and the decay parameter
as a function of frequency is shown in Fig. 4.52. Again, only a specific frequency range is
used due to unreasonable values of the decay parameter and low amplitude values of the
spectra. Here, this range was set from 0.2 to 1.2 GHz.
The results of the decay parameter as a function of frequency spreads around α ≈
6.5 ns/m. Using the relative permittivity of polystyrene, which is given as ε1 = εpolystyrene ≈
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Figure 4.52: Results of the evanescent wave analysis for the experimental data set presented in
Fig. 4.50, channel 3. (a) shows the experimental data (colored lines) and the fitted results using the
plane wave approach (dashed lines). At the bottom the absolute error between both are presented.
(b) shows the constant (dashed) and the decaying wavelet at the surface (solid). (c) gives the result
for the decay parameter α as a function of frequency.
2.55 at 25◦C and a frequency of 1 MHz (Weast, 1974), this leads to a relative permittivity
of ε2 ≈ 6.35 for the upper soil.
In the context of this measurement, also a CMP measurement was performed. From
the velocity analysis of the ground wave, a relative permittivity of ε2 = 6.6 ± 0.8 was
obtained, which overlaps the relative permittivity determined by the evanescent wave
evaluation, which corresponds to a volumetric water content of approximately θ ≈ 0.09.
Here, the mixing model Eq. (2.34) was used with the parameters η = 0.5, εair = 1,
εwater = 80, εmatrix = 5 and φ = 0.34. This water content underlines the qualitatively
observed conditions at the measurement day, which shows a dry soil, cf. Fig. 4.49.
Outcome: Evanescent Wave Evaluation / Ground Wave Evaluation
The finding of Sec. 4.3.6 that the evanescent wave behavior of the ground wave can
be described analytically is applied in this evaluation approach. The assumption is
based that a section of a trace is influenced by two wave parts. One wave part is
an evanescent wave. The other wave is assumed to stay constant for small changes
in height of the transmitter or receiver. From the decay of the evanescent wave as a
function of height (from either the transmitter or the receiver), the surface relative
permittivity is estimated.
The evaluation approach was validated with a synthetic and an experimental exam-
ple. For the synthetic example, the modeled traces were used for a two-layer medium
using the Green’s function approach. A constant permittivity contrast was expected
for all frequencies. The results show fluctuations from the expected contrast, which
could stem from inaccuracies of the full wave modeling. The experimental example
leads also to a permittivity contrast, which is not constant for the considered frequen-
cies. Here, the assumed constant wave parts might also change slightly with antenna
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height. Gradients in the near surface permittivity distribution could also cause devia-
tions (cf. Sec. 4.3.6). At least, the average surface relative permittivity value estimated
from the ground wave evaluation corresponds to a relative permittivity value obtained
by a CMP measurement within the error bars.
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5 Multi-Channel Ground
Penetrating Radar
5.1 Overview / Introduction
For the application of ground penetrating radar, there are different measurement tech-
niques, which are promising to obtain a remote access to subsurface structure and dielec-
tric properties, which can be correlated to the volumetric water content. One technique
is the standard common offset measurement, which is the fastest applicable method. It
either gives a qualitative insight into subsurface structure (Moorman et al., 2003) or with
an assumption concerning the propagation velocity, it can reveal information about the re-
flector depth (Hinkel et al., 2001; Moorman et al., 2003). Furthermore, when the reflector
depths are known from a soil profile, then the relative permittivity or the corresponding
water content values can be obtained (Wollschla¨ger and Roth, 2005; Lunt et al., 2005).
The disadvantage is that either the velocity (e.g. Greaves et al., 1996) or the reflector
depth can change along the survey path.
Another technique is the common midpoint (CMP) measurement, which is a localized
method, which enables a detailed insight into the distribution of the relative permittiv-
ity or propagation velocity. Although, the roots of this method can be found in seismic
applications (Dix, 1955), it is successfully applied in the research field of GPR (Fisher
et al., 1992; Garambois et al., 2002), where it is extended for field scale measurements.
The disadvantage of this technique is that the effort in time is much larger than common
offset measurements. This extended CMP method in GPR applications, which is called
multifold GPR (Bradford, 2006), is almost evaluated by collecting multiple common offset
measurements with different antenna separations to CMP gathers (Fisher et al., 1992).
They can be evaluated with CMP normal moveout methods (Dix, 1955; Neidell, 1971;
Yilmaz, 2001). This evaluation approach do not account for dipping events, which leads
to distorted results (Levin, 1990). To overcome this, Bradford (2006) applied an iterative
migration algorithm to correct the dipping reflectors and to focus hyperbola structures
originating from point scatterers. For this method an initial velocity field must be as-
sumed to perform the migration algorithm (e.g. Yilmaz, 2001). After the normal moveout
analysis, this velocity model can be updated, which leads to an iterative procedure.
In the following, a multi-channel measurement technique is presented, which can be
considered as a moving mini-CMP measurement. It will be shown that this technique
opens the possibility of a fast and simultaneous access to the reflector depth and the
average relative permittivity or analogous the water content. The evaluation procedure is
based on simple ray approach travel times including dipping events.
This chapter is structured in two main parts. In the first part, the measurement tech-
nique and the evaluation algorithm assuming a single dipping layer is presented. Further-
more, an extension to multiple layers is introduced. With the help of a synthetic example,
the difficulties concerning incorrect time zero values are presented, which can lead to a
significant spreading of the results. Because of this, a heuristic approach is set up to mini-
mize the influence of the faulty time zero values. In the second part, three experiments will
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be presented, which demonstrate the efficiency but also some limits of the multi-channel
evaluation method.
5.2 Multi-Channel Technique and Evaluation
5.2.1 Measurement Technique
2 21 1
1
3
2
3
2
4
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t
t
t
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Figure 5.1: Antenna setup of the multi-channel
measurement with the four travel paths.
A general setup of a multi-channel mea-
surement can consist of multiple transmit-
ters and receivers fixed at different antenna
separations. Within the scope of this work,
a setup with two transmitters and two re-
ceivers is considered (Fig. 5.1), which is
realized by two GPR systems, which can
be connected with a rope at a fixed dis-
tance. The setup allows to simultaneously
measure four radargrams in the profiling
mode with three different antenna separa-
tions (the separations for signal 1 and 4 are equal). Relocating the radargrams indicated
by rays 1 or 4 such that their reflection points correspond spatially to the common mid-
point of traces 2 and 3, the survey can be understood as a moving three-point CMP
measurement. In order to estimate reflector depth and relative dielectric permittivity
from travel time hyperbolas, analogous to a regular punctual CMP measurement, the
difference between travel times to a certain reflection measured at different antenna sep-
arations should be preferably large. Hence, the maximum antenna separation should be
adjusted correspondingly.
5.2.2 Two-Point Evaluation of the Multi-Channel Measurement
For a horizontal reflector with a reflector depth d, the travel time t is given by
t =
√
εc
c0
√
4 d2 + a2 , (5.1)
where εc and c0 are the composite relative dielectric permittivity of the medium above the
reflector and the speed of light in free space, respectively. a is the antenna separation of
a single common offset measurement. Using two travel times t2 and t3 with a common
midpoint (Fig. 5.1), d and εc are obtained as
d =
1
2
√
t22 a
2
3 − t23 a22
t23 − t22
(5.2)
εc =
c2
0
t2i
4 d2 + a2i
, i = 2, 3 , (5.3)
where a2 and a3 are the antenna separations corresponding to the travel times t2 and t3.
The only effort in this approach is to obtain the absolute travel times to the reflector from
measured radargrams.
In this equation, it is required that the travel paths of both signals have the same
reflection point (Fig. 5.1). In order to obtain additional solutions, the information of
channel 1 and 4 can also be used, when the travel times are extracted from the same
location (midpoint between both antennas).
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5.2.3 Multi-Point Evaluation of the Multi-Channel Measurement
Obviously, the two point evaluation does not use all available information, since for each
measurement point, four rays and three different antenna separations can be used. Be-
cause more data is available than unknowns, a standard inversion technique can be used.
This technique minimizes the squared differences between measured and modeled data by
varying the model parameters. In this approach, statistical errors on single data points
have less influence on the solutions than standard procedures such as Eq. (5.2) and (5.3).
For the travel times, a dipping reflector model with the dipping angle α as an additional
parameter is used. This application arises from two-point evaluations, which show sig-
nificant fluctuations in reflector depth and average relative permittivity, when the data
was not re-located to the common measurement location. This effect demonstrates that
either the change of the reflector depth or the influence of inhomogeneities could cause
these fluctuations. With the additional angle, the influence of the dipping reflector can be
excluded.
T R
α
d
a
x0
t
εc
Figure 5.2: Setup for dip-
ping reflector.
Travel Time Description: Assuming a dipping reflector
(Fig. 5.2) and a constant relative permittivity εc above that
reflector, then the travel time at a measurement location x0
is given by1
t(x0; a) =
√
εc
c0
cosα
√
4 d2 + a2 . (5.4)
Here, d represents the reflector depth right beneath the mea-
surement point x0.
For a dipping reflector, travel times obviously change, when
performing a GPR survey along the dipping direction. This information can be used as a
further input for the later inverse modeling. In the surroundings of x0, where the linear
approximation is valid, the travel time at position x is given as
t(x; a) =
√
εc
c0
√
(4d2 + a2) cos2 α+ 4 (x0 − x)2 sin2 α+ 8 d (x0 − x) sinα cosα , (5.5)
where d still denotes the reflector depth at position x0. The convention is chosen that α
is positive for reflector depths increasing along the track. Including the dipping angle in
the formula for the reflected wave travel time replaces the migration procedure (Yilmaz,
2001) as a pre-processing step.
Minimization Procedure: Using N measurements around x0 with K antenna separations
from which the absolute travel times trefl(xn, ak) can be extracted for the reflected wave,
the minimization problem is set up
Ψmc :=
(N,K)∑
(n,k)
(
trefl(xn; ak)− tmodel(xn; ak)
)2
= min. (5.6)
to obtain the relative dielectric permittivity εc of the subsurface, the dipping angle α of the
reflector and the reflector depth d for a specified point x0. Ψmc denotes the cost function
for the multi-channel evaluation, which will be minimized. tmodel is the modeled reflected
1The derivation of this equation is presented in the appendix, Sec. A.1.1.
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wave travel time given by Eq. (5.5). Here, xn (n = 1 . . . N) denotes a measurement point
near x0 and ak (k = 1 . . . K) a particular antenna separation. For the minimization of
Eq. (5.6), the Gauss-Newton method is applied. The initial values for the minimization
procedure are obtained from the two-point evaluations Eq. (5.2) and (5.3) setting α = 0.
α
drefl
△x
x0xrefl a
d
t
Figure 5.3: Dipping plane model with the
linear approximation around the reflection
point and a global nonlinear behavior (curved
line).
Non-linear Reflector Correction: The approach
so far assumes a constant slope of the reflector
near the measurement point. If this is not the
case, the calculated reflector depth d and the
dipping angle α at the measurement position
x0 are not correct (Fig. 5.3). To overcome this
problem, the evaluated data are transformed to
the reflection position xrefl = x0 +△x with the
reflection depth drefl,
xrefl = x0 + d cosα sinα (5.7)
drefl = d cos
2 α . (5.8)
Time Zero Correction: In Eq. (5.6), absolute
travel times are required, which are not directly provided by the instrument used. There-
fore, the offset toff is introduced, which will be understood as the time when the picked
characteristic of the reflected wave was emitted. When this offset is neither measured nor
given by the electronics, it can be estimated from the measured travel time tairmeas of the
air wave as
toff = t
air
meas −
ak
c0
, (5.9)
where ak/c0 corresponds to the theoretical direct air wave travel time. Hence,
trefl(xn; ak) = t
ref
meas − toff = treflmeas − tairmeas +
ak
c0
, (5.10)
where treflmeas is the measured travel time of the reflected wave including the offset. trefl is
the required absolute travel time for Eq. (5.6). Although the air wave can be identified
reasonably well, the picked air wave travel time could have a significant error. In order to
calculate the absolute travel time for the reflected wave, one has to pick the corresponding
point, which is chosen on the reflected wave wavelet. This procedure has some uncertainty
since (i) near-field effects can disturb the air wave wavelet, (ii) the air wave can be inter-
fered by the ground wave, and (iii) depending on the setup, the so called air wave could
have traveled through the antenna box, which has a larger relative dielectric permittivity
than air.
5.2.4 Multi-Layer Evaluation
In the sections above, only a single layer is assumed, but it could happen that multiple
reflectors are observable. Then, two different methods can be used to obtain the material
model from these reflections. In the first method, one can assume that refraction can
be neglected, which is valid for small dielectric contrasts between the layers (Sec. 4.3.4).
Under this assumption, the minimization procedure given in Eq. (5.6) can be applied
separately for each reflector, which leads to average relative permittivity values between
surface and reflector. Assuming a two-layer medium from which the average relative
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permittivities εc,1, εc,2 and the reflector depth d1, d2 are known from a multi-channel
evaluation, then the relative permittivity ε2 of the lower layer can be calculated by
2
√
ε2 =
d2
√
εc,2 − d1√εc,1
d2 − d1 . (5.11)
Here, it is assumed that the reflectors are horizontally layered.
The second possibility for a multi-layer evaluation can be done including refraction.
Unfortunately, there is no closed form for multi-layer travel times obtained from the ray
approach. Therefore, the numerical approaches presented in Sec. 3.2.2 can be used. Then,
for an arbitrary reflector the travel time at a given measurement position depends on all
layer thicknesses above, as well as the corresponding dielectric permittivities of each layer
and the dipping angles. A closed form of the cost function Ψt similarly to Eq. (5.6) for S
layers is given as
Ψt :=
S∑
s=1
(N,K)∑
(n,k)
(
trefl,s(xn; ak;p1, . . . ,ps)− tmodel,s(xn; ak;p1, . . . ,ps)
)2
, (5.12)
where trefl,s and tmodel,s for s = 1, . . . , S are the measured and modeled travel times for
the ith reflector, depending on the measurement position xn, the antenna separation ak
and the parameters pl with l = 1, . . . , s. Here, ps = (ds, εs, αs) is the parameter vector,
which includes the reflector depth ds and the dipping angle αs of the sth reflector as well
as the relative permittivity of the sth layer.
This cost function can be minimized with standard inversion algorithms in order to
obtain describing parameters pi. This inversion can be either done by an all at once
inversion or by a successive application for each layer.
5.2.5 Inverse estimation of reflector depth: Synthetic Example
In this section, a synthetic data set will be presented in order to systematically and
separately examine the influence of statistic and systematic errors, without dealing with
the mentioned problems of picking.
Outline: With a given material model, the travel times of reflected waves are calculated
for different antenna separations with a ray approach, using Fermat’s principle (Sec. 3.2.2)
adapted for non-planar media. Additionally noise is added as well as an offset that sim-
ulates the uncertainties concerning the air wave pick, mentioned previously. The noise
simulates the electronic noise and the variations of the antenna separations. Although the
air wave itself can also be affected by noise, this error effect is neglected here, because
the air wave travel time is used as an auxiliary number to obtain the absolute travel time
of the reflected wave. In this context, this air wave travel time can be understood as a
substitute of the offset given in Eq. (5.9), which is assumed to be constant. Finally, the
absolute travel time of the reflected wave is used, which can have both error sources, noise
and offset.
The disturbed travel times represent the data set used to extract reflector depth and
relative dielectric permittivity. The simplifications to real measurements are that inhomo-
geneities of the relative dielectric permittivity along the measurement line and reflector
depth changes orthogonally to the measurement path are neglected.
2The derivation of the corresponding equation for arbitrary layers is given in Sec. 4.5.2.
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Model Setup: A reflector depth model is chosen given as
d(x) = A · x2 +B , (5.13)
where A and B are set to 0.02 m−1 and 2.7 m, respectively. The relative dielectric
permittivity above the reflector is εc = 7. The expected dipping angle α for each point
is calculated by α = −arctan[d′(x)], where the sign stems from the definition that α > 0
for decreasing reflector depth and vice versa. For this synthetic example, three different
channels are used with antenna separations a1 = 0.36 m, a2 = 1.76 m and a3 = 2.48 m,
in analogy to the experimental example described later in Sec. 5.3.1.
From this model, the exact travel times are obtained on which an uniformly distributed,
randomly generated error as mentioned before is added. The maximal disturbance is
△tmax = 0.2 ns. Due to the possible picking error of the air wave, each channel is
disturbed separately with an arbitrary constant value (△tair,1 = −0.2 ns, △tair,2 = 0.2 ns,
△tair,3 = −0.5 ns).
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Figure 5.4: Synthetic absolute travel times for
the air and reflected wave for three different an-
tenna separations (channels). (a1 = 0.36 m -
black; a2 = 1.76 m - framed gray; a3 = 2.48 m
- gray)
The calculated absolute travel times per
simulation point and antenna separation
are shown in Fig. 5.4. The spacing be-
tween each point is 0.2 m. Here, 70 mea-
surement points are simulated, where the
starting position for each channel is set
differently. They are given as xstart,1 =
−4.9 m, xstart,2 = −4.88 m and xstart,3 =
−4.72 m.
Evaluation: The travel time picks are re-
arranged in aggregations of measurement
positions and the corresponding absolute
travel time values each standing for one
channel. The positions for each aggrega-
tion are chosen to be within half the spac-
ing of the measurement points, which is 0.1 m. Each aggregation is labeled by the mea-
surement position of channel 1. Then, the three nearest aggregations are inserted in the
multi-channel evaluation, which means that the measurement points within an interval of
about 0.6 m are used in this example. For all three channels, this yields 9 measurement
positions and their corresponding travel times, which are taken into account for the point
wise application of Eq. (5.6).
Now, the two- and the multi-point evaluation procedure is applied to the data of chan-
nel 1 and 2, as well as the multi-point evaluation procedure to the data of channel 1, 2 and
3. To both multi-channel evaluations the reflector depth correction, Eq. (5.7) and (5.8),
was applied.
Results: In Fig. 5.5 the modeled reflector depths for the different evaluations are pre-
sented. They show a significant deviation from the material model and among each other.
These deviations can be traced back to the erroneous values of the air wave travel time.
Here, the three-channel evaluation (gray dots) fits better to the real reflector depth model
than to the two-channel evaluations. Between both two-channel evaluations, the two-point
evaluation (gray framed dots) shows slightly higher fluctuations, because it uses only the
information of two data points, whereas the two-channel multi-point evaluation (black
dots) including the dipping angle uses six data points.
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Figure 5.5: Reflector depth without air wave
adaption showing the predefined model (solid line)
and the solution for the multi-point evaluation of
channel 1 and 2 (black dots), for the multi-point
evaluation of of all channels (gray dots) and for the
two-point evaluation of channel 1 and 2 (framed
gray dots).
In order to compensate the spreading
of the solutions, the air wave adaption
method is set up.
5.2.6 Air Wave
Adaption Method
Assuming stability of the electronic equip-
ment and constant antenna separation,
the air wave travel time is a constant for
each radargram. However, the extracted
air wave travel time from a radargram may
differ from the true value. This can lead
to a significant variety of the results from
different configurations (Fig. 5.5), where a
configuration is a specific set of channels,
which is evaluated. The variety in the so-
lutions will be named inconsistent results.
Therefore, if the solutions for different configurations match each other, then these results
are called consistent.
To overcome this problem, one should conduct additional measurements to determine
the air wave value as presented in Sec. 4.5.1. But it could happen that these measurements
were either omitted or the results contradict each other.
Air Wave Adaption Procedure: However, one can introduce a heuristic approach assuming
the air wave as a free parameter. For this approach, a minimization problem is set up. It
uses L evaluation configurations and M measurement locations, given as
Ψa =
1
LM
(L,M)∑
(l,m)
[(
d¯(xm)− dl(xm)
d¯(xm)
)2
+
(
ε¯c(xm)− εc,l(xm)
ε¯c(xm)
)2]
= min. , (5.14)
which minimizes the cost function Ψa by adjusting the air wave travel times. Here, d¯(xm)
and ε¯c(xm) are the mean reflector depth and the mean relative dielectric permittivity,
respectively, obtained at position m by averaging over all evaluation configurations. The
air wave travel times tair,imeas (i = 1, . . . , nl) of all nl channels used for the lth configuration
are implicit variables in the solutions dl(xm) = dl(xm, t
air,i
meas) and εc,l(xm) = εc,l(xm, t
air,i
meas).
From this, the mean values are calculated, which implies that these averaged values are
also functions of all involved air wave travel times.
Application and Limits of the Approach: For the previously presented synthetic example,
the cost function for different air wave travel times is shown in Fig. 5.6. On the right
hand side of this figure, the averaged reflector depth over all possible configurations and
positions is presented. The average reflector depth can be recognized as proxy for the
solution. This is underlined by Fig. 5.7, where a set of consistent solutions is plotted with
Ψa < 0.001 and where the air wave values are within a ±1 ns range of the true values.
Here, the shape of the reflector remains, although contrasts in reflector depth between
maxima and minima are higher for solutions with greater depths. Furthermore, in this
figure the solution of the multi-channel evaluation is included using the exact travel times
of the air and for the reflected wave as input values. It shows an accurate reproduction of
the synthetic material model.
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Figure 5.6: Cost function of the synthetic example for a set of different air wave travel times
(left) and their corresponding averaged solution of all configurations and all positions of the reflector
depth (right). The averaged reflector depth of the true air wave values is about 2.3 m.
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Figure 5.7: Set of solutions for different air wave
configurations with a cost function Ψa < 0.001.
The thick dashed black line is the solution for
the undisturbed air wave and reflected wave travel
times.
In Fig. 5.6, the cost function shows a
plane of minimum values, which indicates
that a minimization procedure is unstable.
Therefore, the new air wave values would
be very close to the minimum plane, af-
ter the first step of a minimization pro-
cedure. Afterwards, the air wave values
would be moved towards the small gradi-
ents on this minimum plane. For this ex-
ample, decreasing reflector depths for mul-
tiple iterations are observed.
Furthermore, it is not guaranteed that
the true model is found unless the air wave
or the start signal of the antenna are not
determined accurately. Nevertheless, the
general shape of the solutions are not af-
fected by this air wave adaption. This un-
certainty in the absolute values could be
overcome if a start of trace signal is logged
(Arcone et al., 1998). This start of trace
signal needs not to correspond to the ex-
act start of the picked signal, because from
Fig. 5.6 it can be seen that different air
wave travel times can lead to similar solu-
tions, when they are shifted by the same
value. At least this is only valid, if in all
radargrams the same characteristic of the
reflected wavelet is picked, e.g. the central
maximum, and if the ratio between travel times of different channels is large enough so
that a common offset does not affect the ratio much.
Finally, the air wave adaption method leads to consistent solutions, such that different
configurations produce the same results. It is not able to yield the correct material model
in absolute terms. However, the adapted solutions always reflect the correct relative shape.
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+ filter (dewow, ...)+ filter (dewow, ...)+ filter (dewow, ...)
channel 1
+ air wave pick (tair,1meas)
+ refl. wave pick (trefl,1meas)
channel 2
+ air wave pick (tair,2meas)
+ refl. wave pick (trefl,2meas)
channel 3
+ air wave pick (tair,3meas)
+ refl. wave pick (trefl,3meas)
multi-channel evaluation, Eq. (6)
channel 1+2
channel 1+3
channel 2+3
channel 1+2+3
d, ε, α
d, ε, α
d, ε, α
d, ε, α
post processing
- reflector depth correction, Eq. (7)-(8)
- water content calculation, Eq. (13)
- graphical output
d¯, ε¯
air wave adaption, Eq. (12)
Figure 5.8: Flow chart of the processing of a three-channel GPR measurement assuming three
different antenna separations.
5.2.7 Application of the
Air Wave Adaption Method
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Figure 5.9: Reflector depth, relative dielectric
permittivity and dipping angle with air wave adap-
tion showing the predefined material model (solid
line) and the solution for the multi-point evalua-
tion of channel 1 and 2 (black dots) and of all
channels (framed gray dots). The dashed line in
the permittivity plot represents the mean value of
both configurations.
In this section, the air wave adaption pro-
cedure is employed as shown in the flow
chart (Fig. 5.8). For the air wave adap-
tion procedure, a single Gauss-Newton it-
eration is applied, because the cost func-
tion has no distinct minimum, which is de-
scribed above. The result of the air wave
adaption is given in Tab. 5.1. The so-
lutions for the multi-channel evaluations
with the new air wave travel times are
shown in Fig. 5.9. For clarity only the
reflector depth, relative permittivity and
dipping angle from the evaluation with
channel 1 and 2 and with all channels
are presented. The data of the solutions
are corrected corresponding to the reflec-
tion position and reflector depth using
Eq. (5.7) and Eq. (5.8). In each subfig-
ure, the predefined material model is illus-
trated as a black solid line and the multi-
channel solutions as dots. Because of the
air wave adaption, both multi-channel so-
lutions are consistent.
The solutions in Fig. 5.9 show a reason-
able agreement with the predefined mate-
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Table 5.1: Air wave travel times for synthetic example.
channel antenna air wave travel time [ns]
separation [m] true values modified after air
values wave adaption
1 0.36 1.20 1.00 0.66
2 1.76 5.87 6.07 5.20
3 2.48 8.27 7.77 7.50
rial model with only the relative dielectric permittivity showing significant deviations. Its
mean value is at about 7.4. It can be found that the deviation of the relative dielectric
permittivity corresponds to a water content deviation of about 0.01, which corresponds to
2.5% of the maximum range. Here, the transition from the average relative permittivity
εc to the volumetric water content θ was done using the complex refractive index model
(CRIM):
θ =
√
εc −√εs − φ (1 −√εs)√
εw − 1 , (5.15)
where εs and εw are the relative dielectric permittivities of the soil matrix and of water. φ is
the porosity of the soil. The numerical values were set to εs = 5, εw = 86.1, corresponding
to 5 ◦C (Kaatze, 1989), and φ = 0.4.
The deviation of the relative permittivity value stems from the air wave adaption pro-
cedure. Here, the new air wave values do not correspond to the real values, cf. Tab. 5.1.
They are about 0.5 to 0.8 ns smaller than the true values.
5.2.8 Synthetic Example for the Multi-Layer Evaluation
Analogous to the example in Sec. 5.2.5, the applicability of the multi-channel method for
at least two layers will be presented.
Model Setup: Both reflectors d1 and d2 as a function of the position x are defined by
di(x) = Ai +Bi · x+ Ci · sin(Di · x+ Ei) , (5.16)
where the parameters are given in Tab. 5.2. Again, the reflectors are assumed to be
constant perpendicular to the x-direction.
Table 5.2: Describing parameters for
the reflector depth using Eq. (5.16).
layer 1 layer 2
Ai [m] 1.8 2.8
Bi [–] -0.01 0.01
Ci [m] 0.2 0.1
Di [m
−1] 0.5 0.4
Ei [–] 0.0 2.0
The travel times are calculated with Fermat’s
principle. For the input data, three different an-
tenna separations are simulated with a1 = 0.19 m,
a2 = 1.40 m and a3 = 2.00 m. 300 data points with
a spacing of 0.1 m per antenna separation are cal-
culated, where the start position for each channel is
x1 = 0.0 m, x2 = 0.3 m and x3 = 0.64 m. This
denotes the midpoint between the transmitter and
the receiver. For the relative permittivity of both
layers, ε1 = 7.4 and ε2 = 15.3 is used. From these
setting the travel times for both reflectors are obtained, which are disturbed by an uni-
formly distributed noise. This noise is ±0.2 ns at its maximum . The results of the travel
times are presented in Fig. 5.10.
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Figure 5.10: Travel times for three different an-
tenna separations and for a two layer material
setup, where the layers are defined by Eq. (5.16)
and Tab. 5.2.
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Figure 5.11: Results of a multi-channel evalua-
tion for the travel time data presented in Fig. 5.10
for the first (black lines) and second (gray lines)
layer. The green lines represents the predefined
material model.
Evaluation: With these travel times as
input data for the multi-channel evalua-
tion, the cost function given in Eq. (5.12)
can be set up. For the inversion proce-
dure, a Gauss-Newton method was used.
The initial values for the inversion were
obtained by single two-layer inversion for
each layer given by Eq. (5.2) and (5.3),
which leads to an average relative permit-
tivity between surface and reflector. The
relative permittivity for the second layer
is obtained by Eq. (5.11).
Results: The results for this multi-
channel evaluation are presented in
Fig. 5.11. It can be seen that the reflector
depth values are reproduced quite accu-
rately. Because in this example an accu-
rate air wave travel time is assumed, no
systematic error can be observed in the
reflector depth values. For the first reflec-
tor, also the relative permittivity is deter-
mined quite accurate and the dipping an-
gle can be found with reasonable errors.
For the second reflector, the deviations
from the true relative permittivity are re-
markable. This deviation may occur due
to the deep reflector depths compared to
the order of the maximum antenna sepa-
ration. This leads to a hardly defined hy-
perbola structure, when the data points
are associated with a CMP gathers, con-
ferring to Fig. 4.36a.
Outcome: Multi-Channel
Technique and Evaluation
An evaluation technique for multi-
channel surveys was presented. It
uses the travel time values extracted
from radargrams measured at differ-
ent antenna separations. Clear and
pickable reflections are required for
the procedure. This technique enables to simultaneously obtain reflector depth and
average volumetric water content without assumptions on the reflector depth behav-
ior or the horizontal water content distribution. The limiting factor of this method is
the necessary time zero value, which is required to determine absolute travel times.
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5.3 Multi-Channel Surveys
In this section the multi-channel method is applied to experimental data. Three GPR
surveys are presented. They are all from different sites and therefore, they all differ in the
subface inhomogeneities. Where the first example shows a significant lateral variablity, in
the second and third example multiple layers can be resolved and evaluated. Especially
in the third example, dipping reflectors must be considered due to the special structure
of the radargram. These dipping reflectors could be assigned to a subsurface structure
consisting of ancient dunes.
5.3.1 Single-Layer Example from the Tibetan Plateau
Testsite: Amulti-channel measurement was carried out on the Tibetan Plateau in Western
China at 35◦45.4’N 79◦26.0’E 4950 m a.s.l. near QiTeDaBan. The site is located on an
alluvial fan that is covered by several dry and water bearing rivulets. The sediments
consist of alluvial sand and gravel.
Data Aquisition: Measurements were done in early October 2006, when the permafrost
table was near its deepest point. For the measurements, a RAMAC/GPR (Mal˚a Geo-
Science, Sweden) multi-channel unit MC4 with two shielded 250 MHz antenna systems
were used. The four measured radargrams with the setup given in Fig. 5.1 are shown in
Fig. 5.12. Each radargram was measured with a spatial trace interval of 0.10 m, a time
window of 110 ns and 560 samples per trace. The corresponding antenna separations were
a1 = a4 = 0.36 m, a2 = 1.76 m and a3 = 2.48 m. From Fig. 5.1, it is clear that for the
multi-channel evaluation the radargrams obtained with antenna separation a1 and a4 must
be re-located to the common midpoint of a2 and a3. As the only additional pre-processing,
a dewow filter was applied to each radargram.
Data Description: In the following, only a short section of the whole line will be considered
where the surface water content changes drastically. The radargrams from all channels
show a strong reflection from the permafrost table with a characteristic depression between
80 and 130 m. The occurrence of a permafrost table was validated in a soil profile excavated
on another line, a few hundred meters away. During the measurement, at the positions
between 100 and 126 m, a wet area, which in the following will be referred to as a flow
system, was crossed (Fig. 5.13). It consisted of small rivulets some ten centimeters wide,
surrounded by a larger area of wet soil. Due to the changing relative permittivity of the
differently saturated sediments, no information on the reflector depth can be deduced from
single common offset measurements.
Figure 5.13: Measurement at position x = 126 m.
First antenna leaves flow system.
Evaluation: For the evaluation, the re-
flected wave was picked. This pick
was smoothed by a runmean-filter (cf.
Sec. 4.4.2), which uses all data points
within ±1 m. Furthermore, the air wave
travel time was set to a constant value
according to an extremal value of the
air-ground-wave wavelet. This was done
because additional measurements were
not conducted to constrain the air wave
travel time. The absolute travel times of
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Figure 5.12: Section of measured radargrams with 250 MHZ RAMAC/GPR antennas for different
antenna separations (a1 = a4 = 0.36 m, a2 = 1.76 m, a3 = 2.48 m). Only dewow filtering was
done for pre-processing. The channel 1 radargram shows the air-ground wave at some 12 ns and,
between 35 and 65 ns, the reflections from permafrost table. Some additional, less pronounced
reflections originate from intermediate soil layers but are not considered here.
the air and reflected waves are shown in Fig. 5.14 using Eq. (5.9) and (5.10). With this
data, the multi-point procedure was applied in analogy to the evaluation of the synthetic
dataset in Sec. 5.2.5. For the air wave adaption, all available channels were considered ex-
cept the configuration with channel 1 and 4. These both channels have the same antenna
separation. Analogous to the synthetic example, a single Gauss-Newton iteration is used.
The correction of the reflection position and reflector depth was applied using Eq. (5.7)
and Eq. (5.8). For this survey distance no explicit changes were observed.
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Figure 5.14: Absolute travel times for the air and
reflected wave for all four channels. The absolute
air wave travel time of channel 1 and 4 are almost
identical. (solid black line - channel 1; dotted black
line - channel 2; solid gray line - channel 3; dotted
gray line - channel 4)
Furthermore, calculations were per-
formed to analyze the cost function Ψa
given in Eq. (5.14). The result for the
cost function and the average reflector
depth is presented in Fig. 5.15. For this
calculation, channel 1 was neglected.
For all other channels, the air wave
travel time was varied by ±1 ns, where
the air wave value before the adaption
algorithm was used. Corresponding to
Fig. 5.6, no qualitative differences to the
synthetic example are observed. Only
the minimum plane is less pronounced.
Results: The reflector depth, the aver-
age water content and the dipping angle
obtained from the multi-channel evalu-
ation is shown in Fig. 5.16. Here, the
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Figure 5.15: Cost function of the experimental example for a set of different air wave travel
times (left) and their corresponding averaged solution of all configurations and all positions of the
reflector depth (right).
reflector depth is only given relative to
the surface, because the surface topography was not measured during the survey. There-
fore, the dipping angle is also relative to the surface. The average water content was
calculated using Eq. (5.15) with εs = 5, εw = 86.1, corresponding to 5
◦C (Kaatze, 1989),
and φ = 0.4. On these solutions, no further filter was applied. The lines within Fig. 5.16
correspond to evaluations using different numbers of channels. The evaluation with three
and four channels were almost identical. This is clear, because for the used setup, chan-
nel 4 contains the same information as channel 1. The evaluation with two channels shows
deviations in reflector depth and soil water content compared with the three- and four
channel evaluation, which was attributed to interferences of wavelets and noise.
Discussion: Comparing the multi-channel solutions (Fig. 5.16) with the single-channel
measurements (Fig. 5.14) demonstrates the qualitative advantage of the former. The
measurements show a pronounced increase of travel times between 100 m and 126 m,
which could easily be mistaken for a dipping permafrost table. In contrast, the long travel
times are apparently caused by the water content that is a factor of three higher inside
than outside the water channel (Fig. 5.16b). The multi-channel analysis indicates that the
thickness of the active layer changes laterally. Because no exact topographic information
exists from this measurement site, one can only state that the thickness of the active layer
decreases in the 100 to 126 m interval by 0.3 m (Fig. 5.16a).
The situation becomes even more difficult outside the flow system where, except for the
multi-channel analysis, one would have few clues to quantify the thickness of the active
layer and the water content. For instance, the surface between 65 m and 100 m exhibits
many old, dried-out channels, whereas the region between 126 m and 150 m is more of
a bank, some 0.2 m high, without any sign of surface water flowing across it in the past
(Fig. 5.13). Therefore, the observed flow system may be interpreted as a set of rivulets
that was considerably wider during the strong snowmelt in early summer. It possibly
extended from 65 m to 126 m where it was banked. This would be consistent with the
GPR measurements, which indicates a gradual decrease of the active layer thickness and
increase of the water content between 65 m and 100 m – the remains of the water body,
which now dries out from the surface – and an abrupt drop near 126 m. A similar set
of rivulets is encountered later, between 160 m and 210 m, except that here the surface
is dry and white from the salt left behind by the evaporated water. Again, the multi-
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Figure 5.16: Calculated reflector depth, which corresponds to the active layer thickness in our
application, average water content and dipping angle. The gray dashed line corresponds to the
multi-point evaluation of channel 1 and 2 and the black dashed line to the evaluation using all
channels. The solid gray line, which corresponds to the evaluation using channel 1, 2 and 3 is
almost overlapped by the black dashed line.
channel GPR-measurements reveal the higher water content and the decreased active
layer thickness.
Fig. 5.16 illustrates that the shape of the permafrost table and the water content in its
wide-ranging behavior is only accessible with multi-channel GPR. On the other hand, on
all solutions there are noise-like fluctuations. Beside the reflector depth, (Fig. 5.16a) also
the dipping angle (Fig. 5.16c) has an unexpected variability, although the dipping angle is
rather stable and reproducible in all evaluations. These fluctuations may be traced back
to small antenna separation changes during the survey, as well as heterogeneities in the
subsurface leading to refracted travel paths. Furthermore, the temporal resolution of the
GPR measurements restricts the accuracy of the travel time determination, which may
lead to these fluctuations.
5.3.2 Two-Layer Example from the Tibetan Plateau
Testsite: This example presents an evaluation for two layers. The data is obtained from
Western China at 34◦53.2’N 79◦58.7’E 5049 m a.s.l. near QuanShuiGou. The measurement
was carried out in September 2006. A RAMAC/GPR (Mal˚a GeoScience, Sweden) multi-
channel unit MC4 with two shielded 250 MHz antenna systems was used. From the
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multi-channel GPR survey only a section between 220 and 280 m is presented. The whole
survey path was measured at a hillslope. A representative picture of the environment is
given in Fig. 5.17. This picture corresponds to the measurement position of x = 256 m.
Data Aquisition and Filtering: The multi-channel setup was used in the same way as pre-
sented in Fig. 5.1. Because of an antenna malfunction, only channel 1 and 2 returned
analyzable data. The antenna separations were a1 = 0.36 m and a2 = 3.39 m. Further-
more, for both channels the time window was set to 120 ns and a sampling frequency of
about 5 samples per nanosecond. 610 samples were measured per trace. The distance
interval was 0.1 m.
Figure 5.17: Multi-Channel GPR measurement at
a hill slope near QuanSchuiGou. Measurement posi-
tion: x = 256 m.
The measured radargrams are pre-
sented in Fig. 5.18. They were filtered
with a dewow filter. The time window
was set to 15 ns, cf. Sec. 4.4.3, in order
to remove a constant amplitude offset.
Data Description: In the radargram of
channel 1 presented in Fig. 5.18, a con-
tinuous reflector can be observed be-
tween 60 and 70 ns, which can also
be assigned to a reflector in channel 2
at about 80 ns. Above this reflector,
another structure can be seen in both
radargrams, which can be divided into
two parts. They seem to stem from dif-
ferent reflection events. In channel 2,
another reflection can be observed at distances between 240 to 275 m at times of about
55 ns. A corresponding reflection cannot be assigned in channel 1. Therefore, it cannot
be evaluated.
Evaluation and Results: All reflection events are picked. They are used for the multi-
channel evaluation. The necessary air wave travel time was set to a constant value at
the center wiggle of the air wave wavelet. This was done, because no measurements were
conducted to determine the air wave travel time. All necessary data for the multi-channel
evaluation are presented in Fig. 5.18.
The multi-channel evaluation for both reflection events was carried out separately. It was
performed with either three measurement points per channel and five points per channel
as the input values for the local inversion, as presented in Eq. (5.6). This approach of a
separate evaluation is validated by the results (Fig. 5.19), which show only small differences
in the average water content for both reflectors. Therefore, refraction can be neglected.
The water content was calculated with the CRIM formula (Eq. (5.15)). The parameters
were set to εs = 5, εw = 86.1, corresponding to 5
◦C (Kaatze, 1989), and φ = 0.4.
Additionally to the reflector depth and water content results, the minimized cost func-
tion Ψmc, defined in Eq. (5.6), is presented in Fig. 5.19c. The evaluation with five mea-
surement points per channel is underlying these graphs for both reflectors. This figure
represents the reliability of the results, because these values show the quadratic deviation
between the modeled and measured travel times. This indicates that the first part of the
first layer is affected by significant errors. Therefore, the dipping event between 230 and
235 m is uncertain.
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Figure 5.18: Radargrams for a multi-channel measurement with two channels. In the lower part,
the air wave pick (green) and the pick for the first (red) and the second (blue) reflection for the
multi-channel evaluation are given.
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Figure 5.19: Results of the multi-channel evaluation for the data presented in Fig. 5.18. The
reflector depth (a) and the average water content (b) above the reflector is given for the first (red)
and second (blue) reflector obtained from an evaluation using three measurement points per channel
as the input channel. Additionally, the results with five points per channel are given as black lines.
Its minimized cost function each measurement point and each channel are given in (c).
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Discussion: The most astonishing observation in this survey is that two reflectors were
resolved, but the relative permittivity difference between both two layers would predict a
less pronounced reflection. The assumption about the relative permittivity difference is
derived from the average water content values, which are almost equal. But with respect
to soil phyics, it is possible that water is ponding on top of a soil horizon. Then, a gradual
increase of the water content would be assumed towards the first reflector and a sharp
decrease at the boundary. From the gradual rise no reflection or only a less pronounced
one would be expected. Then, the observed reflection can be assumed to stem from the
sharp transition.
Furthermore, from the radargrams Fig. 5.18, one can deduce that the second reflector
might stem from a ground water table. With respect to the wavelet, one can underline this
presumption that the reflection stems from a transition to a medium with a higher relative
permittivity. Corresponding to the air wave wavelet, the polarization of the reflected wave
wavelet is reversed. This means that the reflection coefficient is negative. Because of the
reflection coefficient for the perpendicular incidence
R⊥ =
√
ε1 −√ε2√
ε1 +
√
ε2
, (5.17)
the relative permittivity of the lower medium has to be larger than the relative permittivity
of the medium above.
The argument with the reflection coefficient can also be used for the first reflection.
Here, the detected dielectric transition seems to be from a high relative permittivity to a
low relative permittivity. This finding underlines the argumentation above.
5.3.3 Multi-Layer Evaluation from the Hirschacker Testsite
t3 t2t1
t4
Figure 5.20: Multi-Channel measurement at the
Hirschacker testsite.
Testsite: The GPR survey was con-
ducted in the nature protection area
Hirschacker near Schwetzingen, Ger-
many in October 2007. The subsurface
consists almost of sandy soil, which is
covered with mosses, grass and small
plants such as thyme (Fig. 5.20).
Data Aquisition: For the GPR mea-
surements, two 250 MHz RAMAC/GPR
antenna systems were used connected
with a rope. The setup is shown in
Fig. 5.20. A single multi-channel sur-
vey (Fig. 5.21) was performed, resulting
in four common offset measurements with different antenna separations, a1 = a2 = 0.36 m,
a3 = 4.04 m, and a4 = 3.32 m. Furthermore, at two positions (x = 19.8 m and x = 42.4 m),
two common midpoint (CMP) measurements were conducted. This resulted in four CMP
radargrams using the cross-channels shown in Fig. 5.20. One for each position is shown in
Fig. 5.22. For all measurements, a sampling frequency of about 10 samples per nanosec-
ond was used and a time window of about 110 ns. The spatial trace increment for all
measurements was 0.1 m.
Data Description: In the upper part of the radargrams displayed in Fig. 5.21, a large
number of dipping reflectors are observable. They may origin from ancient dunes. These
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Figure 5.21: Section of measured radargrams from the nature protection area Hirschacker near
Schwetzingen with the setup shown in Fig. 5.20 using two 250 MHz RAMAC/GPR antenna sys-
tems. The antenna separations are a1 = a2 = 0.36 m, a3 = 4.04 m, and a4 = 3.32 m. All
radargrams are shifted to a common measurement point and a dewow filter was applied to each
trace.
are underlain by a continuous reflector, which is identifiable in all radargrams between 10
and 70 m. Beneath this reflector, two further reflectors can be found, one between 33 and
44 m and a third one almost throughout the whole radargram.
In the radargrams of channel 1 and 2, at a survey position of about 29 m a significant
disturbance occured. The origin of this dirturbance cannot be given because neither an
abnormality was visible on the surface, nor a drilling or an excavation was performed at
this position.
Multi-Channel Evaluation: The evaluation of the radargrams shown in Fig. 5.21 starts
with some pre-processing steps. First, the logged measurement positions of the radargrams
were shifted horizontally so that they correspond to each other. Here, a measurement
position is defined as the midpoint between transmitter and receiver. In a second step, a
dewow filter with a time window of 15 ns was applied in order to remove the amplitude
offset.
From the filtered radargrams, the central extremum of the ground waves in channels 3
and 4 and of the three main reflectors were picked. The absolute travel times from all
waves are obtained by a zero-offset correction. Here, time zero toff for channel 3 and 4
was estimated from two CMP measurements (Fig. 5.22) performed at x = 19.8 m and
x = 42.4 m.
The results for the air and ground wave evaluation for both channels of both CMPs are
shown in Tab. 5.3. Apparently, the error of toff for channels 3 and 4 is quite significant.
Introducing these errors to the multi-channel evaluation, its results would spread widely,
cf. Sec. 5.2.5. For the following evaluations, time zero for channels 3 and 4 were fixed
to toff,3 = 11.9 ns and toff,4 = 13.4 ns, which are the time zero values from the ground
waves of the first CMP measurement (x = 19.8 m). In contrast to the air wave values,
the errors of these ground waves are smaller. Furthermore, the time zero from the ground
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Figure 5.22: Two of four common midpoint measurements obtained from the setup in Fig. 5.20.
(a) shows channel 3 (t3) at 19.8 m and (b) channel 3 at 42.4 m. Only a dewow filter was applied
on each trace.
Table 5.3: Air and ground wave evaluation of common midpoint measurements to obtain time
zero (toff) using linear regression to fit Eq. (3.1) with an additional offset. The error is the standard
deviation of the parameters.
position [m] channel 3 channel 4
εc [-] toff [ns] εc [-] toff [ns]
19.8 air wave 1.3±0.4 12.4±1.5 1.4±0.2 12.7±0.8
ground wave 5.6±0.3 11.9±0.7 5.5±0.2 13.4±0.4
42.4 air wave 1.2±0.2 12.6±1.0 1.1±0.2 13.5±0.6
ground wave 4.5±0.4 11.4±0.6 n.d. n.d.
wave of channel 3 of the second CMP measurement (x = 42.4 m) is not used, because here
the ground wave is only pickable in small sections. The offset values extracted from these
sections are not consistent among each other.
For channels 1 and 2, the central extremum of the air-ground-wave was picked and
averaged. This averaged value is assumed to mainly stem from the air wave, which here
does not propagate in air but in the medium in the antenna box. The relative permittivity
of this material was set to 2.9, which was determined by a ringing analysis (Sec. 4.4.5).
From this pick procedure, the time zero values are toff,1 = 16.9 ns and toff,2 = 12.7 ns for
channels 1 and 2, respectively.
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Figure 5.23: The absolute travel times obtained
from Fig. 5.21 for ground wave (g) and all reflected
waves (r1, r2, r3), which can be identified in all
radargrams. The two lines for the ground wave stem
from channels 3 and 4. For the reflectors, 4 lines
for each channel are drawn, where the absolute travel
time of channels 1 and 2 overlap.
With the estimated time zero values
for each channel, the absolute travel
time values are obtained for all reflec-
tors (Fig. 5.23). The additional ground
waves were evaluated using Eq. (3.1) in
order to obtain near surface relative per-
mittivity and thereof, the water content.
For the multi-channel evaluation,
Eq. (5.6), all four channels were used.
Furthermore, for each evaluation posi-
tion in each radargram five neighboring
traces on each side were chosen. This
means that for each position N = 11
measurement points are available for the
multi-channel evaluation.
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Figure 5.24: Results of the multi-channel evaluation for reflector depth and average water content
for all reflectors (r1, r2, r3). Additionally, the water content of the ground wave (g) for channels 3
and 4 is presented. The plot for the water content values was split for a better overview.
Results: The results of the multi-
channel evaluation in the reflector depth
and water content for all three reflectors are presented in Fig. 5.24, where the water con-
tent θ is calculated from the composite relative permittivity εc with the complex refractive
index model (CRIM), Eq. (5.15). The required parameters are set to φ = 0.4, εs = 5 and
εw = 82.1, which is the relative permittivity of water at a temperature of ϑ = 15
◦C
(Kaatze, 1989). The same conversion was applied for the composite relative permittivity
of the ground wave evaluation.
The estimated reflector depth, displayed in Fig. 5.24, shows that reflectors 2 and 3 are
at the same depth between a distance of 32 and 36 m. Here, the average water content
values above the reflectors differ by about 0.02 volume percent. It is presumed that at
least one reflection could be a side reflection, but with our measured data and with this
setup and evaluation method, this dipping of the reflectors perpendicular to the survey
direction cannot be extracted.
Normal Moveout Evaluation: Using the radargrams in Fig. 5.22, the zero-correction is
done with the time zero values used in the multi-channel evaluation. Furthermore, the
CMP radargrams were only dewow filtered with a time window of 15 ns. The normal
moveout evaluation was applied as described in Sec. 4.5.2.
Results: The results are shown in Fig. 5.25, where the stacked traces for different velocities
are presented in a contour plot. Additionally, the velocity axis is converted into water
content values by recalculating the relative permittivity values εc and applying the CRIM
model, Eq. (5.15), using the parameters described earlier to obtain water content values.
They also represent an average water content between surface and reflector analogous to
the multi-channel evaluation. Furthermore, the stacked travel times t0 are translated to
reflector depth values d using
d =
t0 c0
2 εc
. (5.18)
Although, this translation is not generally valid, because of refraction effects, only little
velocity changes are observed in the measurement. Therefore, it is assumed that refraction
has no significant influence on the travel time data.
In a last step, the multi-channel results are inserted at x = 19.8 m and x = 42.4 m
into Fig. 5.25. For both positions, it can be observed that they are close to predicted
reflections from the normal moveout analysis, but there are still deviations. A reason for
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Figure 5.25: Normal moveout analysis for offset corrected common midpoint measurements shown
in Fig. 5.22 using the stacked trace method. For the measurement point at 19.8 m (a) and 42.4 m
(b) the travel times of the shifted and stacked radargram for different velocities and its conversion
to reflector depth and water content are presented. Furthermore, the results of the multi-channel
evaluation for both measurement points are inserted as white framed dots.
these deviations could be the restriction that normal moveout analysis only assumes flat
reflectors, which is not valid for this test site.
But in contrast to the multi-channel analysis, the results of the NMO procedure reveal
much more reflection events. Some of these reflection events, such as shallow reflections
indicated in Fig. 5.25b, stem from the dipping reflectors, which may result from the ancient
dunes. They cannot be evaluated by the multi-channel method because these reflectors
cannot be uniquely assigned in at least two radargrams. Another reflection, which can be
seen in Fig. 5.25a at about 60 ns, cannot be observed in the radargrams of Fig. 5.21. A
reason could be that the measurement position of the CMP measurement was not directly
on the survey path. This can result that both reflection may interfere each other for the
GPR measurement on the survey path.
Outcome: Multi-Channel Surveys
Three examples of multi-channel surveys were presented. In the first example, the
advantage of the multi-channel technique against a single common offset measurement
was presented. Here, lateral changes in the water content could be observed either
visually at the testsite as well as in the results of the multi-channel evaluation. In
the second example, two reflectors were evaluated. The results show a similar average
water content between soil surface and the corresponding reflector. From this finding,
the detection of the first reflector would not be expected assuming homogeneous layers.
Therefore, this reflector is assumed to stem from a small layer of ponded water. In the
last example, a multi-layered system was analyzed. Here, the multi-channel evaluation
returns that two reflectors are at the same depth but the average water content above
is different. From this, it is assumed that at least one detected reflection is a side
reflection.
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6 Summary
This work represents a combined theoretical and experimental approach to expand the
boundaries for the evaluability and processability of ground penetrating radar (GPR)
measurements. The main focus is on the applications in soil hydrology with a special
interest in the vadoze zone.
[a] In the first part, the dielectric properties which determine the propagation of elec-
tromagnetic waves are examined. The fundamentals of the description for the relative
permittivity and the conductivity are given. Additionally, these properties are discussed
with respect to their numerical values in specific soil types. In this context, the linkage
between the relative permittivity and the water content is described. This requires a short
introduction in soil physics, which is presented with a special focus on the capillary fringe.
This capillary fringe is a representative for continuously changing water content.
A specific outcome of this chapter is the description of the electric conductivity as
a complex function of frequency. This originates from the assumptions of free moving
charge carriers. With the help of an example, assuming a potassium chloride solution, it
is shown that this conductivity function reduces to a constant for frequencies used in GPR
applications. This constant is the direct current conductivity.
[b] In the second part, an introduction to different modeling methods for electromagnetic
waves is given. Three specific approaches are presented, which provide the simulation
of electromagnetic waves in horizontally layered media. These simulation techniques are
based on a ray approach, a plane wave description and a Green’s function approach. This
chapter represents a toolbox for GPR simulations, which are applied in the third part.
[c] The third part gives a detailed overview of the fundamentals of GPR applications. It
describes the measurement principle and some measurement techniques. This is followed
by a list of specific aspects of electromagnetic wave propagation. First, the propagation
of a wavelet pulse in dispersive media is exemplary given, which shows the effects of
wavelet distortion. Furthermore, the refraction and reflection at sharp and smooth relative
permittivity transitions are studied. For the special case of a reflection from a sharp
interface, the occurrence of a penetration depth is quantitatively analyzed. Another focus
is on the ground wave, especially on the evanescent behavior, when the ground wave
couples into the air. Furthermore, several filter and processing methods are presented. For
instance, the normal moveout correction adapted for GPR applications is described. At
last, the novel technique of lift measurements are evaluated with respect to the properties
of evanescent waves. For the ground wave, the surface relative permittivity is extracted
for one example. This correspondes to the relative permittivity obtained from a common
midpoint measurement.
The major findings of the chapter are:
[1] The refraction at the air soil interface due to air gaps is not crucial for travel time
evaluations for the reflected and for the refracted-reflected wave. On the other hand,
the amplitudes of these waves are affected by the air gaps.
[2] The analysis of refraction in media with smooth gradients of the relative permittivity
shows that the average water content extracted from reflected wave travel times is a
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function of antenna separation. This results from the travel path distortion.
[3] The analysis of reflection at sharp transitions reveal that a penetration depth can
be found, when either total reflection occurs or when one medium is dispersive. Except
for highly dispersive media (for instance some clay minerals) this penetration depth
has no significant influence on GPR travel times.
[4] The reflection from a capillary fringe shows a significant wavelet distortion, which
represents the properties of low-path filter. The analysis reveals that an associated
sharp transition can have different depths depending on the soil material. Here, this
associated sharp transition assumes the surface relative permittivity as a value for the
whole layer. Analyzing the reflectivity and transmissivity for different frequencies from
such a smooth transition shows that high frequencies can pass without a reflection. In
a low frequency limit, this transition appears to be sharp.
[5] When the capillary fringe is approximated as a linear ridge, then the reflection
coefficient is only a function of the ridge width per wavelength. Here, a small quotient
lead to a higher reflection coefficient. This model also indicates that the reflection
need not to stem from the point of the largest gradient of the permittivity distribution.
Here, it seems to stem from the point of the largest second derivative of the permittivity
profile.
[6] A next outcome of this chapter is that the ground wave is an evanescent wave and
that it can be described analytically.
[7] Simulations with a lifted transmitter and separately lifted receiver reveal that the
excitation of the ground wave in the ground is symmetric to the coupling from the
ground into the air.
[8] A similar symmetry was found for the reflected-refracted wave path, where typically
the reflection point is not assumed to be between the transmitter and the receiver.
[9] The last both findings indicate that the excitation of electromagnetic waves in
the ground, when the emitter is placed in the air, is symmetric to the coupling and
transition from the ground into the air. This contradicts a current opinion that the
radiation of an antenna and also the receiving of an antenna is a function of the
surrounding material. This is validated with a measurement, where a transmitting
and a receiving antenna are involved. This measurement corresponds to a simulation,
where only a transmitting dipole is involved, without including the receiving process.
This means that the receiving process is not a function of surrounding material, but
a function of the electromagnetic fields directly at the antenna. Because the receiving
and the transmitting is a symmetric process, the radiation pattern of an antenna is
only a consequence of the coupling in the sourrounding materials.
[d] In the last part, the multi-channel technique is presented. The evaluation approach is
based on an inversion technique, which compares measured travel times with modeled ray
approach travel times assuming dipping reflectors. The results are significantly disturbed,
when the time zero is not determined accordingly. A heuristic approach is set up to
minimize this influence. Although, this approach reduces the spreading of the solutions, it
does not guarantee the right solution. At least, relative changes in the obtained material
model stay unaffected. This multi-channel method is validated with two synthetic and
three experimental examples, which have different complexities in the subsurface structure.
The statements of this chapter are that the multi-channel method leads to a simultane-
ous determination of the reflector depth and an average water content above this reflector.
No additional assumptions concerning the material model are required. The experiments
reveal that this method is capable of resolving complex subsurface structures, which are
hardly evaluable with standard single channel measurements. Another outcome is found
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from the analysis of a radargram with two reflectors. The results show a similar average
water content above both reflectors. This would contradict the occurrence of the strong
first reflection. Therefore, one can assume that this reflection comes from a material
change, where some water was ponding on top of the interface. Furthermore, the evalua-
tion of a multi-layer example leads to solutions for different reflectors with a comparable
reflector depth but with different average water content values above. Here, at least one
reflection could be a side reflection. A normal moveout analysis indicated the same finding.
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A Calculations and Derivations
A.1 Small Calculations
A.1.1 Travel Time from a Dipping Reflector
Here, the derivation of the travel time is presented, which stems from a reflection of a
dipping plane. Therefore, the travel time will be a function of relative permittivity of the
subsurface εc, the reflector depth d at a specific point and the dipping angle α. A sketch
of the reflection from dipping plane is given in Fig. A.1, where all necessary variables are
defined.
First, the travel time t from the reflector is defined as
t =
l
c0
√
εc =
l1 + l2
c0
√
εc , (A.1)
where l1 and l2 are the travel paths from the emitter to the reflection point and from the
reflection point to the receiver. At the reflection point, both reflection angles are equal
ϕ1 = ϕ2 = ϕ . (A.2)
This leads to the relationships
sinϕ =
s1
l1
=
s2
l2
and cosϕ =
g1
l1
=
g2
l2
=⇒ s1
s2
=
l1
l2
=
g1
g2
. (A.3)
Now, from trigonometric considerations concerning the dipping angle, we obtain
sinα =
g1
x0 − a/2 =
g2
x0 + a/2
and cosα =
s0
x0 − a/2 =
s0 + s1 + s2
x0 + a/2
(A.4)
=⇒ g1
g2
=
x0 − a/2
x0 + a/2
=
s0
s0 + s1 + s2
(A.5)
When Eq. (A.3) is inserted into Eq. (A.5), it yields
s0 + s1(1 + g1/g2)
s0
= 1 +
s1
s0
(
1 +
x0 + a/2
x0 − a/2
)
=
x0 + a/2
x0 − a/2
=⇒ s1
s0
2x0
x0 − a/2 =
a
x0 − a/2
(A.4)
=⇒ s1 = a
2x0
(x0 − a/2) cosα . (A.6)
Furthermore, we can formulate the Pythagorean theorem between l1, g1 and s1, which
yields
l21 = g
2
1 + s
2
1 = (x0 − a/2)2 sin2 α+
a2
4x20
(x0 − a/2)2 cos2 α (A.7)
=⇒ l21 = (x0 − a/2)2
(
sin2 α+
a2
4x20
cos2 α
)
, (A.8)
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Figure A.1: Setup for the dipping reflector calculation; definition of all quantities
where Eq. (A.4) and (A.6) was used. For the travel path l2, we obtain
l2 = l1
x0 + a/2
x0 − a/2 (A.9)
=⇒ l22 = (x0 + a/2)2
(
sin2 α+
a2
4x20
cos2 α
)
, (A.10)
which is derived from a comparison between Eq. (A.3) and (A.5). Then the travel path is
described by
l = l1 + l2 = 2x0
√
sin2 α+
a2
4x20
cos2 α =
√
4x20 sin
2 α+ a2 cos2 α . (A.11)
Now, one x0 is no well defined value for experimental investigations. Therefore, one can
either use the parameter h defined in Fig. A.1
h = x0 sinα , (A.12)
which leads to a travel time
t =
√
εc
c0
√
4h2 + a2 cos2 α . (A.13)
A more adequate parameter is the reflector depth d, which is right under the measurement
point, which yields to another expression for the travel time, given as
t =
√
εc
c0
cosα
√
4d2 + a2 (A.14)
using
h = d cosα . (A.15)
If, we emitter and receiver are moved equally by a distance △x, then Eq. (A.14) stays
valid, but the used reflector depth in this equation is changing, which leads to a different
travel time. For some purposes, it is necessary to express this equation as a function of
the reflector depth at the measurement point x=0, which we will call d. For d and the
reflector depth at the position △x, which we will call d△, the following equations are set
up
tanα =
d
x0
=
d△
x0 +△x =⇒ d△ = d+△x tanα . (A.16)
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This leads to
t =
√
εc
c0
cosα
√
4 (d+△x tanα)2 + a2
=⇒ t =
√
εc
c0
√
(4 d2 + a2) cos2 α+ 4△x sin2 α+ 8 d△x sinα cosα . (A.17)
A.1.2 Attenuation of Plane Waves for a Small Imaginary Part of
the Relative Permittivity
The attenuation β of a plane wave as a function of real (ε′) and imaginary part (ε′) of the
relative permittivity is given as
β =
ω
c0
√
2
√
−ε′ +
√
ε′2 + ε′′2 . (A.18)
Assuming an imaginary part near zero, β can be given as a taylor expansion
β ≈ βε′′=0 +
[
∂ε′′β
]
ε′′=0
ε′′ . (A.19)
Where βε′′=0 can be easily found to be 0, an analysis of the limit of the second term is
required:
lim
ε′′=0
∂ε′′β = lim
ε′′=0
A∂ε′′
√
−ε′ +
√
ε′2 + ε′′2 = A · B with A = ω
c0
√
2
, (A.20)
where B is defined as the limit of the square root, which is not known yet. The calculation
of B is given as
B =
1
A
lim
ε′′=0
∂ε′′β = lim
ε′′=0
ε′′
2
√
−ε′ +√ε′2 + ε′′2√ε′2 + ε′′2
=
limε′′=0 ∂ε′′ε
′′
2 limε′′=0 ∂ε′′
(√
−ε′ +√ε′2 + ε′′2√ε′2 + ε′′2
)
=
1
2(B ε′ + 0)
=⇒ B = 1
A
lim
ε′′=0
∂ε′′β =
1√
2 ε′
, (A.21)
which leads to
lim
ε′′=0
∂ε′′β =
ω
2 c0
√
ε′
. (A.22)
A.2 Hertzian Potential and Hertzian Dipole
Here, a short introduction to the concept of the Hertzian potential will be given. First,
it is started with the relevant Maxwell’s equations in frequency domain for an isotropic
media:
∇×E = −iω µH (A.23)
∇×H = J+ iω εE . (A.24)
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The Hertzian potential pie for the electrical case is now introduced by the relationships
E = k2 pie +∇∇ · pie (A.25)
H = iω ε∇× pie (A.26)
with
k2 = ω2 µ ε , (A.27)
which is the dispersion relation. When Eq. (A.25) and Eq. (A.26) are substituted in
Eq. (A.23), this equation is directly fulfilled. Furthermore, Eq. (A.24) yields
iω ε∇×∇× pie = J+ iω ε (k2 pie +∇∇ · pie)
=⇒ (∇2 + k2)pie = − J
iω ε
, (A.28)
which is a wave equation for the Hertzian potential.
Radiating Free Dipole
The meaning of the Hertzian potential can be illustrated by assuming a radiating dipole
in z-direction (Jx = 0, Jy = 0 and Jz = δ(r)) placed at the origin, which is called Hertzian
dipole. The surrounding medium shall be homogeneous and isotropic, which leads to
constant k. Than, the Hertzian potential has also only a z-component → pie = (0, 0, piz).
The solution of the wave equation (A.28) is given as
piz = C(ω)
e−i k r
r
with r =
√
x2 + y2 + z2 . (A.29)
Before inserting this equation into Eq. (A.28), I’d like to examine the effect of ∇2 to this
solution:
∇2 e
ikr
r
=
1
r
∇2eikr + 2
(
∇1
r
)
·
(
∇eikr
)
+ eikr ∇2 1
r
= −k
2
r
eikr − 4pi eikr δ(r) (A.30)
Here, the only the term, which can not solved by pure intuition, is ∇2r−1. That’s why I
will show a short calculation, which shows its solution:∫
Ω
∇2 1|r− r′| dΩ
′ =⇒
∫
Ω
∇ · ∇ 1|r− r′| dΩ
′ =
∮
∂Ω′=Γ′
n · ∇ 1|r− r′| dΓ
′ .
Now, the surface integration will be done over a sphere with the center point r′ and the
radius |r− r′|. This leads to
dΓ′ = |r− r′|2 sinϑ′ dϕ′ dϑ′
n · ∇′ 1|r− r′| = −∂|r−r′|
1
|r− r′| =
1
|r− r′|2
=⇒
∫ π
0
∫ 2π
0
1
|r− r′|2 |r− r
′|2 sinϑ dϕdϑ = − 4pi .
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With the finding of Eq. (A.30), the approach Eq. (A.29) for the Hertzian dipole can be
validated, because the wave equation (A.28) yields
for r 6= 0 (∇2 + k2)C(ω) eikr
r
= 0 (A.31)
for r = 0 − 4pi eikr C(ω) δ(r) = −J(ω) δ(r)
iωε
=⇒ C(ω) = J(ω)
4pi iωε
. (A.32)
In a last step, I will show the solution of the electrical field for the Hertzian dipole
using the Hertzian potential. For this purpose, all relevant equations are transformed into
spherical coordinates, which leads to the representation of the Hertzian potential
piHertz =

 pirpiϑ
piϕ

 =

 piz cos ϑ−piz sinϑ
0

 . (A.33)
Furthermore, Eq. (A.25) yields
E˜r = k
2pir + ∂r∇ · piHertz (A.34)
E˜ϑ = k
2piϑ +
1
r
∂ϑ∇ · piHertz (A.35)
E˜ϕ = k
2piϕ +
1
r sinϑ
∂ϕ∇ · piHertz , (A.36)
where
∇ · piHertz = 1
r2
∂r(r
2 pir) +
1
r sinϑ
∂ϑ(sinϑpiϑ) (A.37)
= −C(ω) cos ϑ e−i k r
(
i k
r
+
1
r2
)
. (A.38)
Then, the solution of the electrical field in spherical coordinates is given as
Er =
2J(ω) cos ϑ
4pi iω ε
e−i k r
(
1
r3
+
i k
r2
)
(A.39)
Eϑ =
J(ω) sinϑ
4pi iω ε
e−i k r
(
1
r3
+
i k
r2
− k
2
r
)
(A.40)
Eϕ = 0 . (A.41)
This corresponds to the standard solution of the Hertzian dipole (Balanis, 1997; Kraus
and Marhefka, 2002).
Vertical Dipole in a Horizontally Layered Medium
The derivation of the transition conditions for the vertical dipole in a horizontally layered
medium will be given. Here, the Hertzian potential for the vertical dipole is defined as
pie = (0, 0, piz) and the interface are located in the x-y-plane, which leads to a normal
vector on the interfaces as n = (0, 0, 1).
The transition conditions for the Hertzian potential can be derived from the condition
for the electric and magnetic field given as
(E2 −E1)× n = 0 (A.42)
and (H2 −H1)× n = Jsurface , (A.43)
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where the subscript denotes the field in one of the neighboring half-spaces. Jsurface repre-
sents the surface current densities, which are set to zero in the following analysis.
Now, Eq. (A.25) and the transition condition Eq. (A.42) leads to
Ex,1 = Ex,2 and Ey,1 = Ey,2
=⇒ ∂x∂zpiz,1 = ∂x∂zpiz,2 and ∂y∂zpiz,1 = ∂y∂zpiz,2
=⇒ ∂zpiz,1 = ∂zpiz,2 . (A.44)
Furthermore, Eq. (A.26) and the transition condition Eq. (A.42) leads to
Hx,1 = Hx,2 and Hy,1 = Hy,2
=⇒ iω ε1 ∂ypiz,1 = iω ε2 ∂ypiz,2 and iω ε1 ∂xpiz,1 = iω ε2 ∂xpiz,2
=⇒ ε1 piz,1 = ε2 piz,2 (A.45)
In the following step, the transition conditions for the adjoint eigenfunctions are derived,
using the definition for these function given as
(Lu(z), v(z)) := ∫
Ω
Lu(z) v¯(z) dΩ =
∫
Ω
u(z) L⋆v¯(z) dΩ =: (u(z),L⋆v(z)) (A.46)
with L = − (∂2z + k2j ) and L⋆ = − (∂2z + k¯2j ) . (A.47)
In order to fulfill Eq. (A.46), the following calculation is set up:
−
∫
dΩ
[
(∇2 + k2)uz
]
vz = −
∫
dΩ [∇2uz] vz −
∫
dΩ uzk
2
vz∫
dΩ [∇2uz] vz =
∫
dΩ
(
∇ · [(∇uz) vz]− (∇uz) · (∇vz)
)
=
∫
dΩ
(
∇ · [(∇uz) vz]−∇ · [uz(∇vz)] + uz(∇2vz)
)
(Luz, vz) =
∫
dΩ
(
−∇ · [(∇uz) vz] +∇ · [uz(∇vz)]
)
+ (uz,L∗vz)
=⇒ 0 =
∫
dΩ∇ ·
(
− (∇uz) vz + uz(∇vz)
)
=
∮
∂Ω=Γ
dΓ ·
(
· · ·
)
.
This leads to a surface integral, which must equal to zero.
nr1
nr2
nz1
nz2
r2
r1
Γr1
Γr2
Γz1
Γz2
Γ1 = Γr1 ⊕ Γz1
Γ2 = Γr2 ⊕ Γz2
Figure A.2: Definition
for the surface integral.
The integration surface can be defined as sketched in Fig. A.2,
which consists of to half spheres and an integration along on the
interface. These integration paths can be evaluated separately
0 =
∮
Γ1
dΓ1 n1 ·
(
· · ·
)
1
+
∮
Γ2
dΓ2 n2 ·
(
· · ·
)
2
=
∫
Γr1
dΓr1 nr1 ·
(
· · ·
)
1
+
∫
Γz1
dΓz1 nz1 ·
(
· · ·
)
1
+
∫
Γr2
dΓr2 nr2 ·
(
· · ·
)
2
+
∫
Γz2
dΓz2 nz2 ·
(
· · ·
)
2
,
where the integration over the half Γ1 and Γ2 spheres vanishes,
because r1 and r2 → ∞. At infinity, it is assumed that the
numerical value of the eigenfunctions is zero. The integrals at
the interface remain. Here, it is defined that nz1 = −nz2 = nz,
VI
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nz2 = (0, 0, 1) and Γz1 = Γz2 = Γz, which leads to
0 =
∫
Γz
dΓz nz ·
(
− (∇uz,1) vz,1 + uz,1 (∇vz,1) + (∇uz,2) vz,2 − uz,2 (∇vz,2)
)
=
∫
Γz
dΓz
(
− (∂zuz,1) vz,1 + uz,1 (∂zvz,1) + (∂zuz,2) vz,2 − uz,2 (∂zvz,2)
)
(A.44)-(A.45)
=⇒ 0 =
∫
Γz
dΓz
(
(∂zuz,1)
[
vz,2 − vz,1
]
+ uz,1
[
∂zvz,1 − ε1
ε2
∂zvz,2
])
=⇒ vz,2 = vz,1 and ε2 ∂zvz,1 = ε1 ∂zvz,2 (A.48)
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