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a b s t r a c t
A graph G is called (k, j)-colorable, if the vertex set of G can be partitioned into subsets V1
and V2 such that the graph G[V1] induced by the vertices of V1 has maximum degree at
most k and the graph G[V2] induced by the vertices of V2 has maximum degree at most j.
In this paper, we give a sufficient condition of (k, j)-colorability for graphs with bounded
maximum average degree.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A graphG is called improperly (d1, . . . , dk)-colorable, or just (d1, . . . , dk)-colorable, if the vertex set ofG can be partitioned
into subsets V1, . . . , Vk such that the graph G[Vi] induced by the vertices of Vi has maximum degree at most di for all
1 ≤ i ≤ k. This notion generalizes those of proper k-coloring (when d1 = · · · = dk = 0) and d-improper k-coloring
(when d1 = · · · = dk = d ≥ 1).
Proper and d-improper colorings have been widely studied. As shown by Appel and Haken [1,2], every planar graph is
4-colorable, i.e., (0, 0, 0, 0)-colorable. Cowen et al. proved that every planar graph is 2-improperly 3-colorable, i.e., (2, 2, 2)-
colorable [6] (a list version of this theoremwas given by Eaton andHull [8] and independently by Škrekovski [12]). This latter
result was extended byHavet and Sereni [10] to not necessarily planar sparse graphs as follows. For every k ≥ 0, every graph
Gwith mad(G) < 4k+4k+2 is k-improperly 2-colorable (in fact k-improperly 2-choosable), i.e., (k, k)-colorable, where
mad(G) = max

2|E(H)|
|V (H)| ,H ⊆ G

is the maximum average degree of a graph G.
Let g(G) denote the girth of the graph G (the length of a shortest cycle in G). Glebov and Zambalaeva [9] proved that every
planar graph G is (1, 0)-colorable if g(G) ≥ 16. This was strengthened by Borodin and Ivanova [3] by proving that every
graph G is (1, 0)-colorable if mad(G) < 73 , which implies that every planar graph G is (1, 0)-colorable if g(G) ≥ 14.
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This was extended by Borodin et al. [4] by proving that every graph with a maximum average degree smaller than 3k+4k+2
is (k, 0)-colorable if k ≥ 2. Notice that the proof in [4] extends that in [3], but does not work for k = 1. Recently, we
proved that every graph G with mad(G) < 10k+223k+9 , where k ≥ 2, is (k, 1)-colorable [5]. It follows that every planar graph
G is (2, 1)-colorable if g(G) ≥ 7, and (5, 1)-colorable if g(G) ≥ 6. On the other hand, there is a planar graph with girth 6,
which is not (k, 0)-colorable whatever large k [4], whereas every planar graph G is (8, 0)-colorable if g(G) ≥ 7 and (4, 0)-
colorable if g(G) ≥ 8 [4]. Also notice that every planar graph Gwith g(G) ≥ 5 (resp. 6, 8) is (4, 4)-colorable ((2, 2)-colorable,
(1, 1)-colorable) [10].
In this paper, we focus on the (k, j)-colorability of graphs with given maximum average degree.
Let k, j be two integers with j ≥ 2, k ≥ j+ 1 and r1, r2, r3, r4, r51, r52,mk,j be seven non-negative reals. Given k, j, letPk,j
be the following linear program:
2+ r1 + r2 ≥ mk,j (1)
2+ 2 · r3 ≥ mk,j (2)
1 ≥ r2 (3)
j+ 2− (j+ 1) · r2 + r1 ≥ mk,j (4)
j+ 2− j · r2 + 2 · r4 ≥ mk,j (5)
r2 ≥ r51 (6)
j+ 2− (j− 1) · r2 − 2 · r51 ≥ mk,j (7)
r1 ≥ r3 (8)
r1 ≥ r4 + r52 (9)
1 ≥ r1 (10)
k+ 2− (k+ 1) · r1 + r51 ≥ mk,j (11)
k+ 2− (k+ 1) · r1 − r4 + r52 ≥ mk,j (12)
r1 ≥ r51 (13)
k+ 2− k · r1 − r4 − r51 ≥ mk,j (14)
k+ 2− k · r1 − 2 · r4 − r52 ≥ mk,j (15)
k+ j+ 2− (k+ j+ 1) · r1 − r4 − r52 ≥ mk,j (16)
k+ j+ 2− (k+ j+ 1) · r1 − r51 ≥ mk,j (17)
Maximizemk,j .
Theorem 1. Let k, j be two integers. Let (r1, r2, r3, r4, r51, r52,mk,j) be a solution of Pk,j; then every graph withmad(G) < mk,j
is (k, j)-colorable.
Given k, j, the linear program Pk,j has always a solution by the Strong Duality Theorem [7] [Theorem 5.3, page 135] (see
Section 2) and is polynomial time solvable by the ellipsoid method [11].
It follows from Theorem 1 that every graph with mad(G) < 103 is (13, 2)-colorable and every graph with mad(G) <
317
95
is (7, 3)-colorable (see Section 4).
The following lemma that belongs to folklore makes the relationship between the maximum average degree and the
girth of a planar graph.
Lemma 1. Let G be a connected planar graph with girth g. Thenmad(G) < 2g(G)g(G)−2 .
Proof. Let H be a connected planar graph with girth g . Let V (H), E(H), F(H) be the set of vertices, edges, and faces of H ,
respectively. By Euler’s formula (|V (H)| − |E(H)| + |F(H)| = 2) and the girth condition, we have g|F(H)| ≤ 2|E(H)| and so
2g − g|V (H)| + g|E(H)| ≤ 2|E(H)|. It follows that 2|E(H)||V (H)| ≤ 2gg−2 − 4g(g−2)|V (H)| < 2gg−2 and so it is for any planar (connected)
(sub)graph with girth g . This completes the proof. 
It follows from Theorem 1 and Lemma 1 that every planar graph with girth at least 5 is (13, 2)-colorable and (7, 3)-
colorable. For planar graphs, the results are summarized in Table 1.
We conclude with the following problem.
Problem 1. Prove the existence or not of an integer k such that every planar graph with girth at least 5 is (k, 1)-colorable.
If such a k exists, then minimize it.
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Table 1
The relationship between the girth of G and its (k, j)-colorability.
g(G) (k, 0) (k, 1) (k, 2) (k, 3) (k, 4)
5 × [4] ? (13, 2) (7, 3) (4, 4) [10]
6 × [4] (5, 1) [5] (2, 2)[10]
7 (8, 0) [4] (2, 1) [5]
8 (4, 0) [4] (1, 1) [10]
The remainder of the paper is dedicated to the existence of a solution of Pk,j (Section 2), to the proof of Theorem 1
(Section 3) and to some particular cases of Theorem 1 (Section 4). Let us start with some definitions. Assume k ≥ j+ 1 and
j ≥ 2. A d-vertex (resp. d−-vertex, d+-vertex) is a vertex of degree d (resp. at most d, at least d). A small vertex is a d-vertex
with 2 ≤ d ≤ j + 1. A minor vertex is a d-vertex with j + 2 ≤ d ≤ k + 1. A light vertex is either a small vertex or a minor
vertex. A senior vertex is a d-vertex with d ≥ k+2. Aweak vertex is a vertex v adjacent to exactly d(v)−1 light vertices. An
almost weak vertex is a vertex v adjacent to exactly d(v)−2 light vertices. A star vertex is a senior vertex adjacent to exactly
one vertex that is either a senior vertex or a minor vertex that is not weak. In the following, we will color the vertices of V1
with color k and the vertices of V2 with color j.
2. Existence of a solution
The aim of this section is to show that, given k, j, the linear program Pk,j admits always a solution. The linear program
Pk,j can be rewritten as the following primal system:
Primal system
Ax ≤ b, x ≥ 0
max z = cx
where
A =

−1 −1 0 0 0 0 1
0 0 −2 0 0 0 1
0 1 0 0 0 0 0
−1 j+ 1 0 0 0 0 1
0 j 0 −2 0 0 1
0 −1 0 0 1 0 0
0 j− 1 0 0 2 0 1
−1 0 1 0 0 0 0
−1 0 0 1 0 1 0
1 0 0 0 0 0 0
k+ 1 0 0 0 −1 0 1
k+ 1 0 0 1 0 −1 1
−1 0 0 0 1 0 0
k 0 0 1 1 0 1
k 0 0 2 0 1 1
k+ j+ 1 0 0 1 0 1 1
k+ j+ 1 0 0 0 1 0 1

, b =

2
2
1
j+ 2
j+ 2
0
j+ 2
0
0
1
k+ 2
k+ 2
0
k+ 2
k+ 2
k+ j+ 2
k+ j+ 2

c = 0 0 0 0 0 0 1 .
Its dual form is the following:
Dual system
yA ≥ c, y ≥ 0
minw = yb.
Observe that a feasible solution x of the primal system is:
x =

0
0
0
0
0
0
2
 .
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Fig. 1. Example of soft component.
And a feasible solution y of the dual system is:
y = 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 .
It follows by the Strong Duality Theorem that Pk,j has always a solution [7] [Theorem 5.3, page 135].
3. Proof of Theorem 1
Given k, j, let (r1, r2, r3, r4, r51, r52,mk,j) be a solution of Pk,j. Let G be a counterexample to Theorem 1 which minimizes
|V (G)| + |E(G)|. Clearly, the minimum degree of G is 2.
Claim 1. The counterexample G does not contain adjacent small vertices.
Proof. Assume that G contains two adjacent (j+ 1)−-vertices u and v. By minimality of G, the graph G \ uv admits a (k, j)-
coloring c. Now, if c(u) ≠ c(v), then this yields a (k, j)-coloring of G. So suppose c(u) = c(v). The obtained coloring of G
is not a (k, j)-coloring if at least one of u and v is colored with j and all its neighborhood is colored with j. In this case, we
recolor this vertex with k. The obtained coloring is (k, j)-coloring of G, a contradiction. 
Claim 2. Every light vertex is adjacent to at least one senior vertex.
Proof. Suppose G has a light vertex x adjacent only to light vertices. Take a (k, j)-coloring c of G \ x. If none of the neighbors
of x has color j, then we simply color x with j. So suppose that at least one neighbor of x is colored with j. We then color x
with k. There is now a problem only if there exists a neighbor of x, say y, colored with k and surrounded by k+ 1 neighbors
colored with k (recall that y has degree at most k + 1). In this case, we recolor y with j. We iterate this operation while a
such y exists. The coloring obtained is a (k, j)-coloring of G, a contradiction. 
Claim 3. If a senior d-vertex is adjacent to at least d− j weak light vertices, then it is adjacent to a vertex which is not small and
not weak minor.
Proof. Suppose G has a d-vertex x is adjacent to vertices x1, . . . , xd, where x1, . . . , xd−j are weak light while the others are
either small or weak minor. We take a (k, j)-coloring of G \ x and recolor each weak neighbor xi with color k (followed by
recoloring, if necessary, the neighbors of xi’s in any order). Now it suffices to color xwith j followed by recoloring the small
adjacent vertices properly if necessary. This yields a (k, j)-coloring of G, which is a contradiction. 
An edge xy is soft if one of the following holds:
• d(x) ≥ k+ 2 and y is small or weak minor,
• d(x) ≤ k+ 1 and y is small.
The vertex x is called the good end of the soft edge xy. A soft component SC is a subgraph of Gwith∆(SC) ≤ k+ j+1 such
that each edge joining SC to G \ SC is soft and each good end of the soft edges belongs to SC . See Fig. 1.
Claim 4. G does not contain soft components.
Proof. Assume that G contains a soft component SC . By minimality of G, the graph G \ SC has a (k, j)-coloring c. We will
show that we can extend c to the whole graph G, a contradiction. First, for each edge xy with x ∈ SC and y ∉ SC , we will
recolor (if necessary) the vertex y such that the choice of any color for xwill not create any problem on y:
• If y is small, thenwe just recolor y properly if possible (i.e. we assign to y a color that does not appear in its neighborhood).
Either y has two neighbors with distinct colors in G \ SC and y will see at most j neighbors colored with j (or k), or y is
colored properly and again, ywill see at most j times its own color.
• Assume that y is weak minor. We recolor y with j if it has k colored neighbors with the color k and with k otherwise
(followed by recoloring if necessary the neighbors of y).
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Fig. 2. Illustrations for Corollaries 1 and 2.
Observe that if x is later colored with j or k, then that will not create a conflict for y (unless y is a weak minor vertex
colored with k having all its neighbors in G \ SC colored with k and all its neighbors in SC colored with k, but in this case it
suffices to recolor y properly).
Now we extend the coloring c to the whole graph G as follows: we choose a coloring φ of SC that minimizes σ =
k · Ejj + j · Ekk, where Eii denotes the number of edges of Gwhose both ends are colored with i in G. Clearly, such a coloring
exists. Moreover, we will show that this extension induces a (k, j)-coloring of the whole graph. Assume that the coloring φ
of SC does not induce a (k, j)-coloring. So suppose that there exists a vertex u of SC colored with j, which has at least j + 1
neighbors colored with j. By recoloring uwith k, we obtain a coloring with a smaller σ which contradicts the choice of φ; to
see this, let nj (resp. nk) be the number of neighbors of u colored with j (resp. k), and we denote by σ ′, E ′jj, E
′
kk the values of
σ , Ejj, Ekk, respectively after the recoloring of u.We have: E ′jj = Ejj−nj, E ′kk = Ekk+nk, and σ ′ = k·E ′jj+j·E ′kk = σ+j·nk−k·nj.
Observe that j · nk ≤ j · k < (j + 1) · k ≤ nj · k (since nj + nk ≤ k + j + 1 and nj ≥ j + 1). Hence, σ ′ < σ , a contradiction.
Similarly, assume that there exists a vertex v of SC colored with k which has at least k + 1 neighbors colored with k. By
recoloring v with j, we obtain a coloring with a smaller σ which contradicts the choice of φ.
As wemade sure that the vertices of N(SC)\ SC will be well colored, this yields a (k, j)-coloring of G, a contradiction. 
We deduce Corollaries 1 and 2 from Claim 4.
Corollary 1. Let v be a minor vertex which is neither weak nor almost weak. Then v cannot be only adjacent to small vertices or
star (k+ j+ 1)−-vertices.
Proof. By contradiction. Suppose that v is a minor vertex, which is neither weak nor almost weak. Let u1, . . . , ud(v) be the
neighbors of v: each vertex ui is either a small vertex or a star (k+ j+1)−-vertex. The subgraph induced by v and its adjacent
star (k+ j+ 1)−-vertices is a soft component; that contradicts Claim 4. See Fig. 2. 
Corollary 2. Let v be a vertex of degree d with k + 2 ≤ d ≤ k + j + 1. Then v cannot be only adjacent by vertices which are
small vertices or weak minor vertices or star (k+ j+ 1)−-vertices or almost weak minor vertices, whose second senior neighbor
is a star (k+ j+ 1)−-vertex.
Proof. By contradiction. Let v be a vertex of degree dwith k+2 ≤ d ≤ k+ j+1. Let u1, . . . , ud(v) be the neighbors of v: each
of them is either a small vertex or a weak minor vertex or a star (k+ j+ 1)−-vertex or an almost weak minor vertex, whose
second senior neighbor is a star (k+ j+ 1)−-vertex. The subgraph induced by v, its adjacent star (k+ j+ 1)−-vertices, and
its adjacent almost weak minor vertices plus their adjacent star (k+ j+ 1)−-vertices is a soft component; that contradicts
Claim 4. See Fig. 2. 
We now assign to each vertex v of G a ‘‘charge’’ ω(v) equal to its degree; hence, ∀v ∈ V (G), ω(v) = d(v). Since
mad(G) < mk,j, we have:−
v∈V (G)
ω(v) < mk,j|V (G)|.
We then redistribute charges according to some discharging rules (described below). The process produces to each vertex
v a new charge ω∗(v). During the process, no charge is created or deleted. It follows that:−
v∈V (G)
ω(v) =
−
v∈V (G)
ω∗(v).
However, we can prove that after the discharging procedure the new charge on each vertex is at leastmk,j. Hence,−
v∈V (G)
ω∗(v) ≥ mk,j|V (G)|.
The contradiction obtained implies that no counterexample can exist.
Our discharging rules are as follows:
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R1. Every senior vertex gives r1 to each adjacent weak light vertex.
R2. Every minor vertex gives r2 to each adjacent small vertex.
R3. Every senior vertex gives r3 to each adjacent non-weak small vertex.
R4. Every senior vertex gives r4 to each adjacent almost weak minor vertex.
R5. Let v be a star (k+ j+ 1)−-vertex, i.e. a senior vertex adjacent to d(v)− 1 small or weak minor vertices. (By Claim 4, v
has a neighbor uwhich is not small nor weak minor.) We define now the sponsor of v as follows:
R5.1. If u is a senior vertex or a minor (non-weak) vertex which is not almost weak, then u is the sponsor of v and gives
r51 to v. (Observe that, by Claim 4, if u is senior, then u is not a star (k+ j+ 1)−-vertex.)
R5.2. If u is an almost weak minor vertex, then u has a second senior neighborw. Vertexw is the sponsor of v and gives
r52 to v. (Observe that, by Claim 4,w is not a star (k+ j+ 1)−-vertex.)
v is small.
Vertex v is not adjacent to small vertices by Claim 1, and it is adjacent to at least one senior vertex by Claim 2. If v
is weak, then it receives r1 from its senior neighbor by R1 and d(v) − 1 times r2 from its minor neighbors by R2. Hence
ω∗(v) = d(v)+ r1 + (d(v)− 1) · r2 ≥ 2+ r1 + r2 ≥ mk,j by Eq. (1). If v is not weak, then v is adjacent to at least two senior
vertices, each of them giving r3 to v by R3. Hence, ω∗(v) ≥ d(v)+ 2 · r3 + (d(v)− 2) · r2 ≥ d(v)+ 2 · r3 ≥ 2+ 2 · r3 ≥ mk,j
by Eq. (2).
v is minor.
Recall that in this case, j+2 ≤ d(v) ≤ k+1. Suppose that v is weak. Then v receives r1 from its adjacent senior vertex by
R1 and gives r2 to each adjacent small vertex by R2. Henceω∗(v) ≥ d(v)+r1−(d(v)−1)·r2 ≥ j+2−(j+1)·r2+r1 ≥ mk,j by
Eqs. (3) and (4). Suppose that v is almost weak, then v is adjacent to two senior vertices, each of them giving r4 by R4. Hence
we haveω∗(v) ≥ d(v)+ 2 · r4− (d(v)− 2) · r2 ≥ j+ 2− j · r2+ 2 · r4 ≥ mk,j by R2, R4, Eqs. (3) and (5). Finally, suppose that
v is adjacent to at most d(v)− 3 light vertices. Vertex v gives r2 to each adjacent small vertex by R2 and r51 to each adjacent
star (k + j + 1)−-vertex by R5.1. By Corollary 1, v cannot be only adjacent to small vertices or star (k + j + 1)−-vertices.
Hence we have ω∗(v) ≥ d(v)− (d(v)− 3) · r2− 2 · r51 ≥ j+ 2− (j− 1) · r2− 2 · r51 ≥ mk,j by R2, R5.1, Eqs. (3), (6) and (7).
v is senior.
Assume first that k+ 2 ≤ d(v) ≤ k+ j+ 1.
Suppose that v is a star vertex, i.e., v is adjacent to d(v)−1 weakminor or small vertices. By Claim 4, let u be its neighbor
which is neither weak minor nor small. Moreover, by Corollary 2, u cannot be a star (k+ j+ 1)−-vertex or an almost weak
minor vertex, whose second senior neighbor is a star (k+j+1)−-vertex. If u is senior, then by R1, R3, R4, R5, and Eqs. (8)–(11)
we haveω∗(v) ≥ d(v)−(d(v)−1) ·r1+r51 ≥ k+2−(k+1) ·r1+r51 ≥ mk,j. Suppose now that u is (non-weak)minor. If u is
almost weak, then the second senior neighbor of u, sayw (which is not a star (k+ j+1)−-vertex; see Corollary 2), gives r52 to
v byR5.2. Sowehaveω∗(v) ≥ d(v)−(d(v)−1)·r1−r4+r52 ≥ k+2−(k+1)·r1−r4+r52 ≥ mk,j byR1, R3, R4, R5, Eqs. (8)–(10)
and (12). Finally, if u is a (non-weak)minor vertex which is not almost weak, thenω∗(v) ≥ d(v)−(d(v)−1) · r1+ r51 ≥ mk,j
by R1, R5.1, Eqs. (8)–(11).
Suppose now that v is not a star vertex, i.e. v is adjacent to at most d(v) − 2 weak minor or small vertices. By
Corollary 2, among non-small and non-weak minor vertices, at least one is not a star (k + j + 1)−-vertex or an almost
weak minor vertex whose the second senior neighbor is not a star (k + j + 1)−-vertex, it follows that, by Eqs. (9) and
(13), v can give at most d(v) − 2 times r1 by R1, plus either r4 + r51 by R4 and R5.1 or 2 · r4 + r52 by R4 and R5.2.
Hence either ω∗(v) ≥ d(v) + (d(v) − 2) · r1 − r4 − r51 ≥ k + 2 − k · r1 − r4 − r51 ≥ mk,j by Eqs. (10) and (14), or
ω∗(v) ≥ d(v)− (d(v)− 2) · r1 − 2 · r4 − r52 ≥ k+ 2− k · r1 − 2 · r4 − r52 ≥ mk,j by Eqs. (10) and (15).
Assume that d(v) ≥ k+ j+ 2. Then, by Claim 3, v can give at most d(v)− 1 times r1 by R1, plus either r4+ r52 by R4 and
R5.2 or r51 by R5.1. It follows that eitherω∗(v) ≥ d(v)− (d(v)−1) · r1− r4− r52 ≥ k+ j+2− (k+ j+1) · r1− r4− r52 ≥ mk,j
by Eqs. (9), (10) and (16), or ω∗(v) ≥ d(v)− (d(v)− 1) · r1 − r51 ≥ k+ j+ 2− (k+ j+ 1) · r1 − r51 ≥ mk,j by Eqs. (10),
(13) and (17).
This completes the proof of Theorem 1.
4. Examples
We give here the solutions of P13,2 and P7,3:
P13,2 : r1 = 56 , r2 =
1
2
, r3 = 23 , r4 =
1
6
, r51 = 0, r52 = 16 , m13,2 =
10
3
P7,3 : r1 = 1419 , r2 =
3
5
, r3 = 127190 , r4 =
13
190
, r51 = 2295 , r52 =
3
10
, m7,3 = 31795 .
One can easily check that (r1, r2, r3, r4, r51, r52,mk,j) verifies Eqs. (1)–(17).
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