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ABSTRACT 
This thesis provides a brief overview of quantitative phase imaging (QPI) methods along 
with applications and advances made on them. First, spatial light interference microscopy (SLIM) 
is introduced as a QPI method extensively used in this thesis. Using this setup, an application of 
QPI in neuroscience is demonstrated by studying the emergent formation of a neuronal network. 
Second, an expansion of this QPI method into a 3D quantitative imaging method, called white-
light diffraction tomography (WDT), has been shown. Lastly, an initial result for another advance 
in SLIM is introduced by combining SLIM with a programmable illumination. 
In the first part of this work, the emergent self-organization of a neuronal network has been 
demonstrated using the SLIM system. The emergent self-organization of a neuronal network in a 
developing nervous system is the result of a remarkably orchestrated process involving a multitude 
of chemical, mechanical and electrical signals. Little is known about the dynamic behavior of a 
developing network (especially in a human model) primarily due to a lack of practical and non-
invasive methods to measure and quantify the process. Using the SLIM system, several 
fundamental properties of neuronal networks have been measured non-invasively from the sub-
cellular to the cell population level. This method quantifies network formation in human stem cell 
derived neurons and shows correlations between trends in the growth, transport, and spatial 
organization of such a system, by utilizing the quantitative phase data with novel analysis tools, 
including dispersion-relation phase spectroscopy (DPS). A deeper understanding of neuronal 
network formation has been provided by studying filopodia dynamics in neurons. By measuring 
the dry mass change over time and several other new metrics, it is shown that the filopodia 
dynamics successfully reflect the expected neurite outgrowth. 
In the second part, white-light diffraction tomography (WDT) is introduced as a new 
approach for imaging microscopic transparent objects such as live unlabeled cells in 3D. The 
approach extends diffraction tomography to white light illumination and imaging rather than 
scattering plane measurements. The experiments were performed using the SLIM system. The 
axial dimension of the object was reconstructed by scanning the focus through the object and 
acquiring a stack of phase-resolved images. The 3D structures of live, unlabeled red blood cells 
are imaged and compared with confocal and scanning electron microscopy images. The 350 nm 
transverse and 900 nm axial resolution achieved allows us to reveal sub-cellular structures at high 
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resolution in E. coli cells and HT29 cells. Furthermore, a 4D imaging capability, with the fourth 
dimension being time, has also been demonstrated. 
The WDT theory is further extended to explain light scattering through thick tissue, which 
is not in the single scattering regime. The obtained inverse scattering solution for thick samples is 
then related to the time-reversal theory, and it is proven that there are strong constraints for time-
reversal to work. By introducing a few specific examples, including scattering through a particle 
and scattering through a grating, the physics of light scattering and time-reversal theory is deeply 
understood. 
Lastly, an upgrade to the SLIM system with a programmable illumination source, a 
projector, has been demonstrated. By replacing the ring illumination of PC with a ring-shaped 
pattern projected onto the condenser plane, results comparable to those of the original SLIM were 
recovered. This new method minimized the halo artifact of the imaging system by minimizing the 
effect of spatial coherence caused by the thickness of the illumination. Further application of this 
technique into optogenetics is introduced and the initial results are presented. 
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CHAPTER 1: INTRODUCTION 
 1.1. LIGHT SCATTERING & QUANTITATIVE PHASE IMAGING (QPI) 
Light scattering is a basic interaction between an electromagnetic field and an 
inhomogeneous object, which results in modifications in the wavefront and field amplitude. If this 
interaction happens without modifications in the frequency, the scattering is said to be elastic. The 
scattered light carries the internal structural information of the object in its amplitude and phase. 
When the scattering through the object is weak, such as under the first-order Born approximation, 
the problem can be described as a linear process and, as a result, it is feasible to deduce uniquely 
the object structure from the measured scattered field. This represents an inverse scattering 
problem and is fundamental for performing tomographic imaging of transparent structures such as 
live and unstained cells. 
Traditionally, inverse scattering methods are based on far-zone measurements, under the 
Fraunhofer approximation. For 2D objects, such as apertures, diffraction gratings, etc., the far-
field measurement is directly related to the structure through a 2D Fourier transformation. 
However, in 3D inverse scattering, the problem becomes more complicated. There have been many 
attempts to solve 3D inverse scattering problems using far-field measurements. The first 
breakthrough was made by Bragg with X-ray diffraction [1], which is a method that has been 
widely used for determining crystal and crystalized protein structures [2, 3]. However, it is well-
known that in X-ray diffraction experimental access to the phase of the field is difficult to achieve, 
i.e., the reconstruction suffers from non-uniqueness due to what came to be called the “phase 
problem” [4]. In order to ameliorate the phase problem, prior knowledge about the unknown 
structure is used together with iterative methods, such that the reconstruction converges to an 
unambiguous solution.  
Inspired by X-ray crystallography, in 1969, Wolf developed the theoretical formulation for 
tomographic imaging of phase objects, using monochromatic light to solve the inverse scattering 
problem. This method is known as optical diffraction tomography (ODT) [5]. Recent reports 
successfully showed experimental demonstrations of ODT theory for 3D reconstruction of 
transparent objects. These experiments were commonly done by scanning the incident angle of the 
source beam by rotating either the source itself or the object, and measuring the scattering patterns 
in the far-zone [6-10]. This approach is based on laser illumination and, thus, suffers from laser 
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speckle, which degrades the image contrast and resolution [11]. Recently, Cotte et al. demonstrated 
a synthetic aperture method to remove laser speckles with resolution beyond the diffraction limit 
[12]. 
In 1991, low-coherence interferometry (LCI), using broadband light sources, of low 
temporal coherence, was used for tissue imaging and the resulting method became optical 
coherence tomography (OCT) [13-15]. OCT images the sample at a depth position specified by 
the reference of the interferometer, with an axial resolution determined by the coherence length of 
the source rather than the numerical aperture of the imaging optics [16]. Usually OCT systems 
employ a low numerical aperture (NA) objective to maximize the imaging depth and are thus 
limited to poor lateral resolution. The depth information is obtained by adjusting the delay of the 
reference field, while the transverse resolution is obtained by raster scanning. Importantly, the low 
temporal coherence in OCT is used to remove the scattered light outside the slice of interest, rather 
than to solve the inverse scattering problem. Common OCT systems perform intensity-based 
measurements of the backscattered light from various depths to gain information about the 3D 
object structure. Much later, in 2006, Ralston et al. developed a computational technique, called 
interferometric synthetic aperture microscopy (ISAM), to solve the inverse scattering problem by 
using the amplitude and phase of the OCT data. ISAM improves the lateral resolution and 
maintains it across the whole OCT imaging volume [14, 17, 18]. The inverse scattering problem 
was formulated based on diffraction tomography with Green’s function approach, providing a 
solution in the Fourier-domain, which is then used to reconstruct the tomographic structure.   
Quantitative phase imaging (QPI) is an emerging field dedicated to providing a solution 
for the phase problem [19]. QPI combines holography proposed by Gabor in 1948 [20] and phase 
sensitive microscopy proposed by Zernike [21]. Instead of measuring the intensity of the total 
field, holography measures the interference between the scattered field and a reference field in 
order to record phase information. Further modifications to the reference field yield quantitative 
information about this phase difference at each point in space and therefore allow QPI techniques 
to measure the complex scattered field quantitatively.  
Since the 1990s, image sensor and personal computer technologies have made significant 
advancements, giving birth to a new field called quantitative phase imaging (QPI) [19, 22]. QPI, 
usually based on interferometric measurements, provides quantitative amplitude and phase 
information associated with the electromagnetic field. Quantifying the optical phase shifts 
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associated with cells and tissues provides a new, valuable dimension to optical microscopy. Over 
the past decade, QPI has been recognized as an emerging area of research, as it enables previously 
inaccessible biological applications: cell dynamics [23-30], cell growth [31-35], blood testing [29, 
30, 33, 36-49], molecular detection [50] cell cytoplasm flow [51], heart cell beating [52], neuron 
imaging [53, 54], monitoring electric activity in nerves [55, 56], cell and tissue refractometry [53, 
57, 58], cell rheology [59, 60] and, more recently, tomographic cell imaging [8, 10, 12, 61-64]. 
Reference [65] reviews several major technology breakthroughs in QPI in 2013.  
Developments in QPI have brought high sensitivity to the technique, with the phase 
sensitivity down to 1 mrad, corresponding to 1 nm thickness changes, or conversely 10-4 refractive 
index changes in transparent biological structures, assuming a refractive index contrast of 0.03 
[19, 66]. Importantly, QPI is a label-free method, without fluorescence markers or dyes, which 
keeps the specimen intact. Therefore, it is ideal for biomedical imaging, where the live cells are 
sensitive to subtle perturbations in the environment [67-72]. Recently, various applications of QPI 
have been applied for non-invasive studies of cell dynamics, blood testing, cell growth, and 3D 
cell imaging. Due to the non-destructive and high throughput nature, QPI has also been applied to 
material characterization [73-82]. 
Most QPI techniques are based on two-beam interferometry, in which a reference beam 
and a signal beam form an interference signal. In the general case of both spatial and temporal 
modulation, the measured intensity on the camera detector is  
      12, ; , ,( ) ( ) 2 cos ,, ;sig ref sigI I xI x y x y x y x y x y           ,   (1.1) 
where  ,sigI x y  and  ,refI x y  are the intensities of the signal and the reference beam, 
respectively,  12 , ;x y  is the cross-correlation between the reference and signal field,   is the 
spatial frequency shift between the two beams,   is the mean temporal frequency of the two 
fields,   is the temporal delay, and  ,sig x y  is the phase of the signal beam, i.e., the quantity of 
interest. There are two different interferometric techniques typically used to retrieve the signal 
field phase,  ,sig x y : off-axis interferometry and phase-shifting interferometry. The following 
section summarizes various QPI methods. 
 
4 
 
1.2. QUANTITATIVE PHASE IMAGING METHODS 
1.2.1. Off-axis QPI methods 
In off-axis interferometry, the delay between the fields is minimized (τ = 0) and the 
interference is recorded spatially. The angle between the two beams is non-zero, which creates a 
spatial frequency shift,  . Therefore, a fringe pattern is created with a period determined by the 
carrier frequency,  ,  
      12, ; , ,( ) ( ) 2 cos ,, ;sig ref sigI I xI x y x y x y x y x y           . (1.2) 
Since the propagation of the two interference beams can be precisely described by diffraction 
theory, it allows for numerical reconstruction of the complex image field. In experiments, this type 
of interferometer is often realized in a Michelson or Mach-Zehnder interferometer, followed by a 
Hilbert transform of the acquired interferogram to recover the quantitative phase information [36, 
49, 67-70, 83].  
In 1967, Goodman and Lawrence first demonstrated numerical reconstruction of the 
complex signal field from a hologram, which is widely known as digital holography [84]. Later 
on, Takeda et al. proposed a fast Fourier transform method to analyze the fringe pattern to 
reconstruct the sample topography [83]. As large CCD detector arrays became available in 1990s, 
Schnars et al. demonstrated the first lensless off-axis digital holography system with improved 
image quality [68]. In the following years, digital holography was adapted in a microscopy system 
by several groups and became a new microscopic technique called digital holographic microscopy 
(DHM) [70, 85-88].  DHM is a scattering plane measurement, which requires deconvolution using 
the Fresnel propagation kernel to retrieve the complex field at the image plane. However, the 
optimum position of the detector to avoid spatial sampling and phase discontinuity problems in 
live cell imaging is at the image plane. In 2005, an off-axis QPI method called Hilbert phase 
microscopy (HPM) was proposed, in which the CCD camera is placed exactly at the image plane. 
HPM uses the complex analytic signal obtained from the measured intensity (which is real-valued) 
to retrieve the phase of a transparent object. Therefore, HPM is a single shot technique, suitable 
for studying cell dynamics and morphology [36, 89, 90]. 
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1.2.2. Phase shifting QPI methods 
In phase-shifting interferometry, the angle between the reference and the scattered beam is 
zero ( 0  ), while the reference field phase  ref   is modulated several times in order to obtain 
quantitative phase images. Therefore, Eq. (1.1) becomes 
       12, ; , ,( ) ( ) 2 cos ,, ;sig ref sigI I xI x y x y x y x y x y           .            (1.3) 
The reference phase  ref   can be shifted by either changing the delay τ or the frequency ω of 
the light beam. By combining four interferograms taken at   0, 2, , 3 2ref     , the phase 
of the sample field is uniquely determined as, 
  ( , ) arg ( , ;0) ( , ; ), ( , ;3 2) ( , ; 2) .sig x y I x y I x y I x y I x y       (1.4) 
In 1993, the group led by Graham Dunn at King’s College, London, invented a technique called 
digitally recorded interference microscopy with automatic phase-shifting (DRIMAPS) based on a 
Mach-Zehnder interferometer setting [24, 91, 92]. In this technique, the phase shift is added to the 
reference by horizontally sliding an optical wedge. Another experimental setup was developed in 
1998 at Northeastern University. This technique, called optical quadrature microscopy (OQM), is 
based on phase shifts generated by polarization waveplates.  OQM was initially used to determine 
the sign of the Doppler velocity [93, 94], and later on applied to cell counting in embryos [95, 96]. 
More recently, several groups have developed QPI methods that simultaneously generate four 
phase shift images, which increased the acquisition speed and have enabled imaging of fast 
dynamics [97-100].  
1.2.3. Common-path QPI methods 
In 2004, a common-path phase-shifting QPI technique called Fourier phase microscopy 
(FPM) was developed. FPM uses a monochromatic source and phase-shifting interferometry to 
quantitatively measure the phase of transparent biological structures. In the first FPM 
demonstration, a super-luminescent diode (SLD) was used as illumination. To ensure full spatial 
coherence on the CCD camera, the SLD is spatially filtered through a single mode fiber. A Fourier 
lens is used to separate the reference (transmitted) and signal (scattered) fields. The reference field 
is focused onto a spatial light modulator (SLM) where four phase shifts are created sequentially. 
The phase contrast images are captured at the image plane and used to reconstruct the phase map 
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using Eq. (1.4). The phase shifting procedure allows for measuring the phase difference between 
the scattered and transmitted field. It should be pointed out that this phase difference,  ,x y , is 
quite different from the phase associated with the image field, which is the coherent sum of the 
scattered and transmitted fields. The phase of the image field is calculated as  
     12, ; , ,( ) ( ) 2 cos ,, ;sig ref sigI I xI x y x y x y x y x y           ,                 (1.5) 
where    ( , ) , ,sig refx y E x y E x y  . FPM has high temporal stability, without the need for 
active stabilization. FPM has been used for measuring nanoscale membrane fluctuations and cell 
growth [32, 48]. 
In 2006, a new type of common-path off-axis transmission QPI method was developed 
called, diffraction phase microscopy (DPM)  [27]. The first DPM was built using a laser 
illumination filtered through a single mode fiber to ensure full spatial coherence [101]. Using the 
laser as a light source, an image is formed through a commercial microscope at the image plane, 
where the DPM module is attached. The DPM module includes a 4f lens system that grants access 
to the Fourier plane of the field. A diffraction grating is placed at the microscope image plane to 
generate multiple diffraction orders. These diffraction orders are spatially separated in the Fourier 
plane, where a physical pinhole filter or an SLM is located. This filter low-passes the 0th order 
diffracted beam to generate a reference beam and passes the 1st order diffracted beam without 
filtering to carry the signal from the sample. These two beams are then combined at the image 
plane through the second Fourier lens to form an interferogram at the detector. Since these two 
beams are traveling in a common-path geometry, any noise induced by vibration of the optical 
elements is minimized, enabling optical path length sensitivity below 1 nm. Furthermore, DPM is 
a single shot technique with the acquisition speed limited only by the acquisition rate of the camera. 
Therefore, this system is suitable for studying nanometer scale fluctuations in a highly dynamic 
sample. As an example, red blood cell membrane dynamics and other mechanical properties have 
been studied using DPM [27, 29, 66, 102]. More recently, DPM has been extended to white-light 
illumination [103] and imaging samples in a reflection geometry [74-78]. Over the past several 
years, many other common-path QPI methods have also been proposed. For example, V. Mico et 
al. have demonstrated common-path QPI by spatial multiplexing the fields illuminated by three 
different illumination angles [104, 105]. QPI has also been done using the transport of intensity 
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equation, which measures the intensity at multiple focal positions without using an interferometer 
[106, 107].  
1.2.4. White-light QPI methods 
Laser based QPI techniques suffer from laser speckle, due to the high coherence of the 
laser, which degrades the image quality. To mitigate this problem, several white light QPI 
techniques have been developed recently. In 2012, Bhaduri et al. developed a white light version 
of DPM (wDPM). In wDPM, an SLM is used as the spatial Fourier filter to ensure full coherence 
of the reference field at the CCD camera. wDPM significantly improves spatial and temporal 
sensitivity over laser DPM and has been used for studying cell morphology and dynamics [103]. 
To follow up with this white-light method, Edwards et al. and Nguyen et al. studied the spatial 
coherence properties in wDPM for optimization of the method [108, 109]. In 2013, a white light 
version of FPM (wFPM) was also developed and used to study cell membrane dynamics [110]. 
In 2011, a white-light phase-shifting QPI method, called spatial light interference 
microscopy (SLIM), was demonstrated [111]. SLIM is based on a commercial phase-contrast 
microscope with a white-light illumination generated by a halogen lamp and filtered by a ring-
shaped annulus. In SLIM, the back focal plane of the phase contrast objective lens is relayed to 
the Fourier plane of the 4f lens system, located at the output port of a commercial microscope. At 
this plane, an SLM adds four different phase delays, 0, π/2, π and 3π/2, to the reference field, 
generating four different interferograms at the detector plane. Combining these four 
interferograms, the phase delay through the objective can be reconstructed according to Eqs. (1.4) 
and (1.5).  
Since SLIM is based on a commercial microscope, it can utilize all the microscope 
peripherals such as atmosphere control, temperature control, or high-precision stages. 
Furthermore, due to the low-coherence illumination and the common-path geometry, SLIM 
ensures high temporal and spatial sensitivity, 0.03 nm and 0.3 nm in optical path length, 
respectively [112]. Therefore, with this high sensitivity and stability, SLIM is suitable for imaging 
unlabelled live cells for a long period of time, as the cell growth happens over days and the changes 
in mass are on the scale of picograms [113, 114]. Needless to say, it can also be coupled with other 
microscopy modalities, such as fluorescence microscopy, to obtain more specific information 
about the sample. Recently, a SLIM system has been improved in its speed to acquire 12.5 phase 
images per second, making it suitable for fast dynamics studies [26].  
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Another advantage of SLIM is the inherent depth sectioning effect due to the low-
coherence illumination. Similar to OCT, the coherence gating effect makes it suitable for 3D 
tomographic reconstruction of the sample refractive index distribution. Previously, Wang et al. 
have shown that SLIM is capable of imaging live cells in 3D with axial resolution of 1.34 μm 
[115]. Studies by Mir et al. have shown that, with a sparsity constraint based deconvolution, SLIM 
reconstructs the helical sub-cellular structures in E. coli cells [63]. Building upon these 
experimental results, Kim et al. have developed a physical model to describe the 3D imaging 
principle of SLIM system, by extending Emil Wolf’s diffraction tomography to a broad-band 
source, and further improved the tomographic imaging using SLIM [5, 65].  
 
1.3. THESIS SUMMARY 
This thesis provides a brief overview of quantitative phase imaging (QPI) methods along 
with applications and advances made on them. First, in Chapter 2, spatial light interference 
microscopy (SLIM) is introduced as a QPI method extensively used in this thesis. Using this setup, 
an application of QPI in neuroscience is demonstrated by studying the emergent formation of 
neuronal network. Second, an expansion of this QPI method into a 3D quantitative imaging 
method, called white-light diffraction tomography (WDT), has been shown. Lastly, an initial result 
for another advance in SLIM is introduced by combining SLIM with a programmable illumination. 
In the second part of this work covering Chapter 3, the emergent self-organization of a 
neuronal network has been demonstrated using the SLIM system. The emergent self-organization 
of a neuronal network in a developing nervous system is the result of a remarkably orchestrated 
process involving a multitude of chemical, mechanical and electrical signals. Little is known about 
the dynamic behavior of a developing network (especially in a human model) primarily due to a 
lack of practical and non-invasive methods to measure and quantify the process. Using the SLIM 
system, several fundamental properties of neuronal networks has been measured non-invasively 
from the sub-cellular to the cell population level. This method quantifies network formation in 
human stem cell derived neurons and shows correlations between trends in the growth, transport, 
and spatial organization of such a system. A deeper understanding of neuronal network formation 
has been provided by studying filopodia dynamics in neurons. By measuring the dry mass change 
over time and several other new metrics, it is shown that the filopodia dynamics successfully reflect 
the expected neurite outgrowth.  
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In the third part covering Chapter 4, white-light diffraction tomography (WDT) is 
introduced as a new approach for imaging microscopic transparent objects such as live unlabeled 
cells in 3D. The approach extends diffraction tomography to white light illumination and imaging 
rather than scattering plane measurements. The experiments were performed using the SLIM 
system. The axial dimension of the object was reconstructed by scanning the focus through the 
object and acquiring a stack of phase-resolved images. The 3D structures of live, unlabeled red 
blood cells are imaged and compared with confocal and scanning electron microscopy images. 
The 350 nm transverse and 900 nm axial resolution achieved allows us to reveal sub-cellular 
structures at high resolution in E. coli cells and HT29 cells. Furthermore, a 4D imaging capability, 
with the fourth dimension being time, has also been demonstrated. 
In Chapter 5, the WDT theory is further extended to explain light scattering through thick 
tissue, which is not in the single scattering regime. The obtained inverse scattering solution for 
thick samples is then related to the time-reversal theory and proves that there are strong constraints 
for time-reversal to work. By introducing a few specific examples, including scattering through a 
particle and scattering through a grating, the physics of light scattering and time-reversal theory is 
deeply understood. 
Chapter 6 introduces an upgrade to the SLIM system with a programmable illumination 
source, a projector. By replacing the ring illumination of PC with a ring-shaped pattern projected 
onto the condenser plane, a result comparable to that of the original SLIM was recovered. This 
new method minimized the halo artifact of the imaging system by minimizing the effect of spatial 
coherence caused by the thickness of the illumination. Further application of this technique for 
neuroscience, especially for optogenetics, is introduced and expected to be performed with the 
new degree of freedom obtained in advancing quantitative phase imaging. 
Chapter 7 concludes the thesis and summarizes all the potential future works that are 
discussed in each section. 
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CHAPTER 2: SPATIAL LIGHT INTERFERENCE MICROSCOPY (SLIM) 
Spatial light interference microscopy (SLIM) is a recently developed quantitative phase 
imaging technique, which combines Zernike’s phase contrast microscopy and Gabor’s holography 
[112]. It is capable of measuring nanoscale structures and dynamics in live cells by generating 
endogenous contrast and mapping quantitative optical path-lengths at each point in the image. 
Figure 2.1a shows a schematic for the SLIM experimental setup, which is designed to be an add-
on module to a commercial phase contrast microscope (Axio Observer Z1). This microscope has 
a motorized focus drive with a minimum step size of 10 nm and an F/0.55 motorized shutter that 
enables precise z-scanning and illumination control. The back focal plane of the objective lens 
contains a thin metal annulus (phase ring) which provides a π/2 phase shift between the scattered 
and unscattered light. In SLIM, the image plane of the phase contrast microscope is first relayed 
and magnified through a 4f system (AC508-150-A1-ML 150mm doublet and AC508-200-A1-ML 
200mm doublet, Thorlabs), and the back focal plane of the objective lens is imaged onto a 
programmable liquid crystal spatial light modulator (XY Phase Series Model P512 -635, Boulder 
Nonlinear Systems, Inc, USA), which is located in the Fourier plane of the second 4f system 
(AC508-300-A1-ML 300mm doublet and AC508-500-A1-ML 500mm doublet, Thorlabs). A 
desired ring pattern is projected onto the SLM, and is matched to the image of the ring on the SLM. 
In this manner the SLM is used to provide additional phase shifts of 0, π/2, π and 3π/2 between the 
scattered and un-scattered light. These four phase shifted interferograms are recorded at the image 
plane (at the focus of the second Fourier lens) using a CCD detector (AxioCam MRm, Zeiss). The 
SLM, CCD, and microscope are synchronized through a custom LabVIEW program. In SLIM we 
acquire 8 fps, which translates to 2 quantitative phase images (QPI) per second. This acquisition 
rate is limited by the frame rate of the CCD and the refresh rate of SLM. Therefore, for example, 
a z-stack of 100 slices can be obtained in 50 seconds. By using these four interferograms, the actual 
phase shift caused by the sample can be uniquely determined within a range of 2π. Any 2π 
ambiguities are corrected by Goldstein’s unwrapping algorithm. Recent advances in SLIM method 
brought a large increase in its acquisition speed to 12.5 frames per second [26]. 
The broadband source (12V, 100W Hal, square filament, Zeiss) with a temporal coherence 
length of 1.2μm plays a significant role in increasing resolution since it does not suffer from 
speckle, thus improving the sensitivity (0.029nm temporal and 0.28nm spatial sensitivities). Also, 
since SLIM is built as an add-on module to a commercial microscope, it is possible to overlay 
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SLIM with other microscopy modalities (e.g. epi-fluorescence, DIC). With these features, SLIM 
is capable of performing multimodal and functional studies [33, 35, 63, 66, 113, 116-118]. 
Furthermore, with the short coherence length and a high numerical aperture objective, SLIM 
provides excellent depth sectioning (1.2 m depth sectioning for a 63x/1.4NA objective).  
 
Figure 2.1. Illustration the SLIM module and the phase image measurement. (a) A schematic of 
SLIM setup built as an add-on module to a commercial phase contrast microscope. L1 (f = 150mm) 
and L2 (f = 200mm) forms a 4f system, which relays the image plane of the microscope (IP1) to a 
new image plane (IP2) so that the modulation at the spatial light modulator (SLM) can be optimized. 
The polarizer (P) aligns the polarization of the field with the slow axis of the SLM. L3 (f = 300mm) 
and L4 (f = 500mm) forms another 4f system, where the SLM is at the Fourier plane and the CCD is 
at the relayed image plane. (b) 4 different phase shifted images shown with the illustrations of 
corresponding phase pattern on the SLM. SLIM measures the phase of the object by combining these 
four frames.  
12 
 
SLIM does not measure the complex field directly because the detector is not capable of 
doing so. The measurable quantity here is the phase associated with the temporal cross-correlation 
function,  12 , r , defined as [119, 120] 
      12 , , ,s rU t U t 
  r r r  (2.1) 
where sU and rU are the scattered and the reference (unscattered) field, respectively.  12 , r  is a 
complex function that can be written as 
      ,12 12, ,
i
e
 
   
r
r r , (2.2) 
where  , r is the phase associated with the image field, which we measure in SLIM using the 
four phase shifted interferograms. The generalized Wiener-Khintchine theorem [121, 122] allows 
us to relate  12 , r  to the cross-spectral density through Fourier transform of 
    12 12
0
, , iW e d  

  r r , (2.3) 
where 
      12 , , ,s rW U U  
r r r . (2.4) 
During the phase shifting measurement,  12 , r  is evaluated at  = 0, which allows us to write 
      12
0
, 0 , ,s rU U d   

   r r r . (2.5) 
From Eq. (2.5), the unknown quantity is the scattered field, sU . In Chapter 4, an analytical solution 
for sU  will be derived and then the relationship between the measurable quantity,  12 , r , and 
the 3D object structure of interest will be established. 
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CHAPTER 3: QUANTITATIVE PHASE IMAGING OF NEURONS 
3.1. INTRODUCTION 
The emergence of network self-organization in the developing central nervous system is a 
highly complex and insufficiently understood process [123]. Neurons use a diverse variety of 
internal and external guidance cues to direct their organization into functional units. In a developed 
nervous system the spatial arrangement (i.e., location) of individual neurons is known to be closely 
linked to specific functional activity, a phenomenon which has been studied extensively in the 
visual cortex [124-126]. This spatial arrangement ultimately determines how neurons connect to 
each other to form neural circuits. Once a connection is made, neurons communicate with each 
other using a complex system of neurotransmitters, neurotrophins, peptides, and cytokines [123, 
127-135]. The spatiotemporal interaction among individual neurons within a network is the basis 
of all functional activity in the nervous system and higher level cognitive functions such as sensory 
perception, memory, and learning. Thus, understanding the formation, stabilization, and behavior 
of neural networks is a key area of study in neuroscience, developmental and synthetic biology, 
and regenerative medicine. In order to gain insight into how functional neural networks form and 
develop, it is necessary to quantify how individual neurons grow and spatially organize with 
respect to each other, and to understand the dynamics of how mass is transported within connected 
units, preferably through longitudinal measurements within the same neural cultures.  
Neural network formation has been studied by various models, ranging from whole brain 
animal studies [131, 136] to in vitro dissociated neuron cultures [133, 137]. However, there are 
many limitations to each of these models. For example, the analysis of in vitro neuron cultures is 
limited by the relative lack of data that can be obtained from conventional live-cell imaging 
techniques such as phase-contrast or differential interference contrast (DIC), which only report on 
morphology and must be coupled with other methods such as fluorescence to provide functional 
information. Fluorescence imaging techniques have been used to image vesicle transport and 
synapse formation [138]. More recently, fluorescent voltage-sensors have been used to optically 
measure electrical activity [139, 140]. However, the limitations inherent to fluorophores, such as 
photo-bleaching and photo-toxicity, do not allow for continuous monitoring of these processes 
during dynamic neural-network function on the relevant time scales of days to weeks.  
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Recent advances in micro-fabrication methods have led to several innovative approaches 
to study in vitro neural cultures. For example, multi-electrode arrays have been extensively used 
for measuring electrical activity of neural cultures [141, 142]. However, due to their limited spatial 
resolution they only provide an incomplete electrophysiological picture of the system. Micro-
patterning methods have enabled the design of spatial order that generally mimics what is found 
in live neurons [133, 143-145]. Furthermore, recently developed microfluidic approaches are 
amenable to rapid, high content analysis of various cell properties [123, 132, 134, 146-150]. Such 
methods provide important information on how cells behave when spatial cues are provided but 
are inherently limited in their capabilities to address how spatial order naturally emerges in a 
culture. 
 
3.2. EMERGENT BEHAVIOR OF HUMAN NEURONAL NETWORK 
3.2.1. Motivation 
Little is known about the neuron culture in terms of spatial organization, metabolic activity, 
and mass transport. Our current understanding of these phenomena is limited by the lack of 
available technologies to quantitatively measure a forming neural network at multiple temporal 
and spatial scales, in a high throughput and minimally invasive manner. By using spatial light 
interference microscopy (SLIM) [112, 151], this work shows that several fundamental properties 
of the developing network on a broad range of spatial (sub-cellular to millimeter) and temporal 
scales (seconds to days) can be measured in a completely label-free and non-invasive manner.(i.e., 
no extrinsic contrast agents or perturbation) and the differences in these parameters between a 
normal and perturbed network are quantified. The results indicate that measurements on cell 
growth, intracellular transport, and scattering structure function are quantitative indicators of 
neural network emergence and that changes in these metrics are intrinsically linked. 
The measured path length information at each pixel is directly related to the dry mass 
density (fg/µm2) at that point, and thus by integrating over an area the total dry mass or non-
aqueous content may be measured [32, 113, 152]. When translated into dry mass, SLIM’s 
sensitivity corresponds to changes on the order of femtograms. In combination with SLIM’s 
multimodal capabilities this has allowed for the measurement of single cell dry mass growth in a 
cell cycle dependent manner [113]. When this measurement is performed with high temporal 
resolution it can be used to quantify changes in inter- and intra- cellular mass transport 
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characteristics. This method is known as Dispersion-relation Phase Spectroscopy (DPS) [66, 153]. 
While the mass growth measurements provide information on the overall metabolic activity of the 
system, DPS reports on the physical nature of the mass transported within cells. DPS can detect 
with high sensitivity, a shift between a dominantly diffusive transport (i.e. thermal energy-driven) 
and directed transport (i.e., using molecular motors). The results show that in a developing neural 
network, changes in the overall growth rate, network morphology and mass transport behavior of 
the system are intrinsically linked.  
In addition to dry mass growth and transport, the measurement of the complex optical field 
allows for direct measurements of the angular scattering spectrum from the sample [41, 101, 154, 
155]. It has recently been shown that despite the complexity of the network formation process in 
vivo, neurons will self-organize in a non-random manner in vitro without the provision of any 
additional external environmental cues [150], that is, relying only on chemical gradients. Previous 
work on analyzing this organization relied on detecting the location of individual neurons in an 
image and was, thus, time-consuming and prone to error. The angular scattering data measured by 
SLIM allows for monitoring how spatial correlations in the culture evolve over time at various 
spatial scales simultaneously, allowing for a way to quantify organization at all spatial scales 
simultaneously without the need for image segmentation. It has been shown that the shape of the 
angular scattering power spectrum reports on the large scale spatial organization of tissue [156] 
and on the fractal properties of the spatial organization of the clusters and cells within the clusters. 
Performing this measurement on a developing neuronal network revealed that changes in spatial 
correlations at certain scales are linked to the overall growth behavior of the culture. Specifically, 
this work shows that changes in organization across broad spatial scales occur after the mass 
growth rate stabilizes.  
The ability to simultaneously measure the growth, transport characteristics and spatial 
correlations of an evolving neural network provides a unique and efficient way to quantify the 
behavior of such systems. This work shows that changes in the trends of these fundamental 
properties are intrinsically linked temporally and across broad spatial scales under normal 
conditions. Furthermore, it is shown in this work that when normal network formation is disrupted 
these links break down and the self-organization phenomenon is no longer observable. Since all 
of these parameters are obtained from the same quantitative phase measurement, using a 
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completely non-invasive and label-free method, they allow for monitoring the evolution of an in 
vitro neural network in an unprecedented manner. 
 
3.2.2. Experiment 
The samples of interest are human embryonic stem cell derived neurons [157, 158], which 
hold therapeutic potential [159, 160] and express multiple well-established neuronal markers 
including MAP2 [161]. Experiments were conducted in both optimal culture conditions (untreated 
sample) and in the presence of LiCl, an inhibitor of neurite growth [162]. Imaging was initiated 6 
hours after the pre-differentiated neurons were re-plated; this is regarded as 0t   hours for the 
remainder of the manuscript. A 0.87 mm x 1.16 mm area of the culture was continuously scanned 
with SLIM using a 10x/0.3 NA objective at a rate of one frame every 10 minutes. High resolution 
and fast frame rate movies were recorded at several locations at 0 hours and 24 hours using a 
40x/0.75 NA objective at a rate of 0.5 Hz. (For more details on the cell culture and imaging 
procedures please refer to the materials and methods.) The development of the neuronal network 
was characterized using several analysis techniques with the goals of understanding the dynamic 
behavior at the single cell level and also to characterize the system at the population level in terms 
of metabolic activity and spatial organization. First, the system was characterized in terms of the 
total dry mass growth of the entire field of view (Fig. 3.1). This provides a broad view of the 
metabolic activity of the culture. Second, mass transport in the system was characterized using 
DPS (Fig. 3.2). Finally, the angular light scattering spectrum was calculated at each time point in 
the 24-hour movie to characterize the spatial organization of the culture (Figs. 3.3 and 3.4).  
 
3.2.3. Dry mass analysis 
The dry mass density at each pixel is calculated as 2   , where   is the center 
wavelength of the illumination light,   is the measured phase shift and  =0.2 ml/g is the 
refractive increment of protein [113, 152, 163]. The total dry mass or non-aqueous content of a 
region of interest is then calculated by integrating the dry mass density over the area. It is important 
to note that although the refractive increment may vary slightly depending on the cell type being 
considered, this variation will only affect the absolute value of the measurement, and not the rate, 
which is of most interest here. 
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Figure 3.1. Dry mass growth (a) Dry mass density maps acquired at 0, 10, and 24 hours for both the 
untreated and LiCl treated cultures; the yellow scale bar corresponds to 200 µm. (b) Total dry mass 
vs. time of the entire field of view for both conditions. Round markers are raw mass data, solid lines 
are the average over 1 hour, and error bars indicate standard deviation.  For the untreated culture it 
can be seen that the majority of the mass growth occurs between 0 and 10 hours, the time during 
which the cells are extending processes most actively. In the LiCl treated culture neurite outgrowth 
is severely retarded and no significant increase in mass is observed during any period. 
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The total dry mass of the 0.87 mm x 1.16 mm area was calculated at each time point (at a 
rate of one frame every 10 minutes). It can be seen in Fig. 3.1a that for the untreated culture the 
distribution of mass is drastically different between 0 hours and 24 hours, changing from compact 
isolated clusters to a highly connected network. By contrast, in the LiCl treated culture the clusters 
remain compact and isolated. The dry mass measurements on these cultures (Fig. 3.1b) also show 
stark differences between the untreated and LiCL treated conditions. In the case of the untreated 
culture, after an initial period of growth that lasts 10 hours the mass growth plateaus. On the other 
hand, no significant increase in mass is observed for the LiCl culture over the entire 24-hour period. 
The images suggest that the mass increase in the untreated culture is largely due to the growth and 
extension of neurites from each cluster, which also explains why no increase is observed in the 
LiCl condition. Furthermore, once neurite growth slows down and the connections appear to be 
established (~10 hours), there is no significant increase in the total dry mass of the untreated culture 
despite the cells remaining viable and highly active. This indicates that there is a shift in the use 
of resources from growth to other functions. The measurements on changes in mass transport 
characteristics and spatial organization shown below provide insight on how the network switches 
priorities from growth to organization and mass transport and how these processes are disrupted 
when neurite growth is inhibited.  
3.2.4. Mass transport 
Mass transport activity is measured using Dispersion-relation Phase Spectroscopy (DPS), 
which has been described in detail previously [66, 153]. In DPS the relationship between the decay 
rate and spatial mode, or the dispersion relationship, is used to estimate the mean diffusion 
coefficient and advection velocities in a field of view. Since the SLIM image is essentially a 2D 
dry mass density map, changes in density must satisfy an advection-diffusion equation. Taking a 
spatial Fourier transform, the temporal autocorrelation may be expressed in terms of the spatial 
frequency, q, as: 
  
2
, iq Dqg q e     v , (3.1) 
thus relating the measured temporal autocorrelation function to diffusion coefficient, where D is 
the mean diffusion coefficient and v is the advection velocity. Taking into account the expected 
speeds of directed transport, it can be calculated that the temporal autocorrelation decays 
exponentially: 
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   2q vq Dq    . (3.2) 
In practice, once  q is calculated from the time lapse data, the curve is fit in both the linear and 
quadratic regions to extract the mean diffusion coefficients and advection velocities. 
To quantify changes in the mass transport characteristics at the single cell and cluster level, 
DPS analysis was performed on 40X, 0.5 Hz data acquired at 0 and 24 hours. At least six data sets 
were acquired and analyzed at each time point for both the untreated and LiCl treated cultures. The 
average dispersion profiles calculated at 0 and 24 hours for both culture conditions are shown in 
Fig. 3.2a. The DPS analysis shows that for both the untreated and LiCl cultures the mass transport 
at 0 hours is primarily diffusive (Fig. 3.2a solid lines). In sharp contrast, the dispersion profile for 
the untreated (Fig. 3.2a, dotted blue line) culture shifts to a linear behavior after 24 hours when it 
is highly connected. This shift indicates that after 24 hours the mass transport is dominated by 
directed motion, which can be explained by the fact that this bi-directional transport is occurring 
along defined tracks and is known to be facilitated by molecular motors such as dynein and kinesin 
[164, 165]. The recorded video also showed that there is a large amount of vesicular transport 
occurring in the processes that connect the clusters. Furthermore, after 24 hours, a statistically 
significant increase in the mean advection velocity was found for the untreated culture (Fig. 3.2b, 
blue boxes), confirming a shift toward deterministic transport of mass. On the other hand, the 
dispersion relation for the LiCl treated culture (Fig. 3.2a, red dotted line) actually shifts to a more 
quadratic behavior after 24 hours. In fact, only one cluster measured after 24 hours showed signs 
of deterministic transport and thus no increase in the mean advection velocity was measured (Fig. 
3.2b, red boxes). 
Interestingly, there is no significant change in the mean diffusion coefficient after 24 hours 
(Fig. 3.2c, blue boxes). This result indicates that, at small scales, where diffusive transport is 
dominant, the overall mass transport is not affected by network formation. The spread of the 
diffusion coefficients is much larger at 24 hours suggesting that, with network formation, local 
transport becomes more inhomogeneous. Similar to the untreated culture, the mean diffusion 
coefficient for the LiCl culture does not change significantly; however, there is an increase in the 
range (Fig. 3.2c, red boxes).  
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Figure 3.2. Mass transport (a) The average dispersion curves calculated from high resolution movies 
are shown for both the Untreated (blue) and LiCl (red) cultures at 0 (solid lines) and 24 hours (dashed 
lines); the untreated curves have been offset for clarity. The dashed gray lines indicate a quadratic 
and linear behavior as indicated. For the untreated culture, a clear shift from a quadratic to a linear 
behavior can be observed from 0 to 24 hours, whereas for the LiCl culture no shift is observed. (b) 
Comparison of mean advection velocities obtained from DPS analysis. A statistically significant 
difference between the mean values at 0 hours and 24 hours is found for the untreated culture, 
indicating a shift towards more deterministic transport. For the LiCl treated culture there is a slight 
decrease in the mean advection velocity over 24 hours. (c) Comparison of mean diffusion coefficients 
obtained from DPS analysis. There is no statistically significant difference between 0 hours and 24 
hours for both conditions, but there is an increase in the range of the measured values. The whiskers 
indicate one standard deviation above and below the mean (black dot).  
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These results support the hypothesis that, initially, the untreated network is primarily 
focused on extending processes towards other clusters and that once these processes successfully 
connect the focus shifts to transport of materials along them. Such measurements can serve as a 
way to quickly quantify and characterize the morphological and functional connectivity of a 
network and detect degeneracies in these processes. 
 
3.2.5. Spatial organization 
When measuring mostly transparent, optically thin samples, such as neurons, we can 
assume that the amplitude of the optical field is left unperturbed and that only the phase that is 
measured by SLIM is altered by the sample. In such a case, SLIM provides a measure of the 
complex optical field,      ,, , i tU t U t e  rr r , at the sample plane. This field may then be 
numerically propagated to the far-field or scattering plane by simply calculating its spatial Fourier 
transform as     2iqU U e d  
r
q r r , where q is the scattering wave vector. The modulus square 
of this function,    
2
P Uq q , is related to the spatial auto-correlation of the measured complex 
field through a Fourier transform as      2 2iqP e d U U d     
r
q q r r r r  and thus describes the 
spatial correlation of the scattering particles in the sample. Since the signal is measured and 
reconstructed in the image plane, rather than in the far field as in traditional scattering experiments, 
all the scattering angles that are allowed by the numerical aperture of the microscope objective are 
measured simultaneously. This greatly enhances the sensitivity to scattering compared to the 
traditional approach of goniometric measurements [101].  
The scattered intensity is averaged over rings of constant scattering angle or scattering 
wave vectors,    4 sin 2q    , where   is the scattering angle. This radial average, 
calculated at each time point in the 24-hour data sets (at a rate of one frame per 10 minutes) is 
shown in Fig. 3.3 for both the untreated and treated cultures. The dashed lines indicate the spatial 
scales corresponding to various important structures in the cultures, as shown in Fig. 3.3a. As the 
untreated culture matures, the slope of the profiles in the log-log plots (power of exponent) in 
different spatial ranges change consistently over time (Fig. 3.3b). This monotonic narrowing of 
the scattering profiles indicates broadening in spatial correlations. In contrast, the scattering 
profiles from the LiCl treated culture do not show a consistent increase in slope in any region. In 
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fact a decrease in the slope can be observed at the larger spatial scales and an overall broadening 
rather than narrowing of the power spectrum is observed, indicating a decrease in spatial 
correlations. It is rather remarkable that our label-free imaging is able to monitor the temporal 
evolution of the neuron culture and quantify the trends of spatial correlations over time in such an 
uncomplicated manner. Note that the slopes in the spatial ranges corresponding to size of 
individual soma (15-4 µm) remain relatively constant, which suggests that local morphology 
remains essentially constant.  
To quantitatively evaluate these changes in the power of the exponent over time (slopes in 
Fig. 3.3b), the profiles were analyzed at the various spatial scale ranges indicated by the dashed 
lines in Fig. 3.3b. The data in each of the regions were then fit to a power law function of the form
 P q cq . The power of the exponential relationship, α, for each of the spatial ranges vs. time 
resulting from these fits is shown in Fig. 3.4 for both the untreated (blue curves) and LiCl treated 
(red) cultures. It should be noted that trends towards more negative values in Fig. 3.4 relate to a 
steeper decay of the power spectrum in Fig. 3.3, indicating broader spatial correlation. Stark 
differences at certain spatial scales can be observed between the two cultures in terms of the 
temporal evolution of the slopes. In the 210-105 µm range, corresponding to the inter-cluster 
distance (Fig. 3.4a), the slope of the untreated culture decreases for the first 10 hours and then 
stabilizes, while the slope of LiCl treated culture does not vary significantly. This suggests that in 
the untreated cells, there is an emerging spatial correlation that takes place predominantly in the 
first 10 hours, which does not occur in the treated samples. In the 90-35 µm range (Fig. 3.4b), the 
untreated culture exhibits a flatter slope, which corresponds to a reduction in the number of small 
clusters as they merge to larger clusters over time. For the LiCl treated culture, slowly the power 
spectrum becomes steeper, which reflects the slow increase in the number of small clusters formed 
from the aggregation of individual cells found in close proximity of one another. In the 35-15 µm 
range, corresponding to inter-cellular distances (Fig. 3.4c), both cultures exhibit a trend of increase 
in the slope corresponding to a decrease in inter-cellular distances. Notice that the slope of the 
LiCl treated culture in this range stops increasing earlier than the untreated culture. This is because 
in the LiCl treated culture only the cells in close proximity (35-15 μm) are able connect to each 
other to form a cluster due to the suppressed neurite growth.  
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Figure 3.3. Angular scattering analysis (a) Dry mass density map of the untreated culture at 24 hours. 
Various spatial scales have been labeled to aid in the interpretation of the angular scattering maps. 
(b) Radially averaged profile plots of the angular light scattering map from each time point in the 
data for both LiCl treated and untreated cultures. The plots are color coded as shown in the color bar. 
The dashed lines and corresponding labels indicate the various spatial ranges according to which the 
profiles were split. For the untreated culture, the slopes in each region change with time, with the 
greatest changes occurring at the spatial scales corresponding to the size of the clusters, the inter 
cluster distance and inter-soma distance. No such change can be observed in the LiCl treated culture. 
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Finally in the 15-4 μm range (Fig. 3.4d), which corresponds to the size of individual soma 
or very short neurites, the slope remains relatively stable for both cultures, suggesting that there is 
no change at these small scales. It is interesting to note that for the untreated culture, the changes 
in spatial correlations, either the change in slope or the stabilization of slope, begin to occur at 
approximately the same time as the growth rate (Fig. 3.1) stabilizes. This suggests that in the 
untreated culture there is an active reorganization of the system once the neurons have already 
extended neurites to connect to neighboring clusters. Clearly, this mechanism is missing almost 
entirely at the large spatial scales in the treated cells, due to the growth inhibition. 
 
Figure 3.4. Power law exponent of the angular scattering profiles at various spatial scales for both 
the Untreated (blue) and LiCl treated (red) cultures (a) 210-105 µm, corresponding to clusters and 
inter-cluster distances. (b) 90-35 µm, corresponding to small clusters. (c) 35-15 µm, distances 
between cells. (d) 15-4 µm, features comparable to and smaller than the soma.  The power of the fit 
changes significantly for the untreated culture at scales corresponding to the cluster sizes and inter-
cluster distances, whereas no such change is observed for the LiCl treated culture. This indicates that, 
although the level of spatial organization is increasing under normal conditions, it is inhibited by 
LiCl. Interestingly changes in organization of the untreated culture occur after 10 hours when the 
mass growth has stopped (see Fig. 3.1).  
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3.3. FILOPODIA DYNAMICS OF RAT HIPPOCAMPAL NEURONS 
3.3.1. Motivation 
Neuronal networks are essential in animal activities, including cognitive functions, 
movements, and intellectual functions. Therefore, it is important to understand how they are 
formed and what affects the connectivity of a network. In forming the networks, axonal or dendritic 
filopodia play a central role by acting as “hands” that look for the connection sites through active 
spatial scanning. Thus, understanding the dynamics of filopodia has the potential to explain the 
active formation of neuronal networks. Dendritic filopodia are dynamic protrusions that occur 
during early postnatal development. These structures are typically 200-300 nm wide and 2-20 μm 
long; thus, they require a high-resolution microscopy technique, such as SLIM, to be observed. As 
shown previously, SLIM can easily detect these small and dynamic structures because it is capable 
of measuring transparent samples with sub-nanometer sensitivity and an acquisition speed in the 
order of 1 Hz. 
The fact that the formation of neuronal networks is guided by chemical cues suggests that 
filopodia are sensitive to chemical cues or treatments as well. In order to study the dynamics of 
filopodia, two drugs with known effects on dendrites have been selected. Semaphorin3A, which 
is a repulsive guidance cue expressed by motorneurons, selectively promotes the growth and 
survival of dendrites while reducing the growth of axons. Another interesting drug is microRNA-
125b (miR-125b) inhibitor, which inhibits the activity of miR-125b in neurons. These microRNAs 
participate in dendritic growth and determine where and how to grow and mature. Therefore, 
inhibiting these microRNAs is expected to reduce the dendritic growth. In both cases, the effect of 
each drug is known only on the dendrite level. Their effects on filopodia are poorly understood, 
even though these small structures play a central role in dendritic extension and retraction.  
In the following sections, SLIM studies on filopodia under these two drugs will be 
presented by measuring the dry mass of the filopodia over time. In addition, dispersion-relation 
phase spectroscopy (DPS) has been applied to various fields of view in a control and 
semaphorin3A treated samples to show the change in dynamics due to the treatment. Moreover, 
based on previous studies showing the differences in filopodia born at the tip and those born at the 
shaft of a dendrite, the different dynamics of filopodia from different locations on dendrites will 
be presented. 
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3.3.2. Filopodia dynamics in semaphorin3A treated cultures 
Using SLIM, quantitative phase images of rat hippocampal dendrites are obtained. Along 
with the untreated sample, we prepared two different treated dishes, one with 1 nM semaphorin3A 
and the other with 10 nM semaphorin3A. The treatments are applied at plating of the cells, and 
washed 24 hours after plating. Imaging with the SLIM system using a 63x/1.4NA objective lens 
is performed at 0.33 Hz for 5 minutes for each dish. After imaging, multiple regions of interest 
(ROIs) are selected for dry mass change analysis. Filopodia at the tip of a dendrite and filopodia 
on the shaft of a dendrite have been analyzed separately. Furthermore, dispersion-relation phase 
spectroscopy (DPS) has been applied to the same ROIs for each time-lapse image taken from 
SLIM. 
In the control dish, dry mass analysis of the filopodia at the tip and at the shaft of the 
dendrites showed very different dynamics, when plotted with respect to time. As shown in Fig. 
3.5, filopodia showed much more active extension and retraction, resulting in much faster and 
larger dry mass change compared to the shaft filopodia. More specifically, the average standard 
deviation of the dry mass over 36 fields of view at the tip of dendrites is 22.11 fg, while the average 
standard deviation of the dry mass over 32 fields of view at the shaft of dendrites is 12.53 fg. This 
result suggests that the growth and the fluctuation of filopodia are much more active at the tip of 
a dendrite than at the shaft.  
 
Figure 3.5. Filopodia dry mass as a function of time. Each plot represents the dry mass over time 
measured at the box in the phase image, indicated by the corresponding color. Tip filopodia appears 
more dynamic in dry mass compared to the shaft filopodia.  
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The ROIs have been studied further using DPS for all three dishes we used in the experiment. 
Figure 3.6 shows the result of DPS, separated for each of the dishes and also for filopodia locations. 
The DPS results for the shaft filopodia in all three dishes show little difference among each other. 
All three dishes showed mixed dynamics of directed transport and random motion. This suggests 
that there is no dominant motion on the shaft filopodia, and the dynamics of extension/retraction 
and lateral searching of the filopodia are quite balanced, yet small, as suggested in the dry mass 
result. On the other hand, the DPS result for the tip filopodia varies largely between the untreated 
sample and treated samples. The untreated sample showed a mixture of deterministic and random 
motion. The treated samples, both 1 nM and 10 nM, showed dominant directed motion, suggesting 
that the extension/retraction of filopodia is the dominant mode of dynamics.  
 
Figure 3.6. Dispersion-relation phase spectroscopy result for filopodia ROIs. The solid lines 
represent the tip filopodia and the dashed lines represent the shaft filopodia. While the tip filopodia’s 
dynamics vary greatly for three dishes, the shaft filopodia’s dynamics are consistent over the three 
dishes. 
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This result is intuitive considering the role of dendrite as a receptor in neuronal network formation. 
In order for a dendrite to outgrow following the cues, the tip of the dendrite needs to seek these 
cues by reaching out further. On the other hand, filopodia at the shaft of a dendrite mainly functions 
as a receptor, and laterally searches for a connection near the filopodia. Therefore, when dendrite 
growth is enhanced by treating semaphorin3A, the outgrowth of filopodia also enhances and 
appears as a linear relationship in the DPS plot. 
3.3.3. Filopodia dynamics in miR-125b inhibitor treated cultures 
 
Figure 3.7. Histogram of dry mass standard deviation for the treated neurons and the untreated 
neurons. The width of the histogram is larger for the untreated sample, suggesting that the filopodia 
from the untreated neurons are more active. 
Filopodia dynamics in miR-125b inhibitor treated neurons have also been studied, but in a 
slightly faster manner. Two samples, one treated and one untreated, are prepared and imaged using 
SLIM with a 63x/1.4NA objective at 1 Hz over 3 minutes. In each acquired time sequence, three 
to five square fields of view are selected around randomly picked filopodia. Moreover, in order to 
minimize the contributions from the background and also the dendrite, an upper threshold and a 
lower threshold have been applied. This step assures that only the phase values, or the dry mass 
values, from the filopodia are taken into account. By integrating the phase values over the selected 
fields of view (85 FOVs for the treated sample and 87 FOVs for the untreated sample), the 
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filopodia dry mass as a function of time is acquired. Due to the random motions that these 
structures have, the dry mass did not show any significant differences between the two samples. 
However, when the standard deviation and the time derivative are plotted, the two preparations 
showed clear differences. 
In Fig. 3.7, the standard deviation of the filopodia dry mass over time has been plotted as 
a histogram, which counts the number of fields of view for every 2 fg dry mass standard deviation 
interval. Interestingly, the width of the standard deviation is larger for the untreated sample where 
the dendrite growth is not inhibited. This is an expected result because for the untreated sample 
the outgrowth of dendrite is much more active. 
 
Figure 3.8. The absolute value of the time derivative of dry mass over time, averaged over 80 fields 
of view at each time point. The untreated cells show larger changes in dry mass than the treated cells. 
Two large peaks in the treated cell plot are from debris passing the field of view and can be 
disregarded. 
In order to quantify the dry mass change over time, the average time derivative of the filopodia 
dry mass is plotted as shown in Fig. 3.8. From each square field of view, filopodia dry mass is 
obtained as a function of time, and then the time derivative for each field of view is calculated by 
simply taking the difference of the dry mass between two consequent time points. It is important 
to notice that the absolute value of the derivative is measured, because both fast extension and fast 
retraction are the signs of rapid dynamics and active growth. For both treated and untreated cells, 
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80 fields of view around filopodia are measured and the obtained time derivatives are averaged at 
each time point. The two large peaks appearing in the plot for the treated sample are from debris 
passing through one of the fields of view and can be disregarded. On average, the untreated sample 
showed significantly larger changes at most time points. Because the measured dry mass changes 
only during extension and retraction of filopodia, this result suggests that, in the untreated sample, 
the outgrowth of the filopodia and the dendrites is much more active. This result also agrees with 
the expectation that in the miR-125b inhibited cells the growth of dendrites is much reduced, and 
thus the extension and retraction of filopodia are also reduced.  
3.4. SUMMARY AND OUTLOOK 
In summary, an application of spatial light interference microscopy for neuroscience is 
shown by imaging the emergent formation of human neuronal network and also the filopodia 
dynamics under semaphorin3A treatment. Using quantitative phase imaging, it is possible to 
characterize several fundamental properties of a forming human stem cell derived neuronal 
network. This is the first time that mass growth in a neural culture has been measured and linked 
to changes in transport dynamics and spatial organization. Under normal culture conditions, there 
are two distinct time periods with consistent growth trends, the first of which is marked by mass 
accumulation and the second by a relatively stable total mass. From the imaging data, it is 
suggested that the first time period corresponds to extension and growth of neurites and that the 
second time period is characterized by the aggregation of clusters and spatial reorganization of 
cells. By performing mass transport analysis, it is determined that there is a significant increase in 
deterministic transport after 24 hours, suggesting that the network has shifted from extending 
neurites to transport of materials along these extensions. Finally, by measuring the angular 
scattering from the culture, the temporal evolution of spatial correlations in the system has been 
quantified. Interestingly, the data shows that the increase in spatial correlations at the scales of 
cluster size and inter-cluster distances coincides with the shift in growth rate and transition from 
diffusive to deterministic intra-cellular transport. This observation suggests that, in this system, 
the majority of spatial organization occurs after clusters in the network are already well connected. 
In order to test this hypothesis, the same measurements and analysis are performed on a culture in 
which neurite outgrowth was chemically inhibited. In this case, as expected, no increase in mass 
is detected as there was no extension of neurites, no shift to deterministic transport after 24 hours, 
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as there are no connections between clusters to transport material, and no increase in spatial 
correlations (self-organization).  
To further understand the formation of neuronal networks, filopodia dynamics have been 
studied using various methods, including dry mass analysis and dispersion-relation phase 
spectroscopy. Because filopodia work as the fingers or the pathfinders for neuronal processes, 
studying their dynamics reveals a deeper understanding of neuronal network formation. In order 
to measure the minute structures, a high magnification (63x/1.4NA) objective has been used for 
SLIM and the dynamics of these structures is measured. To correctly infer the meaning of the 
phase measurement, two different drugs have been used along with the untreated control sample. 
Semaphorin3A is a drug that selectively enhances the dendrite growth while reducing the axon 
growth. Micro RNA 125b (miR-125b) inhibitor is a drug that reduces the dendrite growth. The dry 
mass fluctuation over time is observed to be larger in the neurons treated by semaphorin3A than 
in the untreated neurons. DPS on these cells also shows that the semaphorin3A treatment enhances 
the directed motion of the filopodia, which is related to their retraction and the extension. miR-
125b inhibitor treated cells, when compared to the untreated cells, showed a larger filopodia dry 
mass standard deviation. Moreover, the treated cells showed a larger value for average rate of dry 
mass change than the untreated sample. Both results agree with the expectation that, in the miR-
125b inhibited cells, the dendrite growth is reduced and thus the filopodia extension and retraction 
are also reduced.  
One of the advantages of using SLIM for neuroscience is that the quantitative phase data 
can be analyzed in many different ways to provide a meaningful explanation for the live biological 
samples and their activities. For example, in addition to the dry mass standard deviation and the 
DPS plot, the filopodia dynamics in semaphorin3A can be analyzed by looking at the rate of dry 
mass change. This additional metric that describes the filopodia dynamics strengthens the previous 
speculation that the filopodia at the tip of a dendrite are much more dynamic than those on the 
shaft. Obviously, these metrics are not the only ones, and the quantitative data allows one to 
develop new metrics to explain the biological activities. Therefore, developing new metrics or a 
new analysis method to explain these data is certainly worthwhile.  
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Figure 3.9. Rate of dry mass change for the semaphorin3A treated neurons. The rate of change is 
separated into six different categories as indicated in the plot to show that the filopodia at the tip of 
a dendrite are much more active than those on the shaft. 
In conclusion, the methods and analysis that have been developed and proven here can be 
applied to a variety of studies in neuroscience and beyond, with the potential to transform how 
basic behavior such as growth, spatial organization, and transport are measured and quantified. 
Since SLIM is easily interfaced with existing microscopes, it is also possible to incorporate 
commonly used tools to provide external perturbation such as microelectrode arrays, optical 
tweezers, microfluidics and micropipettes. The analysis methods provide a practical way to 
characterize the spatial correlations in neural networks at all relevant spatial scales simultaneously. 
Combining external stimulation with the technology demonstrated here, it will be possible to 
quickly assess the effects of various forces on the natural evolution and maturation of a neural 
culture, opening the door to develop novel experimental strategies and, potentially, new 
therapeutic methods. The correlation between the SLIM measurements and the in vivo outcomes 
of transplanted cells, such as level of sensory and motor function, will likely expedite efficacy and 
optimization of neural stem cell therapies.  
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CHAPTER 4: WHITE-LIGHT DIFFRACTION TOMOGRAPHY (WDT) 
4.1. INTRODUCTION 
A transparent object illuminated by an electromagnetic field generates a scattering pattern 
that carries specific information about its internal structure. Inferring this information from 
measurements of the scattered field, i.e., solving the inverse scattering problem, is the fundamental 
principle that allowed X-ray diffraction measurements to reveal the molecular-scale organization 
of crystals [2] and, more recently, image cells with nanoscale resolution [166, 167]. The scattered 
field is related to the spatially varying dielectric susceptibility of the scattering object by a 
transformation that simplifies considerably and, more importantly, becomes invertible, when the 
incident field is only weakly perturbed by the presence of the object. In this regime, the first order 
Born approximation [168] and Rytov approximation [169] have been used to retrieve the 3D spatial 
distribution of the dielectric constant unambiguously. Implementation of inverse scattering 
requires the knowledge of both the amplitude and phase of the scattered field. This obstacle, known 
as the phase problem, has accompanied X-ray diffraction measurements throughout its century-
old history.  
In 1969, Wolf proposed diffraction tomography, as a reconstruction method that combined 
the X-ray diffraction principle with optical holography [5]. Unlike X-rays, light at lower 
frequencies is amenable for phase imaging measurements, as demonstrated notoriously by Gabor 
[20]. In recent years, due to new advances in light sources, detector arrays, and computing power, 
quantitative phase imaging (QPI), in which optical path-length delays are measured at each point 
in the field of view, has become a very active field of study [19]. Whether involving holographic 
or non-holographic methods [27, 37, 49, 69, 112, 170, 171], QPI presents new opportunities for 
studying cells and tissues noninvasively, quantitatively, and without the need for staining or 
tagging [29, 30, 113, 172-175]. Projection tomography using laser QPI has transferred ideas from 
X-ray imaging and enabled 3D imaging of transparent structures [176-178]. More recently, this 
method has been applied to live cells [8, 10, 12, 61]. This type of reconstruction employs a complex 
setup because it requires either scanning the illumination angle or rotating the specimen about a 
fixed axis. As a result, this method is limited to shallow depths of field [179]. Importantly, without 
additional efforts, such as synthetic aperture [12] and digital de-noising techniques [75], laser light 
imaging is plagued by speckles, which ultimately limit the resolving power of the method [11]. In 
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order to mitigate this problem, tomographic methods based on white light have also been proposed 
[63, 115]. These approaches require a priori knowledge of the 3D point spread function of the 
instrument and ignore the physics of the light-specimen interaction. Despite these efforts, 3D cell 
imaging is still largely restricted to confocal fluorescence microscopy, an invasive method [180].  
Here, a new approach, refered to as white light diffraction tomography (WDT), for label-
free tomography of live cells and other transparent specimens is introduced. WDT offers high 
performance, simple design, and suitability for operation in a common microscopy setting. Its main 
features can be summarized as follows. First, WDT is a generalization of diffraction tomography 
to broadband illumination. Second, WDT operates in an imaging rather than scattering geometry. 
Note that this is a departure from the far-zone, angular scattering, traditionally employed in X-ray 
diffraction. When dealing with transparent objects, measuring the complex field at the image plane 
yields higher sensitivity than measuring in the far-zone [101]. Third, WDT is implemented using 
an existing phase contrast microscope with white light illumination and the 3D structure is 
recovered by simply translating the objective lens, which scans the focal plane axially through the 
specimen. Since phase contrast microscopes are commonly used, the method shown here could be 
adopted at a large scale by non-specialists. 
 
4.2. WDT THEORY 
Scattering of a plane wave through a scattering medium, as shown in Fig. 4.1, can be represented 
using a Helmholtz equation. The inhomogeneous Helmholtz equation, which describes the field 
U  in a medium with index distribution of  n r  is 
        2 2 20, , , 0U n U      r r r , (4.1) 
where  0 c    is the wavenumber in vacuum. We re-arrange Eq. (4.1) as 
          2 2 2, ( ) , , ,o UU U           r r r r , (4.2) 
where    0n     (we assume non-dispersive objects),  n n r r is the spatially averaged 
refractive index, and      2 2, ,n n    r r  is the scattering potential. The total field 
 ,U r can be written as      , , ,i sUU U   r r r , where  ,iU r is the incident wave. Ui 
satisfies the homogeneous wave equation,  
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      2 2, , 0i iU U     r r . (4.3) 
 
Figure 4.1. A description of the inverse scattering problem and the obtained solution, under the first-
order Born approximation, where the plane wave’s wavefront is perturbed by the object. 
Equation (4.3) has a plane-wave solution      , i ziU A e
 
 r  where  A   is the spectral 
amplitude of the incident field.  Subtracting Eq. (4.2) from Eq. (4.3) gives  
            2 2 2, , ,s s oU U U          r r r r . (4.4) 
From Eq. (4.4) it can be clearly seen that the driving term of the right-hand side represents the 
interaction of the object scattering potential χ with the total field U. Under the first Born 
approximation, i.e.,    , ,s iU U r r ,  ,U r  on the right-hand side can be approximated 
as  ,iU r , allowing Eq. (4.4) to be rewritten as 
              2 2 2, , , i zs s oU U A e
 
           r r r . (4.5)
 
Instead of employing the traditional Green’s function approach and the angular spectrum 
representation (Weyl’s formula), a solution for the scattered field is obtained directly in the 
wavevector space, using the 3D Fourier transformation. First, a 3D Fourier transform of Eq. (4.5) 
is performed, which yields 
          2 2 20, ,s zk U A k                kk . (4.6) 
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In Eq. (4.6), the shift theorem of Fourier transforms is used, namely, 
     , ,i z ze k
 
       kr , where the arrow indicates Fourier transformation. Note that, 
throughout the manuscript, the same symbol for a function and its Fourier transform is used but 
all the arguments are carried explicitly in order to clearly identify the domain in which the function 
operates. For example,   k  is the Fourier transform of   r . 
From Eq. (4.6), the scattered field sU  is obtained immediately,  
      
 
 
2
0 2 2 2
,
,
z
z
s
k
U A
k k
  
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 


   
 
k
k
. (4.7) 
Next, an expression for the field as a function of axial distance z is derived, by arranging the terms 
such that a 1D inverse Fourier transform with respect to kz can be easily performed. Toward this 
end, a k -dependent propagation constant,  
2 2q k    , is defined and Eq. (4.7) is rewritten 
as  
         20
1 1
, ,
2
1
z
z z
sU A k
q k q k q
      
 
          
kk . (4.8) 
Since SLIM imaging experiments only measure the transmitted field or the forward scattered field, 
the backscattered field,  1 zk q , can be ignored. An inverse Fourier transform on Eq. (4.8) is 
performed with respect to 
zk  in order to obtain the forward scattered field as a function of 
transverse wavevector, k , axial distance, z, and angular frequency, ω: 
  
   
   
2
0
, ; ,
2
i z iqz
s z
A
U z z e e
q
   
      k k ⓥ . (4.9) 
In Eq. (4.9), zⓥ  indicates convolution along the z-dimension,    
( )iqz iq z z
zf z ez f dze



  ⓥ . 
It can be easily seen that the convolution of a function with a complex exponential yields the 
Fourier transform of that function multiplied the complex exponential, which yields the simple 
result      , ; ,i z iqz iqzzz e e e q
           k kⓥ
.  
37 
 
In order to insert the result of Eq. (4.9) into Eq. (2.5), a Fourier transform of  12 , r  
needs to be taken with respect to the transverse position vector,  ,x y r . Since  ,rU r  is a 
plane wave propagating in z-direction, Eq. (2.4) in k -space is 
      12 , , , , ,s rW z U z U z  

  kk . (4.10) 
Using the solution of 
sU  from Eq. (4.9) and    
 
,
i z
rU z A e
 
   , Eq. (4.10) is calculated as 
  
     
 
2
12
2
, , ,
iz q
o S e
q
W z q
 
  
   
  
 

   k k , (4.11) 
where    
2
S A   is the power spectrum of the illumination field. Using Eq. (2.5), the 
temporal cross correlation at zero-delay is obtained as a function of the frequency integral 
  
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12
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     k k . (4.12) 
With the relation   0n n c     , the integral variable can be changed from d  to d , 
 S  to  S c n , such that Eq. (4.12) becomes 
  
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 
2
12
0
3
, ,
2
0 ,
iz q
S c n e
z
q
c
dq
n
 
  

    k k . (4.13) 
Experimentally,  S   is measured. Therefore, to obtain the spectrum distribution for
 S c n  from  S  , the Jacobian transformations,    S c n nS c   and 
   2 2S S    , are considered. In order to evaluate the integral in Eq. (4.13), a new 
variable 2 2Q q k       , is defined from which we have  2 2 2Q k Q     and
 22 2q Q k Q   . Substituting d  for dQ , the Jacobian  2 21 2 2d dQ k Q     is 
considered. Then, Eq. (4.13) becomes 
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In Eq. (4.14),  is the function that incorporates all the details of the instrument response. 
Note that the k  coverage of   is limited to a maximum value 
max
0NA k , where NA is the 
numerical aperture of the objective. By measuring z-stacks in SLIM, an object’s 3D distribution 
can be reconstructed through deconvolution of Eq. (4.14). Alternatively, Eq. (4.14) can be written 
in the spatial frequency domain as a product, namely, 
      12 ;0, , ,Q Q Q   k k k , (4.15) 
where  
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,
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Qn Q
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   
 
k . (4.16) 
 
4.3. FREQUENCY COVERAGE & RESOLUTION 
Notice that Eq. (4.16) gives the coherent transfer function or the Fourier transform of the 
point spread function (PSF) of the imaging system. Therefore, by measuring the source spectrum 
and filtering according to the NA of the objective, the coherent transfer function of the system can 
be calculated directly. 
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Figure 4.2. Spectrum of the white light source for SLIM, measured over the range of 340nm to 
1028nm. The y-axis is in arbitrary units. 
First, the optical spectrum (Fig. 4.2) of the lamp (12V, 100W Hal, square filament, Zeiss) 
is measured at 3200K using a fiber optic spectrometer (Ocean Optics USB2000+ Fiber Optic 
Spectrometer). Since the spectrum is measured as  S   in air, the Jacobian transformation 
introduced in the previous section is taken in order to obtain the spectrum in terms of variable 
 2 2 2Q k Q    . Next through numerical calculations, this spectrum is resampled onto a 3D 
grid in spatial-frequency space  , ,x yk k Q . For a 63x/1.4NA objective, each pixel in space 
corresponds to 45 nm and each z-slice is separated by 200 nm. Because of the quadratic 
relationship between Q and β, the resampling yields two duplicates of the spectrum. Therefore, the 
second of the two duplicates which appears at high Q is removed by applying a spatial low-pass 
filter with cutoff Q k . Further filtering in Q is performed to incorporate the physical minimum 
and maximum value of Q and the maximum  value, which is determined by the NA of the 
objective, 
max
0k NA  . In order to avoid well known numerical artifacts due to sharp cutoffs in 
the frequency domain, a simple apodization procedure is used in order to smooth the edges of the 
filter function. In detail, the filter function is convolved with a narrow Gaussian function of a width 
that is 5% of the system’s maximum transverse frequency, 
maxk . Finally, the coherent transfer 
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function (shown in Figs. 4.3a and 4.3b) is Fourier transformed to obtain the PSF and compared 
with the measured PSF (shown in Figs. 4.3c and 4.3d).  
 
Figure 4.3. 3D coherent transfer function calculated for 63x/1.4NA objective. (a) 3D rendering of 
the instrument transfer function, using the proposed WDT calculation. (b) Cross-section of the 
transfer function at ky = 0 plane. (c) Calculated and measured PSF at z = 0 plane. (d) Calculated and 
measured PSF in y = 0 plane.  
 
4.4. DECONVOLUTION METHOD 
SLIM measures the 3D complex field distribution, i.e. phase and amplitude, which can be 
expressed as a convolution between the point spread function (PSF) of the imaging system,   r , 
and the structure of the object,    2 2n n  r r . The real field is represented as a complex 
analytic signal,        U    r r r rⓥ , which also contains a signal-independent noise term, 
  r . Considering a weakly scattering phase object with very small absorption, where most of 
the useful information is contained in the phase image, it is reasonable to assume that the amplitude 
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of the field is constant over the entire space. Therefore, the deconvolution can be performed on the 
phase term only,  exp i  r . The function that our algorithm minimizes is 
  
 
       
2
2
1ˆ arg min exp exp
2
i i R

               
r
r r r r rⓥ , (4.17) 
where 2  is the noise variance,   is the regularization parameter, and R is the regularization 
functional. For simplification, these purely phase-dependent fields can be expressed in vector 
forms. 
  
2
2
1ˆ arg min
2
R

  
f
f g Σf f , (4.18) 
where g represents the measured field,  exp i   r , f represents the unknown field from the 
structure,  exp i  r , and Σ represents the convolution matrix corresponding to the PSF.  
Phase contrast (PC) images are highly sensitive to the sharp object boundaries, but not to 
slow variations in the background region. For small scale objects, such as a biological cell, these 
characteristics of PC allow us to use the sparse representation [181], which has been used to solve 
a number of imaging problems [63, 182, 183], and also has been shown to generally have superior 
performance to classical deconvolution methods [182, 184]. When an appropriate transform is 
applied to a phase image, only a few of the transform coefficients contain most of the signal energy 
while all the other coefficients become very small. This situation is known as transform sparsity. 
In this work, the first- and second-order directional difference operators,  1 1  and  1 2 1  , 
along with 45° and -45° first-order derivative filters, 
1 0
0 1
 
 
 
 and 
0 1
1 0
 
 
 
, are used as 
transforms. For each plane in the image, x-y, y-z and z-x, these 2D transforms are applied and a 
total of 12 transforms are generated to hold the spatial variations. Therefore, by applying the sparse 
deconvolution principle with these filters, the problem in Eq. (4.18) can be expressed as 
    
2
2
,
1ˆ ˆ, arg min
ki
T
ki k k k
k


  
f
f g Σf D f A D f , (4.19) 
where ki  are the weighting coefficients for each plane, i, Dk are the transform matrices, and Ak 
are diagonal matrices with ki  in the diagonal. This problem is solved by an alternating iterative 
minimization scheme where only one unknown is estimated at a time while others are fixed. As a 
42 
 
result, the complex image f is estimated by taking derivative of Eq. (4.19) and setting it to zero. 
Therefore, the solution is of the structure is  
 
1
2ˆ T T T
k k k
k


 
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 
f Σ Σ D A D Σ g , (4.20) 
and the weighting coefficients are estimated to be 
 2
1
ˆ
ˆ( )
ki
k
i



D f
, (4.21) 
where ε is a small number (10-9 in our case) used to avoid the trivial solution.  
 
 
Figure 4.4. Point spread function profiles and resolution improvement. (a) Point spread function in 
the z=0 plane, showing the calculated result, measurement, and the deconvolved measured PSF using 
the calculated PSF. (b) Point spread function in the y=0 plane, showing the calculated result, 
measurement, and the deconvolved measured PSF using the calculated PSF. (c) Profile of the 
measured PSF and the deconvolved PSF in x-direction, which shows FWHM decrease from 398nm 
to 285nm. (d) Profile of the measured PSF and the deconvolved PSF in z-direction, which shows 
FWHM decrease from 1218nm to 967nm. 
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Using this approach, first a deconvolution of the measured point spread function is 
performed using the theoretical PSF corresponding to the 63x/1.4NA Oil Ph3 M27 objective. In 
the ideal case, the resolution gain should be very high so that the deconvolved PSF essentially 
reaches a spatial delta function. However, because of the differences between the measured PSF 
and theoretical PSF which come from the lack of incorporation of errors and aberrations, the 
resolution gain is 1.39x in the transverse dimension (FWHM decreases from 398nm to 285nm) 
and 1.26x in the vertical dimension (FWHM decreases from 1218nm to 967nm). Figure 4.4 
illustrates this increase in resolution.  
 
4.5. 3D IMAGING OF LIVE CELLS 
After validating the WDT method using a polystyrene microbead sample (see Appendix 
B), WDT was applied to measure spiculated red blood cells, known as echinocytes. This 
morphological abnormality is well documented and can be an indication of transitory stress (e.g., 
osmotic stress) or a sign of a serious disease [30, 185]. This interesting 3D morphology is used 
here as a test sample and employed a scanning electron microscopy (SEM) image and a confocal 
fluorescence microscopy image [186] as a control imaging method (Fig. 4.5a). The sample was 
prepared as a blood smear on a glass slide, and phase images were measured using spatial light 
interference microscopy (SLIM). Unlike SEM and confocal microscopy, which need sample 
preparations, such as metal deposition and fluorescence labeling (Calcein and DiI in Fig. 4.5a), 
WDT is label-free and works without sample preparation. Furthermore, the irradiance at the 
sample plane in WDT is 6-7 orders of magnitude lower than in confocal microscopy [112], which 
provides a less harmful environment for the sample. The axial data (z-stack) was acquired with a 
step of 250 nm and a precision of 10 nm ensured by the piezoelectric nosepiece. With the (x, y, 
z) function computed for a 40x/0.75NA objective, the 3D deconvolution is performed based on the 
sparsity constraint [63, 111]. Figure 4.5a shows a SLIM projection image of an echinocyte and its 
corresponding deconvolved image, along with a SEM image of a similar echinocyte. Sharper 
surface structures of this red blood cell are observed in the deconvolved image, as expected. Figure 
4.5b shows the 3D rendering of the raw z-stack images as well as its corresponding deconvolution, 
as indicated. Again, the protrusions in the cell membrane show more details in the deconvolved 
image. This result is more clearly evidenced by investigating one slice from the tomogram, Fig. 
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4.5c, which shows one slice where the empty space between spicules is revealed in greater detail 
after deconvolution. 
 
Figure 4.5. A spiculated red blood cell imaged using a 40x/0.75NA objective. The reconstruction 
uses a z-stack of 100 images each with 128x128 pixels, which takes about 5 minutes for sparse 
deconvolution. (a) Measured z-slice of a spiculated red blood cell and the corresponding 
deconvolution. An SEM image and a confocal of similar cells are shown for comparison. (b) 3D 
rendering of the raw data and the corresponding 3D deconvolution. (c) A measured z-slice and the 
corresponding deconvolution result, which show the empty space between spicules on the red blood 
cell. The scale bars represent 2 μm in space. 
This approach is further applied to image Escherichia coli (E. coli) cells. A z-stack 
consisting of 17 slices with a step size of 280 nm has been obtained. Figures 4.6a-b show the 
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middle frame of raw data and the reconstructed z-stack. Upon deconvolution, the previously 
invisible protein helical subcellular structure of E. coli is resolved. These interesting structures 
have recently been investigated due to the development of high-resolution fluorescence 
microscopy techniques, by which the sub-cellular localizations of different proteins, such as 
MinCD complex, FtsZ, and MreB, are recorded. It has also been discovered that this helical 
structure is also related to Lipopolysaccharides deposition [63, 187-189]. The 3D rendering of this 
E. coli cell is shown in Fig. 4.6c. Only the bottom half of the cell is shown in the figure to 
emphasize the helical subcellular structure. Figures 4.6d-f show profiles along the directions 
indicated in Figs. 4.6a-b.  
 
Figure 4.6. An E. coli cell imaged using a 63x/1.4NA oil immersion objective. A z-stack of 17 
images each with 128x128 pixels is used for the reconstruction, which takes about 3 minutes for 
sparse deconvolution. (a) The center frame of a z-stack measurement. (b) Deconvolution result of 
the same z-slice as (a), which clearly shows a resolved helical structure. (c) Center cut of the 3D 
rendering of the deconvolved z-stack, which shows both the overall cylindrical morphology and a 
helical sub-cellular structure (Media 2). (d-f) Cross-sections of the measured z-stack (top row) and 
the deconvolved z-stack (bottom row). Each figure label corresponds to the markers shown in (a-b) 
and in the same scale as (a-b). The scale bars represent 2 μm.  
In order to study more complex subcellular structures, human colon adenocarcinoma cells 
(HT29) are imaged using 63x/1.4NA oil immersion objective. The z-stack consisting of 140 frames 
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was acquired in 150 nm z-steps. The results obtained on a cell that has recently divided are 
summarized in Fig. 4.7. At the bottom of Figs. 4.7a-b, specific regions of interest from the cell are 
shown in x-z and x-y cross sections. The comparison shows an increase in resolution in both the 
longitudinal direction (left, red box) and transverse direction (right, yellow box). The deconvolved 
z-stack are used in order to generate the 3D rendering of the HT-29 cell. Since WDT, like other 
quantitative phase imaging techniques, does not provide specificity, subcellular structures are 
selected using a combination of features, including shape and refractive index. For example, 
nucleoli have the highest refractive indices in the cell and the nuclear membrane surrounding them 
typically reveals the cell nuclei. Figure 4.7c shows a false-colored 3D image of HT-29 cell, where 
we can clearly observe the sub-cellular structures: cell membrane in blue, nuclei in green, and 
nucleoli in red. These areas are first chosen by applying a threshold based on the phase values (0.6 
rad for nucleoli and 0.1 rad for membrane) and then detailed based on morphology. 
 
Figure 4.7. An HT29 cell imaged using a 63x/1.4NA oil immersion objective. A z-stack of 140 
images is used, and each with a dimension of 640x640. Due to the large image dimension, the image 
is split into 25 sub-images for faster deconvolution. Overall, the deconvolution process took about 
an hour. (a) A measured z-slice (top), a cross-section at the area indicated by the red box (bottom 
left) and a zoomed in image of the area indicated by the yellow box (bottom right). (b) A deconvolved 
z-slice corresponding to the measurement shown in (a)(top), a cross-section at the area indicated by 
the red box (bottom left) and a zoomed in image of the area indicated by the yellow box (bottom 
right). By comparing (a) and (b), the resolution increase can be clearly seen. (c) A false-colored 3D 
rendering of the deconvolution result. The scale bars represent 5μm in space. 
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Again, because of the lack of specificity, the phase-based segmentation provides only a crude way 
of identifying each cellular component. However, as shown in Fig. 4.7, a few specific cellular 
structures, such as nucleoli, nucleus, and plasma membrane, can be identified using the phase 
values. A comparison between a WDT image and a fluorescence image is shown in Fig. 4.5, by 
showing the structures of an echinocyte, and also in Appendix E. 
4.6. 4D IMAGING OF LIVE CELLS 
In order to show the capability of long-period measurement of WDT, a result from imaging 
a HeLa cell using WDT is shown here. HeLa cells are prepared in a 35mm glass bottom dish 
(MatTek, P35G-1.0-14-C, uncoated) with Eagle’s minimum essential medium (EMEM, ATCC, 
30-2003) mixed with 10% fetal bovine serum (FBS, ATCC, 30-2020). This dish is then kept in the 
incubator (37°C, 5% CO2) in order for the cells to adhere to the dish and settle. Throughout 
imaging, the same environment is provided to the sample using the incubator (XL S1 W/CO2 kit, 
Zeiss) and a heating insert (P S1/Scan stage, Zeiss). 
 
Figure 4.8. WDT reconstruction of a HeLa cell measured at 2 hours into the measurement over 
extended period of time. (a) z-stack after the reconstruction represented by its sections: (center) x-y 
plane taken at z = 4 μm from the bottom of the cell, (right) y-z section taken at the orange dashed line 
indicated on the center figure, (bottom) x-z section taken at the red dashed line indicated on the center 
figure. (b) 3D rendering of the same z-stack. The scale bar indicates 10 μm in sample plane. 
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SLIM measurement was performed every hour, taking a z-stack of 100 quantitative images 
each separated by 0.2 μm in depth. Figure 4.8a shows a z-stack taken at 2 hours into the 
measurement, represented by its sections through x, y, and z. This z-stack is then rendered using 
ImageJ 3D project module to record a 360° rotation of the cell in 3D (Fig. 4.8b). The same 
measurement process was repeated every hour, capturing the cell over time for 24 hours. 
Importantly, the HeLa culture was kept on the stage of the microscope during this 24 hour period 
without being disturbed or dying because of the well-controlled environment. Figure 4.9 show the 
images over time, taken at certain z-positions (indicated in the bottom figure of Fig. 4.8a) from 25 
separate z-stacks. Notice that for each of these images, active movements of the cell and even the 
increase in the number of nucleoli, which indicates the viability of the cell under this environment, 
are observed. Therefore, this demonstrates the capacity of WDT imaging over an extended period 
of time. 
 
Figure 4.9. 4D high resolution image of a HeLa cell taken with WDT shown at three different z-
planes (z = 0.6 μm, 4 μm, 8 μm) as indicated in Fig. 4.8. Cell growth and viability are evident in the 
increasing number of nucleoli and the membrane movement at the bottom and the top of the cell. 
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4.7. SUMMARY AND OUTLOOK 
The study here shows that using spatially coherent and temporally incoherent light, 3D 
structure information can be retrieved unambiguously simply by scanning the focus through the 
object of the microscope. This type of reconstruction requires a new theoretical description of the 
interaction between a weakly scattering object and broadband light and is presented here for the 
first time. In essence, WDT theory generalizes Wolf’s diffraction tomography [5] to white light 
and correctly predicts that the sectioning capability is the result of the combined effect of 
coherence and high numerical aperture gating. As a result, the imaging system’s response (point 
spread function) can be calculated for quantifying the resolution, which turns out to be 350 nm 
transversally and 890 nm axially. Solving scattering problems using a quantitative phase 
microscope, i.e., measuring at the image plane instead of the far-zone, is a powerful new concept 
that allows us to acquire light scattering data from completely transparent objects with high 
sensitivity and dynamic range. In practical terms, WDT renders 3D images of unlabeled cells in a 
traditional environment of an inverted microscope, allowing for cell imaging in an extended period 
of time. 
 
Figure 4.10. WDT of a rat hippocampal neuron. A vertical slice (along the dashed line on the bottom 
right figure) and two horizontal slices imaged at two different depth (indicated in the top figure) are 
presented. 
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Expanding the technique to larger and thicker samples is also possible as long as the 
samples are under the first-order Born approximation regime. In other words, WDT is capable of 
imaging not only single cells, but also thin tissue samples, such as biopsies and brain slices. More 
specifically, WDT can be optimized to have a large penetration depth while maintaining the 
resolution at the proper level to study cell dynamics, because the scattering cross-section is 
proportional to the fourth power of the wavelength and the scattering mean free path increases 
much faster than the decrease in lateral resolution. Therefore, while studying single cell dynamics 
in 3D using the current system, the improved WDT with an IR source will bring a new perspective 
into complex structures, such as neuronal networks and also the brain. As the first step of applying 
WDT to neuroscience, single-cell imaging on rat hippocampal neurons has been demonstrated as 
shown in Fig. 4. 10. In conclusion, WDT is anticipated to become a standard imaging modality in 
biomedical imaging, complementing established technologies such as confocal microscopy. 
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CHAPTER 5: REVERSIBILITY OF SCATTERED FIELDS 
5.1. INVERSE SCATTERING PROBLEM FOR THICK SAMPLES 
The theoretical result of WDT provides us a quick and accurate way of solving the wave 
equation in the wave-vector domain. It is important to notice that there is no approximation made 
in the formulation, other than the first-order Born approximation. Therefore, this approach can be 
used for any scattering problems under the Born approximation. Moreover, combining with the 
previous work in deterministic signal associated with a random field [190] (see Appendix E), the 
WDT theory can give an inverse scattering solution for any scattering problem under the Born 
approximation, even when the incident light is not a plane wave. This implies that any scattering 
problem, whether or not the scattering medium is under the Born approximation, can be solved 
using WDT. Because any scattering medium can be sliced into thin sections that are under the 
Born approximation regime, the scattering problem can be solved. Furthermore, because the 
incident wave does not have to be a plane wave in order to obtain a solution using WDT, the 
scattered field from the first slice of the sample can be considered as an incident field for the second 
slice and provide an inverse scattering solution for the first two slices. Repeating this approach 
until we cover all of the slices from a scattering medium, the scattering problem can be solved 
analytically. 
Recent studies in time-reversal techniques [191-194] can be explained using WDT by 
solving the wave equation for highly scattering samples. Because WDT provides a full solution 
for the scattering problem, the full inverse scattering solution for the turbid media can be obtained 
as well, and the constraints needed in order for time-reversal to work can be determined. In this 
section, it will be shown that as a plane wave scatters from an object under the Born approximation, 
the average wave-vector, kz, in the direction of propagation decreases. This result implies that as 
scattering happens multiple times throughout the slices of a thick sample, kz continues to decrease, 
and at a certain point, we lose the information of the phase of the incident wave completely because
0zk  . At this point, the information cannot be recovered through phase conjugation and thus 
cannot be time-reversed. This interesting result will be treated in more depth in the following 
sections. 
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5.2. LIGHT SCATTERING, TIME REVERSAL THEORY, AND PHASE 
Light scattering rather than absorption is the physical phenomenon that renders our bodies 
opaque. We can appreciate this basic fact by a simple experiment: closing our eyelids while 
looking at a bright object, we find that the image on the retina is completely blurred out. We can 
conclude that even a sub-millimeter layer of tissue is sufficiently turbid to scramble the visible 
light. With respect to imaging, this is rather unfortunate because, unlike X-rays and -rays, the 
visible electromagnetic radiation is non-ionizing and, thus, more suitable for noninvasive imaging 
of the living tissue. Moreover, compared to ultrasound and magnetic resonance imaging, light 
imaging provides higher resolution and contrast [195]. Nevertheless, optical waves are strongly 
scattered by biological tissue and the imaging depth is limited to very superficial layers. Elastic 
light scattering, i.e., modification of the propagation direction of light without a change in 
wavelength, is induced by the inhomogeneity of tissue at multiple spatial scales [196]. For 
example, individual cells, are highly compartmentalized structures, with lipid membranes 
surrounding various micron-sized vesicles and organelles, all suspended in an aqueous solution, 
the cytoplasm [197]. These morphological features translate into refractive index inhomogeneity 
and, consequently, scattering.  
Various technologies have been developed to extend the imaging depth attainable with 
optical imaging. Confocal microscopy reconstructs a fluorescence image by point-scanning and 
spatially filtering much of the light scattered below and above the plane of focus [180]. This simple 
approach allows for imaging deeper inside the tissue. Two-photon fluorescence microscopy 
images deeper than confocal microscopy by using longer wavelengths for excitation and better 
intensity confinement due to the nonlinear interaction [198]. Optical coherence tomography was 
developed to produce intrinsic contrast (i.e., without fluorophores or dyes) deeper in the tissue 
using the limited temporal coherence as an optical sectioning mechanism [13]. Diffuse optical 
imaging exploits the diffuse light and yields higher depth imaging at the expense of spatial 
resolution [199]. Photoacoustic imaging is a hybrid method that relies on the photoacoustic effect 
[200]. Diffuse waves that are absorbed deep in the tissue generate heat, resulting in thermoelastic 
expansion and ultrasonic emission. Detecting the emitted ultrasound endows photoacoustic 
imaging a larger imaging depth than any other optical technique.  
Interestingly, in recent years, we have witnessed remarkable efforts toward another 
approach in dealing with this obstacle of light scattering.  Instead of aiming to suppress the 
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scattering, it was shown that conjugating the phase of the scattered field, i.e., sending the scattered 
field back in its time-reverse path, can enhance the transmission through tissue, thus making it 
more transparent (for a review, see [192]). Phase conjugation is a concept introduced by Zeldovich 
et al. in 1972 using stimulated Brillouin scattering [201]. Yariv [202] and Hellwarth [203] 
demonstrated phase conjugation using, respectively, second and third order nonlinear crystals. In 
the following years, the field has expanded, especially due to its potential of reducing tissue 
turbidity [204]. Wolf and colleagues investigated theoretically the process of phase conjugation in 
scattering media [205-207]. They found that the lack of experimental access to both backscattered 
and evanescent fields limits the applicability of phase conjugation [208]. Furthermore, Yariv 
pointed out that the principle of phase conjugation is intrinsically based on the paraxial 
approximation [209]. In spite of these early results, phase conjugation methods have recently been 
applied to strongly scattering media [192].  Exploiting recent developments in phase modulation 
devices, detector arrays, and phase retrieval algorithms, researchers have proposed ways to reverse 
light paths deep into the multiple scattering regime [210-217]. Previous dogmas establishing 
diffuse light and speckle fields as random [11, 218] and, thus, irreversible, have been called  into 
question [210]. Clearly, the basic process of scattering and its reversibility is insufficiently 
understood. What is the meaning of the “phase” associated with a multiply scattered field? Can 
one suppress turbidity in arbitrarily thick tissues? More generally, is the multiply scattered light 
spatially deterministic? 
This section will present a new description of light-matter interaction in arbitrarily thick 
tissues and provide unambiguous answers to the basic questions above. The results here resolve 
the apparent conflict between the early results by Yariv and Wolf and the recent results in phase 
conjugation. There are several key concepts in this approach that help to quantitatively describe 
the statistical nature of light scattering, the phase measurement, and its reversal, as follows. For an 
arbitrary field, the phase shift along a certain direction is defined by its spatial autocorrelation 
along that axis, whose phase is proportional to the average wavenumber of the field. Furthermore, 
due to multiple scattering, the mean wavenumber of the field along the axis of propagation 
progressively decreases and eventually vanishes. At this point, the phase of the propagating field 
is not well defined, which renders phase conjugation impossible. In essence, the results show that 
the scattering process generates (spatial) randomness in the optical field, thus introducing a “spatial 
ratchet”, i.e., an irreversible component to the field. This effect is illustrated by showing phase 
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conjugation on dielectric particles of various sizes, as well as diffraction gratings of various sizes. 
This rather counterintuitive fact, that the interaction between a deterministic incident wave and a 
deterministic object results in a spatially random field, is proven to be a consequence of the 
uncertainty principle. This behavior applies to all types of waves scattered by inhomogeneous 
potentials and is consistent with the second principle of thermodynamics. Finally, it is shown here 
that, under the geometrical optics approximation, phase conjugation is always possible, without 
uncertainty, which is consistent with the early accounts by Yariv [209]. 
5.3. PHASE CONJUGATION AS SPATIAL REVERSIBILITY 
 
Figure 5.1. Simple phase conjugation using a phase conjugation mirror and a lens for different types 
of incident waves. (a) The simplest type of phase conjugation consisting a plane incident wave and 
a PC mirror. (b) PC of a Gaussian beam using lens and a PC mirror located where the wavefront 
becomes flat. (c) PC of a Gaussian beam when the PC mirror is placed where the wavefront is not 
flat. (d) The relationship between the width of the Gaussian beam and the PC mirror size governed 
by the uncertainty principle. (e) PC of an arbitrary wave, which consists of multiple plane waves, 
using multiple PC mirrors.  
Although sometimes it is referred to as “time-reversal”, phase conjugation (PC) is an 
operation that takes place entirely in the spatial domain. Clearly, we do not have experimental 
access to reversing the time axis; thus, PC is obtained by sending the field back in the opposite 
55 
 
direction in the spatial coordinate. Specifically, in PC the goal is to reverse the propagation 
direction of each of the k-vectors (modes) in the scattered field. Figure 5.1 gives an intuitive picture 
for the simplest type of PC, in which the phase conjugate mirror consists of a single element. Due 
to the field boundary conditions, a mirror reverses the sign of the component of the wavevector 
normal to its surface, kz in this case, and leaves the other components, kx, ky, unchanged. Therefore, 
a mirror can only reverse a single k-vector, i.e., it can only reverse the path of a plane wave 
perpendicular to the mirror’s surface (Fig. 5.1a). For example, to reverse the path of a Gaussian 
focused beam, the mirror must be placed precisely where the beam changes curvature, i.e., where 
it is a plane wave (Fig. 5.1b). Placing the mirror at any other position, where kx, ky are non-zero, 
results in imperfect phase conjugation (Fig. 5.1c). Moreover, due to the uncertainty principle, the 
width of the Gaussian beam is finite, and requires the PC mirror to be sufficiently large as shown 
in Fig. 5.1d. For a perfect plane wave, which does not have a spread of k-vectors, an infinitely 
large PC mirror needs to be used. Therefore, in order to conjugate an arbitrary wave, which consists 
of multiple k-vectors, there need to be multiple PC mirrors that are capable of compensating for 
the uncertainty in each k-vector (Fig. 5.1e). Next, a discussion of the physical meaning of a phase 
shift for arbitrary, spatially broadband fields, consisting of a superposition of plane waves, will be 
presented. 
5.4. PHASE AS A STATISTICAL QUANTITY 
Before calculating the field propagation in bulk tissues, the statistical meaning of the phase 
shift along a certain direction associated with a spatially broadband field will be emphasized in 
this section. Throughout this section, monochromatic, thus, temporally deterministic, fields will 
be considered. When a single monochromatic plane wave with frequency  propagates in vacuum 
along the z-axis, the phase change along z is simply   0z z  , with 0 c  , where c is the 
speed of light. However, for an arbitrary field, composed of a distribution of plane waves, the 
phase change along z at a particular point in space is defined via an average quantity 
   zz k z  .  (5.1) 
In Eq. (5.1), zk  is the average of k along the axis of propagation. The derivation for Eq. (5.1) is 
as follows. 
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Let us consider a monochromatic plane wave incident on a bulk tissue of volume V, which 
produces strong scattering. The goal is to study the effects of the scattering onto the phase 
associated with the scattered field. An arbitrary field at a particular point in space, 
 , ,x y zr
, is 
considered here (Fig. 5.2).  
 
Figure 5.2. An illustration of a plane wave with a wavevector, ki, incident on a piece of scattering 
tissue of volume V. 
Isolating the phase shift along the z-axis, the field can be written as 
      , , zi zU z A z e   
r
r r ,  (5.2) 
where A is a complex quantity and z

 the z-axis wavenumber, whose physical meaning is to be 
defined next. This phase distribution is precisely what is reversed in phase conjugation, namely, 
     , , zi zU z A z e    
r
r r
.  In order to define z

, the spatial correlation function along 
coordinate z is written as  
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Note that W is a measurable, deterministic function, with an amplitude and phase that are well 
defined. Thus, the rate of change of W along z, at each transverse coordinate r , within an arbitrary 
plane, say 0z  , can be calculated as 
V
x
z
y
ki
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The amplitude of the correlation function is maximum at the origin and, thus, 
 
0
, 0
z
W z z
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    r . Therefore, Eq. (5.4) can be simplified to 
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In evaluating the expression in Eq. (5.5), the central ordinate theorem and the differentiation 
property of Fourier transforms are used (see, e.g., Supplementary Information in [62]). Throughout 
this section, a function and its Fourier transform share the same symbol, distinguished by carrying 
the arguments so there is no confusion, i.e.,  , zW kr is the Fourier transform of  ,W zr over z, 
or the spatial power spectrum along that axis. 
Equation (5.5) establishes that the z-axis wavenumber of a spatially broadband field is the 
averaged z-axis component of the wavevector. This result is result is generally applicable to 
arbitrary fields. If the field is assumed to be statistically homogeneous (at least in the wide sense), 
the average 
zk  is coordinate-independent, i.e.,  z z  r . Thus, the average can be computed at 
the origin,  r 0 , in terms of the 3D spatial power spectrum, namely, 
 
 
 
3
3
z
V
z z
V
k W d
k
W d
  


k
k
k k
k k
. (5.6) 
With Eq. (5.6), the phase shift in z can be properly defined, via the global average of zk , 
  zz k z  . In order to minimize confusion and to emphasize the definition of phase as a 
statistical quantity, in the following sections, the average of zk  will be written as z , thus, 
  zz z  , as shown in Eq. (5.1). This definition of phase for spatially broadband fields is in 
complete analogy with that of temporally broadband fields, whereby the phase is  t t   [62, 
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151]. Eq. (5.6) can benefit from replacing the integral over z
k
 with a derivative over z at 0z  , 
which is much easier to evaluate. Thus,  
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where  ,x yk k k . This representation is particularly useful in the context of the scattering 
problem studied here, as the multiply scattered light, which will be discussed in the next section, 
varies in z only via a factor of the form  exp iqz . 
 
Figure 5.3. Relationship between the spread in the transverse wavevector and the phase shift along 
the axis, which is proportional to the average axial wavevector. (a) and (c) show the wavevectors, in 
red, associated with a propagating wavefront, in green. (b) and (d) show the spread of the transverse 
wavevector associated with the fields represented in (a) and (c), respectively. A smaller spread in the 
transverse wavevector, shown in (a) and (b), results in a larger average axial wavevector, shown in 
(a). A larger spread in the transverse wavevector, shown in (c) and (d), results in a smaller average 
axial wavevector, shown in (c). 
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The concept of the phase shift as an average quantity expressed in Eq. (5.1) is central to 
understanding reversibility of scattered waves. For example, the dispersion relation in vacuum 
connects the components of the k-vector with the temporal frequency, 
0 c  , such that 
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, (5.8) 
where 2 2,x yk k  are the second order moments of the wavevector’s transverse component. 
Clearly, Eq. (5.8) indicates that the larger the spread of k in the x-y plane, the smaller the average 
axial wavenumber, 
z , and the respective phase shift along z. Illustrated in Fig. 5.3 is the 
relationship between the spread of the transverse wavevector and the axial wavenumber. As the 
wavefront deviates from the plane wave, thus acquiring larger transverse wavevectors, the spread 
in the transverse wavevector increases and thus the average axial wavevector decreases. 
Comparing Fig. 5.3a to Fig. 5.3c, the wavefront in Fig. 5.3c has steeper fluctuations, which 
represent the larger spread in the transverse wavevector, as shown in Fig. 5.3b and Fig 5.3d. 
Therefore, the wavevector, which is represented by the red arrows in Fig. 5.3a and 5.3c, has a 
larger axial component in the case of Fig. 5.3a than Fig. 5.3c. As a side note, this effect gives rise 
to the Gouy phase in focused beams [219]. Next, we calculate the effects of multiple scattering 
upon z  and the phase shift associated with the resulting scattered field. 
5.5. MULTIPLE SCATTERING CORRUPTS PHASE 
Let us consider a tissue block characterized by a refractive index distribution,  n r , 
 , ,x y zr  as shown in Fig. 5.4. The complex field, assumed to be scalar, satisfies the 
inhomogeneous Helmholtz equation [62], 
        2 2 20U U U     r r r r , (5.9) 
where the scattering potential is defined as    2 2n n  r r , with n  the spatially averaged 
refractive index, 0 c  the wavenumber in vacuum and 0n   the wavenumber in the 
medium. Equation (5.9) is generally difficult to solve, except in the asymptotic regime of very 
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weak or very strong scattering. The weakly scattering regime applies to thin, transparent objects 
and is typically modeled via the Rytov or the (first-order) Born approximation (see, e.g., Chapter 
XIII in [168]). The strongly scattering regime, which occurs in the case of bulk tissues that of 
interest here, is typically described by disregarding the phase information and approximating the 
propagation by a radiative transport equation (see, e.g., Chapter 9 in [220]).  
 
Figure 5.4. Light scattering through a thick tissue block, resulting in multiple scattering events and 
a distorted wavefront. The tissue block can be considered as a series of multiple slices of thickness 
L.  
In order to study the phase information during the scattering process, a new approach is 
developed here for explaining the light-tissue interaction in the strongly scattering regime. The 
medium is “mentally” split into thin slices, of thickness L, each suitable for the first order Born 
approximation (Fig. 5.4). Note that each slice must be thin enough that the single scattering regime 
applies, yet much thicker than the wavelength so the effects of the evanescent fields from a slice 
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to the next are negligible, i.e., 
sL l , with ls the scattering length. For statistically 
homogeneous media, the final result will not depend on the particular value of L. The exact solution 
for the scattered field is computed for each slice and then used as a secondary source for the next 
slice and so on. After the Nth slice, the following expression for the field is obtained (see Appendix 
F for derivation). 
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where, 2 2q k   , n  is the scattering potential for the N
th slice, 
1nU   is the field at the output 
of slice 1n , and ⓥ  stands for a convolution operation over k . Equation (5.10) is remarkable 
in its simplicity and provides insights into the multiple scattering process. This solution represents 
the interference between the incident field, 
0U , and scattered field, sU . As multiple scattering 
builds up, power from the incident plane wave is transferred to other directions of propagation. 
This is a consequence of the destructive interference between the incident and scattered waves 
along the z-axis. As the field propagates over larger distances in the tissue, i.e., larger N, the spread 
in k  increases, as dictated by the convolution operation in Eq. (5.10). Remarkably, the multiply 
scattered field, NU  , depends on z only through the term 
iqze , which makes it particularly easy to 
compute the z-axis correlation and the mean axial wavenumber. It can be seen that the 
autocorrelation of the total field along the z-axis has the form 
00 0 0s s ssW W W W W    , where 
abW  is the z-axis correlation of fields aU  and bU  ,      , , ,ab a b zW z U z z U z

   
  r r r . Each 
of the terms is explicitly calculated as 
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and using these terms, an explicit expression for z  is obtained at the output of the scattering 
medium, in the form of (see Appendix F for a detailed derivation) 
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In Eq. (5.12), W  and ssW  are the spatial power spectrum of the total and scattered field, 
respectively, and both are real positive functions. Equation (5.12) represents the main result of this 
section, as it provides insight into the effects of scattering on z  and, thus, the measurable phase 
associated with the field, as follows. First, in the absence of scattering, the last term in Eq. (5.12) 
vanishes, 
z  , and the incident field remains a plane wave with well-defined phase. Second, 
under strong multiple scattering conditions, the optical power at each point is dominated by the 
scattered field, i.e., the incident field contribution is negligible and    3 3ssW d W d k k k k . 
Under these circumstances, the mean axial wavenumber becomes 
z q  . Since 
2 2 ,q k    it becomes apparent that cosz   , i.e., the mean axial wavenumber is 
proportional with the average cosine of the scattering angle. Importantly, after sufficient scattering 
events, the angular distribution of the field becomes isotropic, meaning that cos  and z  
vanish. At this point the phase shift at any point in space cannot be defined and, consequently, 
phase conjugation becomes impossible. This threshold for complete irreversibility, cos 0  , 
coincides precisely with the diffusion limit of multiple scattering (see, e.g., Chapter 9 in [220]), 
meaning that PC is inapplicable for tissue thicknesses larger than a transport mean free path. A 
third insight from Eq. (5.12) is that, in the paraxial approximation, k   and, consequently, 
q  . In this case, Eq. (5.12) yields again 
z  , which states that the field remains 
approximately a plane wave with well-defined phase. This is consistent with the observation by 
Yariv [209]. This is the reason why, under the geometrical optics approximation, when the object 
inhomogeneities are small over the scale of the wavelength, the PC works well. For example, 
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adaptive optics [221] is a well-established technique used to correct large scale wavefront 
distortions (aberrations) and operates essentially as PC in the geometrical optics regime. Because 
the phase distortions to be reversed are much larger than the wavelength of light, adaptive optics 
only corrects aberrations introduced by the imaging optics or global features of the object (e.g., 
thickness, overall curvature), rather than scattering effects. The effects of scattering on the mean 
wavenumber and the phase definition can be understood as the result of the uncertainty principle, 
as follows. 
5.6. PHASE AND THE UNCERTAINTY PRINCIPLE 
For an arbitrary field, the accuracy in defining the k-vector and position cannot both be 
arbitrarily high. Heisenberg stated this uncertainty principle in the context of quantum mechanics 
in 1927 [222]. Thus, the standard deviation of the k-vector and spatial spread along an axis satisfy 
the inequality 
 1 2xx k   , (5.13) 
where the equality holds for Gaussian distributions (see Appendix G). Note that the uncertainty 
relation does not place a bound on our ability to make measurements, but rather on the accuracy 
with which we can define the field distribution in the spatial and k-vector domain. Heisenberg 
emphasized this aspect: “Any use of the words "position" and "velocity" with an accuracy 
exceeding that given by equation (1) is just as meaningless as the use of words whose sense is not 
defined.” (pp. 15 in [223]).  
Equation (5.13) has two implications: 1) It states that, to accurately localize the field in 
space, one requires a broad distribution of wavevectors. 2) Defining a wavevector with high 
accuracy requires spatially spread-out fields, e.g., an infinitely accurate k-vector can only be 
defined for a (infinitely broad) plane wave. The latter repercussion is directly related to the 
discussion at hand. Because the inhomogeneity of the scattering potential is finite in space, the 
scattered field is characterized by uncertainties in the wavevector component along a certain 
direction, say, the z-axis in Eq. (5.12). This uncertainty increases as the multiple scattering events 
build up. In essence, as a result of the uncertainty relation, the interaction between a deterministic 
incident field (plane wave) and a deterministic but finite object results in a random field. As a 
result of the randomness building up upon multiple scattering, the entropy of the field, or the 
number of occupied spatial modes, increases [224]. The total field entropy reaches its maximum 
64 
 
when 0z  . Conversely, phase conjugation would reduce the entropy of the field and, thus, 
violate the second principle of thermodynamics [224]. The next section will investigate how the 
uncertainty relation effects phase conjugation in several cases of practical relevance. 
5.7. PHASE CONJUGATION OF LIGHT SCATTERED BY PARTICLES AND GRATINGS 
Eq. (5.12) can illustrate the performance of PC when the scattering medium has finite 
spatial features. The focus is on the physics of the problem rather than practical issues associated 
with measuring and conjugating the phase of the scattered field. Specifically, it is assumed that 
one can measure and change the sign of the scattered field without errors. Even under these 
circumstance propagating the field back through the object results in distortions with respect to the 
incident plane wave, and these distortions are increasingly significant as the size of the object 
approaches the wavelength of light. 
In order to discuss practical cases, first, a general solution describing a phase conjugation 
under the first-order Born approximation is obtained. Assuming a plane wave, propagating in z, 
 0
i zU Ae r , as the incident field, the scattered field through a sample,  , in the  , zk  domain 
is  
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 (5.14) 
Then the total forward-propagation field after scatting by the scatterer is 
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After the phase-conjugation mirror,    1, ,conjU z U z

 r r . Thus, in  , zk  space the reflected 
field becomes 
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and in the  , zkk  domain 
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After the phase conjugation mirror, this field goes through the particle for a second time. Therefore, 
the scattered field solution, using conjU  as the incident field, becomes 
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By combining Eqs. (5.16b) and (5.17), the field after the second scattering is 
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and the total field after the second scattering, which is also the reversed field, becomes 
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Assuming no absorption for the object,     r r , and in the wavevector space, 
   ,, q q       kk . Hence, the single-scattering terms in Eq. (5.19) are cancelled, 
leaving 
66 
 
      
 40
2 .,
,
, 0
4
iqz
i z
qA e
U z A e
q q
   



 
   
    
   
k
k
k kk ⓥ  (5.20) 
Equation (5.20) provides the general solution for phase conjugation through an object,  , and can 
be used to precisely simulate the time-reversed field  2 ,U zr  scattered by arbitrary objects. 
5.7.1. Time-reversal through a spherical particle 
The first object of interest is a spherical dielectric particle, under the Born approximation, 
with arbitrary diameter 2a, described by 
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and the Fourier transform 
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where k  k . It is expected that, due to the Born approximation, the result of time-reversal 
through a spherical particle depends on the size of the particle. In the following, particles with 
different scales will be considered.  
First, when the particle is much larger than the wavelength of the incident field, the 
scattering potential in the wavevector domain can be approximated as a delta function. Thus, 
     , ,0, q q         k kk  and    0 ,0, zk   k k . By using Eq. (5.20), the 
solution after time-reversal is 
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In the spatial domain, the solution is  
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The terms inside the square bracket in Eq. (5.22b) are constant. Therefore, the time-reversal 
solution in this case recovers a plane wave. 
Another extreme is to consider a particle of a size comparable to the wavelength of the 
light. Therefore, the scattering potential is a delta function in space, and a constant in the 
wavevector domain. Therefore,  , q a   k  and  ,0 b  k . Now Eq. (5.20) becomes  
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where 
2
q
c
d  
k
 is a constant.  
 
Figure 5.5. Time-reversed field intensity through spherical particles measured at distance 100λ away 
from the particle. The radius of the particle corresponding to each image is indicated in the figure. 
As the particle size becomes larger, the field intensity becomes flatter, which indicates more 
successful time-reversal to a plane wave. 
In the spatial domain, the solution is 
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Unlike the large particle case, Equation (5.23b) consists of two terms: a plane wave and a spherical 
wave. Interestingly, the second term, which is in the form of a spherical wave, is significant near 
the object where r is close to zero. In other words, the field cannot be time-reversed in this case. 
Figure 5.5 illustrates the results presented previously for particles of various sizes. The results 
show that, for very large particles, PC restores the original incident plane wave. However, as the 
particle size decreases, the distortion in the resulting wave after PC increases progressively. 
5.7.2. Time-reversal through a 1D grating 
The same approach has been applied to study the field reversibility through a 1D grating, 
which is assumed to be transversely large. The effects of its finite thickness upon a PC operation 
are studied. In this case, the plane wave is incident on the grating at an angle, 
i , with respect to 
the x-axis. Therefore, the incident plane-wave is  
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and the scattered field solution becomes  
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Let us assume a cosine grating of thickness L with scattering potential  
     2 cosa b
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 (5.26) 
where an  and bn  are constants related to the refractive indices of the material and the 
surroundings, 
2
K



,   is the grating period, and L is the grating thickness. The Fourier 
transform of  x, y,z  is 
             , , 2 sincx y y a x bz x b x zk k k n k n k K n k K L Lkk         . (5.27a) 
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Thus, 
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From Eq. (5.27b), we found that three diffraction orders (plane waves) exist at sinx ik    (0
th 
order), sinx ik K   (1
st order), and sinx ik K    (-1
st order). In reality, a diffraction 
grating generates more than three orders of diffraction. This can be explained by considering the 
“slicing” method as in the thick tissue block case. For each slice, there will be three diffraction 
orders generated, and each of these three orders generates three diffraction orders through the 
following slice. 
Using Eq. (5.25) and (5.27b), the total field after a forward scattering event is first 
calculated as  
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Thus, the total field is 
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and the total time-reversed field using Eq. (5.20) is 
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In Eq. (5.30), using Eq. (5.27a) and Eq. (5.27b), the convolution can be evaluated as 
 
70 
 
 
 
 
     
   
   
2
2 2
ˆ cos
,
4 2 sin 2 2 sin
2 2 sin 2 2 sin
          2 2 sin 2 sin
          2 2 s
,
0
        
         
i
 
i i
y a x i a b x i
a b x i a b x i
b x i b x i
a b x
k n k n n k K
n n k K n n k K
n k K n k
n n k K
q
q
 
    
  
 

 
 


 



 



 
    
     
    
 
 
 
 
  

k
k k
k ⓥ
   
   2
2
2 2          
n 2 sin
2 2 sin sinc cos .
i b x i
b x i i x
n k
n k K L L k

  
  
    
 
       
 (5.31) 
Combing the terms in Eq. (5.31), the equation becomes 
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Figure 5.6. Phase conjugation through a thick grating (left) and a thin grating (right). Only the thick 
grating, which generates only one diffraction order, recovers the initial plane wave. 
Therefore, from Eqs. (5.30) and (5.32), it can be inferred that the field after phase conjugation 
consists of five plane waves. The envelope function,  2 2sinc cos iL k       , will further 
play a role and select the plane waves to remain present after the phase conjugation. Therefore, by 
selecting the grating thickness, L, grating period d, and the incident angle, i , only one diffraction 
71 
 
order will remain, which makes the recovery of the incident wave possible. In Fig. 5.6, this PC 
effect for gratings of different thicknesses is illustrated. 
More specifically, for thick gratings the scattered wave can be reversed perfectly. However, 
as the grating becomes thinner, the PC performance degrades progressively. In other words, under 
the Bragg scattering regime [225], the thick grating generates only one diffraction order, which 
can be reversed perfectly. For thin gratings, the Raman-Nath regime applies, and the grating 
generates multiple diffraction orders, which cannot be conjugated accurately. This interesting 
behavior of PC can be understood in the more general context of Heisenberg’s uncertainty 
principle. As the grating thickness decreases, the uncertainty in the k-vector becomes sufficient to 
satisfy the momentum conservation for an additional mode or more. Clearly, scattering in tissues 
is within the Raman-Nath regime, due to the inhomogeneities that exist at small scales. 
5.8. SUMMARY AND OUTLOOK 
A new explanation for light scattering through a thick, diffusive sample has been presented 
in this section and the inverse scattering solution has been provided. Using a new definition of 
phase as a statistical quantity, the feasibility of the time-reversal theory and constraints to the time-
reversal theory have been discussed in relation to the uncertainty principle. Using the inverse 
scattering solution for multiply scattered light, simple time-reversal experiments have been 
simulated for a spherical particle and a 1D grating. In both cases, the constraints for the time-
reversal to work have been presented. 
This new explanation for light scattering provides an accurate solution for light scattering 
through an arbitrary sample. The only requirement in this case is that the sample be split into 
multiple slices that are under the first-order Born approximation. Because the thickness of these 
slices can be selected arbitrarily, this requirement can be fulfilled for most cases. Therefore, this 
new solution can be applied for most light scattering events, from light scattering through a thin 
lens to a light scattering through human tissue. It is expected that, in the future, this new theoretical 
approach will reveal the physical meanings and explanations of light scattering and improve our 
understanding of light-matter interaction in general.   
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CHAPTER 6: SLIM WITH PROGRAMMABLE ILLUMINATION (PISLIM) 
6.1. PISLIM 
Unlabeled cells and tissues are transparent under visible light due to the low absorption at 
the visible spectrum. Therefore, when light scatters through these specimens, the structural 
information is carried by the phase of the light rather than the amplitude. In traditional bright field 
imaging, where the image is simply the squared modulus of the field, the phase information 
becomes completely lost, and thus no structural information of these transparent samples can be 
recorded. In order to overcome this limitation, many phase sensitive microscopy techniques have 
been developed, including the phase contrast (PC) microscopy and the differential interference 
contrast (DIC) microscopy [226, 227]. While rendering high contrast images of samples that are 
transparent under the visible spectrum, these microscopy techniques only provide qualitative 
information of the phase delay through the sample and are limited only to morphological studies 
of them. 
In order to overcome the limitation, the field of quantitative phase imaging (QPI) has been 
growing rapidly as a biomedical imaging method not only for visualizing unlabeled cells and 
tissues, but also for obtaining quantitative information [19] such as cell dry mass [32, 113], 
membrane dynamics [45, 228], and intracellular or intercellular transport [66, 114]. Furthermore, 
these various types of information can also be translated into diagnostic tools to perform many 
different clinical applications such as blood screening [44] and cancer diagnosis [118]. One 
drawback of SLIM comes from the commercial microscope base, which limits modifications to 
some of the optical elements, such as the condenser. For example, due to the limited size of the 
phase annulus and the phase ring within objective lenses, the SLIM system does not utilize the full 
numerical aperture (NA) offered by the microscope, but rather uses only a fraction of the NA, 
which results in a lower resolution. Moreover, the halo artifact of a phase contrast microscope is 
inherited to SLIM, although the effect of the artifact is reduced, and results in reduced phase 
values. This artifact is also a result of the physical rings with a finite thickness. In order to solve 
some of these problems, here, an upgraded SLIM system with a programmable illumination 
(piSLIM) is introduced to show a potential for solving the problems listed above. 
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Figure 6.1. piSLIM setup. (a) A schematic of piSLIM setup, which consists of three parts: 
illumination, microscope base and SLIM module. (b) An image of the illumination pattern projected 
onto the condenser plane. (c) An image of the phase illumination annulus in original SLIM setup. 
Figure 6.1a shows a schematic of the piSLIM setup, which consists of three parts: 
programmable illumination, commercial microscope base, and SLIM module. The programmable 
illumination is an imaging system, which projects the image from the commercial projector 
(EPSON Home Cinema 5030UB) to the condenser plane, which is the original location of the 
physical illumination annulus. Because the illumination shape is determined by the projector, the 
illumination annulus is now unnecessary and removed. The matching of these two planes, projector 
image and condenser plane, is crucial because it ensures correct focusing on the illumination to 
the sample plane. Moreover, the 4f system between the condenser plane and the image plane of 
the projector provides a sufficient demagnification in order to maximize the illumination power, 
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or the number of the projector pixels, transferred onto the condenser plane. The commercial 
microscope base (Zeiss AxioObserver Z1) is unmodified. However, unlike regular SLIM based on 
a phase contrast microscope, piSLIM is based on a bright field microscope. Therefore, there is 
neither a condenser annulus nor a phase shift ring inside the objective lens. Lastly, the SLIM 
module is essentially a 4f system starting from the image plane of the microscope. A liquid crystal 
phase modulator (LCPM, HOLOEYE PLUTO) is located at the Fourier plane, where the reference 
and signal are spatially separated, to add phase shifts to the reference beam. A detector (CCD, 
Hamamatsu ORCA-ER) is located at the other end of the 4f system, which is the image plane. 
piSLIM operates by first calibrating the LCPM for the illumination spectrum to determine 
the gray levels, which provide the desired phase shifts (0, π/2, π, and 3π/2). By measuring the 
intensity as a function of the gray value applied to the LCPM operating in the “amplitude mode,” 
the LCPM response is recorded and then converted through a Hilbert transform to the phase shift 
as a function of applied gray value. Once this calibration curve is obtained, we image the Fourier 
plane and create phase masks on the LCPM with the four gray levels.  The illumination and mask 
ring are perfectly registered spatially. As shown in Fig. 6.1b and 6.1c, the illumination ring is much 
thinner than the physical illumination ring in regular SLIM. This is an advantage of piSLIM over 
the regular SLIM, which uses a halogen lamp and a physical condenser annulus. In piSLIM, the 
ring illumination and the modulation can both be modified to minimize the modulation applied to 
the scattered field (see [108, 109]). Using these four phase masks, four interferograms are obtained, 
and combined to obtain the quantitative phase [112]. The only difference here compared to the 
regular SLIM is that there is no attenuation in the reference beam due to the absence of the phase 
ring, which is a thin metal deposit within the phase contrast objective. This attenuation plays an 
important role in SLIM by increasing the contrast of the interferograms because it matches the 
intensity between the reference and the signal waves. In the following, we explain in detail the 
effect of this attenuation and the numerical correction in the phase reconstruction process. 
Equation (6.1) shows the initial step of phase reconstruction from the interferograms, 
 ,I   obtained with   phase shift applied at the LCPM.  
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The quantity   represents the phase difference between the reference (DC) and object (AC 
fields). The actual phase map of the image field is that of the sum of the AC and DC fields, and is 
obtained via [112] 
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In Eq. (6.2),  ,x y  is the ratio between the AC and DC components at each point in the 
image plane. For each pixel on the image plane,  ,x y  is calculated up to a multiplication 
constant  201 4E   from the four interferograms, where E0 is the amplitude of the DC field, as 
introduced in Popescu et al. [37] and Wang et al. [112]. In the regular SLIM, a calibration constant, 
α, is applied to  ,x y  to compensate for the attenuation through the objective phase ring and we 
use  ,x y  instead of  ,x y   in calculating Eq. (6.2). The attenuation in the objective helps 
with achieving higher contrast in the interferograms by reducing the transmitted intensity, or the 
DC. In piSLIM, the lack of attenuation in the DC reduces contrast of the interferograms, which in 
turn gives inaccurate reconstructed phase values. Therefore, the phase reconstruction has to be 
corrected by applying a new numerical constant, which can be determined through a calibration 
with a standard sample. In essence, numerically adjusting  ,x y , we can compensate for the 
mismatch between field amplitudes.  
  
Figure 6.2 shows the calibration for the numerical attenuation value using 3 μm polystyrene 
beads (Polyscience Inc., Polybead, nb = 1.59) in immersion oil (Zeiss Immersol 518 F, no = 1.518). 
The height,  ,h x y , of the structures is calculated from the phase images using the refractive index 
difference, b on n n   , which relates the phase,  ,x y , with the height by 
   , , 2h x y x y n    , where   is the average wavelength of the incident spectrum. Figure 
6.2a shows the reconstructed height using the “correct” numerical attenuation value. As shown in 
Fig. 6.2b, the reconstructed height increases as the applied numerical attenuation value increases. 
The value of the maximum height from each phase image reconstructed with α varying from 0 to 
10 with a step of 0.01, is plotted as a function of α as shown in Fig. 6.2c. From this curve, the 
numerical attenuation value, which gives the correct height for a polystyrene bead, was determined 
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to be 5.23. This value is then used for phase reconstruction which resulted in Fig. 6.2a. Moreover, 
the profile of the bead image in Fig. 6.2a is compared with an image of a 3 μm bead obtained from 
regular SLIM and is shown in Fig. 6.2d. piSLIM calibrated for this bead showed a slightly smaller 
halo artifact compared to the regular SLIM image. As predicted previously, the incorrect 
modulation applied to the scattered field and also the coherence effect are both minimized due to 
the thin illumination ring, which matches perfectly with the modulation ring.  
 
Figure 6.2. Phase calibration with 3 μm polystyrene beads. (a) Reconstructed phase with the constant 
α, determined through a calibration process. (b) Reconstructed phase with four different α, showing 
the effect of the attenuation value onto the phase reconstruction. (c) The reconstructed height of a 3 
μm polystyrene bead as a function of α. The “correct” constant is determined to be 5.23 from this 
graph. (d) Profiles of 3 μm polystyrene beads measured from piSLIM and regular SLIM. Color bar 
is in μm. 
Using the same numerical attenuation value, 5.23, a whole blood smear has been imaged 
with piSLIM and the quantitative phase image of the sample has been reconstructed. Figure 6.3a 
shows the four frames, each taken with the indicated phase shift applied to the reference, acquired 
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for phase reconstruction. Qualitatively, each of the frames appears as it should. In detail, the first 
frame with no shift on the LCPM resembles a bright field image of the sample, and the second and 
the fourth frames resemble the positive and negative phase contrast images, respectively. 
Combining these four frames following Eqs. (6.1) and (6.2), we obtain a phase reconstruction 
shown in Fig. 6.3b.  
  
Figure 6.3. A whole blood smear imaged with piSLIM. (a) Four interferograms shown at phase shifts, 
0, π/2, π and 3π/2. (b) A quantitative phase image reconstructed from the four frames shown in (1). 
Color bar in radians. (c) Profile of a red blood cell taken at the red dashed line indicated in (b).  
Using the refractive indices at 550 nm wavelength for 355.5g/L hemoglobin (nh = 1.418) and the 
blood plasma (np = 1.333), the height of the sample is reconstructed and a cross-section across one 
red blood cell (RBC), along the red dashed line in Fig. 6.3b, is shown in Fig. 6.3c. The height of 
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the cell (1.7 μm) is smaller than the well-known average thickness of an RBC. One of the major 
problems in the previous researches on RBCs  using SLIM [33, 229] was that the thin area in the 
center of an RBC would show negative phase values due to the halo artifact. This negative value 
of phase is not only unphysical, but also provides inaccurate measures in terms of the quantitative 
data regarding the cells, including the cell volume, height, sphericity, and hemoglobin 
concentrations. These measures are important, as shown in previous researches, because they are 
indicators of blood-related diseases and can be used for diagnoses of the diseases [33, 38, 43]. 
Therefore, it is important to note that, using piSLIM, the central dimple area of the cell 
now appears with positive phase values rather than negative values. Moreover, the calculated 
height, 0.6 μm, at the center of the cell is within the range of the average thickness at the center of 
an RBC. As noted previously in the calibration step, this is an advantage of using thin illumination 
and phase modulation rings, which allows us to obtain more accurate phase values. 
6.2. SUMMARY AND OUTLOOK 
In summary, a spatial light interference microscopy system upgraded with a programmable 
illumination, which is a commercial projector, has been presented. The alignment of the system 
ensures that the projected pattern from the source images at the condenser plane, in order to 
completely replace the physical condenser annulus. Therefore, the thickness of the illumination 
ring in the condenser plane was reduced to maximize the spatial coherence. Moreover, by 
removing the phase ring inside the objective lens, the spatial match between the illumination ring 
and the phase modulation, which is done solely on the liquid crystal phase modulator in the SLIM 
module, was modified in order to minimize the incorrect modulation applied to the scattered field. 
A calibration step using a standard sample, microbeads in this case, to determine the numerical 
attenuation value is required in this system due to the absence of the physical phase ring inside the 
objective lens. With the calibration, a whole blood smear was imaged and the quantitative phase 
has been reconstructed. The result showed not only the quantitative phase values, but also 
reduction in the halo artifact and removed the unphysical negative phase values in the center area 
of a red blood cell. The usefulness of this setup does not stop at simply eliminating the optical 
artifacts, because the projector is capable of structuring the illumination not only in space but also 
in spectrum. Therefore, the setup has a potential to be used for many other applications, including 
structured illumination microscopy, by spatially modifying the source, and spectroscopy, by 
spectrally modifying the source. 
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Another benefit from the piSLIM setup is that, when the projector illumination is focused 
on the sample plane, a selective illumination can be applied onto the sample plane. For example, 
when measuring a cell culture using SLIM, one can select certain cells and illuminate only on the 
selected cells. Combined with SLIM’s high sensitivity and resolution, this idea can be used for a 
measurement of neurons that are genetically engineered to be sensitive to light. These optogenetic 
neurons respond to a certain wavelength and send signals when they are stimulated by light. These 
signals are generated through the ion channels on the plasma membrane, when the membrane 
potential increases and surpasses the threshold. This subtle and rapid event occurs in millisecond 
timescale, which makes it extremely difficult to detect them without an expensive 
electrophysiology system. These systems also require a highly precise control during its operation 
and are limited to single point measurements. The standard for measuring these signals is using 
electrophysiology systems based on electrodes or MEMS devices. However, it is still difficult to 
do wide-field imaging of these cells in action because of the required imaging speed and 
sensitivity. Therefore, a proposal to perform fast SLIM imaging using a projector as a light 
stimulator may provide a solution to this type of measurement. 
 
Figure 6.4. piSLIM for optogenetics. The yellow light path shows a regular SLIM light path, and the 
blue light path is the projector illumination onto the sample plane. A pattern from the projector is 
imaged onto the sample plane, as shown in the inset.  
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The proposed setup now combines the projector through the epi-illumination port instead 
of replacing the halogen lamp as shown in Fig. 6.4. The current system provides light power of 
20.31mW mm  at the sample plane, measured for 488 nm wavelength. This power is slightly lower 
than the sensitivity of channelrhodopsin. However, considering the long exposure time, limited by 
the refresh rate of the projector, the power exerted on the cells should be enough to activate the 
ion channels. A pattern from the projector is precisely focused onto the sample plane and forms an 
image there. As a result, one can image the optogenetic neurons using SLIM while stimulating 
them using the projector. 
 
Figure 6.5. A neuron imaged using the piSLIM setup, while it is stimulated by the light from the 
projector illumination. Four different time points have been captured. 
Figure 6.5 is a demonstration of the piSLIM imaging while the cell is being illuminated by 
the projector illumination. In this case, the illuminated area is selected using a stylus pen on the 
screen of the tablet computer connected to the projector. Therefore, choosing areas to illuminate 
can be very flexible. Because the goal is to measure action potentials, which requires imaging 
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speed on the order of 1000 Hz, a regular SLIM operation, which requires an acquisition of four 
images, may not provide the required speed. Therefore, the initial approach for measuring these 
signals is done by a single shot imaging, which resembles phase contrast. The only difference is 
that, unlike phase contrast, piSLIM does not have a physical phase ring inside the objective lens 
and achieves a high contrast by adding the phase shift only on the spatial light modulator. 
 
Figure 6.6. Intensity averaged over the area specified in circle as a function of the frame number. 
After the first light stimulation, which are at the peaks indicated by the arrows, constant increase in 
the average intensity has been observed. 
Figure 6.6 shows the averaged intensity signals across the red circle in the image as a 
function of frame number, which directly relates to time. The light stimulation can clearly be seen 
from the peaks that are indicated by arrows. Because the acquisition speed is less than the desired 
speed, it is difficult to mention any action potentials being measured in the experiment. However, 
over a time period on the order of 10 seconds, a constant increase in the average intensity has been 
observed after the light stimulation. The increase was consistent for four different cells that were 
measured. 
While this initial result is promising, there needs to be an improvement in the imaging 
system in order to reach the goal of measuring the action potentials. The initial step should be 
implementing an advanced detector and a brighter light source to ensure having enough signal 
while imaging at 1000 Hz acquisition speed. Moreover, a better control will also be necessary 
because the signal of interest, action potential, is very subtle and cannot be distinguished from the 
noise easily. Even though these challenges remain currently unsolved, there is no doubt that this 
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type of new imaging system will benefit our understanding into neuroscience and the mechanism 
of neuronal activities.  
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CHAPTER 7: CONCLUSION 
In conclusion, this work provides an application and advances in quantitative phase 
imaging (QPI) as well as a brief overview of QPI. A QPI method, called spatial light interference 
microscopy (SLIM), has been introduced and applied to study the emergent self-organization of 
human neuronal networks in a quantitative manner. The results show quantitatively the increasing 
spatial organization over time and also two different modes of growth in a neuronal culture. When 
the sample is treated to reduce the neurite growth, the spatial organization did not increase over 
time and the modes of growth did not appear. In order to further study the network formation of 
neurons, neuronal filopodia dynamics have been studied using SLIM. Using the fast acquisition of 
SLIM, filopodia under three different conditions are studied. The results show that the dynamics 
of filopodia are strongly correlated with the expected growth of the neurites. In more detail, when 
the neurite outgrowth is inhibited, the filopodia becomes less dynamic. Moreover, a difference 
between the dynamics of filopodia located at the tip of a dendrite and the dynamics of filopodia 
located at the shaft of a dendrite has also been shown. Quantitative phase imaging, therefore, 
provides a new method of studying unlabeled live neurons.  
Advances made in the SLIM method have been introduced. White-light diffraction 
tomography (WDT) is introduced as a 3D quantitative imaging modality based on SLIM and the 
inverse scattering solution in the wave-vector domain. The technique achieves higher resolution 
than SLIM, and has been applied for single cell imaging. A potential application of WDT to tissue 
imaging, specifically for a brain slice, has also been discussed. The WDT theory has also been 
extended to explain light scattering through a thick tissue sample, and to explain the time-reversal 
theory. A detailed description of the change in phase after multiple scattering has been provided 
and related to the feasibility of phase conjugation. Several practical examples of phase conjugation 
have also been presented to explain the constraints on the time-reversal theory. 
Lastly, a new advance in the SLIM method, by replacing the illumination source with a 
programmable source, has been introduced and demonstrated. This new SLIM system, referred to 
as piSLIM, has successfully recovered the quantitative phase images while reducing the halo 
artifact. Furthermore, a proposal and initial results of using this technique to study optogenetic 
neurons have been discussed. 
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APPENDIX A: CELL PREPARATION AND IMAGING FOR WDT 
E. coli MG1655 cells are cultured in Luria Broth and then sub-cultured by 100x dilution 
into commercial M9CA media with Thiamine (Teknova M8010) until they reach an optical density 
of ~0.2. The cells are then concentrated to an optical density of ~0.4 and 2 μL of the culture is 
pipetted onto a glass bottom dish (In Vitro Scientific D29-21-1-N) and covered by a 1mm thick 
agar slab (1.5% Agarose, M9CA media). In order to mitigate drying of the agar, 70 μL of H2O is 
carefully pipetted onto the edge of the dish, ensuring that it never makes contact with the sample. 
The dish is then covered with a circular coverslip to reduce the effects of evaporation.  
Human colon adenocarcinoma (HT29) cells were cultured in DMEM (Sigma Aldrich) with 
10% fetal bovine serum at 37°C with 5% CO2. A glass bottom dish was functionalized with 
collagen type I solution (100μg/mL) for 30 minutes at 37°C. The cells were plated on a glass 
bottom dish and fixed with 4% paraformaldehyde in PBS for 30 minutes prior to the imaging, 
which is performed in L-15 (Sigma Aldrich) with 30% fetal bovine serum to ensure the same 
optical properties of the media. 
In order to control the environment while imaging live cells, an incubator (XL S1 W/CO2 
kit, Zeiss) and a heating insert (P S1/Scan stage, Zeiss) were used.  
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APPENDIX B: WDT OF 1 μm POLYSTYRENE MICROBEADS 
1 μm polystyrene beads (Thermo Scientific™ 5000 Series Polymer Particle Suspensions, 
5100A. nb = 1.59) immersed in microscope objective immersion oil (no = 1.516) is imaged using 
WDT. The sample is prepared by drying the aqueous suspension of 1μm polystyrene beads to 
evaporate the water on a glass cover slip, and then re-suspending the dry beads by applying the 
immersion oil on top of the dry beads, which is then covered by another cover slip. WDT imaging 
is done with 60 ms exposure time and 200 nm step size between each slice for 128 slices. The 
images are then reconstructed into quantitative phase images, and deconvolved using the PSF 
calculated using the WDT theory in order to obtain a quantitative phase tomogram. The phase 
tomogram is then converted to show the height, h, of the sample using the equation 
 2 b oh n n     , where   is the mean illumination wavelength and   is the measured 
quantitative phase shift. Figure B.1 shows the reconstructed tomogram of the bead sample, where 
we can clearly see two beads in a different z-plane. Figures B.1a and B.1b show two different focal 
positions that are 1.6 μm (8 slices) away from each other, where each of the two beads is in focus. 
Figure B.1c is the resliced view of the bead on the top left of Fig. B.1a, and Fig. B.1d is the resliced 
view of the bead on the bottom right of Fig. B.1b. After the deconvolution, the longitudinal FWHM 
of the bead in Fig. B.1d is 1.27 μm, which is much less than the sum of the size of the bead (1 μm) 
and the width of the PSF of the system (0.89 μm). The elongation is expected since the axial 
resolution is 2.6x worse than the transverse resolution (350 nm in transverse vs. 890 nm in axial 
for WDT system).  
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Figure B.1. WDT tomogram of 1 μm polystyrene beads immersed in microscope objective 
immersion oil.  (a) Quantitative height image at the focal position where the bead at top left corner 
of the field of view is in focus. The maximum height measured on the bead is 1.01 μm. (b) 
Quantitative height image at the focal position where the bead at the bottom right corner of the field 
of view is in focus. The maximum height measured on the bead is 0.95 μm. (c) Resliced image of 
the bead at the top left corner of (a). The longitudinal width of the bead is measured to be 1.32 μm 
and the transverse width is 0.97 μm. (d) Resliced image of the bead at the bottom right corner of (b). 
The longitudinal width of the bead is 1.27 μm and the transverse width is 0.94 μm. The scale bar 
indicates 5 μm in the sample plane. 
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APPENDIX C: EFFECT OF DISPERSION INTRODUCED BY A RED BLOOD 
CELL 
It is well known that hemoglobin (Hb) absorbs in the blue region of the visible spectrum. 
Here we investigate the effect on the WDT operation of this absorption and, thus, dispersion 
introduced by red blood cell (RBC) samples. From the refractive indices of H2O, Hb, and human 
plasma, the phase shift through an RBC with 2 μm thickness can be calculated as a function of 
radial frequency, . Using the molar extinction coefficient of Hemoglobin, the transmission 
amplitude through the cell can be calculated as well. Figure C.1 shows the phase shift,    , 
and transmission amplitude,  t  , for a RBC of typical thickness of 2 μm. 
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Figure C.1. Transmission amplitude,  t  , (black) and phase shift,    , (red) through an RBC 
with 2 μm thickness. SLIM spectrum (gray) is overlaid to indicate the effective radial frequency 
range. 
The complex transmission function through a RBC can then be represented as      .it t e      
To quantitatively analyze the effects of  t   onto the PSF of WDT, we note that this function 
affects the cross-spectral density, W12, via a multiplication operation, namely, 
     12 12' , , , ,W z t W z   k k . Now, the cross-correlation function becomes 
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where      S t S    .  
 
Figure C.2. Comparison between the calculated PSF with and without dispersion. (a) and (b) 
Calculated PSF when there is no dispersion shown in the transverse and longitudinal direction, 
respectively. (c) and (d) Calculated PSF when there is dispersion effect on the sample shown in the 
transverse and longitudinal direction, respectively. (e) Horizontal profile through the center of the 
PSF in (a) and (c). (f) Vertical profile through the center of the PSF in (b) and (d). The scale bar 
corresponds to 2 μm. 
Taking the Fourier transform with respect to z, we obtain the modified result for WDT,  
      12 ;0, , ,Q Q Q    k k k  (C.2) 
where 
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Based on Eq. (C.3), we compute the new PSF of the system, which now includes the effect of RBC 
dispersion and absorption. Figure C.2 shows the cross-sections of calculated PSFs for the case 
without dispersion, C.2a and C.2b, and for the case with dispersion, C.2c and C.2d. To be 
consistent with the measurements, we applied threshold to the calculated PSF. Also, Fig. C.2e and 
C.2f show the transverse and longitudinal profiles through the center of the PSF, respectively. 
The two PSFs are almost identical, with a very slight broadening caused by the dispersion. 
In the transverse dimension (Fig. C.2e), the FWHM of the PSF with dispersion is 0.272 μm, while 
the FWHM of the case without dispersion is 0.268 μm. In the longitudinal dimension (Fig. C.2f), 
the FWHM of the PSF with dispersion is 0.510 μm, while the FWHM of the case without 
dispersion is 0.499 μm. Therefore, we can conclude that the dispersion and absorption in single 
red blood cells has a negligible effect on the overall performance of the WDT system. 
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Figure C.3. Transmission amplitude and phase shift through a 2 μm RBC in the SLIM spectrum 
window. 
This weak effect of dispersion through a RBC is expected. Since the illumination spectrum 
of the SLIM system only covers the radial frequency range roughly from 153.0 10  rad/s to 
154.0 10  rad/s with considerable intensities, the effect of dispersion through an RBC can be 
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limited to the same range as shown in Fig. C.3. It can be seen that the transmission is fairly flat, 
while the spectral phase is essentially linear. Therefore, the transmission function of the RBC can 
be represented in the form of     it t e    where   1t    and   is the linear phase shift. 
Since the linear phase shift does not change the shape of the cross-correlation function, but just 
shifts it in time, we can conclude that the dispersion through a RBC has negligible effect on the 
entire imaging system. 
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APPENDIX D: POINT SPREAD FUNCTION VS. NUMERICAL APERTURE IN 
WDT 
 
Figure D.1. Point spread function calculated for various numerical aperture of the objective lens. (a) 
Point spread function for NA values ranging from 0.1 to 2, and shown in x-z plane. NA used for 
calculation and also the scale bars are indicated for each PSF separately. (b) Plot of transverse 
resolution as a function of inverse NA, where it clearly shows a well-defined linear relationship for 
most NA values. (c) Plot of longitudinal resolution as a function of inverse NA squared. It is clearly 
shown that the longitudinal is proportional to inverse NA squared. 
Another method to assess the validity of WDT is to see the relationship between the 
resolution and the numerical aperture (NA). In order to do so, point spread function (PSF) for 
many different values of numerical aperture is calculated. Figure D.1a shows the point spread 
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functions in x-z plane, numerically calculated using WDT theory for various NA values ranging 
from 0.1 to 2. It is clear that for higher NA, the resolution is higher not only in the transverse 
dimension, but also in the longitudinal dimension. Figure D.1b shows the linear relationship 
between the transverse resolution and inverse NA, and Fig. D.1c shows the linear relationship 
between the longitudinal resolution and inverse NA squared. From this assessment, it is clear to 
say that WDT successfully model the light scattering. 
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APPENDIX E: COMPARISON OF WDT AND FLUORESCENCE IMAGING 
In order to show the segmentation ability based on the quantitative phase values, first the 
HT-29 cell WDT reconstruction is compared with a confocal fluorescence image of a similar cell 
as shown in Fig. E.1. The phase-value-based segmentation of a 3D reconstruction of a cell 
successfully distinguished between different parts of the cell, and showed a good correlation with 
the fluorescence image. 
 
Figure E.1. (a) A WDT 3D reconstruction of a HT-29 cell false-colored to show plasma membrane 
(blue), nuclear membrane (green), and nucleoli (red). The image was segmented based on the phase 
value, and then false-colored. (b) A confocal fluorescence image of a HT-29 cell, stained for nucleus 
DAPI, blue) and green protein receptor (GPR35, red). Image obtained with permission from Deng et 
al. [230]. 
In order to further compare the WDT reconstruction with a fluorescence 3D image, a fixed 
neuroblastoma cell stained for nucleus (DAPI) has been imaged using both WDT and fluorescence. 
The WDT image is then applied a threshold for phase value at 0.08, which selected only membrane 
structure and the nucleoli. Figure E.2. shows the result of the imaging, showing the two channels, 
red for WDT and green for DAPI, overlaid. The result shows a perfect spatial match between the 
fluorescence channel and the WDT channel in all three directions, and proves that the threshold 
applied to WDT selects the membrane structure that confines the nucleus. 
94 
 
 
Figure E.2. A neuroblastoma cell imaged using WDT (red) and DAPI fluorescence (green). (a-c) 
Sections from three different depth positions, indicated in (d), show the optical section effect of WDT 
and a perfect spatial match between the two channels. (d) A cross-section taken along the dashed line 
in (b) in order to show a perfect spatial match between the two channels in the axial direction. The 
confinement of the nucleus (green) shows that the nuclear membrane is very pronounced in the WDT 
channel.  
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APPENDIX F: DETERMINISTIC SIGNAL ASSOCIATED WITH A RANDOM 
FIELD 
The second-order statistics of a fluctuating field is fully described by its spatiotemporal 
power spectrum,  ,S k , a real, positive function. In this section, we introduce a new concept, 
deterministic signal associated with the random field. This property of power spectrum carries the 
same second-order statistics as the original stochastic field. 
The assumed wide-sense stationarity and statistical homogeneity ensures that the spectrum 
does not change in time or space; it is a deterministic function of k and ω. Therefore, we can 
mathematically introduce a spectral amplitude, V , via a simple square root operation, 
    , , ,V S k k  (F.1) 
which contains full second-order statistical information about the random field fluctuations. Of 
course, V has a Fourier transform, provided that it is modulus integrable. However, the fact that 
V  is modulus-squared integrable in the k-domain (the spatial power spectrum contains finite 
energy) does not necessarily ensure that 3V d d   k . Here we will assume that V  is 
integrable as well and has an inverse Fourier transform. 
Therefore, a deterministic signal associated with the random field can be defined as the 
inverse Fourier transform of V , namely 
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In Eqs. (F.2a) and (F.2b), Vr is the spatial volume of interest and Vk is the 3D domain of 
the wavevector. With this definition of the deterministic signal, the fourth order stochastic wave 
equation can be reduced to the second order deterministic wave equation 
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96 
 
where UV  and sV  are the spectral amplitudes associated with the (random) source and propagating 
field, respectively. Back in the space-time domain, Eq. (F.3) indicates that UV  satisfies the 
deterministic wave equation, i.e. 
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Comparing our original stochastic wave equation with Eq. (F.4), it is clear that the only difference 
is replacing the source field with its deterministic signal, which in turn requires that we replace 
the stochastic propagating field with its deterministic counterpart. 
In essence, by introducing the deterministic signal, we reduced the problem of solving a 
fourth order differential equation to an ordinary (second-order) wave equation. Importantly, the 
solution of the problem must be presented in terms of the autocorrelation U of VU, or its spectrum 
2
UV  and not by UV  itself. By the method of constructing the deterministic signal VU associated 
with the random field U, we ensure their respective autocorrelation functions are equal, 
 .U UU U V V    (F.5) 
In other words, the fictitious deterministic signal has identical second order statistics with the 
original field.  
What information about the field is missing in going from the actual random field to its 
deterministic signal representation? The answer is that the second-order statistics and, thus, the 
deterministic signal associated with a random field, do not contain any information about the 
field’s spectral phase. Any arbitrary phase (random or deterministic), ϕ, used to construct a 
complex signal,    ,, iS e   kk , has no impact whatsoever on the autocorrelation function of the 
signal. For example, a continuous-wave (CW) field of a particular spectrum,  S  , and a light 
pulse of the same spectrum have identical respective deterministic signals, because their temporal 
correlations are the same. Not surprisingly, both short pulses and broadband CW light have been 
successfully used for low-coherence interferometry and coherence gating [231]. Spatially, a 
focused beam and a random field distribution of the same spatial power spectrum,  S k , have 
identical spatial correlations. For this reason, a speckle (random) field and a focused 
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(deterministic) field of the same spatial spectrum have the same sectioning capabilities [232]. 
Another illustration of this equivalence is encountered in microscopy. It is known that the size of 
the condenser aperture, typically filled with diffuse light, controls the coherence area at the sample 
plane. Using the deterministic signal associated with the incoherent field, it turns out that if the 
condenser aperture is filled with a plane wave, we obtain the same spatial correlation at the sample 
plane. Specifically, the coherence area at the sample plane is of the order of the spot that a plane 
wave would be focused to by the condenser. 
The concept of the deterministic signal associated with a random field is useful in 
simplifying the calculations for propagating second-order field correlations. Furthermore, 
propagation in the wavevector space allows us to easily compute second order moments of the 
transverse wavevector and, thus, correlation areas. Note that this simplification is not possible 
under the coherent mode decomposition [233] without assuming statistical homogeneity. Below 
we illustrate this approach by calculating the coherence area of a stochastic field after propagating 
an arbitrary distance from an extended, completely spatially incoherent source. Then, we derive 
the changes in coherence due to scattering by tissues, a particular type of secondary source. 
The concept of the deterministic signal associated with a random field can also be used to 
describe light propagation in inhomogeneous media, i.e., light propagation from a secondary 
source. Starting with the deterministic Helmholtz equation, the secondary source term can be 
separated to the right-hand side. 
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where 0 c  ,  0 n  rr , and      
22n n  
r
r r r  is the dielectric susceptibility. 
Taking the spatial Fourier transform and separating the variables, the deterministic field 
propagation can be expressed in terms of the convolution of the secondary source and the initial 
incident deterministic field, 
 
 
 
   
   
2
0
2 2 2
2
0
, , ,
1 1
, ,
2
U z s
z
s
z z
V k V
k
V
q q k q k

  


 


     
 
        
k
k
k k k
k
k k
ⓥ
ⓥ
 (F.7) 
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where kⓥ  indicates a 3D convolution in the k-domain. Considering only the positive spatial 
frequency component associated with zq k , and taking the inverse Fourier transform in zk , the 
scattered deterministic field is 
      
2
0, , , , , ,
2
iqz
U z s
e
V z z V z
q

         k k kⓥ ⓥ  (F8) 
where zⓥ  indicates convolution along z and ⓥ  the 2D convolution along the transverse k-
vector,  ,x yk k  . The result can be simplified noting that the convolution of a function,  f z , with 
a complex exponential yields a simple result, namely,    iqz iqzze f z e f qⓥ , with  f q  the 
Fourier transform of  f z . Thus, Eq. (F.8) becomes 
      
2
0, , , .
2 z
iqz
U s
k q
e
V z V
q

   
    kk k kⓥ  (F.9) 
This is a remarkably simple result, which can be regarded as the first order Born scattering 
solution for an arbitrary illumination field.  Eq. (F.9) allows us to calculate, at any plane z, the 
power spectrum of the scattered field, which equals that of the respective deterministic signal, 
 
2
,UV k , as a function of the illumination spectrum,  
2
,sV k , and the scattering potential, 
 . Once we know the power spectrum, the frequency variances can be evaluated directly as well.  
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APPENDIX G: CHANGE IN 
zk  DUE TO MULTIPLE SCATTERING 
Let us consider the scattering medium as consisting of adjacent slices, of thickness L, each 
suitable for the first order Born approximation (Fig. G.1). Note that each slice must be thin enough 
that the single scattering regime applies, yet much thicker than the wavelength so the effects of the 
evanescent fields from a slice to the next are negligible, 
sL l , with ls the scattering length. 
We compute the exact solution for the scattered field in each slice and then use it as a secondary 
source for the next slice and so on. 
 
Figure G.1. Scattering through a tissue block as a series of scattering through consecutive thin slices. 
In order to evaluate the field autocorrelation function necessary to compute 
zk , we start 
with the generic problem of a scattering medium under the Born approximation, illuminated by a 
plane wave along z. The inhomogeneous Helmholtz equation reads [62] 
 
       2 2 20U U U     r r r r ,  (G.1) 
where the scattering potential is defined as    2 2n n  r r , n  is the spatially averaged 
refractive index, 0 c   the wavenumber in vacuum and 0n  . Subtracting the 
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homogeneous Helmholtz equation and taking the 2D Fourier transform with respect to  , ,x y r  
the solution for the scattered field in the  , zk  domain is [62, 190] 
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0, , , ,
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iqz
s
i
U z e q U q
q
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where 2 2q k    and ⓥ  indicates a convolution in  ,x y k . In Eq. (G.2), due to the 
(first-order) Born approximation, the field on the right hand side can be approximated by the 
incident field, Ui. Therefore, the total field at the output is 
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. (G.3) 
Let us consider the scattering after slice N. We can use Eq. (G.3) to express the field at the 
output of slice N by replacing Ui with the total field after slice N-1, namely 
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By taking the sum over all the slices on both sides of Eq. (G.4), we obtain 
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Cancelling the common terms from both sides of Eq. (G.5), we can express the total field after the 
Nth slice as a sum of the incident and multiply scattered fields,  
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, (G.6) 
where Us is the scattered field after slice N. The total field is, thus, the sum (interference) of the 
incident field,      0 ,
i zU z A e   k k , and the scattered field, Us. 
The autocorrelation of the total field along the z-axis has the form 
00 0 0s s ssW W W W W    , where Wab (a, b = 0, s) is the z-axis correlation of fields Ua and Ub, 
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     , , ,ab a b zW z U z z U z

   
  r r r . Since the z-dependence of the field U0 and Us, is only 
through i ze   and iqze , respectively, the four terms of the autocorrelation W are easily calculated: 
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Importantly, the equations above do not depend on our choice of slice thickness, L, but only on the 
total thickness, NL.  
In order to calculate 
zk , we combine Eqs. (5.7) and (G.7a-d),  
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Finally, employing the central ordinate theorem of Fourier transforms, we can evaluate the 
autocorrelations at 0z    via an integral over zk  , to arrive at a very simple equation, 
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where  W k  and  ssW k  are the spatial power spectra of the total and scattered field, 
respectively. Equation (G.9) provides important insights into the scattering process, as described 
in text. 
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APPENDIX H: THE UNCERTAINTY RELATION FOR SPATIALLY 
BROADBAND FIELDS 
H.1. STATING THE UNCERTAINTY RELATION 
Heisenberg’s principle sets clear constraints on the temporal and frequency (energy) 
spread, as well as spatial and wavevector (momentum) spread of optical fields. Of course, first we 
need to define quantitatively what spread means. 
In this paper we deal with spatially broadband fields and assume monochromatic (infinitely 
spread temporally). Thus, a quantitative measure of the spatial spread of a signal f is defined via 
the variance of the intensity (we assume the total energy is normalized to unity), 
    
2 22z z z f z dz


   , (H.1) 
In Eq. (H.1), 2z  and z  are variance and mean of the signal f, assumed to be square-integrable. 
By a simple shift in the axes, z  can be set to zero, such that Eq. (H.1) becomes  
  
22 2z z f z dz


     . (H.2) 
The energy normalization to unity requires 
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where we used Parsevall’s theorem. 
The uncertainty relation states that 
 
1
2
zz k   . (H.4) 
z , zk  are the standard deviations, calculated from Eq. (H.2). 
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H.2. PROOF OF THE UNCERTAINTY RELATION 
The uncertainty relation can be proven by using the well-known Schwarz’s inequality. The 
Schwarz inequality itself can be obtained by starting with the following obvious result (see, e.g., 
Chapter 4 in [234]). 
    
2
0
b
a
cf z g z dz  , (H.5) 
where f and g are arbitrary functions and c is a real constant. Expanding Eq. (H.5), we obtain a 
quadratic equation in c: 
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This quadratic equation in c is non-negative; thus its discriminant, , must satisfy 
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From Eq. (H.7), we obtain the Schwarz inequality 
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In order to prove the uncertainty relation, we choose the following particular functions: 
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Plugging these functions into Eq. (H.8) and taking the limits of integration to a , b  , we 
have 
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The integral on the right-hand side can be performed by parts, to yield 
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In Eq. (H.11), the first term on the right hand side vanishes for signals that fall off fast enough at 
infinity, i.e.  2lim 0
z
zU z

 . 
Using the differentiation theorem, 
 
z
dU z
ik
dz
 , followed by Parseval’s theorem, namely, 
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  , Eq. (H.11) yields the uncertainty relation, 
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We note that, by definition,  
22 2z z zk U k dk 


  is precisely the frequency variance,  
2
zk . 
Thus, Eq. (H.12) immediately gives the inequality for standard deviation, namely,  
 
1
2
zz k   , (H.13) 
which is the inequality we set top prove. It can be shown that the “least uncertainty” is obtained 
for Gaussian signals, when the inequality becomes equality. The uncertainty relation has direct 
consequences for imaging and scattering, as detailed in the main text. 
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