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1
Introduction
“A picture is worth a thousand words. An interface is worth a thousand pictures.”
Ben Shneiderman, 2003
1.1 Information Presentation in Human Computer Inter-
action
In a modern society, people live with machines all around them. Machines have changed
the way people work, live, communicate, travel, and entertain. Computers, as a typical
example, have become indispensable tools in people’s lives. Here, the notion ‘computer’
does not only refer to personal computers (PC) in their various forms, but also includes
the embedded computers in numerous machines, from mobile phones, MP3 players, to
cars, aircraft, and power plants. When using a PC or operating a machine, the interaction
between users and computer systems occurs at the interface, which usually includes both
software and hardware.
Human computer interaction can be looked at from two perspectives – a task-driven
and an information-driven perspective. They are not contradictory but complementary. The
user of a machine usually has a task to perform, which is the purpose of the interaction. Via
the interface, the user carries out the task while interacting with the computer system. For
example, when a person uses a ticket machine to purchase a ticket, the interface consists of
a software program, buttons, and a display which can also be a touch screen. The interaction
is driven by a set of sub-tasks (e.g. destination selection, date selection, etc.) until the ticket
is successfully purchased.
From the information-driven perspective, human computer interaction is driven by a
two-way information flow between users and computers. Via the interface, the computer
system presents information to the user. After processing the information, the user provides
2 | Chapter 1 – Introduction
new information (e.g. a choice, answer, command etc.) back to the computer system, which
triggers a new round of interaction.
1.1.1 What is Information Presentation?
Information presentation in human computer interaction refers to the way information is
presented by the interface to the user [216]. It relates to the information flow from the
computer system to the user, thus it is also commonly referred to as output generation or
feedback generation. When the interface presents information using multiple modalities,
the process is also called multimodal fission, as opposed to multimodal fusion which is to
integrate multiple user input channels [132; 270].
In this dissertation, information presentation focuses on how to present information
rather than what information to present. Therefore, our studies always evaluate different
presentations of the same information contents, aiming to obtain an optimal solution that
maximizes task performance and minimizes cognitive demand.
1.1.2 Why is it Important?
Information presentation is not simply a means to send information into the human mind. It
actually guides, constrains, and even determines cognitive behavior [290]. In other words,
the manner of presentation influences how users perceive and process the information and
how much cognitive effort it requires to do so. Consequently, information presentation can
greatly influence the quality of interaction. Let us look at two examples.
In the first example (taken from [221]), imagine that you are searching for cheap hotels
on the internet. You get two result pages from two different servers, as shown in Figure
1.1. Now try the following tasks: 1) from the top screen, find the price for a double room
at the Quality Inn in Columbia; and 2) from the bottom screen, find the price of a double
room at the Holiday Inn in Bradley. You most probably have found that the second task
takes more time than the first task. Indeed, a study based on this example found that it
took an average of 3.2 seconds to search the top screen and 5.5 seconds to find the same
kind of information in the bottom screen [254]. In this example, the manner of presentation
determines how much cognitive effort it requires to process the information and how long
it takes to complete the search task.
The second example will show that the consequence of bad information presentation
can get much more serious and catastrophic than consuming a few more seconds. In 2003,
NASA’s Columbia shuttle exploded on the way back to the earth and the seven scientists on
board were all killed1. Bad information presentation was identified to be one of the causes
of this disaster [253]. During take off, NASA spotted an unexpected foam tile strike on the
left wing and sent the video clip to engineers at Boeing for investigation. Boeing engineers
produced three reports for NASA, assessing the potential impact damage to the wing. The
reports were all made in Microsoft PowerPoint. Beside the fact that the reports were not
totally decisive, the information contents were very badly presented. The text font was too
1Investigation of the Columbia shuttle disaster at BBC: http://www.bbc.co.uk/dna/h2g2/A40098008
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Figure 1.1: Two different ways of presenting the same kind of information at the interface: one
makes it much easier to find information than the other (reproduced from [221] p. 96).
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small, making many slides too crowded. Some tables were difficult to read and it was dif-
ficult to make comparisons of numbers across the tables. Bullet lists were used throughout
the reports, with up to five levels of hierarchy on a single slide. Consequently, the reason-
ing of the potential impact was broken up into fragments both within and between the many
slides. Engineers’ concerns about the safety of return were not successfully communicated
to NASA’s management team, who eventually decided not to take any action but to continue
the mission as planned. Although this example involves only human-human interaction, it
certainly brings the message that information presentation deserves careful investigation in
the design of human-computer interfaces.
1.2 Presentation Factors
In order to select a good presentation strategy for certain information, we first need to know
what options we can choose from. This also means to know which presentation factors
we can use to manipulate the presentation (i.e. to create different presentations for the
same information). In the literature, the investigation of presentation factors spreads into
numerous application domains, such as decision making support, marketing (advertising),
risk communication, health promotion, finance, justice, education (learning). Many factors
have been found to influence how people acquire and process information, among which
the commonly investigated ones are modality, spatial structure, temporal order and frame.
A brief explanation of these factors is given below in separate subsections. Modality is
the key presentation factor that is investigated in all our studies (Chapter 4 ∼ 7). Spatial
structure is also addressed by one of our studies (Chapter 5). Temporal order and frame are
not investigated in this dissertation.
1.2.1 Modality
Modality is probably the most investigated presentation factor, because it is relevant to al-
most all application domains. The definition of modality varies in different research fields
(see Section 2.1). In this dissertation, we adopt the definition from the computer science
field, in which a modality can simply be considered as the form in which information con-
tents are presented, such as text, image, graph, speech, and sound et cetera. Each modality
has its own properties and representational power; therefore specific modalities are more
suitable for presenting certain types of information than others (see Chapter 2). Modality is
also an important presentation factor because the human mind works in a modality-specific
manner. The use of modality influences at least three stages of human information process-
ing: sensory processing, perception and working memory (see Chapter 3). Of the different
categories of modalities, visual and auditory modalities certainly dominate both the theoret-
ical research and the applied studies. Although the fundamental research on human tactile
perception has a long history, the application of tactile modalities to interface design only
started in the early 1990’s. However, the last decade has seen a rapidly growing body of
tactile research and applications.
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1.2.2 Spatial Structure
Spatial structure refers to the way information items are spatially arranged, such as list,
table and other layouts. It is mostly associated with visual presentations. Figure 1.1 is
an example of presenting information with different spatial structures. This factor may
influence the strategy people use to acquire and process information. Therefore, when the
information is task related or decision related, different structures may result in different
task performances and decision outcomes [126; 208; 218; 249]. Previous findings regarding
this factor are explained in greater detail in Section 5.1. To a certain extent, spatial structure
also influences the temporal order in which information items are perceived, especially
when people are used to read with certain orders (e.g. from top to bottom, from left to
right). However, spatial structure differs from the temporal order factor, which refers to
the order in which information items become available to a user (presented) rather than the
perception order of the user’s choice.
1.2.3 Temporal Order
Given a set of information items to present, temporal order refers to the sequence of pre-
sentation (i.e. which item first, which one second and so on). The order effect – a phe-
nomenon in which the final judgement is significantly affected by the temporal order of
information presentation, is a robust finding in empirical studies of human belief revision
[2; 3; 15; 30; 45; 196; 229; 257; 275]. For example, in the classical study of order effect
[10], the participants listened to a description of a person and were then asked to report their
impression of this person. The participants who heard ‘intelligent-industrious-impulsive-
critical-stubborn-envious’ favored this person significantly more than the ones who heard
the same set of words in the reversed order. This shows a primacy effect (first impression ef-
fect), indicating that the items presented earlier determine the judgement. Some more recent
studies on human belief revision also found a recency effect in which the items presented
later determine the final judgement (e.g. [45; 257]). Many theories have been proposed to
explain how and why these order effects occur (e.g. [275]), but these are out of the scope
of this dissertation.
1.2.4 Frame
The human judgement can also be influenced by the way information is ‘framed’. When
people need to make a choice between several options, presenting the options in terms of
gains (positive frame) or losses (negative frame) can elicit different choices. This phe-
nomenon, known as ‘framing effect’, is another robust empirical finding of human decision
making [26; 32; 48; 91; 134; 140; 163]. The frame changes the reference point of the judg-
ment which leads people to focus on either gains or losses. For example, in the classical
‘Asian Disease’ study [256], participants were told that the US was preparing for the out-
break of an unusual Asian disease, which was expected to kill 600 people. There were two
alternative programs to combat the disease. Participants received the alternatives in either
the positive frame or the negative frame, and were asked to choose one of the two.
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Positive frame:
- If Program A is adopted, 200 people will be saved.
- If Program B is adopted, there is 1/3 probability that 600 people will be saved, and 2/3
probability that no people will be saved.
Negative frame:
- If Program C is adopted, 400 people will die.
- If Program D is adopted, there is 1/3 probability that nobody will die and 2/3 proba-
bility that 600 people will die.
Programs A and C were equivalent, so were B and D. However, participants receiving
the positive frame solidly preferred the certain option A (72%) and those in the negative
frame strongly preferred the risky option D (78%). This result indicated that participants
were more risk-adverse when they focused on gains, and more risk-prone when they focused
on losses.
1.3 High-Load Task Environments
In this dissertation, we focus on presenting information that is directly task-related, which
means that users need to perform a task or several tasks upon the reception of information2.
More specifically, our work is focused on high-load task environments, where users need
to perform an (or several) interaction-related task(s) under a high level of mental workload
(cognitive load). A high-load interaction can have various causes, such as:
• the interaction-related task(s) is(are) highly difficult for a particular user.
• task performance is under time pressure.
• the user simultaneously performs other tasks that are irrelevant to the interaction.
In high-load task environments, information presentation may have a particularly no-
table impact on task performance. The human cognitive capacity (working memory and
attention resources) is known to be limited [168; 278]. Therefore, a person in a high-load
interaction may not have much spare cognitive capacity to cope with additional load that
is unnecessary for the task. Consequently, suboptimal presentations can cause cognitive
overload and harm the task performance. In this dissertation, a high-load task setting is
a common feature of all our studies. The high-load factors investigated here include time
pressure, high information load and multi-tasking. To motivate these factors, we have se-
lected two task domains where high-load human computer interactions often occur: crisis
management and driving.
1.3.1 Crisis Management
Crisis management is to deal with extreme events that can injure or kill large numbers of
people, do extensive damage to property, and disrupt community life [65]. Crisis manage-
ment typically takes place under time pressure. Timely and correct decisions may shorten
2In contrast to task-related information, information can also be non-task-related, then the purpose of
presentation is only to inform. For example, when reading the news, a person usually does not need to
provide any direct reaction.
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the duration of the crisis and reduce the negative impact. It is not exaggerating to say ‘time
is money’ and ‘time is life’. Besides, crisis managers typically have to deal with information
overload [43; 68; 107]. There is always a large amount of information to process and the
contents are often distorted or incomplete. Nowadays, computers assist crisis management
in all phases, from preparation, planning, training, response, recovery, to final assessment
[43]. For example, several multimodal interfaces have been designed to facilitate the com-
munication between a wide range of users and devices [84; 129; 220].
In conclusion, the crisis management domain is suitable for simulating high-load human
computer interaction. In two studies presented in this dissertation (Chapter 4 and 5), the user
tasks were embedded in crisis scenarios (earthquake rescue). Note that the intention was
not to simulate a realistic crisis management act, but to utilize its high-load characteristics
(time pressure, high information load) in a somewhat simplified task setting, which allowed
us to better investigate the cognitive impact of information presentation.
1.3.2 Driving
Driving is usually not a difficult task for experienced drivers. However, because the traffic
environment is dynamic, unexpected situations/events can occur at any time. For example,
a child suddenly runs into the street or a road obstacle becomes visible shortly after a road
bend. Although such emergent danger rarely occurs, once it does, drivers need to decide and
respond quickly, and an inappropriate or late reaction can have catastrophic consequences.
Besides time critical events, multi-tasking and distractions can also induce a high level
of mental workload during driving. According to several field observational studies, drivers
engage in secondary tasks in about 30% of the driving time [201]. Secondary tasks in-
cluded talking to passengers, talking on a cell phone, listening to the radio, eating, drinking,
grooming and interacting with in-vehicle information systems (IVIS). According to another
large-scale field study [178], 78% of traffic collisions and 65% of near collisions were as-
sociated with drivers’ inattention to the road ahead, and the main source of this inattention
was distraction from secondary tasks.
As automotive technology advances, IVIS have gained a wide variety of functions [219],
including route planning, navigation, vehicle monitoring, traffic and weather update, hazard
warning, augmented signing, motorist service. IVIS can even assist with driving-irrelevant
tasks, such as email management and in-car infotainment [112]. Besides the obvious bene-
fits, these IVIS functions are also distracting, and thus potentially harmful when the driver
is under high load. As one way to reduce driver distraction, IVIS need to present messages
in an optimized manner so that they require minimal attention resources to be perceived and
processed. Moreover, IVIS need to interrupt drivers in a way that supports their attention
management between multiple tasks. Accordingly, two studies in this dissertation investi-
gated in-vehicle information presentation, using a time-limited task setting (Chapter 6) and
a multiple task setting (Chapter 7).
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Figure 1.2: Hypothetical relationship between primary task performance and operator workload (re-
produced from [71] p. 219).
1.4 Measures of Mental Workload
The assessment of mental workload has been a key issue in the development of human-
machine interfaces, especially when the design objective is to minimize users’ mental work-
load when interacting with the system. Existing measures of mental workload can be spec-
ified into three groups: performance measures, subjective (i.e., self-report) measures and
physiological measures [167; 185].
1.4.1 Performance Measures
Performance measures are grounded on the assumption that an increase in task difficulty
will increase mental workload, which will decrease task performance [167]. This is to say,
the worse the performance, the higher the mental workload. Performance measures can be
based on either primary task or secondary task. Primary task measures assess the user’s
capability to perform a task or a group of tasks that is the system’s function of interest [71].
It is also an overall assessment of the effectiveness and efficiency of the human-machine
interaction [185]. Effectiveness can be thought of as ‘doing the right thing’ and efficiency is
‘doing things the right way’ [211]. Therefore, effectiveness can be reflected by performance
accuracy or error rate, whereas efficiency is often associated with time measures such as
reaction speed and time performing duration. Primary task measures are easy to apply
and directly relate to the system function of interest. However, they are not sensitive to
changes in mental workload when the task is too easy or too difficult. Figure 1.2 shows the
hypothetical relationship between primary task performance and operator workload ([71],
p. 219). In regions 1 and 3, the task is either too easy or too difficult so that the performance
remains very high or very low. Only in region 2 does primary task performance reflect the
variances in mental workload.
Secondary task methodology is intended to allow workload assessment when the work-
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load of primary task(s) falls into region 1 [71]. By adding a secondary task, the total
workload can be moved from region 1 to region 2. Secondary task methodology has two
paradigms: the subsidiary task paradigm and the loading task paradigm [185]. In the sub-
sidiary task paradigm, users are instructed to prioritize and maintain the primary task per-
formance. Consequently secondary task performance varies with the primary task load
and indicates ‘spare mental capacity’. Assuming that the total mental capacity available
to perform all tasks is limited and constant, a lower secondary task performance indicates
a higher primary task load. In contrast, the loading task paradigm gives instructions to
prioritize and maintain the secondary task performance, and measures the primary task per-
formance. Since the difficulty level of the secondary task does not change over time, it
induces a constant level of mental workload which shifts the workload of the primary task
from region 1 to region 2. There are many secondary tasks that have been validated as ef-
fective and sensitive for the purpose of workload assessment. Details about these tasks are
not provided here due to the fact that secondary task measures have not been used in any of
our studies. An elaborated description of these tasks can be found in [71].
1.4.2 Subjective Measures
Assuming that people are able to introspect and report the amount of workload expended
on a task, subjective measures use questions and rating scales to let the user self report
the level of mental workload he/she has experienced. Rating scales can be unidimensional
or multidimensional [211]. Unidimensional scales require only one rating, whereas mul-
tidimensional scales consist of several sub-scales which can be summarized in an overall
assessment. Multidimensional scales are usually more diagnostic because they can indicate
not only the variation in workload but also the cause of variation [99]. Moreover, many mul-
tidimensional scales do not only address mental effort, but also other aspects of workload
such as physical demand, time constraints, et cetera.
Many workload rating scales can be found in the literature. One of the most outstanding
ones is the NASA Task Load Index (NASA-TLX [97]). It requires a multidimensional rat-
ing procedure on six sub-scales: Mental Demands, Physical Demands, Temporal Demands,
Performance, Effort and Frustration. Detailed definitions of the sub-scales can be found
in [97]. There are 21 rating gradations on each sub-scale. The complete questionnaire is
available online in both paper and computer version. After the rating procedure, an overall
workload score can be calculated as a weighted average of ratings on six sub-scales. To
determine the weights for a user, he/she needs to compare each pair of sub-scales (fifteen
comparisons in total) and indicate which one contributes more to his/her feeling of work-
load. Alternatively, one can give the same weight to the six sub-scales and simply calculate
the average of them.
The NASA-TLX can be adapted to better suit a specific task domain. The Driving Ac-
tivity Load Index (DALI) is a revised version of NASA-TLX, adapted to the driving task
[192; 193]. The purpose of DALI is to assess the workload of driving a vehicle equipped
with on board systems, such as IVIS, radio, car phone, et cetera. DALI also has six sub-
scales: Effort of Attention, Visual Demand, Auditory Demand, Temporal Demand, Inter-
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ference, and Situational Stress. DALI has been applied in our own automotive study (see
Chapter 6). Appendix C1 provides detailed descriptions of the sub-scales and the DALI
questionnaire.
Other well-known workload rating scales include the MCH scale (modified Cooper-
Harper Scale) [284], the Bedford Scale [207], and the SWAT (Subjective Assessment Tech-
nique) [204]. Detailed descriptions and comparisons of these rating scales can be found in
[71] and [211].
1.4.3 Physiological Measures
The last category of workload measures are those based on the user’s physiological states,
assuming that physiological variations represent implicit fluctuations in the user’s cognitive
state [80]. There are two general classes of physiological measures: central nervous system
(CNS) and peripheral nervous system (PNS) measures [130]. CNS includes the brain stem
and the spinal cord. CNS measures include electroencephalography (EEG), event-related
brain potentials (ERP), magnetic activity of the brain (MEG), positron emission tomogra-
phy (PET), and electrooculography (EOG). PNS includes all neurons outside the brain and
the spinal column. PNS measures include electrocardiogram (ECG), respiratory activity,
electrodermal activity (EDA) and oculomotor activity. Here we focus on PNS measures
because CNS measures are not applied in our own studies.
Cardiovascular activity. ECG-based measures of cardiovascular activity are the most
commonly used PNS measures of mental workload (cognitive load) [285]. Heart rate (HR)
increases and heart rate variability (HRV) decreases as a function of increases in mental
workload [130; 217; 287]. Simply put, the heart tends to beat faster and more evenly when
mental workload increases. HRV can be derived from the sequence of beat-to-beat intervals
(in seconds). In the time domain, this means to calculate the standard deviation of the beat-
to-beat intervals. In the frequency domain, spectral analyses (e.g. Fast Fourier Transform)
can be performed on the beat-to-beat interval sequence, and then the spectral power in the
low band (LF, 0.07 Hz ∼ 0.14 Hz) is related to mental workload. Decreased power in the
LF band usually reflects higher levels of mental workload [130].
Skin conductance. Skin conductance (SC) is one way of describing electrodermal ac-
tivity (EDA). It consists of two separate components, skin conductance level (SCL) and
skin conductance response (SCR). SCL is a slow moving tonic component that indicates
a general activity of the sweat glands from temperature or arousal. SCR is a faster phasic
component that is influenced mainly by the level of arousal and emotion [242]. Increments
of SCR number (per unit of time) and amplitude can be interpreted as indicators of in-
creased workload [28; 267]. If the environmental temperature is constant, SCL can also be
considered as an indication of general arousal level. Increment of SCL indicates increased
arousal level [94].
Respiration. Respiration rate and amplitude (depth) are also sensitive measures of men-
tal workload. As workload increases, respiration rate tends to become more rapid and respi-
ration depth tends to decrease [119; 217; 287]. The implementation of respiration measures
is limited when subjects need to have voice communications, because speech disrupts the
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pattern of respiration [287].
Oculomotor activity. Mental workload can also be measured from the movement of the
eyes, such as pupil diameter, fixation time, saccade distance, saccade speed and blink rate
[57; 110; 252; 263; 286]. Eye movements are usually captured by eye tracking devices.
Previous findings generally suggest that when mental workload increases, pupil diameter
increases, fixation time increases, saccade speed decreases, saccade distance decreases and
blink rates decreases. However, the interpretation of eye activities can be difficult because
they are related to many factors such as the type of task demand (e.g. visual, auditory),
age, time on task, experience, and the external environment (e.g. the lighting condition)
[252; 287].
1.5 About This Dissertation
1.5.1 Research Context
This dissertation work was carried out in the context of the ICIS3 project and the SmarcoS4
project. ICIS aimed to design, develop and evaluate intelligent information systems that
could support complex decision making. Crisis management was one of the common use
cases of ICIS research. The focus of the CHIM (Computational Human Interaction Model-
ing) cluster was to develop advanced multimodal interfaces that could facilitate high-load
interactions between multiple users and multiple devices. Both ends of the interaction (user
input and system output) were intensively researched. Our work in ICIS centered on inves-
tigating the cognitive impact of multimodal information presentation, which is a necessary
step towards generating cognitively-compatible presentations for high-load interactions.
The SmarcoS project aims to design and develop interconnected embedded systems
with inter-usability. This means that SmarcoS allows interconnected devices and applica-
tions to communicate, exchange context information, user actions, and semantic data. It
allows applications to follow the user’s actions, predict needs and react appropriately to un-
expected actions. The task of work package four (Attentive Personal Systems) is to build an
intelligent system that motivates and supports users in their daily life to live a balanced and
healthy lifestyle. This system runs on inter-usable devices (e.g. PC, mobile phone, in-car
computer, TV, etc.) so that its service is available when the user is at work, at home or on
the go. Our work on in-vehicle information presentation contributes to the “on the go” sec-
tion. Driving is always the main task in a moving vehicle, and thus in-vehicle information
presentation needs to be compatible with driving and to minimize unnecessary distractions
from driving. This is especially important in a high-load driving environment.
3The ICIS (Interactive Collaborative Information Systems) project was funded by the Dutch Ministry of
Economic Affairs under contract number BSIK03024.
4The SmarcoS (Smart Composite Human-Computer Interfaces) project is funded by the EC ARTEMIS
program on Human-Centric Design of Embedded Systems, under contract number 100249.
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1.5.2 Research Overview
The main objective of our work is to investigate the effect of information presentation in
a high-load task setting and to provide useful suggestions on the design of multimodal
interfaces. Towards this objective, we have taken the following steps. A literature study
was first conducted, followed by a series of experimental studies investigating information
presentation in several high-load task settings.
Literature study
As mentioned previously, modality is the main factor of interest. First of all, we have
conducted an extensive literature study on modality-related theories and findings in various
research fields. The objectives of this literature study include:
• To obtain an overview on the allocation of modality in intelligent multimodal pre-
sentation systems (IMMP), including the common methods, the factors taken into
account and existing guidelines. See Chapter 2.
• To understand the relation between modality and human cognition (i.e. the modality-
specific features of human information processing). This knowledge provides a the-
oretical foundation to understand the cognitive impact of multimodal information
presentation and to use modality in a cognitively-compatible fashion. See Chapter 3.
• To summarize previous findings about the use of modality in in-vehicle information
presentation. This shows the utility of the cognitive knowledge in a specific applica-
tion domain, and also serves as a common related-work study for our own work in
the automotive context. See Chapter 3.
Study on time limited visual search (Chapter 4)
Modality-related cognitive theories have rarely been applied to the design of IMMP. In this
study, we aim to confirm the relevance of several well-founded theories (the working mem-
ory theory [14], the dual coding theory [187] and the multiple resource theory [283], see
Chapter 3) to the design of multimodal interfaces. A user experiment has been conducted
to investigate the cognitive impact of modality using a time limited visual search task. The
task is a high level abstraction of a crisis management practise. It better allows the exper-
imental results to be predicted and interpreted in the light of the cognitive theories. The
design of the experiment is briefly summarized below.
• Scenario: earthquake rescue
• Information to be presented: location of wounded and dead victims
• User task: to send a doctor to wounded victims
• High-load factor: time pressure and high information load
• Presentation factor: modality
• Investigated modality set: text, image, speech, sound
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• Measures: performance, subjective and physiological measures
In addition, we propose a computational model, which predicts the suitability of any
modality choice for a given presentation task, based on relevant cognitive theories and other
modality allocation criteria.
Study on time limited decision making (Chapter 5)
The visual search task mentioned above requires mostly perception (to see and to hear)
which is a low-level cognitive activity. In this study, we move on to a higher-level cognitive
task – decision making based on calculation and comparison between multiple options.
Information presentation for multiple choice decision making has been well investigated,
but rarely in a time-limited task setting. Besides, the investigated decision tasks rarely have
a defined solution or a correct outcome. We have conducted a user experiment using a time
limited decision making task with a clearly defined solution. The objective of this study is
to investigate: 1) the presentation effects on decision making performance (defined by time
efficiency and accuracy), 2) the interaction between different presentation factors (modality
and spatial structure), and 3) the interaction between presentation factors and the time limit.
The design of the experiment is briefly summarized below.
• Scenario: earthquake rescue
• Information to be presented: injury condition of wounded victims
• User task: to decide which patient needs treatment more urgently
• High-load factor: time pressure
• Presentation factors: modality and spatial structure
• Investigated modality set: text, image
• Measures: performance and subjective measures
Study on local danger warnings (Chapter 6)
Local danger warning is an important function of in-vehicle information systems (IVIS) to
improve the safety of driving. Presenting local danger warnings is a challenging task be-
cause in an emergent danger, drivers have little time to perceive and react to the warning.
This is especially true when the danger is not yet visible to the driver’s own eyes. We have
conducted a series of two user experiments on presenting emergent road obstacle warnings.
Experiment One serves as a pre-study of Experiment Two, aiming to obtain a visual warn-
ing presentation that can be perceived with little time and effort. Experiment Two further
investigates eight warning presentation strategies in a simulator-based driving environment.
The objective of Experiment Two includes: 1) to find out whether local danger warnings
can indeed enhance driving safety; 2) to find out which modality(ies) and level(s) of as-
sistance are most suitable for presenting local danger warnings; and 3) to obtain subjective
judgements on how useful the warnings would be in various real-life driving situations. The
design of the experiment is briefly summarized below.
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• Scenario: driving
• Information to be presented: road obstacle warnings
• User task: to drive, avoid emergent road obstacles and recall warning messages
• High-load factor: time pressure and multi-tasking
• Presentation factors: modality and level of assistance
• Investigated modality set: text, image,speech, sound
• Measures: performance and subjective measures (based on ISO usability model)
Study on informative interruptive cues (Chapter 7)
Besides local danger warnings, IVIS also have a wide range of other functions which can
be either driving related or not. As IVIS are increasingly able to obtain and deliver informa-
tion, driver distraction becomes a larger concern. In the automotive domain, a large number
of studies have been carried out on the design and presentation of IVIS messages. How-
ever, assisting drivers to selectively attend to these messages for safer driving has rarely
been investigated. We propose that using informative interruption cues (IIC) in addition
to IVIS messages can be an effective means to minimize inappropriate driver distractions.
Accordingly, this study is focused on the design and presentation of IIC (rather than IVIS
messages), aiming to 1) design a set of sound and vibration cues that conveys four levels of
priority; 2) evaluate the cues to see whether they are easy to learn and can be quickly and
accurately identified under various types of cognitive load that drivers can encounter during
driving; and 3) compare sound and vibration to find out which modality is more suitable
under which conditions. The design of the experiment is briefly summarized below.
• Scenario: driving
• Information to be presented: informative interruption cues
• User task: to track moving object (mimicking driving), identify cues, listen to radio
and have conversation
• High-load factor: multi-tasking
• Presentation factor: modality
• Investigated modality set: vibration and sound
• Measures: performance and subjective measures
1.5.3 Dissertation Outline
The remainder of this dissertation is divided into four parts. Part One (background) presents
the outcome of our literature study in two separated chapters – Chapters 2 and 3. Part Two
(information presentation for time limited tasks) includes the two studies on time limited
tasks, respectively in Chapters 4 and 5. Part Three (information presentation in the auto-
motive context) includes the two driving-related studies, respectively in Chapters 6 and 7.
Finally, Part Four (reflection) provides a general discussion of our findings in Chapter 8,
and conclusions and future work in Chapter 9.
Part I
Background

2
Modality Allocation in Information
Presentation
This chapter starts by introducing the definitions of modality in different research fields
(Section 2.1), followed by presenting modality taxonomies which allow modalities to be
identified in a systemized manner (Section 2.2). Then, we move on to describe methods and
examples of modality allocation in intelligent information presentation systems/frameworks,
focusing on the most common rule-based approaches (Section 2.3). Afterwards, Section 2.4
summarizes a collection of modality allocation guidelines, which can be used as a reference
for multimodal interface design. Finally, Section 2.5 discusses the rationale underlying
good or bad modality allocation choices – the compatibility to human cognition.
2.1 Modality Definitions
The term ‘modality’ is interpreted differently in different fields. In cognitive science (cog-
nitive psychology and neuroscience in particular), modality commonly refers to the types of
human sensation, namely vision, hearing, touch, smell and taste. Based on this definition,
there are five major modality types: visual, auditory, tactile, olfactory and gustatory. In
computer science (human-computer interaction in particular), modality is interpreted more
broadly as “mode or way of exchanging information between humans or between humans
and machines in some medium”; where medium is the “physical realization of information
at the interface between human and system” ([21] p. 94). One can simply think of modality
as the form in which certain information content is presented (e.g. text, image, speech,
sound, etc.), and medium as an output device (e.g. screen, speaker etc.) that enables the
realization of modalities [209]. The following example is given to further demonstrate the
difference between the two definitions: text is a modality (computer science definition) that
is perceived via the visual modality (cognitive science definition). This dissertation adopts
the modality definition from the computer science domain.
HCI studies commonly distinguish input modalities from output modalities [183]. Us-
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ing the computer system as a reference point, input modalities carry information provided
by users into the system, while output modalities deliver information generated by the sys-
tem to users. The same modality may rely on different media to be realized when it serves
as input or as output modality. For example, text as an input modality is realized via a
keyboard (the user types text into the computer system), and text as an output modality is
realized via a display (the computer system displays text on the display). This dissertation
only addresses output modalities, and calls them simply ‘modalities’.
2.2 Modality Taxonomies
By the modality definition in computer science, any presentation form that can be perceived
by humans is a modality. This leads to a body of modalities that is large in size and diverse
in property. Provoked by the thought that modalities need to be addressed and identified
in a unified manner, Bernsen proposed a taxonomy to classify the properties of modalities,
which is well-known as ‘Modality Theory’. Evolved from Bernsen’s work, another modal-
ity taxonomy proposed by Bachvarova emphasizes the cognitive properties of modalities
and their combination characteristics. To our knowledge, these are the only two taxonomies
that are proposed for the classification of output modalities, despite the fact that modality
(both input and output) is often addressed in frameworks/models of multimodal interaction
(e.g. [98; 151; 179; 183; 210]). They also form a theoretical foundation to support modality
allocation and combination in multimodal output generation. Next, we describe these two
taxonomies in more detail.
2.2.1 Bernsen’s Modality Theory
Bernsen’s Modality Theory is a taxonomy of unimodal output modalities [19]. Based on the
observation that different modalities have different representational power, Bernsen defined
the following set of basic representational properties to identify modalities.
• Visual/auditory/tactile/olfactory/gustatory
This is the perceptual property of a modality, which is determined by its sensory
receptor (eye, ear, skin, nose or tongue).
• Linguistic/non-linguistic
Linguistic modalities are language-based, such as speech and text. Non-linguistic
modalities are not language-based, such as sound and pictures. This property is also
commonly referred to as verbal/non-verbal.
• Analogue/non-analogue
Analogue modalities present information via aspects of similarity between the pre-
sentation and what it presents, such as images and diagrams. On the other hand,
non-arbitrary modalities, such as language, provide the generalities and abstractions
which cannot be provided through analogue representation. This property is also
referred to as iconic/non-iconic.
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• Arbitrary/non-arbitrary
Arbitrary modalities do not rely on any already existing system of meaning to perform
their presentation function and non-arbitrary modalities do. Arbitrary modalities are
therefore by definition non-linguistic and non-analogue. A sound alarm is an example
of an arbitrary modality in cases where the alarm is only intended to draw attention
(the pattern of sound is not specially designed to convey a meaning). Traffic signs are
examples of non-arbitrary modalities.
• Static/dynamic
Static modalities, such as written text, offer users freedom of perception, meaning
that they can be perceived by users in any order and as long as desired. In contrast,
dynamic modalities are transient and do not offer freedom of perception, such as
speech.
This taxonomy is claimed to be complete and unique, which means that all possible
unimodal output modalities can be identified and each of them can be described in only
one way [21]. For example, written text is a visual, linguistic, non-analogue, arbitrary
and static modality. Existing theories and empirical studies on the use of modality mostly
concern the first two categories of properties (perceptual and verbal/nonverbal). In the
perceptual property category, visual and auditory modalities have been investigated the most
in nearly all application domains. This is because they are the most feasible and the most
natural to use in human machine interaction. To convey information via tactile modalities
(e.g.structured vibration) is rather new, but it is gaining more and more research attention
in recent years. The remaining two sensory channels, smell and taste, have rarely been
explored for the purpose of human machine interaction.
2.2.2 Bachvarova’s Modality Ontology
While Bernsen’s taxonomy is focused on the representational properties of modality, Bach-
varova [11] argues that the cognitive properties are particularly important and need to be
addressed separately from the representational properties. Cognitive properties are those
which determine how a modality is perceived and processed by the human cognitive sys-
tem. In addition, the description of a modality should also contain information about how it
can be combined with other modalities. Accordingly, Bachvarova re-organized the modality
properties proposed by Bernsen on three levels.
• Information presentation level
This level describes the capability of a modality to represent certain types of infor-
mation. The properties linguistic/nonlinguistic and analogue/non-analogue belong to
this level.
• Perception level
This level determines how a modality is perceived by the human perceptual-sensory
system. It distinguishes between being visual, auditory, haptic, olfactory, or gustatory.
Static/dynamic is also a property at this level, because it determines how much time
a modality allows to be perceived and processed.
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• Structural level
This level models the dependencies that can exist between multiple modalities that
are combined in one presentation. For example, when placing an icon on a map, these
two combined modalities depend on each other to convey the location of the object.
The arbitrary/non-arbitrary property belongs to this level.
This taxonomy is questionable in some aspects, for instance the ‘linguistic/nonlinguistic’
property also influences how information is processed by the human brain (see Section
3.4.2). However, it certainly has an added value in addressing the cognitive impact of
modality choice. Indeed, modality plays an important role in human information process-
ing, which will be explained in detail later in Chapter 3. Next, we discuss previous studies
about modality allocation in intelligent multimodal presentation systems.
2.3 Modality Allocation in Intelligent Multimodal Presen-
tation Systems
Intelligent multimodal presentation systems (IMMP) are knowledge-based systems, which
exploit their knowledge base in order to dynamically adapt their output generation to the
run-time requirements of user-computer interaction, such as the user profile, task charac-
teristics, nature of the information to be conveyed, et cetera [27; 118]. The development of
IMMP has received much research attention during the past two decades. The application
domain is very broad, including home entertainment [76], technical document generation
[272], medical training [149], crisis management support [84] and much more.
IMMP by definition have more than one modality available for generating presenta-
tions. Modality allocation in IMMP systems refers to a process that chooses one or more
modalities to best present a certain information content for achieving a certain presentation
goal [27; 75]. It can also be considered as to make the most suitable mappings between a
set of information and a set of modalities, constrained by certain factors [7]. The factors
can be the type of information to be conveyed, the presentation goal, the characteristics of
the available modalities, the user profile, the condition of the environment, the type of user
task, or any other factors that are identified to be relevant to a specific application. For
automated generation of multimodal presentations, IMMP also need to allocate modalities
on the fly, adapting to variations in the selected factors.
2.3.1 The Rule-based Approach
Modality allocation rules
In existing IMMP studies, modality allocation is commonly rule-based [8; 81; 118; 149;
165; 209; 210; 246; 271; 273]. Modality allocation rules typically associate factors and
their values with the preferred modality choice, such as “When factor F has a value V, use
modality M”. They are usually pre-defined and embedded in the knowledge base of the
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system. The rules are the core of the intelligence in the sense that they define which factors
the system should adapt to and how it should adapt.
For example, in the computer-assisted surgery system presented in [149], the informa-
tion to be presented was the distance between the needle tip and a target point inside the
patient’s body. An application-specific factor - the location of the needle - was selected to
guide modality allocation. Three values were distinguished: outside the patient’s body, just
inserted into the body and very near to the target (<10mm). The two available modalities
were sound and a color gauge. Sound conveyed distances by varying its frequency. The
closer the needle was to the target point, the more frequently the sound was repeated (de-
creasing the inter-beep interval). The color gauge was displayed on the mini-screen tied to
the needle. The length of a color bar increased as the needle got closer to the target point.
Finally, three modality allocation rules were made: 1) when the needle is outside the pa-
tient’s body, only sound is used to present the distance; 2) when the needle is inserted into
the body, sound and color gauge are used redundantly; and 3) when the needle tip is very
near the target point, only color gauge is used.
Table 2.1 shows more examples of modality allocation rules and the factors they are
associated to. Note that these rules described in the form of natural language are usually
not directly interpretable by the system. Instead, rules need to be translated into the rep-
resentation language of the system, such as the M3L language used in SmartKom [271]
and the MOXML language used in MOST [209]. When allocating modalities for a certain
presentation task, the system searches the rule base for rules associated to factor values at
that particular sate of interaction.
Additional rules
When more than one modality is selected for the same presentation task, additional knowl-
edge might be needed to define the coordination between them. This knowledge can be
translated into a separate set of rules and embedded into the rule base, as proposed by the
authors of [210]. The commonly used coordination modes include synergy (i.e., the use of
several modalities to present various aspects of the same event or process) and redundancy
(i.e., the use of several modalities to present the exact same information) [214]. For a sys-
tematical description of modality combination, Vernier et al. [264] proposed a theoretical
framework that defines a two-dimensional combination space. One dimension is combina-
tion schema, containing five instances (derived from [5]): distant combination, one point of
contact, partial overlap, total overlap and inclusion. The other dimension describes the as-
pects at which the modalities are combined, including time, space, interaction language and
semantics. Although frameworks of this type (see also [54; 152; 181; 182]) do not directly
offer design suggestions on what and what not to combine, they serve as the foundation for
encoding existing guidelines and creating new rules.
Another type of knowledge that might be necessary in the rule base is the medium
/media that will be used to realize the selected modality. This is very often not an issue,
because for each modality that is used by the system, there is only one device that can
realize it. For example, if a system contains one screen and one speaker, then the screen
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displays all visual modalities and the speaker delivers all auditory modalities. However, if
this is not the case, then additional rules are needed to specify a medium or several media to
each modality choice. Media allocation rules can be either separate from or integrated with
modality allocation rules. An example of the separate case is the MULTIFACE system [44],
which possesses a predefined list of modality-device pairs, indicating which modalities are
allowed and preferred by each device. The integrated case can be seen in the fighter plan
ground marking system in [209]. It contains two output devices for visual modalities: a
screen and a head-mounted visor. Their modality allocation rules define the modality choice
as well as the medium to use (see Table 2.1).
Limitations
The main limitation of the rule-based method lies in the possible failure in the final selec-
tion due to conflicting outcomes from different rules. For example, the most appropriate
modality choice given a certain information type might differ from the most appropriate
modality choice given a certain user preference. Conflicts are more likely to occur when
the number of factors or the number of rules gets higher. To tackle this problem, an obvi-
ous solution is to add additional criteria for solving conflicts, such as a factor importance
ranking. Besides, a rule can contain more than one modality choice, such as a best choice,
a second-best choice and so on. However, these rule-based solutions still have a lack of
flexibility [291].
2.3.2 Other Approaches
Alternatively, some studies quantified the rules by translating them into numerical metrics
of weights or appropriateness. Then, computational models can be applied to perform the
overall optimization. For example, [291] presents a graph-matching approach which oper-
ates on two graphs and two sets of numerical metrics. A data graph consists of informa-
tion units (nodes) and relations between them (links). A modality graph contains available
modalities (nodes) and the similarity/compatibility between them (links). A set of modality
selection metrics assesses the desirability of each modality-data pair, meaning how desir-
able it is to select a modality for an information unit. The numerical values are determined
based on modality allocation rules for three factors: task type, user profile and information
type. Another set of metrics, called presentation coordination metrics, translates several
modality combination rules into numerical form. Finally, a probabilistic graph matching al-
gorithm (graduated assignment algorithm [90]) is applied to find a data-modality mapping
that maximizes the overall desirability. Other examples of computational approaches can
be seen in [241] and [118]. Authors of these studies normally do not call their approaches
rule-based. However, the input metrics of these computational models are still derived from
rules. What differs is the way in which the rules are encoded and inferred by the system.
2.3.3 Sources of Rules
In order to construct the rule base for a given application, designers can fall back on two
knowledge resources: 1) application-specific requirements which can be obtained from field
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experts, and 2) relevant guidelines1 which can be retrieved from the literature. Note that
the collection of guidelines is not limited to the domain of IMMP. In fact, the choice of
modality is a concern in any domain where information needs to be presented to people (not
necessarily via computer interfaces), such as education, risk communication, marketing,
just to name a few. In principle, modality allocation in IMMP can learn from findings of
any modality-related study in any domain. In the next section, we summarize a collection
of modality allocation guidelines to serve as a design reference. This collection has by
no means made a complete coverage over all relevant findings in all research domains. It
only addresses three most commonly investigated aspects, namely perceptual properties,
information type and modality combination.
2.4 A Collection of Modality Allocation Guidelines
In this section, we present three categories of modality allocation guidelines. The first cate-
gory is associated with the perceptual property of modalities, suggesting when to use visual,
auditory, and tactile modalities. The second category is related to the type of information
to be presented, stating the type(s) of information each modality is suited for. The third
category addresses modality combination, suggesting when to use multiple modalities in
one presentation and presenting good “modality compounds”.
The guidelines were either directly derived from individual studies or taken from exist-
ing guidelines collections in the literature. Note that modality allocation guidelines are not
about the realization details of a modality. For example, an allocation guideline of sound
describes a situation where sound is a preferred modality, but not how to set the pitch and
loudness of a sound signal. Guidelines on realization details are normally called modality
design guidelines, and are out of the scope of this chapter.
2.4.1 Guidelines on Perceptual Properties
Visual and auditory modalities are the most commonly applied in information presentation.
A set of guidelines regarding the selection between visual and auditory modalities was
proposed by Deatherage in the early 1970’s [58]. After several decades, these guidelines
remain valid for the design of multimodal information presentation and are particularly
relevant to in-vehicle information presentation [135; 184].
Use auditory modalities when:
• The message is simple
• The message is short
• The message will not be referred to later
• The message deals with events in time
1Here, we distinguish the term ‘guideline’ from the term ‘rule’. Rules are tailored for an application,
whereas guidelines are general suggestions that any application can refer to. For example, “use non-verbal
visual modalities to present spatial information” is a guideline. When adapted to an application, a rule can be
made as “use map on the screen to present the location of building x”.
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• The message calls for immediate action
• The message must be detected independent of head position or eye gaze
• The visual system is overburdened
• The environment is too bright or too dark
• The user must move around
Use visual modalities when:
• The message is complex
• The message is long
• The message will be referred to later
• The message deals with locations in space
• The message does not call for immediate action
• The auditory system is overburdened
• The environment is too noisy
• The user can stay in one place
Regarding tactile modalities, both allocation and design guidelines have been proposed
in recent years [95; 238; 259]. The following guidelines suggest when to use tactile modal-
ities to present information.
Use tactile modalities when:
• The task requires the alarming feature of attention
• The task is temporal in nature
• The task involves hand-eye coordination (e.g. object manipulation), where haptic
sensing and feedback are key to performance
• The visual and auditive channels of an operator are heavily loaded
• The visual and/or auditive information is degraded. For example the visual dis-
play possibilities are limited (e.g. in hand-held devices), or the auditive channel is
unattractive (e.g. in noisy public places).
2.4.2 Guidelines on Information Type
Information type is perhaps the most investigated factor for modality allocation. Modalities
differ in terms of their expressive power, which means that different modalities are suitable
for presenting different types of information. Based on the literature, a set of guidelines on
information type is summarized in Table 2.2. Note that the modality-information mappings
presented in this table should be interpreted as “modality M is known to be particularly
suitable/effective for presenting information type T”, but not “modality M can only present
information type T”.
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2.4.3 Guidelines on Modality Combination
Nowadays most user interfaces are multimodal. Combining multiple modalities in one
presentation can enhance the robustness of communication and increase the bandwidth of
information transfer [203; 216]. However, using multiple modalities is not always advanta-
geous, especially when the combined modalities redundantly convey the same information.
The redundancy may induce additional costs in terms of perception load, interface manage-
ment and monitoring demand. The following guidelines suggest when to combine multiple
modalities [216].
Combine multiple modalities when:
• The combination enhances human cognitive and physical ability and is compatible
with user preference, context and system functionality
• The combination improves efficiency, satisfaction, or other aspects of performance
for a given user and context
• The task domain is data-rich and complex, and time sharing between multiple infor-
mation sources needs to be supported. (In contrast, uni-modality can be preferred in
less demanding environments that involve few and simple self-paced tasks, in order
to avoid the potential costs associated with multimodality.)
In addition, some researchers proposed that designers of multimodal presentation could
adopt a “lessons-learned” approach [21], that is to fall back on the literature and analyze the
“good compounds” which have been proved useful for a broad range of specified purposes.
At least, when using a modality combination that has been certified as a good one under
particular circumstances, developers will know that they are not venturing into completely
unexplored territory but can make the best use of what is already known about their chosen
modality combination ([21], pp. 145). Here we discuss two groups of good compounds
(modality combinations).
First, the combination of verbal and non-verbal modalities is one of the well-known
good compounds [20; 191]. Linguistic modalities (e.g. text, discourse) surpass analogue
modalities (e.g. images, graphics, diagrams) at explaining abstract concepts, while ana-
logue modalities are better at expressing what things exactly look like. These complemen-
tary features bring the combination superior expressive power. Moreover, the cognitive
benefit of this combination is the most pronounced when the verbal modality is auditory
and the non-verbal modality is visual, or vice versa. This can be explained by the multiple
resource theory which is introduced later in Section 3.5. Several examples of verbal and
non-verbal modality combinations and their benefits are listed below.
• Adding text to graphics can improve the comprehension of the graphics [79].
• Speech may complement graphic displays for ease of visual inspection [21].
• Map-based displays should be combined with spoken interaction [245].
• Virtual displays benefit from being coupled with non-speech audio [245].
• Adding gesture to speech offers speed, high-bandwidth information transfer, flexibil-
ity, enhanced error avoidance, and relative ease of use [238].
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The second group of good compounds includes visual-auditory combinations (VA) and
visual-tactile combinations (VT). Regarding VA, one often-employed combination is the
use of an auditory alert, followed by the visual presentation of relevant information [59;
61; 170]. For example, route guidance systems for cars use an auditory signal to notify the
driver of an upcoming turn, and a visual display then provides more detailed information
about the turn. A redundant use of auditory and visual modalities (they present the same
information simultaneously) has also been found to improve user’s reactions to warning
messages [36; 142]. Regarding VT, tactile cues are often used together with visual infor-
mation to aid localization or indicate directions. For example, the authors of [103] used
tactile cues to notify drivers of rapidly approaching vehicles. Tactile signals were provided
either on the front or on the back of the driver’s torso, indicating in which direction drivers
should look out for the vehicle. VT have been shown to induce faster reactions and impose
lower cognitive load than using either single modality alone. For a set of design guidelines
on VT, see [95]. Finally, the three good compounds in this group are summarized below.
• Use an auditory alert, followed by the visual presentation of relevant information
• Use auditory and visual modalities redundantly to present warning messages
• Use tactile cues with visual information to indicate directions or aid localization
2.5 The Underlying Rationale
The modality allocation guidelines discussed in the previous section provide a useful refer-
ence to the design of multiple user interfaces. However, we would like to obtain a deeper
understanding of the rationale underlying these guidelines. For example, what makes it bet-
ter to present warning messages redundantly by both auditory and visual modalities? What
makes it better to use image rather than text for presenting concrete concepts? The answers
lie in the way in which human cognition functions, because the receiver and processor of
information is the human brain. Indeed, a large number of psychological, neuropsycholog-
ical, and biological studies have revealed that modality plays an important role in various
stages of human information processing, due to the modality-specific features of human
cognition. Therefore, the rationale underlying good or bad modality choices is their cogni-
tive compatibility.
Existing studies on the design of IMMP are often disassociated from knowledge of
human cognition (e.g. the studies presented in Section 2.3). However, the need for in-
tegrating cognitive knowledge into IMMP has already gained awareness in recent years
[203; 216; 238]. Regarding modality allocation, this means that allocation rules and guide-
lines need to be developed in the light of human cognition. Cognitive-aware modality allo-
cation can be particularly beneficial in high-load task environments, because users may not
have much spared cognitive capacity to cope with additional load that is unnecessary for the
task. Consequently, suboptimum presentations can cause cognitive overload and harm the
task performance. In the next chapter, we present relevant cognitive theories and findings
describing the role of modality in various stages of human information processing. They
provide a theoretical support to cognitively-compatible modality allocation.
3
Modality and Human Cognition
In this chapter, we first present a conceptual model of human information processing in
Section 3.1. This model has great utility in understanding the functionality of the human
brain. It also provides a useful framework to further discuss the modality-specific features
of human cognition. The following three sections (Section 3.2 ∼ 3.4) describe the role of
modality in sensory processing, perception and working memory (cognition), respectively.
Then, Section 3.5 presents the multiple resource model which is a modality-related theo-
retical framework for predicting multiple-task interference. Afterwards, Section 3.6 shows
the utility of these cognitive theories in the automotive context. Given the requirements of
the driving task, the cognitive properties of a modality, together with other influences, de-
termine its advantages and disadvantages for in-vehicle information presentation. Finally, a
brief summary of this chapter is given in Section 3.7. The contents of this chapter has been
partially published in [37] and [41].
3.1 Model of Human Information Processing
A conceptual model of human information processing was proposed by Wickens [279]. As
Figure 3.1 shows, the model represents human information processing as a series of stages
(boxes) connected by the flow of information (arrows). Attention as a resource is allocated
to most of the stages. This model has great utility in understanding the functionality of the
human brain. However, it should not be taken as a representation of the structure of the
brain. Although the human brain does have a modular architecture [46], there is no clear-
cut separation of areas in correspondence with the processing stages. More details on the
processing stages are given below.
Sensory processing
In this stage, information from the environment is received by the brain as raw sensory data
that can be processed by the brain. Sensory processing is pre-attentive, meaning that we
are not consciously aware of what is being sensed at this stage. Raw sensory data is stored
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Figure 3.1: A model of human information precessing stages proposed by C.D. Wickens (repro-
duced from [279], p. 11).
for a very short time in short-term sensory stores (STSS). In fact, the capacity of STSS
is much larger than the capacity of cognitive processing (working memory in particular),
which means that we cannot and do not need to consciously process everything that is being
sensed. For example, when a person is sitting on a chair, his/her body is constantly sensing
the physical support of the chair, but usually he/she does not need to constantly think about
the fact that he/she is sitting on the chair.
Perception
In this stage, a subset of incoming sensory information is selected by attention and in-
terpreted in the context of previous experience (information in long-term memory). For
example, a person interprets a brown object in a visual scene as a table. Information in
long-term memory plays a large role in perception. If a person has never seen a table be-
fore, he/she will not be able to perceive a table as a table. Due to different experiences, the
same sensory input can be perceived differently by different people.
Working memory & long-term memory
Working memory is the major processor of information, where complex cognitive oper-
ations take place, such as reasoning, calculating, comparing, comprehending, judging, et
cetera. At a given moment, the information contents in working memory are what a per-
son is consciously aware of. Working memory can store contents into long-term memory.
However, contents in long-term memory are unconscious unless retrieved back into work-
ing memory again. Moreover, working memory has limited capacity. The influential work
of Miller states that the capacity of working memory is limited to 7 +/- 2 items (information
chunks) [168]. In contrast, the capacity of long-term memory is believed to be unlimited.
At least no proof of such a limitation has been found so far.
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Response selection
In this stage, decisions are made on how to respond to the environment. Two types of
response can be distinguished: automatic response and controlled response. Automatic re-
sponses, represented as the arrow from perception to response selection, are procedures in
long-term memory that execute automatically in response to a certain stimulus. They are the
natural reflexes (e.g. withdrawing one’s hand when touching hot water) or highly-trained
skills (e.g. walking). Automatic response selection is fast and requires little attention. In
contrast, controlled response selection, shown by the arrow from working memory to re-
sponse selection, is based on the outcome of cognitive processing. It is slower and requires
more attention resources, compared to automatic response.
Response execution
In this stage, the motor movements of the selected response are executed. Response exe-
cution is separated from response selection for two reasons. First, selected responses do
not necessarily have to be executed. For example, when a person runs away from danger
in his/her dream, the running response is usually not executed. Second, errors can occur
during response execution, so that a wrong response is executed instead of the intended one.
System/environment feedback
The feedback loop from the system/environment to sensory processing indicates that the
human response to the environment can be observed again. This feedback loop makes it
possible to keep adjusting the response in order to reach a certain goal or maintain a certain
performance. It is crucial to numerous tasks in daily life. When putting a cup into the coffee
machine, the distance between the cup and the target place in the machine is a feedback that
is continuously observed and used to direct the hand movement. When driving a car, the
position of the car on the road is continuously observed and used to steer.
Attention
Attention is not a processing stage, therefore it is not surrounded by a box. Attention has
two types of role in human information processing. The first role is the “attentive search-
light”, because only the sensory information that gets attention can be passed on to later
stages and be consciously processed. The second role is the resources or “fuel” of informa-
tion processing. As shown by the dotted arrows in the model, attention resources are needed
in nearly all processing stages. The capacity of attention is known to be limited [278], there-
fore the number of stimuli or tasks one can attend concurrently is limited. Attention limits
also apply to the decision making and response execution stages.
The modality of information presentation mostly influences three stages of processing: sen-
sory processing, perception and working memory. The response selection stage has not
been explicitly related to the use of modality in the literature, because the response to an
event (a decision) is mostly based on the output of cognition activities in the working mem-
ory, rather than based on the modality of information input. The response execution stage is
modality-specific because different modalities are generated by different parts of the body,
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such as the hands for tactile responses and the vocal organs for speech responses. From a
HCI perspective, these modalities are input rather than output modalities, and thus are out-
side the focus of this dissertation. In the remainder of this chapter, we will describe the role
of modality in sensory processing, perception (selective attention from sensory processing
to perception) and working memory (cognition).
3.2 Modality and Sensory Processing
At the sensory processing stage, the distinction of modalities is physically determined, be-
cause the five human senses are realized by different sensory receptors. The receptors for
visual, auditory, tactile, olfactory and gustatory signals are found in the eyes, ears, skin,
nose and tongue, respectively. Each sensory receptor is sensitive to only one form of en-
ergy. The function of these receptors is to transduce the physical energy into electrochem-
ical energy that can be processed by the brain. All senses have an associated short-term
sensory store (STSS) to temporarily store incoming sensory information. The duration of
visual STSS is around 0.5 seconds, and the duration of auditory STSS is 2-4 seconds [279].
Tactile sensing is unique compared to the other four senses. First, skin is not a localized
sensory organ like eyes, ears, nose, and tongue. Therefore, the sense of touch operates over
a considerably wider surface (the whole body surface) [55]. Furthermore, tactile sensing is
not simply the transduction of one type of physical energy into one type of electrochemical
signal. This is mainly because the sense of touch consists of many forms, including the
detection of temperature, texture, shape, force, friction, pain, et cetera [56]. The relation
between these different forms of tactile sensing is not clearly understood.
3.3 Modality and Perception
Sensed stimuli do not have to be consciously attended to or actively interpreted. Instead, at-
tention is needed to select certain raw sensory data to be perceived and interpreted (the
“searchlight” role). This selection process is referred to as ‘selective attention’ [114].
Modality plays an important role in selective attention, because modalities with different
sensory properties vary in their abilities to attract attention. The majority of selective atten-
tion research over the past 50 years has focused on auditory and visual modalities [232].
Only the last decade has seen a rapid growth of research on tactile attention. Research
findings on visual, auditory, tactile, and cross-modal attention are presented next.
3.3.1 Visual Attention
Visual attention guides what we are looking at. The visual field is divided into foveal and
peripheral fields. Only foveal vision is able to observe details of objects, but it has a very
limited angle of only about 2 degrees. Therefore, without foveal visual attention, people
often have surprising difficulty in detecting large changes in visual scenes - a phenomenon
known as ‘change blindness’ [223; 224]. Peripheral vision is sensitive to motion and lu-
minance changes. Visual attention can be directed in a top-down manner or a bottom-up
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manner [53]. The top-down manner means that visual attention is consciously directed by
top-down knowledge, such as task-dependent goals [177], contextual cues [49; 197], current
items in the working memory [64; 108] and expectations of what to see [235]. In contrast,
the bottom-up manner is driven by salience, meaning that the visual stimuli which win the
competition for salience will automatically be attended. When an object in a visual field
contains some unique features, this object seems to “pop out” and captures the attention
[111]. Through the bottom-up mechanism, attention shifts can be influenced by how the
visual information is presented. Items that have higher priority should be presented with
a unique (compared with surrounding) color, shape, intensity, orientation, depth, size, or
curvature [190; 288].
3.3.2 Auditory Attention
Regarding attention attraction, the auditory modalities are different from the visual ones in
three aspects. First, auditory modalities are more salient than visual modalities. Usually,
attention is promptly directed to an auditory signal upon the onset of its presentation [235].
This feature makes auditory modalities a preferred choice to present information with high
priorities, such as warnings and alerts [239]. The risk of using auditory modalities is that
they might interrupt an ongoing task by pulling full attention away from it, referred to as
‘auditory preemption’ [282]. Second, unlike visual information which needs to be in the
visual field in order to be attended to, auditory information can grab attention no matter
which direction it comes from, and its direction can be distinguished if perceived by both
ears. This feature makes it possible to assist visual search by providing location cues via
auditory modalities. For example, it was demonstrated in [16] that 3D audio information
could indeed assist pilots to locate outside-the-window visual targets faster. Third, auditory
information is transient if no repeat mechanism is added to it. Therefore, it is force-paced,
meaning that in order to be fully perceived, attention needs to be held on to an auditory
stream during its presentation. In contrast, static visual information tends to be more con-
tinuously available and thus offers more freedom of perception in terms of time [279].
3.3.3 Tactile Attention
The presentation of a tactile stimulus can lead to a relatively automatic (or stimulus-driven)
shift of attention towards the location of the stimulus (on the body) [232]. Attention can
also be directed to tactile modalities voluntarily (i.e. expecting a tactile stimulus). Findings
of behavioral studies and ERP (event-related brain potential) studies have both shown that
attending to tactile modality (before a stimulus) can speed up the perception of the arrival of
a stimulus and improve the discrimination of the stimulus [269]. Once attention is focused
on tactile modality, people find it harder to shift it away than they do to move the focus of
their attention away from the auditory or visual modalities [235; 236; 255].
Tactile attention has been found to have several limitations [232]. First, similar to
“change blindness” of vision, tactile perception has a “inhibition of return (IOR)” effect,
which means that the presentation of a tactile stimulus can slow down the processing of
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other tactile stimuli presented to the same or other parts of the body [51; 251]. This effect
can last for a particularly long time (i.e., several seconds) after a stimulus is delivered. Sec-
ond, people have extremely limited ability to simultaneously attend to and process multiple
tactile stimuli presented over the body surface or even across the fingertips. For example,
people are surprisingly bad at counting tactile stimuli when presented at more than 2 or 3
places over the body surface [85; 205]. Finally, when using a tactile motion stream (a series
of moving tactile stimuli) across the body surface to present directional information, the
perceived direction and speed of motion can be dramatically altered by any visual object
that happens to be moving at around the same time [18; 146].
3.3.4 Cross-modal Attention
In real-life situations, attention often must be simultaneously coordinated between different
senses - a fact that motivated the development of a relatively new research topic – cross-
modal attention [231]. It has been proved that a shift of attention in one modality towards
a certain spatial location tends to be accompanied by corresponding shifts in other modal-
ities towards the same location [66; 83]. Such cross-modal links can operate in a reflexive
(automatic) manner or a voluntary (controlled) manner. The reflexive manner means that
an irrelevant but salient event in one modality tends to attract attention towards it in other
modalities as well. Such reflexive links have been found for many modality combinations.
For example, a salient auditory event (e.g. a loud bang) can generate rapid shifts of visual
attention towards its direction; a tactile event on one hand (e.g. being touched) can generate
shifts of visual and auditory attention towards the location of the touch. Cross-modal links
can also direct attention voluntarily. When a person strongly expects an event in one modal-
ity at a particular location, his/her sensory sensitivity improves at that location not only for
the expected modality but also for other modalities, even if there is no motivation to ex-
pect events from other modalities to occur at that location [230]. The cross-modal attention
shifts have been supported by electrophysiological evidence from ERP studies [72; 73].
There might be a single cross-modal attentional system that operates independently of sen-
sory modality and controls shifts of spatial attention for all senses. In summary, spatial
attention towards a location typically spreads across modalities, and this finding has impli-
cations for multimodal information presentation to better support attention management in
complex and data-rich interface applications.
3.4 Modality and Working Memory
Working memory operates in a modality-specific manner. The two theories presented below
state that information contents carried by different modalities are processed differently in
working memory.
3.4.1 Working Memory Theory
In 1974, Baddeley and Hitch proposed a three-component model of working memory,
which has been well supported by scientific evidence from cognitive psychology, neu-
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Figure 3.2: The working memory model by Baddeley and Hitch (from [14]).
roimaging and anatomy [13; 14]. According to this model, working memory contains a
central executive system aided by two subsidiary systems – a visual-spatial sketch pad and
a phonological loop (Figure 3.2). The phonological loop has a phonological store for tem-
porarily storing auditory information. It also includes a rehearsal system. Auditory traces
within the store are assumed to decay over a period of about two seconds unless they are
refreshed by the rehearsal system. Particularly, the rehearsal system relies on speech cod-
ing to maintain the memory trace, meaning that information is usually rehearsed in the
mind via sub-vocal speech [12]. The visual-spatial sketch pad is assumed to temporarily
maintain visual information and to form a relation between visual and spatial information.
The information stored in the two subsidiary systems is retrieved by the central executive
system, which is assumed to be an attentional system whose role extends beyond memory
functions. As the name indicates, it is believed to be a processing and control system which
is involved in attention management, learning, comprehension, decision making, reasoning,
judgement and planning. Neuroimaging and anatomical studies have indicated that these
three components of working memory are localized in different brain regions. There is clear
evidence of the phonological loop being on the left temporoparietal region (an area of the
brain where the temporal and parietal lobes meet). The visual-spatial pad is identified to be
primarily localized in the right hemisphere. There is also evidence for a separation in brain
components between spatial (‘where’) and object (‘what’) vision [169; 228]. There is the
least agreement among research findings on the anatomical location of the cental executive.
It seems that different executive processes are implemented by different brain components
and many of them locate in the prefrontal cortex [13; 250].
The working memory theory only addresses visual and auditory sensory systems, be-
cause these two senses have been the most investigated in nearly all domains. However,
since all five senses have a separated short-term sensory store, the working memory model
could presumably have three more subsidiary systems in charge of tactile, olfactory, and
gustatory information.
3.4.2 Dual Coding Theory
At about the same time that the working memory theory was proposed, Paivio proposed a
dual coding theory which addresses another modality-specific feature of human cognition
[187]. This theory assumes that cognition is served by two separate symbolic systems, one
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Figure 3.3: The dual coding theory by A. Paivio (from [188]). Logogens and imagens refer to verbal
and nonverbal representational units respectively.
specialized for dealing with verbal information and the other with nonverbal information
(Figure 3.3). The two systems are presumed to be interconnected but capable of functioning
independently. The verbal system processes visual, auditory, and other modality-specific
verbal codes. The nonverbal system processes images, environmental sounds, actions, and
other nonverbal objects and events. The two systems are linked into a dynamic network
through referential connections. The referential connections convert information between
two systems and join corresponding verbal and nonverbal codes into knowledge that can
be acted upon, stored, and retrieved for subsequent use. It has been demonstrated that the
referential connections play major roles in various educational domains, such as knowledge
comprehension, memorization, the learning of motor skills, etcetera [50]. Neuroimaging
studies have provided support for the dual coding theory by showing that different parts of
the brain are responsible for the passive storage and active maintenance of verbal, spatial
and object information [226; 227].
3.4.3 Relating the Two Theories
The aforementioned two theories have not been explicitly related to each other by their
founders. However, they are complementary instead of contradictory. It seems reasonable
to assume that the central executive selectively retrieves information from modality-specific
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mental systems, integrates them into a unified percept, and then implements executive pro-
cesses (reasoning, decision making, etc.). The central executive may also be responsible
for the transfer of information between modalities. Since the rehearsal of information in
the working memory is based on sub-vocal speech [12], rehearsing written materials during
reading is an example of modality transfer from the visual to the auditory system. An-
other example is mental imagination of the appearance of an object upon hearing its name,
demonstrating modality transfer from the verbal to the nonverbal system.
Furthermore, these two theories both provide theoretical support to the prediction of
multiple-task interference. The working memory theory implies that the perception of vi-
sual and auditory information consumes separate attention resources. Therefore, two con-
current perception tasks interfere less with each other when they make use of different
sensory systems than when they compete for resources of the same system. Similar conclu-
sions can be made for verbal and nonverbal information based on the dual coding theory.
In the next section, we describe the multiple resource theory – a framework that predicts
multiple-task interference along four dimensions [280]. Two of the four dimensions are
based on distinctions in modality properties.
3.5 Multiple Resource Theory
The multiple resource theory proposed by Wickens is a theory of divided attention between
multiple tasks [280; 283]. Resource refers to attention resources that are allocatable and
limited. The concept of multiple resources connotes attention resources allocated to par-
allel, separate, or relatively independent processes (tasks). The first version of this theory
proposes three dimensions that account for variance in time-sharing task performance. They
are processing stages, sensory modalities, and processing codes. Each dimension has two
discrete levels. Figure 3.4 shows a cubic structure illustrating the three dimensions and their
levels. A fourth dimension, visual channels, was later added to the model. Visual channels
is a nested dimension within visual resources and is not explicitly represented in the cubic
structure. According to the multiple resource theory, two tasks that both demand one level
of a given dimension will interfere with each other more than two tasks that demand sep-
arate levels on the dimension. Time sharing will be better if two tasks use different levels
along each of the four dimensions. Next, the four dimensions are discussed in detail.
Processing stages (cognitive vs. response)
This dimension separates the attention resources used for cognitive activities (perception,
cognition) from those underlying the selection and execution of responses. There will be
substantial interference between resource-demanding perceptual tasks and cognitive tasks
involving working memory, because perception and cognition are supported by common
resources. Two tasks both involving response selection will also heavily compete for com-
mon response-related resources. However, a primarily response related task interferes less
with a cognitive task. This dimension is supported by a large amount of empirical and
physiological findings (for details see [283] p. 133).
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Figure 3.4: The structure of Multiple Resource Theory by C.D. Wickens (from [279]).
Sensory modalities (auditory vs. visual)
This dimension separates attention resources supporting visual and auditory information
processing. Visual attention to a target does not restrict concurrent auditory attention to
another target [4; 67]. As a result, auditory and visual information can be simultaneously
processed better than two different auditory streams or two different visual signals. For
example, when presenting route guidance for drivers, it is better to use auditory modalities
than visual modalities, because the concurrent driving task mostly requires visual attention
[189]. This distinction is said to be the most effective for perception. The working memory
model from Baddeley (Section 3.4.1) provides theoretical support for this dimension.
Processing codes (verbal vs. spatial2)
This dimension predicts that tasks can be better time-shared if they respectively involve
verbal and spatial information processing and response. This prediction is effective at all
stages. At the cognitive stage, the perception and processing of verbal and spatial informa-
tion depend on separate resources, which is supported by the dual coding theory (Section
3.4.2). At the response stage, the verbal (vocal) and spatial (manual) responses also require
separate attention resources. For example, manual dialing on cell phones interferes with
driving much more than voice dialing [60].
Visual channels (focal vs. ambient)
This dimension is established due to the fact that focal and ambient (or peripheral) vision
can be processed in parallel. For example, we can keep the car in the center of the lane
2The notion ‘spatial’ used in this theory seems to be equivalent to the notion ‘nonverbal’, but a clear
confirmation of this relation has not been found in the literature.
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(ambient vision) while reading a road sign (focal vision). It was also found that different
brain structures were activated when attention is deployed to different visual fields [180].
The distinction of focal and ambient channels is considered to be nested within the visual
attention resources.
The multiple resource theory certainly has an impact on information presentation in human-
computer interface design, especially regarding the allocation of modalities. In multi-task
environments where multiple sources of information need to be presented to users at the
same time, modality allocation should avoid or reduce overlap within each level of the
‘sensory modalities’ and the ‘processing codes’ dimensions. For example, while driving is
a visual and spatial task, using an auditory and verbal modality (speech) to present route
descriptions would allow better time-sharing of these two tasks. Apart from modality, the
‘channel’ dimension offers a solution of presenting multiple sources of visual information,
that is to smartly locate them in both focal and ambient visual fields. Being smart in this
manipulation means to take into account the different features and abilities of focal and
ambient vision. Ambient vision is appropriate for detecting motion or luminance changes,
but it does not support the recognition of objects or details [216]. Finally, one thing is worth
keeping in mind when applying this model: it does not imply that two tasks using separate
levels in any one dimension will foster perfect time-sharing. The amount of interference
between two tasks will depend on the number of shared levels on all dimensions ([279],
p.452).
3.6 Modality and Human Cognition in Automotive Domain
The cognitive theories and findings presented previously in this chapter provide a theoretical
foundation for cognitive-aware modality allocation, but they are not rules or guidelines that
can be directly implemented into a system. In fact, without an application background, they
do not say anything about whether a modality is good or bad. However, once an application
is given, the cognitive properties of a modality can be evaluated against the requirements of
the application, resulting in advantages/disadvantages of this modality in this application.
This section shows the utility of cognitive theories in the automotive domain.
In-vehicle information systems (IVIS) are intended to assist drivers by providing supple-
mentary information, such as route instructions, traffic conditions, hazard warnings, vehicle
states and so on. In a moving vehicle, the primary task of the driver is to watch the road
and control the vehicle. The perception and comprehension of IVIS information3 can be
considered as a secondary task that needs to be performed concurrently with the driving
task. Besides being helpful, IVIS messages also impose attentional cognitive demand and
cause distraction to some extent. Such distraction has been identified as a cause of acci-
dents [125]. Therefore, the requirements of in-vehicle information presentation is to be
compatible with driving and to minimize unnecessary cognitive demand and distraction.
3The expression ‘IVIS information’ or ‘IVIS message’ refers to information or messages presented by
IVIS to drivers.
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Driver support has been a traditional research topic of Human Factors (or Cognitive
Ergonomics), and thus has a part of its roots in cognitive and experimental psychology. As
a result, existing studies on the use of modality for IVIS have a strong focus on the cognitive
impact of modalities. Unlike the studies on IMMP described in the previous chapter, they
focus more on developing modality allocation guidelines via experimental studies and less
on building rule bases to achieve adaptivity. In this section, we provide a brief overview
on the use of modality in IVIS, focusing on the advantages and disadvantages of three
categories of modalities: visual, auditory and tactile. This section also serves as a related
work background for our own studies in the automotive domain (Chapter 6 and 7).
3.6.1 Visual Modalities
Driving is a highly visual task, requiring almost continuous visual attention while the vehi-
cle is in motion [133]. Two visual tasks cannot be performed in parallel due to the compe-
tition between perceptional resources in the visual channel ( [280], see Section 3.5). This
causes a drawback for visual IVIS presentations – they impose additional load on the visual
perception channel and usually “drag” the eyes away from the road (except when the infor-
mation is presented on the windshield). Another drawback of visual presentation is a lack
of salience. The onset of a visual presentation might be overlooked if the driver happens to
be looking somewhere else. That is to say, the information delivery is likely to be delayed
or even unattended.
The advantage of visual presentations is their self-paced feature [219]. They allow the
driver to inspect them at his/her own pace (e.g. at once, step by step or selectively). They
can also be viewed multiple times, which is particularly beneficial in a case where certain
details need to be recalled at a later moment.
3.6.2 Auditory Modalities
When used in a driving environment, the major advantage of auditory modalities is that
they consume a separate perceptional resource from driving ([281; 283], see Section 3.5).
This means that drivers can watch the traffic and listen to the message at the same time.
Therefore, compared to visual messages, auditory messages interfere less with driving and
are less likely to cause mental overload [283]. Being omnidirectional is another advantage
of auditory modalities – they can be picked up from all directions, independent of where
the driver is facing ([216], see Section 3.3.2).
Auditory modalities are also highly salient, because attention is promptly directed to an
auditory signal upon the onset of its presentation ([234], see Section 3.3.2). This feature can
be an advantage in cases where an urgent message needs immediate attention. However, it
can also be a disadvantage because the onset of auditory signals can easily grab attention
away from an on-going visual task (driving in this case) and cause driver distraction. More-
over, auditory modalities are transient, and thus have a disadvantage when messages need
to be recalled at a later point.
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Speech inherits the common characteristics of auditory modalities. In addition, speech
has been found to have a ‘preemption effect’ on driving [282], which means it keeps drivers’
attention and temporarily suppresses driving. This effect gets stronger when the spoken
sentence gets longer. The cause is twofold. First, due to a high salience, the onset of speech
grabs drivers’ attention. Then, because speech is transient and force-paced, drivers who
want to capture the full message need to continuously attend to it during its presentation.
Auditory icons refer to familiar environmental sounds that imitate real-world events
(originally defined in [87]). In IVIS, auditory icons are typically used as warning signals.
For example, presenting a car horn sound or a screeching car tire sound can warn drivers of
an impending collision [92; 101]. Besides the common characteristics of auditory modal-
ities, auditory icons have their own unique features that are beneficial to IVIS information
presentation. First, they are language independent and culture independent. Second, when
well chosen (the more intuitive, the better [240]), they inherently convey the meaning of the
events that they are meant to signify [123; 233]. In other words, the meaning of the events
is immediately clear to the driver. This feature explains the common empirical findings
that drivers reacted significantly faster to auditory icon warnings than to speech warnings
[17; 92]. However, the use of auditory icons also has limitations [233]. There is evi-
dence that the fast reactions may be accompanied by an increase in inappropriate responses
[25; 92]. This is because drivers may react before they have properly evaluated the situation
to know what the most appropriate response would be. Moreover, auditory icons are likely
to be considered unpleasant, due to inappropriate loudness or high pitch [164]. Generally,
sound warnings can cause annoyance when over-used [150].
3.6.3 Tactile Modalities
Compared to visual and auditory modalities, the use of tactile output is rather new in IVIS
information presentation. However, existing findings have already shown promising results.
Two tactile modalities have been investigated so far: force pulse (given by pedals [113] or
steering wheel [247]) and vibration (given by seat [137; 261], steering wheel [124; 247]
or additional equipment attached to the driver [101; 103]). Regarding information type,
tactile modalities have been typically used as alerts and directional cues. For example, they
have been applied to warn drivers of a rapidly approaching vehicle [102; 103], a sudden
deceleration of the lead vehicle [100; 101; 137], or a lane departure [74; 247]. In most
cases, multiple tactors were applied at different locations in order to add another dimension
to the presentation – the direction drivers should look in for the event. For example, two
tactors were used in [103], one on the front and one on the back of the driver’s torso.
Only one tactor was activated at a time, indicating a vehicle was approaching from either
the front or the rear. In addition, ‘left versus right’ tactile cues have also been applied to
indicate turning directions [260; 261] and lane change directions [124].
A commonly obtained finding is that tactile signals induced significantly faster reactions
to the presented events in comparison with either the absence of tactile signals [100; 101]
or the auditory/visual presentation alternatives [74; 102; 247; 260; 261]. This is mostly
because tactile signals are highly salient and can almost always draw attention immediately
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Table 3.1: Summary of the advantages and disadvantages of three categories of modalities for in-
vehicle information presentation.
Modality Category Advantages Disadvantages
Visual modalities - self-paced - compete with driving for
- allow repeated perception visual perceptional resource
- have a lack of salience
Auditory modalities - consume separated perceptual - force-paced
resource from driving - transient
- highly salient - preemption effect
- omnidirectional
Tactile modalities - consume separated perceptual - limited in expressive power
resource from driving - likely to induce annoyance
- highly salient and physical discomfort
- private to the driver
(see Section 3.3.3). Besides, tactile modalities also have other advantages: 1) they do
not compete with driving for visual perceptional resources; 2) their effectiveness is not
influenced by the lighting condition, driving noise, radio or conversation; 3) they are private
to the driver and do not bother the passengers.
Tactile modalities also have two limitations. First, they are limited in their expressive
power, meaning that they are only suitable for a few types of information, such as alerts and
directions. Second, tactile stimuli are likely to induce annoyance and physical discomfort.
To minimize this negative effect, the duration and intensity of the signal should be carefully
chosen (several suggestions can be found in [115]).
Table 3.1 summarizes the advantages and disadvantages of the three categories of modal-
ities discussed above for in-vehicle information presentation.
3.7 Summary
The use of modality in information presentation has a cognitive impact, because modality
influences several stages of information processing, namely sensory processing, perception
and cognition. When multiple tasks need to be performed simultaneously, the modalities
used by these tasks can influence (to some extent) how much they can be time-shared. The
cognitive theories and findings presented in this chapter provide a theoretical foundation for
allocating modality in a cognitively compatible fashion. However, without an application
background, these theories do not directly tell the advantage or disadvantage of a modality.
For instance, the ‘force-paced’ property of auditory modalities (Section 3.3.2) is neither
good nor bad. However, in a driving environment, it becomes a disadvantage of speech
messages (Section 3.6). Given an application, modality allocation rules can be developed
by matching the cognitive knowledge to the specific requirements/goals of the application.
Part II
Information Presentation for
Time Limited Tasks

4
Information Presentation for Time Limited
Visual Search
In this chapter, we present a study investigating the modality effect on task performance,
cognitive load and stress, using a high-load visual search task embedded in a crisis rescue
scenario. The high task load is induced by time pressure and a high information load.
The experimental results are predicted and interpreted based on several cognitive theories,
such as the working memory theory (Section 3.4.1), the dual coding theory (Section 3.4.2)
and the multiple resource theory (Section 3.5). We also demonstrate a way to integrate
these theories into a computational model that systematically predicts the suitability of any
modality combination for our presentation task. The contents of this chapter have been
published in [39], [40] and [41].
This chapter is organized as follows. Section 4.1 presents findings of several multime-
dia learning studies regarding the cognitive effects of modality in knowledge presentation.
Section 4.2 describes the experiment in detail. The experimental results are presented in
Section 4.3 and discussed in Section 4.4. Section 4.5 presents the suitability prediction
model and the generalization to other applications. Finally, the contributions and limita-
tions of this study are discussed in Section 4.6.
4.1 Related Work
In educational psychology, scientists have been dedicated to developing learning materials
that make knowledge easier to learn. The cognitive load of learning is defined as the sum
of three components: intrinsic load, extraneous load and germane load. This definition is
known as cognitive load theory [186; 248; 262]. Intrinsic load represents the difficulty of
learning determined by the nature of the knowledge and the expertise of the learner. Ger-
mane load reflects the mental effort learners put into the learning processing. Extraneous
load is the extra load resulting from poorly designed learning materials and is neither bene-
ficial nor necessary to learning. A large number of studies have investigated how to design
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learning materials that reduce or eliminate extraneous load [156; 161; 162]. The working
memory theory of Baddeley, the dual-coding theory of Paivio, and the multiple resource
theory of Wickens have been successfully applied to explain empirical findings and gener-
ate design guidelines.
A series of studies found that knowledge was better presented both verbally and non-
verbally rather than only verbally or only non-verbally. Better in the sense that learners
gained a deeper understanding and were more able to transfer the knowledge into problem-
solving. For example, Mayer et al. conducted lessons on how brakes work using printed
materials [154; 159]. The knowledge was presented in either only text or text along with
illustrations (pictures). After learning the material, students were asked to fulfill a problem-
solving test, which included troubleshooting broken brakes or redesigning brakes to meet
a new purpose. The results showed that students who had learned with text and pictures
were much more creative and generated significantly more valid solutions than the students
who had learned with only text. Similar effects were also found in computer-based learning
environments, showing that students were better at problem-solving after learning when
knowledge was presented by synchronized narration and animation rather than by only nar-
ration or only animation [157; 158]. The dual-coding theory was used to explain these
findings. When both verbal and nonverbal materials were provided, both mental systems
were involved in the learning process. Referential connections were actively built between
associated verbal and nonverbal contents, which also accounted for a better learning. This
explanation was supported by a later finding that people with high prior knowledge ben-
efited less from multimodal presentation than people with low prior knowledge, because
prior knowledge helped to create useful mental images solely from the verbal materials
[155].
Another common finding was that when nonverbal information (illustrations, anima-
tions, diagrams, etc.) was provided visually (on paper or on screen), students learnt better
when the associated verbal explanation was presented in narration rather than in on-screen
text [31; 116; 160; 173–175]. This finding stands in line with the working memory theory
and the multiple resource theory. When all information was presented visually, students
had to divide their visual attention resources to verbal and nonverbal items, causing a so-
called split-attention effect. Moreover, verbal information items needed to be held in the
visual temporary store of the working memory in order to be processed together with related
nonverbal information items, and vice versa. By replacing text with well synchronized nar-
ration, related verbal and nonverbal items could be perceived (attended to) and processed in
parallel.
In summary, the three cognitive theories suggest a benefit from using multimedia for the
design of learning materials. In this study, we intended to apply these theories to a high-load
and time-critical task. Unlike learning, our task does not involve comprehension and long-
term memorization. Instead, it requires fast processing of a large amount of information and
quick response. Due to the different nature of the two tasks, the same theories might lead to
different suggestions regarding the use of modality. The main objective of this study is to
confirm that these cognitive theories are also relevant to the design of multimodal interfaces,
because they provide a foundation for cognitively-compatible modality allocation.
Section 4.2 – Method | 47
4.2 Method
4.2.1 Scenario
The task in the experiment was based on the following scenario.
After a massive earthquake, a rescue team arrives at an affected inhabited area. Rescue
workers search for injured people and transfer them to safe places. Using mobile commu-
nication devices, they report the location of wounded victims (‘patients’) and dead victims
(‘deaths’) to the crisis response center. A crisis manager (played by a participant) in the
crisis response center is monitoring the rescue progress on a display, where the locations
of victims are presented. The task of the crisis manager is to direct a doctor to reach all
wounded people and save their lives.
Note that it was not our goal to make the crisis scenario realistic, and participants were
not required to have any experience in crisis management. The main purpose of using a
crisis scenario was to better motivate the high-load and time-critical task.
4.2.2 Information and Presentation Conditions
We first defined the set of modalities and the type of information to be conveyed, and then
selected presentation conditions based on the suitability evaluation of each modality for
each information component. In correspondence with the cognitive theories, the modality
set needed to contain visual, auditory, verbal and nonverbal properties. To allow all com-
binations of these properties, four modalities were selected, namely text (visual, verbal),
image (visual, nonverbal), speech (auditory, verbal) and sound (auditory, nonverbal). When
a victim was found, two categories of information could be reported to the crisis manager:
basic information and additional aid (optional).
Basic information
The basic information of a victim report included two items: the location and the type
(wounded or dead) of the victim. Maps are the most suitable for presenting locations (see
Table 2.2), therefore an obvious solution was to present victims as visual objects on a map.
In this case, text or images were used to convey victim types and their locations on the map
indicated victim locations. We created a grid-based map which contained a 20× 13 array of
squares, and used it as the background of the entire display (see Figure 4.1). Text and image
presentations of patients and deaths are shown in Figure 4.2. To ensure comparability, we
used text words with the same font, size and color. The two images were also similar in
color and shape. A grid could contain at most one victim at a time.
The two auditory modalities (speech and sound) were not selected as candidates to
present basic information. Speech can refer to a location by a row index and a column in-
dex, or a zone index. Sound can use variations in tone, pitch or direction to convey location.
However, since the grid-based map contained 260 location units (squares), using only au-
ditory modalities without any explicit visual confirmation would be much too inefficient. It
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Figure 4.1: A screen shot of the grid-based rescue map.
Figure 4.2: Text and image presentations of victim types.
would be particularly hard or even impossible for people to distinguish between 260 sound
variations in order to decode locations.
Additional aids
The rescue area on the display was divided into two halves – the left half and the right
half. The additional aid indicated which half of the area contained a newly-found victim.
Additional aids were not provided in all conditions. When provided, they were always syn-
chronized with the basic information, assisting the crisis manager to locate victims faster.
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Table 4.1: Five experimental presentation conditions.
Index Presentation Condition Modality Properties
1 Text Visual, verbal
2 Image Visual, nonverbal
3 Text + Image aid Visual + visual, verbal + nonverbal
4 Text + Spoken aid Visual + auditory, verbal + verbal
5 Text + Sound aid Visual + auditory, verbal + nonverbal
Figure 4.3: Left and right arrows used in the ‘text + image aid’ condition.
The additional aid was directional information in nature and could be presented by all
four modalities. The two verbal modalities could directly present words ‘left’ and ‘right’,
either in speech or as on-screen text. In the case of image, directions were conveyed by an
arrow pointing to the left or the right. Human ears have the ability to detect the direction of
a sound if it is received by both ears. Therefore, sounds were delivered from the left or the
right side of the participant in order to indicate directions.
Presentation conditions
Two modalities were available for basic information (text and image) and four were avail-
able for additional aids. This resulted in 10 (4 × 2 + 2) potential modality combinations,
from which we selected 5 combinations to be investigated (summarized in Table 4.1). We
predicted that image would be better than text for presenting victim types, because the cate-
gorization and understanding of concrete objects is faster when they are presented by image
than by text ([21], also see Table 2.2). Therefore, in order to better observe the benefit of
additional aids and modality combinations, basic information was always presented by text
when additional aids were provided (condition 3, 4, and 5). In condition 3, large-sized
arrows in a salient color were presented at the bottom center of the screen to indicate the
direction left or right (see Figure 4.3). In condition 4, spoken ‘left’ and ‘right’ were deliv-
ered by two speakers. One was located on the left side of the participant and the other one
on the right side. In condition 5, an ambulance sound (duration 1 s) was played by either
the left speaker or the right speaker.
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4.2.3 Task and High-load Manipulation
The participant played the role of a crisis manager, whose task was to send the doctor to
each patient by mouse-clicking on the patient’s representation (text or image). The doctor
was represented by an icon on the grid map. The doctor could be in two states: free or
occupied (busy treating a patient). When the doctor was free, he responded to a mouse
click immediately and moved (“jumped”) to the patient’s location without delay. It took
a fixed duration of 1 s to treat a patient and the doctor could not respond to any new task
during this time.
New patients appeared at random intervals of 2 to 5 s. Usually a patient was presented
at the same time as one or more dead victims. The lifetime of a patient was 10 s when pre-
sented and decreased second by second. The remaining lifetime of a patient was indicated
by a number above the representation of the patient (in the same square). After a timely
treatment, patients disappeared from the map. Otherwise, they would turn into a dead vic-
tim. When a patient died, a speech warning was delivered, announcing: “A patient died!”.
This performance feedback was included to urge participants to do their best on the task.
A task trial lasted for about 5 minutes in which 100 patients were presented. Dead
victims served as distracters that required no reaction. Therefore, the nature of this task was
a high-load visual search with a time limit. The optimum performance could be achieved
by locating and treating the patients in their order of presentation.
A high task load was induced by three factors: 1) time limit. Reaction time to a patient
was limited to 10 s; 2) presentation intensity. Patients were presented every 2 to 5 s; 3)
number of distracters (dead victims) on the map. At the beginning of a trial, the grid map
was empty and the task was relatively easy. As the number of dead victims grew, it became
more and more difficult to identify a patient in the crowded surroundings. The task difficulty
reached the maximum (when about 40% of the cells contained victims) after about 150 s
and remained unchanged for the rest of the trial. The current task setting aimed to induce
high mental workload but not to make the task too difficult so that participants gave up
doing their best. Based on a pilot study, at least 80% of patients could be saved if the
participant was fully engaged in the task.
4.2.4 Measures
Three categories of measures were applied to assess cognitive load and stress: performance,
subjective, and physiological measures.
Task performance was assessed by three measures. Reaction time (RT) measured the
time interval between the moment when a patient was presented and the moment when the
doctor was sent (in seconds). Number of dead patients (ND) referred to the number of
patients that were not treated within 10 s and died. Time of the first patient death (TFD)
measured the time interval between the start of a trial and the moment when the first patient
died in the trial (in seconds). Since the number of distracters increased gradually in the first
half of a trial, TFD actually reflected how tolerant the performance was against the increase
of task difficulty.
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Table 4.2: Description of the physiological measures applied in this study.
Category Measure Unit Description
Heart period HP ms The time interval between two successive heart beats
Heart rate LF ms2 The total spectrum power of a heart period series at
variability band 0.07∼0.14 Hz (frequency domain)
RMSSD ms The square root of the mean squared differences of
successive heart periods (time domain)
NN50 - The number of internal differences of successive
heart periods that are greater than 50 ms (time domain)
Skin GSRN - Number of event-related skin conductance responses
conductance GSL µS The tonic level of skin conductivity
Respiration RP s Time interval between two successive respiration peaks
Two subjective measures were applied, namely subjective cognitive load level (SCL)
and subjective stress level (SS). We applied a rating scale with 21 gradations like the NASA
Task Load Index (see Appendix A), therefore cognitive load and stress could respectively
be rated from 1 (very low) to 21 (very high).
In order to assess cognitive load from the physiological state of the participants, we
recorded the electrocardiogram, galvanic skin conductance and respiration during the ex-
periment. Previous findings have suggested that when cognitive demand increases, heart
rate increases (heart period decreases), heart rate variability decreases, the skin conductiv-
ity increases and the respiration rate increases ([28; 130; 217; 267], also see Section 1.4). A
total of 7 measures were derived from the physiological recordings, a detailed description
of which is given in Table 4.2.
4.2.5 Apparatus and Setup
Two PCs were used in the setup, as shown in Figure 4.4. PC-1 hosted the crisis rescue
interface. User performance was logged as text files on this computer. Three flat-type
active electrodes were placed on the participant’s torso to record the electrocardiogram.
Galvanic skin conductance was measured by two flat-type passive electrodes placed on two
finger tips of the non-dominant hand. A respiration belt was tied around the participant’s
waist (on top of clothing) to measure respiration. A USB receiver received all channels of
physiological signals and event triggers. Event triggers were sent by the rescue program on
PC-1 at the beginning and the end of each trial, via a parallel-port connection. Eventually,
synchronized physiological signals were recorded by the ActiView software hosted on PC-
2. All sensors, devices, and software used for physiological recording were products of
BIOSEMI1.
1BIOSEMI: http://www.biosemi.com/
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Figure 4.4: The experiment setup
4.2.6 Participants, Experimental Design and Procedure
Twenty people participated in this experiment (15 men and 5 women). Their age ranged
from 22 to 32. They were all university students (bachelor, master, or PhD) and daily
computer users. With a within-subject design, each participant performed the task in all 5
presentation conditions. The trial order was counter-balanced with a size 5 Latin square2.
After entering the laboratory, a participant took a seat in front of PC-1. First, electrodes
and sensors were placed on the participant and signal validity was checked. Then, he/she
listened to soothing music and looked at peaceful nature pictures for about 10 minutes.
This manipulation was supposed to make the participant relax. After the relaxation session,
a baseline physiological state was recorded for a period of 5 minutes. Then, the scenario
and the task were introduced to the participant and he/she practised the rescue task in all 5
presentation conditions (1 minute per condition). Afterwards, the participant performed 5
task trials with a short break between each two trials. Questionnaires were filled during the
breaks. The whole experiment lasted for approximately 80 minutes.
4.2.7 Hypotheses
Based on the working memory theory and the dual-coding theory, we constructed the fol-
lowing four hypotheses.
1. The image (nonverbal) condition is superior to the text (verbal) condition in terms
of better performance, lower cognitive load and lower stress, because image is better
than text for presenting concrete objects.
2A Latin square is an n × n table filled with n different symbols in such a way that each symbol occurs
exactly once in each row and exactly once in each column.
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2. The auditory aids (speech and sound) are superior to the visual (image) aid, because
they can be better processed in parallel with the visual rescue task.
3. The nonverbal aids (image and sound) are superior to the verbal aid (speech). Direc-
tional information is nonverbal in nature. When presented with nonverbal modalities,
it does not require referential connections to be interpreted. Our task requires quick
perception and response rather than deep comprehension of complex knowledge.
Therefore, building referential connections between verbal and nonverbal informa-
tion might unnecessarily slow down the process and induce extra cognitive load.
4. Conditions with additional aids (multimodal presentations) are superior to conditions
without aids (uni-modal presentations), because participants receive more useful in-
formation which is meant to assist task performance.
4.3 Results
Due to the within-subject design, we applied one-way repeated-measure ANOVAs on all
measures, where the independent factor was modality with five different levels (the five
presentation conditions). Results are presented in this section.
4.3.1 Performance
Reaction time (RT)
The average reaction time of all trials is shown in Figure 4.5 (left). On average, it took
subjects between 1.9 s and 3.1 s to locate any patient. The reactions were the fastest in the
‘text + spoken aid’ condition and the slowest in the text condition.
ANOVA results revealed a significant modality effect on reaction time, F(4, 16) = 12.8,
p < .001. Post-hoc tests (with Bonferroni corrections) were then conducted for pairwise
comparisons. Significant differences in reaction time were found between the 5 condition
pairs. The reaction was faster in the ‘text + spoken aid’ condition than in the text, ‘text +
image aid’, and ‘text + sound’ conditions. The reaction was faster in the image condition
than in the text and ‘text + image aid’ conditions.
Number of dead patients (ND)
On average, the number of dead patients in each condition was between 2 and 12 (Figure
4.5, right). As 100 patients were presented in each trial, the percentage of saved patients was
between 88% and 98%. The most patients were saved in the ‘text + spoken aid’ condition,
and the least were saved in the text condition.
ANOVA results indicated that there was a significant modality effect on the number of
dead patients, F(4, 16) = 16.8, p< .001. Pairwise comparisons showed 5 significant effects.
More patients died in the text condition than in the image, ‘text + spoken aid’ and ‘text +
sound aid’ conditions. More patients died in the ‘text + image aid’ condition than in the
image and ‘text + spoken aid’ conditions.
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Figure 4.5: Average reaction time (left) and number of patients that died (right) in five presentation
conditions. Error bars represent standard errors.
Figure 4.6: Time of the first patient death. Left: average TFD in all modality conditions. Error bars
represent standard errors. Right: average TFD shown on the curve of task difficulty
over time.
Time of the first patient death (TFD)
As Figure 4.6 shows, the first dead patient occurred the earliest in the text condition (at the
73rd second on average) and the latest in the ‘text + spoken aid’ condition (at the 221st
second on average). Again, ANOVA revealed a significant modality effect on this mea-
surement, F (4, 15) = 17.7, p < .001. According to post-hoc tests, the first patient death
occurred significantly earlier in the text condition than in the image, ‘text + spoken aid’ and
‘text + sound aid’ conditions. The first patient death also occurred significantly earlier in
the ‘text + image aid’ condition than in the ‘text + spoken aid’ condition.
The effects found from this measurement actually indicate that the use of modality sig-
nificantly affected how tolerant the performance was against the increase of task difficulty.
As Figure 4.6 (right) shows, in the text condition, the performance dropped when the task
difficulty increased to about half of the maximum. In contrast, in the ‘text + spoken aid’
condition, the good performance was maintained for more than 50 s after the task difficulty
reached the maximum.
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Figure 4.7: Average subjective rating scores on cognitive load (left) and stress (right) in five modal-
ity conditions. Error bars represent standard errors.
4.3.2 Subjective Cognitive Load and Stress
Subjective cognitive load level (SCL)
The average rating scores on subjective cognitive load mostly fell in the higher half (10
∼ 20) of the rating scale (see Figure 4.7, left). Subjects considered the text condition as
the most difficult one and the ‘text + spoken aid’ condition as the easiest. The cognitive
load ratings were significantly affected by the use of modality, F(4, 16) = 17.1, p < .001.
Generally, two groups could be identified among the 5 modality conditions. The image
and the ‘text + spoken aid’ conditions formed a group of higher ratings. The remaining
three conditions formed a group of lower ratings. Results of post-hoc tests showed that
there were significant differences in rating scores between any two conditions taken from
different groups (6 condition pairs in total).
Subjective stress level (SS)
As shown in Figure 4.7 (right), the text condition was rated the most stressful and the ‘text
+ spoken aid’ condition was rated the least stressful. ANOVA results show a significant
modality effect on subjective stress level (F (4, 16) = 9.4, p < .001). According to post-hoc
tests, the stress level was significantly higher in the text condition than in the image, ‘text
+ spoken aid’ and ‘text + sound aid’ conditions. The ‘text + image aid’ condition was also
rated significantly more stressful than the ‘text + spoken aid’ condition.
A very similar pattern can be seen when comparing the two graphs in Figure 4.7. Indeed,
there is a strong positive correlation between ratings on cognitive load and stress (Cor.
= 0.855), suggesting that subjects felt more stressed when they devoted more cognitive
efforts to the task. Moreover, the subjective measurements were also found to be positively
correlated with the performance measurements RT and ND. There are positive correlations
at the 0.01 confidence level between ND-SCL, ND-SS, RT-SCL and RT-SS. In combination,
these correlations indicate that when the task was more difficult (due to a suboptimal use
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of modalities), subjects devoted more cognitive effort, felt more stressed and performed
worse.
4.3.3 Physiological States
In order to eliminate the individual differences in physiological activities, the values of
physiological measures were normalized within each subject, using the baseline values ob-
tained after relaxation. For example, the heart period (HP) value of subject 1 calculated
from task trial n (HPn s1) was normalized with Equation 4.1.
HPn s1 norm =
HPn s1
HPbaseline s1
, n = 1, 2, ..., 5 (4.1)
ANOVAs were applied to the 7 measures, and only LF showed a modality effect at the
90% confidence level (F(4,76) = 2.3, p = .06). Since a modality effect on cognitive load has
been consistently shown by performance and subjective measures, the insignificant physio-
logical results seem to suggest that the variance in the task load (due to different modality
conditions) did not significantly influence the physiological states of the participants. Fur-
ther analyses were conducted to obtain deeper understanding of the physiological data.
Comparison of task conditions and baseline
We compared the physiological states in the 5 task trials to the baseline states (recorded
during relaxation). For each measure, the average values of the 5 task trials were calcu-
lated for each participant and compared to the baseline value of the same participant. In
HP, LF, GSL and RP, we found that the differences were in the expected directions for all
participants. For example, HP was supposed to be shorter when performing a high-load
task than when relaxed, and the average HP values of the 5 task trials were indeed lower
than the baseline values, for all participants without exception. Regarding RMSSD, NN50
and GSRN, differences in expected directions were found in 14, 15 and 14 subjects, re-
spectively. Furthermore, t-tests were applied to all measures. Differences between task
conditions and baseline were found to be significant in HP, LF, RMSSD, NN50, GSL and
RP (see Table 4.3 for details).
These results showed that most of the physiological measures did pick up the major
changes in cognitive load between the baseline condition and the task conditions. However,
they were not sensitive enough to reflect the relatively small variances in the cognitive load
between the 5 task conditions. A similar conclusion regarding LF has been made in [130]
(p. 311), where the author mentioned that: “the relationship between LF power and task
demands is generally found for relatively large differences in task difficulty”. Our results
seem to suggest that physiological measures are generally insensitive to minor variances in
cognitive load.
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Table 4.3: Results of t-tests comparing physiological states between task conditions and baselines.
For the units of the measures, see Table 4.2.
Measure
Mean Mean
t
Degree of
p
Task Conditions Baseline Freedom
HP 820.8 871.8 12.4 19 < .000
LF 206.8 425.1 5.4 19 < .000
RMSSD 54.9 70.6 2.5 19 < .05
NN50 9.2 12.6 2.9 19 < .01
GSRN 4.0 3.0 -1.5 19 n.s.
GSL 7.2 5.9 -3.7 19 < .01
RP 3.2 4.5 5.1 19 < .000
Analysis of individual differences
The sensitivity of a physiological measure might differ from person to person – it might be
more sensitive for some participants and less sensitive for others. If this is the case, statis-
tical analyses using the data from all participants would not reveal any consistent pattern,
which would explain the insignificant results. To prove this assumed individual difference,
we tried to find out which measure(s) was(were) more sensitive for each participant.
After selecting a participant, we first defined a number of good and bad performance
periods based on his/her performance log. Bad performance periods were selected by plac-
ing a 10-second time window centered at all time stamps when a patient died (in all task
trials). The same number of good performance periods (also 10 s long) was taken from the
beginning of all trials when the task was relatively easy. We assumed that the cognitive
load level was higher in the bad performance periods than in the good performance periods,
and that this difference should be relatively minor compared to the difference between task
conditions and baseline. Then, six physiological measures3 were re-calculated in each pe-
riod. Finally, t-tests between the good and the bad performance periods were conducted for
each measure respectively. A significant t-test result would indicate that the measure was
sensitive enough to reflect the relatively minor changes in cognitive load.
This process was repeated for 5 randomly selected participants, and the results indeed
revealed an individual difference in the sensitivity of physiological measures. As shown
in Table 4.4), the heart rate measure (HP) was sensitive for participants 2, 4 and 5. Heart
rate variability measures (RMSSD and NN50) were sensitive only for participant 3. Skin
conductivity (GSL) was sensitive for participants 2 and 4. Respiration (RP) was sensitive
only for participant 5. Unfortunately, none of the measures were sensitive for participant
1. This finding suggests that the selection of physiological measures for cognitive load
assessment should take the individual difference of sensitivity into account, especially when
the variances to be detected are relatively minor.
3LF is not applicable with a 10 s window. Normally, about 300 data points (about 5 minutes) are required
to resolve frequencies down to the 0.01 Hz level [148].
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Table 4.4: Individual differences in the sensitivity of physiological measures.
Participant No. of good No. of bad Measures with Measures with
index performance performance sig. t-test result sig. t-test result
periods periods at 95% cl. at 90% cl.
1 55 55 none none
2 27 27 GSL HP
3 37 37 RMSSD NN50
4 39 39 HP GSL
5 43 43 RP HP
4.4 Discussion
The experimental results clearly showed that the use of modality affected the performance
of the task, as well as the experienced cognitive load and stress. In this section, the exper-
imental results are discussed in association with the hypotheses and the modality-related
cognitive theories.
4.4.1 Text vs. Image
Comparing the two conditions without additional aid, all performance and subjective mea-
sures suggested that image had advantages over text in presenting victims. Thus the first
hypothesis has been clearly confirmed. Image, as a nonverbal and analogue modality, is
better for presenting concrete concepts [21; 98], such as the wounded and dead victims in
this experiment. In contrast, text, as a verbal modality, is known to be less suitable for
presenting concrete information, but more suitable for abstract concepts, logic, quantitative
values, relations [21; 98]. Although the two images used in this experiment were designed
to have similar shapes and colors, they still made it easier to distinguish between the two
types of objects in comparison with words. We believe that the advantage of image over
text would become even more notable if the two images showed larger contrasts in color,
shape, and size. These results also stand in line with the dual-coding theory, because they
show that verbal and nonverbal presentations of the same information indeed have different
influences on how well the information can be processed.
4.4.2 Visual Aid vs. Auditory Aid
Here, we compare the ‘text + image aid’ condition to the ‘text + spoken aid’ and the ‘text
+ sound aid’ conditions. The results from all performance and subjective measures consis-
tently showed that the spoken aid was significantly more appropriate than the image aid. In
terms of average values, the sound aid was also superior to the image aid in all five mea-
sures. However, this advantage only reached a statistical significance in subjective cognitive
load. Overall, we could conclude that the auditory aids were more beneficial than the visual
aids in this experiment. The second hypothesis is confirmed.
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The explanation of this finding is twofold. First, auditory signals are more able to attract
attention than visual signals, especially when the eyes are occupied with another task (see
Section 3.3.2). Therefore, while participants were busy searching for pending patients,
visual aids displayed at the bottom of the display were more likely to be missed than spoken
aids. An aid not only indicated the search area for a new patient but also announced the
arrival of this patient. Therefore, in the ‘text + image aid’ condition, participants were
likely to lose track of the number of pending patients. The worst consequence of missing
an image aid could be that the participant continued with newer tasks and stayed unaware
of a dying patient.
Second, even when being attended to, visual aids still have drawbacks due to cognitive
resource competition. According to the working memory theory and the multiple resource
theory, separated attention resources are used for visual and auditory perception. Therefore,
auditory aids could be perceived in parallel with the ongoing rescue task. In contrast, the
perception of visual aids cannot be time-shared with the rescue task. Limited visual per-
ceptional resources needed to be divided between the rescue map and the aids. When the
rescue task itself was demanding, visual aids were more likely to cause overload than to
be of help. Not surprisingly, many subjects mentioned during the final interview that they
sometimes had to consciously ignore the image aids in order to concentrate on the rescue
task.
4.4.3 Verbal Aid vs. Nonverbal Aid
Although the image aid is nonverbal, it has been identified as inappropriate for this task
in the previous sections. Therefore, this comparison is focused on the spoken aid and the
sound aid. In terms of average values, all measures showed an advantage of the spoken
aid over the sound aid. The difference in reaction time was significant. When asked to
compare these two conditions, the majority of subjects preferred the spoken aid. In the
third hypothesis, we expected nonverbal aids to be better suited than verbal aids, because
directional information is nonverbal in nature. However, the results did not confirm this
hypothesis.
The understanding of directions from the words ‘left’ and ‘right’ is highly automatic
for most people. So the additional load associated with it (if any) was probably too little to
harm the task performance. But, the direction of sound should be (if not better) at least an
equally efficient way to convey directions. Then, why were spoken aids found to be better
than sound aids? Subjects provided two explanations. First, it was commonly mentioned
that spoken aids made it easier to maintain a short queue of newly-reported patients (‘left’s
and ‘right’s) in mind, while trying to locate the current one. It was however harder to do
the same with the sound aids. Baddeley’s working memory theory states that the working
memory usually relies on sub-vocal speech to maintain a memory trace (Section 3.4.1).
That is to say the spoken aids ‘left’ and ‘right’ could be directly rehearsed, but the direction
of a sound, as nonverbal information, had to be converted into a verbal form in order to be
maintained. This conversion (via referential connections) consumed additional cognitive
resources, and was probably the reason why subjects found it harder to maintain a queue of
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untreated patients with sound aids than with spoken aids. Second, a few subjects disliked the
ambulance sound. They found it disturbing, especially when delivered at a high frequency
like in this experiment. The sound made them less able to concentrate on the rescue task.
Interestingly, our findings seem to contradict the multimedia learning studies which
suggested a benefit from verbal-nonverbal modality combination. This is due to the differ-
ence between our task and learning. A learning task requires comprehension and long-term
memorization of presented knowledge. The combined use of verbal and nonverbal presen-
tation invokes referential connections which have been shown to be essential to a deeper
understanding and a better memorization [50]. In contrast, our task required quick percep-
tion, short-term memorization and quick reaction. In this case, to spend additional cognitive
resources on building referential connections was less useful and more harmful.
4.4.4 Additional Aid vs. No Aid
All performance and subjective measures showed that the text condition was the worst
of the five. However, when text was combined with spoken aids, the condition became
the best of the five. This comparison seems to suggest that providing additional aids is
beneficial compared to not providing them. However, the benefit of additional aid was only
conditional, depending on the appropriateness of the modality combination.
When comparing the image condition with the ‘text + image aid’ condition, one can see
that the former led to significantly shorter reaction times (RT), better rescue performance
(ND) and lower cognitive load (SCL) than the latter. Considering average values, time
of the first patient death (TFD) and subjective stress (SS) also showed an advantage of
the image condition over the ‘text + image aid’ condition. However, the differences did
not reach statistical significance. This comparison shows that presenting less information
using an appropriate single modality (image) could be more beneficial than presenting more
information using an inappropriate modality combination (text + image aid). Therefore, the
additional aids can be of real help only when they are presented via an appropriate modality.
The fourth hypothesis is only partially confirmed.
4.4.5 Low Load vs. High Load
We further investigated whether the modality effects reported above occurred without the
high-load condition. At the beginning of each trial, no objects were on the grid map, thus the
rescue task was relatively easy. As more and more objects were presented, it became more
and more difficult to identify a patient in the crowded surroundings. According to the data
from the TFD measurement, in all trials of all subjects, there were no patient deaths in the
first 60 s of the trial. Therefore, we considered the first 60 s as a relatively low-load period.
The average reaction time was recalculated with this period (see Figure 4.8). Comparing
Figure 4.8 to Figure 4.5 (left), a similar up-and-down trend can be recognized, suggesting
that the relative difference in task difficulty between conditions remain unchanged. How-
ever, the differences in reaction time between conditions were much smaller during the first
60 s. On average, reactions in the fastest condition (‘text + spoken aid’) were about 0.15
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Figure 4.8: Average reaction time from the first 60 s in five modality conditions. Error bars repre-
sent standard errors.
s faster than in the slowest condition (text) – a difference of only about 14% of the value
calculated from the whole trial (1.09 s, Figure 4.5, left). Furthermore, ANOVA analysis
did not reveal any modality effect on the reaction time during the first 60 s (F(4,16) = 1.6,
n.s.). These results suggest that in the low-load period, the use of modality influenced the
task performance to a lesser extent, compared to a high-load condition in which this in-
fluence became significant. Therefore, it is particularly important for IMMP systems with
high-load applications to consider the cognitive impact of modality allocation.
4.5 A Modality Suitability Prediction Model
The discussion of the experimental results showed that cognitive theories of working mem-
ory and attention, together with the representational feature of modalities, accounted for the
variances in task performance and experienced cognitive load and stress. In this section, we
demonstrate a possible way of integrating these theories and findings into a computational
model that can systematically predict the suitability of a certain modality choice for this
particular presentation task. We use our presentation task to demonstrate the construction
of the model, and then apply it to several modality allocation strategies that were not inves-
tigated in this experiment. Several suggestions on adapting this model to other applications
are also given.
4.5.1 Model Construction
The function of this model is to take a modality combination as input and output a numerical
value describing the level of suitability of the modality choice. The general form of the
model is a weighted additive utility function as shown in Equation 4.2, where w and A refer
to weight and attribute respectively. Attributes are the modality properties that are identified
to be relevant to the suitability evaluation. For each attribute, suitability values need to be
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assigned to all modality options. The higher the value, the more suitable the modality
option. Weights determine how much each attribute contributes to the overall suitability
score. The summary of all of the weights should be 1.
In summary, four steps are required to tailor the model for a presentation task: 1) define
modality options, 2) determine attributes, 3) determine attribute values for each modality
alternative, and 4) determine weights. Then, the model can be applied to predict the suit-
ability of each modality alternative for this presentation task. Next, we demonstrate these
steps using the presentation task in this study.
Outcome = w1 × A1 + w2 × A2 + ...+ wn × An (4.2)
For our presentation task, there are two information components to present: basic in-
formation and additional aid. In this case, the input of the model can be either a modality
combination (when aids are presented) or a single modality (when aids are not presented).
First, we defined the same modality options as in the experiment, meaning that text and
image were options for basic information, and text, image, speech and sound were options
for additional aid. Then, based on the relevant theories and findings, three attributes and
their suitability values were determined as follows.
1. VB: the verbal/nonverbal property of the modality that presents the basic information.
Modality candidates were image and text. Image is more suitable than text to present
concrete objects such as victim types (see Section 4.4.1), thus a suitability value of 1
was assigned to text and 2 to image.
2. PA: the perception property of the modality that presents the additional aid. Sup-
ported by cognitive theories on working memory and attention, our results showed
that visual aids were more beneficial than auditory aids (see Section 4.4.2). There-
fore, we assigned 1 to the visual modalities (text and image) and 2 to the auditory
modalities (speech and sound).
3. VA: the verbal/nonverbal property of the modality that presents the additional aid.
Supported by the working memory theory and the dual-coding theory, our results
showed that verbal aids were more beneficial than nonverbal aids (see Section 4.4.3).
Therefore, 1 was assigned to nonverbal modalities (image and sound) and 2 was as-
signed to verbal modalities (speech and text).
In the fourth step, a weight was assigned to each attribute. Note that the difference
in suitability values between a “better modality” and a “worse modality” was 1 for all
attributes. Therefore the weight of an attribute fully determined how much difference in the
overall suitability score can be accounted for by this attribute. To determine the weights
in a sensible way, we fell back on the experimental results to observe the impact of each
attribute on the measures. The impact of VB was reflected by the comparison between the
text and the image condition. The impact of PA could be observed by comparing the ‘text
+ sound aid’ and the ‘text + image aid’ condition. The impact of VA could be shown by
the comparison between the ‘text + sound aid’ and the ‘text + spoken aid’ condition. After
an overall observation over all measures (Figures 4.5 ∼ 4.7), we concluded that PA and VA
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had comparable impacts, and the impact of VB was roughly three times as great as PA and
VA. Therefore, the weights of VB, PA and VA were set to 0.6, 0.2 and 0.2 respectively.
Finally, the modality suitability prediction model is shown as Equation 4.3.
Suitability = 0.6× V B + 0.2× PA+ 0.2× V A (4.3)
4.5.2 Suitability Prediction
The model was applied to 10 possible modality choices and the suitability predictions are
shown in Table 4.5. The outcomes for the 5 experimental conditions are plotted in Figure
4.9, and the differences between conditions are generally consistent with the experimental
results (Figures 4.5 ∼ 4.7). The ‘image + spoken aid’ combination is predicted to be the
best modality choice for this presentation task.
Table 4.5: Predicted suitability of 10 possible modality choices. The 5 experimental conditions are
marked with *.
Index
Modality for Modality for VB PA VA Suitability
basic info. additional aid (0.6) (0.2) (0.2) score
1 image speech 2 2 2 2.00
2 image sound 2 2 1 1.8
3 image text 2 1 2 1.8
4 image image 2 1 1 1.6
5* text speech 1 2 2 1.4
6* image none 2 0 0 1.2
7* text sound 1 2 1 1.2
8 text text 1 1 2 1.2
9* text image 1 1 1 1.0
10* text none 1 0 0 0.6
4.5.3 Thoughts on Generalization
To adapt this model to other applications, the following aspects need to be re-considered.
1. The input: which modalities are available in a system and which combinations of
them are feasible and/or technically possible?
2. The output: how can we define suitability based on the presentation goal? For ex-
ample, in our case, the goal is to achieve a high task performance, low cognitive load
and low stress. Therefore, suitability is determined by task performance, subjective
cognitive load and stress.
3. The attributes: which modality properties or other factors might have an influence on
the suitability assessment, and which theoretical and empirical findings can be used
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Figure 4.9: Suitability prediction scores of the 5 experimental conditions.
to predict the suitability of each modality candidate for each attribute? In the case that
the system being developed has not been tested with users yet, designers can rely on
the modality allocation guidelines and modality-related cognitive theories presented
in Chapter 3 to select attributes and make suitability predictions.
4. The weights: how large is the influence of each attribute on the overall suitability in
relation to other attributes? In our case, the experimental results provided useful clues
to weight determination. If experimental results have not yet been obtained, designers
can fall back on other clues such as the importance of each type of information to
the task/interaction. For example, we could say that the basic information is more
important than the additional aid so that VB needs a larger weight value. In the case
that only the most suitable modality choice is of interest, then it might be unnecessary
to determine weights. In our case, ‘image + spoken aid’ would always receive the
highest score, no matter which weights were chosen.
4.6 Conclusions
In this study, we evaluated modality alternatives for assisting a high-load visual search task
embedded in a crisis rescue scenario. The contributions of this study and the limitations are
summarized as follows.
First, we demonstrated that the use of modality had a significant effect on task perfor-
mance and experienced cognitive load and stress. All performance and subjective measures
showed consistent variances in the 5 investigated modality conditions. These variances
could be well explained by modality-related cognitive theories and findings, suggesting
that the knowledge about the cognitive impacts of modalities needs to be taken into account
when making modality choices.
Second, our results have shown that the modality effects on task performance and cogni-
tive load are particularly notable in a high-load condition. When the task load was relatively
low, task performance did not significantly differ between conditions, because participants
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had enough spared cognitive resources to compensate the extra load induced by a subopti-
mal use of modality. However, when the task consumed the full capacity of cognition, var-
ious modality conditions led to significantly different task performance and (experienced)
cognitive load. Therefore, it is particularly important for high-load information presenta-
tions to ensure the cognitive compatibility of modality choices.
Third, we proposed a suitability prediction model that quantitatively evaluates modality
allocation options and systematically selects the best option for a specific presentation task.
The model was demonstrated using our presentation task, and was applied to 10 possible
modality allocation strategies (5 experimented and 5 additional). The validity of the model
was supported by the consistency between its predictions and the experimental results. The
most suitable modality combination for this presentation task was predicted to be ‘image +
spoken aid’. This model demonstrates a way to integrate modality-related cognitive theories
and findings (such as the ones presented in Chapter 3) into a systematic modality selection
process. Furthermore, we have provided several suggestions on how to adapt the model to
other presentation tasks.
The limitation of this study lies in the simplicity of the task. Visual search is a low-level
cognitive task that primarily involves perception. The information presented to the partic-
ipants was also rather simple. Therefore, the next steps would be to investigate modality
effects in complex high-load tasks, such as time-limited decision making, time-limited com-
prehension and motor response generation. We would also like to observe the interaction
between modality and other presentation factors in those high-load tasks.
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5
Information Presentation for Time Limited
Decision Making
In this chapter, we present a study investigating the effect of information presentation on
time limited decision making. Unlike the study in Chapter 4, the decision making task
imposes load at both the perception and the cognition stage of information processing.
Presentation conditions are manipulated by two factors: modality and spatial structure (how
information items are spatially organized). The decision task has clearly defined rules and
correct outcomes, which constrains the “shortcut” strategies people may develop to cope
with the time pressure. The results of this study provide understanding of the effects of
presentation and time limit on decision making performance, including which information
processing stage each presentation factor influences and how time limit interacts with the
presentation factors. This study and its results have been published in [34] and [40].
This chapter is structured as follows. Section 5.1 describes previous findings about the
effects of presentation and time limit on multi-attribute choice making. Section 5.2 presents
the design of the experiment in detail. Experimental results are presented in Section 5.3 and
discussed in Section 5.4. Finally, conclusions are given in Section 5.5.
5.1 Related Work
The relation between information presentation and decision making has been investigated
in many fields, such as user interface design, economics, marketing, risk communication
and politics. A common finding is that decision makers tend to adapt their manner of
information acquisition and their decision making strategy to the presentation of the task.
The adaptation is believed to be guided by a cost-benefit analysis, compromising between
the desire to minimize cognitive effort (cost) and the desire to maximize the quality of the
decision (benefit) [126; 194]. As a result, different presentations of the same information
could lead to different decisions. Therefore, task-related information should be presented
with a “cognitive fit” [268], that is to support the optimal manner of information acquisition
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and decision making strategy for the task. In this section, we first present previous findings
on the effects of presentation on multi-attribute choice tasks – a type of decision making
task that is frequently encountered in daily life and often investigated in scientific studies.
Then, we discuss how decision making behavior can be influenced by time pressure.
5.1.1 Presentation and Multi-attribute Choice Task
The multi-attribute choice task is to choose one option from several alternatives, and each
alternative can be evaluated by several attributes. For example, when making a purchase
choice between several cars (alternatives), a person often compares the price, weight, en-
gine volume, fuel efficiency etcetera (attributes). Previous studies have shown that the
decision making process can be influenced by the way in which alternatives and attributes
are presented. In the study reported in [218], participants were asked to select the best
loan application from 8 alternatives. Each alternative had 4 attributes. Modality and spatial
structure were altered in different versions of the presentation. The results showed that the
decision making process was more effortful when attribute values were presented by words
than by numbers, in terms of decision time, the total number of operations and the percent-
age of information used. In addition, when numbers were used, subjects conducted more
arithmetic activities and less information search activities. Regarding spatial structure, lists
required more effort to process than matrices, revealed by both performance and subjective
measures. Spatial structure also influenced the way in which information was acquired.
Stone et al. [243; 244] investigated the effects of modality on risk-taking choice. Par-
ticipants had to make a purchase choice between a cheaper but less safe tire and a safer but
more expensive tire. Accident ratios (attribute) were presented in either numbers, graphs
or images. Results showed that graphical presentations made people more willing to pay
for safety compared to numbers. The authors proposed that the reason was that graphs and
images enhanced the perception of risk by highlighting the number of people harmed.
Several other studies investigated the effect of spatial structure on multi-attribute choice
making [22; 126; 249]. Using a table or a list, information was sorted either by alternative
or by attribute. The common finding was that when information was organized by alter-
natives, subjects tended to process an alternative before considering the next alternatives;
when information was organized by attributes, subjects tended to compare all alternatives
on a single attribute before considering the next attribute. The processing by alternative
was found to be less cognitively demanding, leading to more accurate and time efficient
decisions [249].
Although multi-attribute choice does not represent all decisions in real-life, the above-
mentioned findings have clearly demonstrated that information presentation can have a
strong influence on decision making performance. However, we noticed two limitations
in these studies. First, participants normally had an unlimited amount of time to carefully
process all available information before making choices. Second, there was very often no
clear definition of correct or wrong choices and no limitation in which strategy to take. If
strategies are defined, they can obviously constrain the way how decisions are made. Time
pressure can also influence how decision makers acquire information (see below). When
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presentation format is no longer the only factor in play, its effect may be weakened or
overruled.
5.1.2 Decision Making Under Time Pressure
Decision making is very often time-limited in real-life situations. A typical example is the
crisis situation, where emergency decision makers are required to process massive amounts
of information in a limited amount of time. A key feature is ‘demand exceeding cognitive
resource’ [128]. Under time stress, decision makers tend to focus on the general outline of
the problem instead of on in-depth analysis [62]. Studies using the multi-attribute choice
task found that subjects changed strategies from a more alternative-based (depth-first) to a
more attribute-based (breadth first) pattern of processing as time pressure increased [194].
In order to cope with cognitive overload, they are also prone to selectively use subsets of the
information, to adopt simpler modes of information processing and to base their decisions
on certain important ‘cues’ [122; 139; 144]. When time limitation makes it impossible
to apply the normative strategy (careful and reasoned examination of all alternatives and
attributes), decision makers adopt heuristic strategies (simple and fast rules of thumb) [195].
If the heuristic strategies are consistent with the task, they can be more efficient and accurate
under time pressure. If they are inconsistent with the task, however, they can also harm the
decision making performance.
In this study, we set up a time-limited multi-attribute choice task with a predefined nor-
mative strategy1 and with only one correct outcome. Both time limit and strategy limit
would constrain the way decision makers acquire and process information. We aimed to
investigate 1) the presentation effects on decision making performance (defined by time ef-
ficiency and accuracy), 2) the interaction between different presentation factors (modality
and spatial structure), and 3) the interaction between presentation effect and time limit.
5.2 Method
5.2.1 Scenario
Similar to the experiment presented in the previous chapter, the time-limited decision mak-
ing task was also embedded in a medical rescue scenario.
After an earthquake, wounded patients are sent to an emergency medical center. Unfor-
tunately, the number of patients exceeds the capacity of medical resources (equipment and
staff). Therefore, the order of treatment needs to be wisely determined based on individual
injury conditions. Participants play the role of a medical staff member who needs to make
quick decisions on which patient to treat first.
1Normative strategies apply a careful and reasoned examination of all alternatives and attributes. Heuristic
strategies are simple and fast rules of thumb [194].
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Figure 5.1: A patient pair presented in the text modality and the by-injury structure.
Figure 5.2: A patient pair presented in the text modality and the by-severity structure.
Note that it was not our intention to set up a realistic medical rescue task, nor did we
expect participants to have knowledge of medical treatment. The aim of this scenario was
to motivate the task setting and the time limit.
5.2.2 Presentation Material
One pair of patients was presented at a time. The injury condition of a patient was described
by five injury items (derived from [199]): heart failure, respiration obstruction, blood loss,
brain damage and fracture. The former three items were described as more time-critical
to saving life than the latter two. The severity of each injury category was defined at four
levels (derived from [222]): severe, moderate, mild and none.
The two presentation factors were modality (text or image) and structure (by-injury or
by-severity). A full factorial design led to 4 different presentation formats (see Figure 5.1 –
5.4). In the two text conditions, the injury categories and severity levels were presented with
English text. In the image conditions, injury categories were presented by iconic images of
the affected organs (e.g. an iconic image of a brain referred to the ‘brain damage’ item),
and severity levels were presented by color rectangles2. The color-severity mappings were
2Strictly speaking, colors are not images. But colored rectangles can be considered as images. In this
study, we use “image” to generally refer to nonverbal visual presentations.
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Figure 5.3: A patient pair presented in the image modality and the by-injury structure. The text of
colors was added to ensure the readability in a grayscale printing, and was not present
in the experiment.
Figure 5.4: A patient pair presented in the image modality and the by-severity structure. The text of
colors was added to ensure the readability in a grayscale printing, and was not present
in the experiment.
red for ‘severe’, orange for ‘moderate’, yellow for ‘mild’, and green for ‘none’. This color
scheme has been commonly used to express severity in existing applications. For example,
the North American avalanche danger scale uses green, yellow, orange and red to visualize
four increasing levels of danger [52]. The GPS navigation devices from GARMIN use
green, yellow, and red icons to indicate the severity of traffic delay ([86], p. 30).
The injury information of two patients was organized in a table. The table could be
structured by the injury categories or by the severity levels. When using the by-injury
structure, the more important three injury categories were located on top of the less impor-
tant two. The injury column was fixed for all tasks and the severity values varied. When
using the by-severity structure, the four severity levels were ranked from high to low and
located from top to bottom of the table. The severity column was fixed for all tasks and the
locations of injury categories varied.
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5.2.3 Task and Strategies
The nature of the task was a multi-attribute choice with 2 alternatives (patients), 5 attributes
(injury categories) and 4 attribute values (severity levels). The 5 attributes had different
weights. A normative strategy was defined and presented to the participants. However,
when there was a time limit, it was not always feasible to apply the normative strategy for
a careful analysis. Participants would then need to develop heuristics strategies to reach the
correct choices faster.
Normative strategy
The normative strategy evaluates the overall injury level of a patient by a weighted additive
function. The attributes of the function are the five injury items. They are categorized
into two priority groups with different weights. Heart failure, blood loss and respiration
obstruction are defined as twice as time critical as brain damage and fracture, and thus have
a weight of 2 while the other two items have a weight of 1. Numerical values are also
assigned to the four severity levels. Severe is defined to be three times as serious as mild,
and moderate twice as serious as mild. Therefore, 3, 2, 1 and 0 represent severe, moderate,
mild and none, respectively. Finally, the overall injury level of a patient was quantified
by Equation 5.1, where ‘SL’ refers to ‘Severity Level’. When making a final choice, the
patient with a higher injury value should be treated first. Taking the patient pair shown in
Figure 5.1 for an example, the injury value is 11 (2 × 1 + 2 × 3 + 3) for patient 1, and 12
(2× 3 + 2× 1) for patient 2. Therefore, the correct decision is to treat patient 2 first.
Injurynorm = 2×SLheart+2×SLblood+2×SLrespiration+SLbrain+SLfracture (5.1)
To evaluate the processing load of this strategy, we can apply the componential analysis
of cognitive effort in choice [23]. This analysis first breaks down a decision making strategy
into sets of components called elementary information processing operations (EIPs). Then,
the total number of EIPs represents the processing load of this strategy. A particular set of
EIPs defined for multi-attribute choice tasks is described in Table 5.1. Applying Equation
5.1 to the example patient pair, it requires 10 READ EIPs (acquire the 10 severity values),
4 ELIMINATE EIPs (ignore the 0s), 4 PRODUCT EIPs (apply weights), 3 ADD EIPs
(sum up the values), 1 COMPARE EIP (compare the two final values) and 1 CHOOSE EIP
(choose patient 2). The total cognitive effort in this choice is 23 EIPs.
Time limit
Based on a pilot study, the time limit was set to 20 s for each task. A countdown timer
was displayed at the bottom of the screen to show participants how much time was left.
At the 15th second, a speech reminder (“5 seconds!”) was given to inform participants
that it was time to finalize their choices. If a decision had not been made when the time
was up, the information on the screen would be removed and a speech warning (“Please
make a choice!”) was delivered. Then, participants were forced to make a choice based
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Table 5.1: A set of EIPs matched to multi-attribute choice strategy (reproduced from [23], p.114).
EIP Description
READ Read an alternatives value on an attribute into short-term memory
COMPARE Compare two alternatives on an attribute
DIFFERENCE Calculate the size of the difference of two alternatives for an attribute
ADD Add the values of an attribute in short-term memory
PRODUCT Weight one value by another (multiply)
ELIMINATE Remove an alternative or attribute from consideration
MOVE Go to next element of external environment
CHOOSE Announce preferred alternative and stop process
on the incomplete analysis. This time limit required participants to be fully engaged in the
task. With the amount of training provided in the experiment, 20 s were often insufficient
for applying the normative strategy for an exact calculation. Therefore, participants had to
adopt heuristic strategies to cope with the time pressure, which was the main challenge of
this task.
Heuristic strategies
Heuristic strategies are by definition simpler than the normative strategy in terms of calcu-
lation complexity, but they are not necessarily less accurate. Unbiased heuristic strategies
always generate outcomes that are equivalent to the normative strategy, thus are efficient
“shortcuts”. Biased heuristic strategies on the other hand, trade accuracy for less process-
ing load, thus cannot guarantee correct outcomes. We created an unbiased heuristic strategy
for this task and introduced it to the participants for inspiration. However, participants were
given freedom to apply any strategy they preferred as long as the choice could be made
quickly and correctly. It was one of our aims to see how participants would process the
information and make their choices.
An unbiased heuristic strategy. This strategy is based on the idea that it is not necessary
to know the two absolute injury values, because the decision is only dependent on the
difference between them. Therefore, compensatory eliminations can be conducted before
numerical calculation to reduce processing load. The method is to identify two injury items
that 1) are from different patients; 2) have the same severity value; and 3) have the same
weight. Two such injury items have the same contribution to the comparison, thus can be
eliminated from the calculation. When all possible eliminations are finished, the remaining
injury items can be calculated for a final comparison. Note that ‘none’ items have a value
of 0 and can be ignored as well.
Figure 5.5 shows an example of applying this strategy with the by-injury structure. The
severe blood loss of patient 1 can be eliminated with the severe heart failure of patient 2.
The mild heart failure of patient 1 can be eliminated with the mild blood loss of patient 2.
The four ‘none’s are eliminated. Finally, there are only two injury items to be calculated.
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Figure 5.5: The unbiased heuristic strategy applied to the by-injury structure.
Figure 5.6: The unbiased heuristic strategy applied to the by-severity structure.
The severe fracture of patient 1 has a value of 3 and the moderate respiration obstruction of
patient 2 has a value of 4 (2× 2). Therefore, patient 2 is the correct choice. The processing
load of this strategy consists of 10 READ EIPs, 6 ELIMINATE EIPs, 1 PRODUCT EIP,
1 COMPARE EIP and 1 CHOOSE EIP. The total load (19 EIPs) is 82% of the normative
strategy (23 EIPs). This strategy can also be applied with the by-severity structure. An
example is shown in Figure 5.6. However, we predict that this strategy is better assisted
by the by-injury structure, because 1) the two priority groups are more clearly separated,
and 2) the eliminated two items are either the same word or the same color, which makes
eliminations more intuitive.
Biased heuristic strategies. Biased strategies can be developed to further reduce the
processing load. For example, one can ignore the two less important injury items and only
consider the more important three items. One can also ignore the differences in weight and
treat all five injury items equally. One can even base his/her decision merely on the severe
injury items. The most extreme case would be to make a random choice. All these biased
strategies have a chance (higher or lower) of generating correct choices but none of them
can guarantee accuracy of the choices.
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5.2.4 Experimental Design and Procedure
We used a 2×2×2 mixed design. The two within-subject factors were modality (text or
image) and structure (by-injury or by-severity). Therefore, all participants performed four
experimental trials, namely the ‘text & by-injury’, ‘image & by-injury’, ‘text & by-severity’
and ‘image & by-severity’ trial. The trial order was counterbalanced with a size 4 Latin
Square. A set of 12 tasks were performed in each trial with a randomized order. Time limit
was treated as a between-subject factor (with or without). 48 university students (master’s
students and PhD students) volunteered to participate in the experiment. All of them spoke
fluent English and none of them had a medical background. 32 participants performed the
task with a time limit and 16 performed without a time limit.
The experiment contained three sessions: an introduction session, a training session
and the experimental session. The introduction presented the rescue scenario, the task and
the four presentation conditions, the normative decision making strategy and the unbiased
heuristic strategy. In the training session, participants practiced 20 tasks, 5 tasks for each
presentation condition. No time limit was applied during training. Feedback on decision
accuracy was given after each decision was made, by the system via speech. After training,
participants performed four experimental trials of 48 tasks (4 × 12). The system provided
a performance summary after each trial, announcing how many correct decisions had been
made. After the four trials were all finished, participants were required to complete the
questionnaires. The time duration of the experiment was about 40 minutes.
5.2.5 Dependent Measurements
The decision making performance was measured by two dependent variables, namely time
efficiency and accuracy. The time efficiency of a decision refers to the time interval between
the moment when a task is presented and when the decision is made (in seconds). A de-
cision is correct if it is identical to the outcome from the normative strategy. Accuracy is
the percentage of correct decisions made in a trial. These two measurements can both be
retrieved from log files.
Subjective assessment of cognitive load was obtained by questionnaire (see Appendix
B). Participants were asked to perform four binary comparisons on the cognitive demand of
the task, as shown in Table 5.2. In each comparison, they selected the presentation condition
which induced least cognitive load. In addition, participants were asked to indicate in which
presentation conditions the task was the easiest and the most difficult to perform. Based on
the questionnaire, we conducted 3 groups of analyses: 1) comparisons between the two
modalities, 2) comparisons between the two structures, and 3) the easiest and the most
difficult conditions.
The questionnaire also addressed decision making strategies. First, participants were
given a rough choice regarding how they had made their decision. They could choose be-
tween 1) a complete calculation as the normative strategy, 2) eliminations and calculation
as the unbiased heuristic strategy and 3) other self-developed strategies. To obtain more
details, the experimenter also asked participants to orally describe how they processed the
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Table 5.2: The four binary comparisons on the cognitive demand of the decision making task.
Cognitive load comparison Reference
Text & By-Injury vs. Image & By-Injury Figure 5.1 vs. Figure 5.3
Text & By-Severity vs. Image & By-Severity Figure 5.2 vs. Figure 5.4
Text & By-Injury vs. Text & By-Severity Figure 5.1 vs. Figure 5.2
Image & By-Injury vs. Image & By-Severity Figure 5.3 vs. Figure 5.4
information and made their choices in each presentation condition, using the printed sam-
ples of presentation as a reference. The experimenter made notes during the description.
5.3 Results
According to the experimental design, we applied repeated-measure ANOVAs to analyze
the performance measures with modality and structure as within-subject factors and time
limit as a between-subject factor. Results on performance, subjective judgements and strat-
egy analysis are presented in this section.
5.3.1 Decision Making Performance
Time efficiency
The average time spent on one task (in seconds) in each trial is shown in Figure 5.7. The
time limit is indicated by a gray line in the figure. The presence of a time limit significantly
influenced the time spent on each decision, F(1, 46) = 33.5, p< .001. On average, decisions
were made 10.4 s faster with the time limit than without. Comparing the four presentation
conditions, the average decision time was the shortest in the ‘Image & By-injury’ condition
and the longest in the ‘Text & By-severity’ condition. Both modality and structure showed a
significant effect on time efficiency (modality: F(1, 46) = 33.3, p< .001; structure: F(1, 46)
= 28.5, p < .001). On average, time spent on a decision was 2.7 s shorter with image than
with text, and 2.4 s shorter with by-injury structure than with by-severity structure. Post-hoc
tests between the four presentation conditions (with Bonferroni correction) further revealed
that the ‘Image & By-injury’ condition led to significantly faster decisions than the others,
and the ‘Text & By-severity’ condition led to significantly slower decisions than the others.
Furthermore, there was a significant interaction effect between modality and time limit,
F(1, 46) = 6.5, p < .05. This is because the time difference between the image and the text
conditions was greater without than with the time limit. The interaction between structure
and time limit was also significant at a 90% confidence level, F(1, 46) = 3.7, p = .06.
Accuracy
The average number of correct decisions made in each trial is shown in Figure 5.8. ANOVA
showed a significant effect of time limit, F(1, 46) = 41.4, p < .001. On average, decisions
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Figure 5.7: Time efficiency in all task conditions. Error bars represent standard errors. The gray
horizontal line indicates the 20-second time limit.
made were 94.2% correct without a time limit and 78.6% correct with a time limit. Re-
garding presentation conditions, the ‘Image & By-injury’ condition had the highest average
accuracy and the ‘Text & By-severity’ condition had the lowest. However, ANOVA showed
neither a modality effect nor a structure effect (modality: F(1, 46) = 1.8, n.s.; structure:
F(1, 46) = 3.5, n.s.).
To further investigate the influence of presentation on accuracy, we separately analyzed
the two sets of data with and without a time limit. When the time limit was present, the
structure factor had a significant effect on accuracy (F(1, 31) = 7.2, p < .05), showing that
decisions were made more accurately with the by-injury structure than with the by-severity
structure (3.3% more on average). The modality factor did not have an effect on accuracy
(F(1, 31) = 1.6, n.s.). Post-hoc tests revealed a significant difference in accuracy between
the ‘Image & By-injury’ condition and the ‘Text & By-severity’ condition. However, when
a time limit was absent, neither modality nor structure showed a significant influence on
accuracy (modality: F(1, 15) = 2.1, n.s.; structure: F(1, 15) = 3.1, n.s.).
5.3.2 Subjective Judgments
In general, the time limit did not influence the subjective preferences between different
presentation alternatives. In all three groups of questionnaire analyses, a strong positive
correlation was found in the numbers of choices with and without the time limit (correlation
coefficients all greater than 0.98). Detailed results of these analyses are presented below.
Modality comparisons
Subjective comparisons of task load between the two modalities were categorized into three
groups: 1) text was easier than image regardless of structure, 2) image was easier than text
regardless of structure, and 3) text was easier with one structure and image was easier with
the other structure. Figure 5.9 summarizes the results. A strong majority of participants
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Figure 5.8: Decision accuracy in all task conditions. Error bars represent standard errors.
Figure 5.9: Subjective comparisons of task load between the two modalities. The modality that
imposed less load was chosen.
(79.1%) found the task easier to perform with image presentations than with text regard-
less of which structure was provided. Unlike the majority, 6 participants (12.5%) always
preferred text to image. Three of them explained that it was more effortful to interpret the
injury items from images of organs than from words. Interestingly, these three participants
all had a text or speech related research topic to work on daily, such as text retrieval. An-
other participant had problems with understanding the color representation of severity. He
was the only participant who came from an Asian culture, and found it particularly difficult
to associate red with severe injuries, because red normally symbolized love and passion in
his culture. Another 4 subjects (6.2%) preferred image when the structure was by-injury
and preferred text when the structure was by-severity. In other words, they preferred colors
to words for presenting severity levels and preferred words to images for presenting injury
items.
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Figure 5.10: Subjective comparisons of task load between the two structures. The structure that
imposed less load was chosen.
Structure comparisons
Subjective comparisons of task load between the two structures were also categorized into
three groups and the results are summarized in Figure 5.10. A majority (68.8%) of partic-
ipants always found the task easier to perform with the by-injury structure than with the
by-severity structure. In contrast, 16.7% of participants indicated an exactly opposite pref-
erence. They explained that the by-severity structure had the advantage that it allowed them
to eliminate ‘none’s easily, because they just ignored the last row of the table. Therefore
there was less information to start with. Another 14.6% of participants preferred the by-
injury structure with image and preferred the by-severity structure with text. Between the
two image conditions, they found the one with by-injury structure easier because the color
representation of severity was particularly intuitive for them. Between the two text condi-
tions however, the by-severity structure was found easier to deal with because the general
distribution of injury items in the table provided a clue of which patient to choose – the one
whose injury items were more gathered at the top of the table.
The easiest and the most difficult conditions
Subjective judgements on the easiest and the most difficult conditions are shown in Figure
5.11. Again there was a clear majority option that was consistent with the performance
measures. The ‘Text & By-severity’ condition was chosen as the most difficult condition
by 58.3% of participants, the ‘Image & By-injury’ condition was chosen as the easiest
condition by 62.5% of participants. Figure 5.11 also shows that the modality factor had a
stronger influence on these judgements than the structure factor, because 85.4% of partici-
pants chose an image condition to be the easiest and 79.2% chose a text condition to be the
most difficult. This result is interesting because structure actually had stronger influence on
the performance than modality (Section 5.3.1).
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Figure 5.11: Subjective judgements of the most difficult (left) and the easiest (right) conditions.
Table 5.3: Percentage of participants who reported using each strategy or strategy combination. NS,
UBS and SS represent normative strategy, unbiased heuristic strategy and self-developed
strategy, respectively.
Time Limit NS NS + UBS UBS UBS + SS SS
Present 0% 0% 15.6% 21.9% 62.5%
Absent 18.8% 18.8% 50% 0% 12.4%
5.3.3 Strategy Analysis
Subjective descriptions
Most of the participants were able to clearly describe how they processed the information to
reach the final choices. As Table 5.3 shows, participants in the with-time-limit group never
applied the normative strategy for a complete calculation. In contrast, they were very active
in developing their own strategies to cope with the time pressure. On the other hand, most
participants in the without-time-limit group stuck to the two strategies that were introduced
to them, which explained their lower time efficiency and higher decision accuracy (see
Figure 5.7 and 5.8).
Further analyses of the strategy descriptions only focused on the with-time-limit group.
Influenced by the unbiased heuristic strategy which was introduced beforehand, participants
generally tried to apply the elimination methods to reduce calculation load. Often, they first
applied a self-developed biased strategy to quickly come up with a primary decision, then
continued with more careful and complete information processing. If the careful process-
ing could not be finished within the time limit, the primary decision would then become
the final choice. Not surprisingly, the development of biased strategies was influenced by
the structure factor rather than by the modality factor. Here we describe two commonly
mentioned biased strategies, referred to as BS1 and BS2.
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BS1. With the by-injury structure, since the separation of priority groups was directly
available (first three rows in the table), participants first applied eliminations and calcula-
tions on the three critical injury items, and made primary decisions based on the outcome.
Then, if there was still some time left, they also quickly processed the other two injury
items. It was mentioned that this quick processing did not change the decision in most
cases. This biased strategy, as shown by Equation 5.2, reduced cognitive load by process-
ing only a subset of the information items. Since the three important injury items contribute
more to the overall injury value, this strategy had a good chance to output correct choices
but did not give any guarantee.
InjuryBS1 = SLheart + SLblood + SLrespiration (5.2)
BS2. With the by-severity structure, elimination was more effortful because the weights
of the injury items were not directly readable from the table. Therefore, participants first
looked at the distribution of the injury items and came up with a primary decision based
on whose injuries were more gathered at top of the table (the more severe side). Then,
they started to identify weights, eliminate items and calculate values, aiming to adjust the
choice. If the process could not be completed within the time limit, the primary decision
became the final choice. This biased strategy, as shown by Equation 5.3, reduced cognitive
load by ignoring the weights and treating all injury items equally. It was more likely to be
accurate when the three important items were not or less seriously injured.
InjuryBS2 = SLheart + SLblood + SLrespiration + SLbrain + SLfracture (5.3)
Quantitative analysis
From participants’ strategy descriptions, we observed that most participants who experi-
enced the time limit made primary decisions by BS1 or BS2, and then tried to confirm or
correct them by unbiased processing. Further, we took one more step to look for quantita-
tive evidence of these two biased strategies being applied. By doing so, we also intended to
confirm the influence of presentation structure on participants’ strategy development. First,
we applied these two strategies to all 12 tasks and found that each of them generated 8 cor-
rect decisions and 4 incorrect decisions. The 4 incorrect decisions from BS1 and BS2 did
not overlap over the same task. Accordingly, we defined the following four task groups:
• G1: the 8 tasks on which BS1 is correct
• G2: the 4 tasks on which BS1 is incorrect
• G3: the 8 tasks on which BS2 is correct
• G4: the 4 tasks on which BS2 is incorrect
Second, we turned to the performance data and calculated the percentage of decisions
that were made correctly in each task group, by each participant and in each presentation
condition. Then, t-tests were applied between G1 and G2 in each presentation condition
to investigate the impact of BS1 on accuracy. Similarly, t-tests were also applied between
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Table 5.4: Results on decision accuracy in 4 different task groups and t-tests between groups.
Presentation Mean Accuracy T-test Sig.
Condition G1 G2 G3 G4 G1 – G2 G3 – G4
Text, By-Injury 91.4% 64.1% 80.8% 85.2% p < .001 p = n.s.
Image, By-Injury 92.4% 63.5% 84.4% 83.6% p < .001 p = n.s.
Text, By-Severity 80.4% 76.1% 87.9% 63.9% p = n.s. p < .05
Image, By-Severity 83.2% 77.3% 86.7% 69.3% p = n.s. p < .05
G3 and G4 to investigate the impact of BS2 on accuracy. The results are shown in Table
5.4. In the two conditions with the by-injury structure, the accuracy of decision making was
significantly higher in G1 than in G2, but no significant difference was found between G3
and G4. The two conditions with the by-severity structure showed the exact opposite re-
sults. Decisions were significantly more accurate in G3 than in G4, but no effect was found
between G1 and G2. These findings clearly support the subjective strategy descriptions.
It seems reasonable to conclude that BS1 and BS2 were applied respectively to the by-
injury conditions and the by-severity conditions, which in turn confirms that the structure
of information presentation may influence the development of decision making strategies.
5.3.4 Task Difficulty
The results presented so far have shown that the two presentation factors and the time limit
all influenced the cognitive demand of this task, because they determine the condition in
which the task is performed. In addition, the cognitive demand of a task should also be
influenced by its difficulty level. In the same task condition, easier tasks should require less
cognitive effort than difficult ones. Variances in task condition might have different impacts
on the performance of easy tasks and difficult tasks. The 12 tasks used in this study were
not equally difficult, allowing us to investigate how task difficulty affected performance and
how it interacted with the other factors.
The difficulty level of the task can be described by the difference between the two overall
injury values of a patient pair (calculated by Equation 5.1). The smaller the difference, the
more difficult it is to identify which patient should be treated first. For example, the task
shown in Figure 5.1 is difficult because the difference between the two overall injury values
is only 1. Among the 12 tasks, we identified 8 relatively difficult tasks with a difference
smaller than 3, and 4 relatively easy tasks with the difference greater than 5. Time efficiency
and accuracy were re-calculated from these two task groups separately, and the results are
shown in Figure 5.12 and 5.13.
Accuracy. On average, the accuracy of easy tasks was 100% without the time limit and
97.5% with the time limit. The accuracy of difficult tasks was generally lower – 91.3%
without the time limit and 73.6% with the time limit. ANOVA showed that this effect of
task difficulty was significant (F(1, 46) = 91.5, p < .001). There was an interaction effect
between time limit and task difficulty (F(1, 46) = 19.8, p < .001), because the presence
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Figure 5.12: Decision accuracy of the easy and difficult tasks. Error bars represent standard errors.
Figure 5.13: Time efficiency of the easy and difficult tasks. Error bars represent standard errors.
of the time limit harmed the performance of difficult tasks (17.7% decrease) more than the
performance of easy tasks (2.5% decrease).
Time efficiency. The average time spent on an easy task was 20.0 s without the time
limit and 10.3 s with the time limit. The average time spent on a difficult task was generally
longer – 24.7 s without the time limit and 15.5 s with the time limit. ANOVA showed that
the influence of task difficulty on time efficiency was significant (F(1, 46) = 47.4, p< .001).
No interaction effects were found between task difficulty and the presentation factors or the
time limit, suggesting that the differences in time efficiency between the easy and difficult
tasks were comparable in all task conditions.
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5.4 Discussion
5.4.1 Modality
The modality factor significantly affected the time efficiency of decision making, both with
and without the time limit. On average, the time spent on a decision was 2.7 s shorter with
image than with text. 79.1% of participants reported that decision making was less (cog-
nitively) effortful with image than with text, regardless of structure. 85.4% of participants
chose an image condition to be the easiest task condition. However, the use of modality did
not influence strategy selection or decision accuracy in this study.
In line with the stages of human information processing (Figure 3.1), modality in this
task mostly influenced the perception stage – the stage when participants perceived injury
items and severity levels from the images or text. Images had advantages over text in this
study because they allowed information items to be quickly and easily perceived. The in-
jury items were perceived faster from images of affected organs than from text. This is
no surprise because images, as an analogue modality, are known to be effective for pre-
senting concrete concepts and objects [21]. Our previous study with a visual search task
also showed that performance was faster when search targets (patients) were presented by
images than by text (Section 4.4.1). The severity levels of injuries were perceived faster
from colors than from text, because color was more intuitive than text to convey severities.
The current set of color-severity mappings was supposed to be particularly intuitive since
it is being used in many real-world applications. Our results also confirm previous findings
indicating that color is an effective means to indicate state, draw attention, and commu-
nicate qualitative/quantitative differences [200]. In general, graphical modalities (graphs
and images) are more vivid than textual information (text and numbers), thus are likely to
receive greater weight during decision making processes. In particular, shapes and colors
have great salience to human information processors due to the sharp contrast they are able
to create [145].
5.4.2 Structure
The structure factor had an effect on the time efficiency of decision making, both with and
without the time limit. Structure also affected the accuracy of decision making with the
time limit. The by-injury structure showed a clear advantage over the by-severity structure.
On average, the by-injury structure allowed decisions to be made 2.4 s faster and 2.8% more
correctly. Moreover, 68.8% of participants found the decisions easier to make with the by-
injury structure and 70.4% of participants chose a condition with the by-injury structure to
be the easiest condition.
In the decision making process, the structure of presentation mostly influenced the cog-
nition stage – the stage when participants applied strategies to process the information
items. The by-injury structure provided a better cognitive fit to the normative and the unbi-
ased heuristic strategies, because it clearly indicated the weights of injury items and made
eliminations more intuitive. When time was unlimited, the advantage of a better cognitive
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fit was reflected by the time efficiency, showing that less time was needed to reach a cor-
rect decision. When time was limited, however, participants developed biased strategies to
speed up decision making. Strategy analysis showed that the selection of biased strategy
was adapted to the presentation structure. The by-injury structure led to a more accurate
strategy because it allowed participants to focus on the 3 more important injury items which
determined the correct choice to a large extent.
5.4.3 Time Limit
The participants who were given a time limit all complied to it strictly. On average, they
only spent 13.7 s on each task. In contrast, participants who did not have the time limit
spent significantly longer on each task (10.4 s longer on average) and made significantly
more accurate decisions (15.6% more on average). In combination, these results show
that the time limit successfully imposed pressure on the decision making tasks. It seems
that participants perceived higher time pressure than there really was, because they did not
make full use of the 20 s. This might be due to the speech reminder given at the 15th
second, causing most decisions to be made within 15 s. To cope with the time pressure,
participants tended to focus on a subset of information (e.g. more important injury items)
and to ignore certain rules (e.g. weights). This way decisions could be made faster with less
cognitive effort, but at the cost of decreasing accuracy. Moreover, the time limit did not alter
the subjective judgements on the presentation conditions. The cognitive load comparisons
between presentation conditions showed a consistent outcome with and without the time
limit.
5.4.4 Interactions Between Factors
Modality and structure
No interaction effect was found between the two presentation factors in any performance
measures, indicating that their influences on decision making were independent. This is
probably because the effect of these two presentation factors takes place at difference stages
in the decision making process – modality mostly affects information perception and struc-
ture mostly affects the strategy of information processing.
Time limit and presentation factors
The time efficiency measure revealed interaction effects between time limit and the two
presentation factors (with structure at 90% confidence level). In Figure 5.7, we can see that
the variances of time efficiency between different presentation conditions were generally
smaller with than without the time limit. At the first glance, this seemed to suggest that
the time limit weakened the influence of presentation on time efficiency. However, this
interpretation was incorrect, because all presentation conditions had the same time limit
which was in most of the cases insufficient for decision making. Therefore, the main reason
that the speed of decision making varied less was the time limit, but not the presentation
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factors. Further, the accuracy measure revealed that the influence of structure on decision
accuracy became significant when the time limit was applied. Although the time limit
decreased decision accuracy in all conditions, the decrease was less when the structure
provided a better cognitive fit to the task. Overall, we would say that the time limit actually
enhanced the effect of information presentation on decision making performance, because
without a time limit, presentation factors influenced only the time efficiency of decision
making, while with a time limit, they influenced both the time efficiency and accuracy of
decision making.
Time limit and task difficulty
The accuracy measure revealed an interaction effect between the time limit and task diffi-
culty. As Figure 5.12 shows, the application of a time limit slightly decreased the accuracy
of easy tasks, but greatly decreased the accuracy of difficult tasks. However, the time effi-
ciency measure did not show a similar interaction effect (see Figure 5.13), meaning that the
time limit and task difficulty had independent influences on the time efficiency of decision
making.
5.4.5 Consistency Between Performance and Subjective Measures
All subjective measures showed strong majority opinions that are consistent with the re-
sults of the performance measures. Further, we compared each participant’s subjective
judgements with his/her performance, attempting to see whether the consistency between
the two types of measures also existed at an individual level. We were particularly inter-
ested in the group of participants whose preferences differed from the majority. It turned
out that a consistency was often but not always found. For example, some participants who
found the task easier in the text conditions still performed better in the image conditions.
Generally, subjective options were more consistent with decision accuracy than with time
efficiency. Most of the participants who preferred the text modality and the by-severity
structure indeed made more accurate decisions in these conditions, but the decisions were
still made faster with the image modality and the by-injury structure. Therefore, it seems
that subjective assessment of task load can be a good indication of decision accuracy. On
the one hand, there are design solutions that can provide a standardized optimal interface
for a majority of users (e.g. the ‘Image & By-injury’ condition in the case of this study). On
the other hand, in applications where the decision quality of every single user needs to be
guaranteed, it might be wise to tune the standardized interface design for each user based
on his/her individual preferences. Although lacking sufficient evidence, our study hinted
that a user’s modality preference can be influenced by his/her professional background and
culture background.
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5.5 Conclusions
In this study, we investigated the influence of information presentation and time limit on
multi-attribute choice making. The findings of this study have several implications to infor-
mation presentation for decision support.
First, the use of modality has a strong influence on the efficiency of information per-
ception, which in turn affects the speed of decision making. Modality selection should
suit the type of information contents to be presented and allow them to be perceived easily
and quickly. For example, image is suitable for presenting concrete concepts and objects.
Color coding is effective for indicating state (e.g. severity) and communicating qualita-
tive/quantitative differences.
Second, decision makers tend to adapt their information processing strategies to the
spatial structure of the presentation. As a result, presentation structure influences both the
time efficiency and the accuracy of decision making. This is particularly notable when
decision making is under time pressure. Therefore the choice of structure should provide
a cognitive fit to the task, that is to support the application of desired decision making
strategies. If several information items need to be considered together, they should be
spatially clustered. When using a table, locate the more critical information at the top.
Finally, time limits enhance the effect of presentation format on decision making. With-
out a time limit, a suboptimal presentation format usually decreases the speed of decision
making but not the accuracy. However, under time pressure, both time efficiency and ac-
curacy can be affected. It might be unavoidable that decision accuracy drops under time
pressure, but an optimal presentation format can limit this decline.
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Part III
Information Presentation in the
Automotive Context

6
Presenting Local Danger Warnings
Besides crisis management, driving is also a high-load task domain of interest. Driving
is normally not a difficult task for experienced drivers. However in the case of an emer-
gent danger, the driver needs to make quick and correct decisions, which can be high-load
and stressful. In this chapter, we present two studies investigating the presentation of local
danger warnings, using a scenario of emergent road obstacles. Study One focuses on the
perception efficiency of warnings, aiming to find a visual presentation that can be perceived
with little time and effort. Study two further investigates four modality variants (speech
warning, visual and speech warning, visual warning with blinking cue, and visual warning
with sound cue) and two levels of assistance (warning only or warning with action sugges-
tions). In accordance with the ISO usability model, a total of seven measures were derived
to assess the effectiveness and efficiency of the warnings and the drivers’ satisfaction. The
two studies presented in this chapter were conducted at the German Research Center for
Artificial Intelligence (DFKI). The contents of this chapter have previously been published
as [35], [36], [38] and [147].
This chapter is organized as follows. Section 6.1 introduces the background of the two
studies, including how the two presentation factors were selected. Section 6.2 presents re-
lated work on modality (focused on the selection between visual modalities and speech)
and the level of assistance. Section 6.3 and 6.4 respectively present the two studies, includ-
ing the experimental methods, results and discussions. Finally Section 6.5 concludes this
chapter and discusses future work.
6.1 Background
Local danger warning is an important function of in-vehicle information systems (IVIS) to
improve the safety of driving. Local danger warning aims to warn drivers of dangerous
situations coming up. The recent development of Car2X communication technology allows
a car to exchange information with other cars and infrastructures via mobile ad hoc networks
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Figure 6.1: Illustration of the situation awareness theory and the factor selection of this study.
[127; 138; 258]. This technology enables a much wider application of local danger warning,
because besides directly sensing the environment to detect danger [88], vehicles can also
obtain information about local danger from other vehicles running in the same area. This
can be particularly useful when the approaching danger is not yet visible to the drivers (e.g.
due to a bend in the road or a large-sized vehicle ahead).
Compared with other IVIS functions, presenting local danger warnings is particularly
challenging, because first, local danger warnings are usually low-frequency events, so
drivers may be less familiar with how to react to them. Second, local danger warnings
are highly urgent, so drivers usually have very limited time to think and react. Therefore,
local danger warning messages should be communicated in a way that allows them to be
picked up quickly (efficiency) and correctly (effectiveness).
To investigate how local danger warnings can be better presented, we first need to find
out which presentation factors can be relevant in the driving context. We based our factor
selection on the situation awareness (SA) theory from Endsley [78]. According to this
theory, driving can be considered as a dynamic decision making task based on real-time
maintenance of SA. SA has three hierarchical phases which all contribute to ‘knowing what
is going on’ ([78], p .36) in a dynamic environment, as Figure 6.1 shows. The first step,
perception, is to perceive the dynamics of relevant elements in the environment. The second
step, comprehension, is to obtain an understanding of the perceived elements, including
their significance to the task. The third step, projection, is to predict the future states of the
environment. Finally, based on the updated SA, a decision can be made on how to react. For
example, a driver D perceives a newly-presented warning message in the car (perception).
D understands from the warning that there is a stationary vehicle on the roadside shortly
ahead (comprehension). Then D predicts that there might be people moving around that
vehicle (projection). Finally D decides on a significant decrease in driving speed in order
to be able to pass safely (action). From this perspective, the presentation of local danger
warnings should aim at assisting a timely update of the driver’s SA, as well as helping him
or her to make proper decisions.
Based on the situation awareness theory, two relevant presentation factors were identi-
fied, namely modality and level of assistance. The modality of warning presentation mostly
influences the perception of warnings, and also influences comprehension to some extent.
Level of assistance manipulates whether the selection of action is assisted or not. With
a high level of assistance, the system not only delivers warnings, but also suggests to the
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driver which action to take. Action suggestions are expected to reduce the effort of pro-
jection and decision making, and thus accelerate the driver’s response. Letting vehicles
analyze the situation and make decisions for drivers may not generally be appreciated or
trusted, but it may be of real help in a highly urgent situation, because the driver may fail to
come up with a proper action in time.
We conducted a series of two studies investigating the presentation of local danger warn-
ings. The scenario focused on a situation where road obstacles were a short distance ahead
but not yet visible to the driver. Drivers received warning messages and needed to react
quickly. Study One was a pilot study conducted in an office setting. It evaluated the per-
ception time of several visual warning presentations and selected the best one to be used in
the second study. Study Two was conducted in a driving simulator integrated into a real car.
It further investigated eight presentation strategies, manipulated by two levels of assistance
and four modality choices (visual, auditory and their two combinations).
6.2 Related Work
6.2.1 Modality: Visual vs. Speech Presentation
The advantages and disadvantages of three categories of modalities (visual, auditory and
tactile) for in-vehicle information presentation has been described in Chapter 3 (Section
3.6). Our focus in this chapter is on visual and speech warnings. Therefore, we further
discuss the selection between visual and speech presentations in existing IVIS studies.
Whether to present information visually or orally is a question that has often been in-
vestigated in IVIS studies. Theoretically, there is a conflict between a resource competition
view and an attention preemption view (also see Section 3.6). From the resource compe-
tition view, speech is superior to visual modalities, because it consumes other perceptual
resources than driving, and therefore the perception of speech can be better time-shared
with driving. However, from the attention preemption view, speech is less suited than vi-
sual modalities, because it is highly salient and thus tends to fully occupy the driver’s at-
tention during its presentation. Empirically, both auditory benefits and visual benefits have
been found by a number of studies. The auditory benefits were commonly demonstrated
with a navigation-assisted driving scenario, in which drivers followed the instructions from
a navigation device [33; 89; 131; 142; 237; 274]. These studies showed that when nav-
igation instructions (e.g. turn notification) were presented aurally compared to visually,
drivers reacted faster, made fewer errors and showed better driving performance in terms
of speed and steering control. In addition, auditory benefits were also found in a couple of
studies that used other types of secondary tasks, such as a warning detection task [198], a
letter detection task [109] and an information searching task [202]. These secondary tasks
interfered less with driving when relevant information was provided aurally compared to
visually.
The auditory preemption effect or visual benefits were also found by a number of studies
[106; 153; 171]. Concurrently with driving, drivers in [153] were asked to listen to/look at
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statements and reason whether they were true or false; drivers in [106] had to listen to/look
at phone numbers of different lengths and recall them; drivers in [171] were asked to lis-
ten to/look at road sign information (e.g. speed limit, road number) and react if necessary.
In these studies, auditory presentations interfered with driving more than their visual al-
ternatives, causing greater variations in lane position, speed control and headway distance.
However, concerning the secondary tasks, auditory presentations often led to faster reac-
tions and better performance. In contrast, visual modalities showed an advantage of per-
ceptional flexibility. Drivers could choose to attend to the visual display at a suitable/safe
moment, or take multiple steps to read a message and return to driving in between.
Neither theories nor empirical findings revealed a clear winner between the two types of
modality. In fact, the selection between visual and speech presentation is a high-dimensional
problem, which means many factors play a role and the final choice cannot be made with-
out evaluating these factors in a specified design context. After all, the choice should be
made to let the potential benefit outweigh the potential damage. The following factors are
relevant to this selection:
• The relevance to driving (or the priority) of the message [121; 219]
When the IVIS information is relevant to driving, it usually has a high priority and
requires a timely perception. Speech presentation is preferred in this case, because
it is beneficial to have attention preempted to information that pertains to the driving
task and is intended to support the driving task. Visual presentations lack salience,
thus critical messages are likely to be overlooked. In contrast, when the information
is not driving-related (e.g. a weather forecast), it has a low priority in the driving
context. Visual presentation is more suitable in this case, because the driver needs to
be able to temporarily ignore it if he/she has to concentrate on driving at that moment.
• The spatial location of the visual display [219]
In the case of visual presentation, drivers must divide their focal visual attention be-
tween the driving environment (outside the windshield) and the in-car display. The
larger the distance between display and windshield, the greater the (cognitive) cost of
dividing one’s attention between the two. Therefore, the advantage of visual modal-
ities can be more pronounced when head-up displays are used than when head-down
displays are used.
• The length of speech [233]
Due to their transient characteristics, when speech messages get longer and/or more
complex, they keep drivers’ attention longer and impose a higher load on working
memory. This can in turn enhance the auditory preemption effect. Besides, the full
meaning of speech may not become clear until the end of the message. This makes
long speech inappropriate for urgent warning messages that demand an immediate
response. In short, speech has stronger advantages over visual presentations when it
can be kept short and precise.
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• The mental workload [109; 131; 219; 237]
An increase in mental workload, due to either a more demanding driving task or a
more complex secondary task, may increase the benefit of auditory presentation in
relation to visual presentation. When driving is more demanding, the division of
visual attention between the road and the in-car display becomes potentially more
dangerous. When the secondary task is relatively complex, drivers simply have to
spend more time looking at the in-car display in the case of a visual presentation.
Speech is superior in both cases, because of its “eyes-free” feature.
• The condition of the environment [69; 166]
Properties of the environment in and outside the car at the moment of presentation
can also affect the utility of a certain modality. For example, speech messages might
be less effective if the driver is at the same time talking to a passenger, getting a
phone call, listening to the radio or playing loud music. Visual messages might be
less effective on a sunny day when strong light makes it hard to see what is on the
display.
• The information type [21; 238]
This factor addresses the expressive power of modalities, because one modality can
be naturally better than another at presenting a certain type of information. For ex-
ample, speech is better at presenting instructions, commands and abstract information
(e.g. logic, relations). Short speech is good for warnings and alarms. Regarding vi-
sual modalities, text is suitable for quantitative values (e.g. distance, speed, road
numbers); icons are effective to indicate physical objects (e.g. gas stations along the
highway) and directions (e.g. left/right turns); maps are good for locations and spatial
information.
As both modalities have their own advantages and disadvantages, a question that nat-
urally arises is: can a combined use of visual and speech presentation bring “the best of
both worlds”? A couple of studies have shown a multimodal benefit [61; 142]. Drivers in
these studies were required to perform secondary tasks based on IVIS messages related to
navigation [142], vehicle status [142], or headway distances [61]. The results showed that
the combination of modalities allowed better performance in both driving and secondary
tasks, compared to using either single modality alone. The combination was also the most
preferred modality variant by the drivers. However, the risk of using multiple modalities
redundantly is to induce additional costs in terms of perception load, interface management
and monitoring demand [216], which may not be beneficial in a high-load situation such as
an emergent danger.
When presenting urgent warnings (e.g. local danger warnings), the major drawback of
visual modalities is a lack of salience. Accordingly, we enhanced the salience of our visual
warnings by adding attention-attracting cues, such as a blinking top bar or a sound beep.
Then, we intended to evaluate and compare the enhanced visual warnings, speech warnings
and their combinations.
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6.2.2 Level of Assistance
Providing action suggestions to drivers has been investigated in a few studies. Using a
headway maintaining scenario, the study presented in [120] found that the lowest level
of assistance (providing information about leading cars) allowed the smoothest driving in
terms of speed variance and was the best accepted by drivers. In contrast, giving a brake
command to the drivers and having the vehicle brake automatically hampered the driving
performance and were both less acceptable. However, the use of modality in this study
differed in all conditions, so the findings might be confounded with a modality influence,
as the authors also mentioned. Another study [136] compared a command message style
(e.g. “Reduce speed”) with a notification style (e.g. “Curve ahead”). Results revealed that
the command style increased the drivers’ compliance to the system. However, their trust
in the system and their self-confidence both declined, because they were not provided with
sufficient information and were forced to rely on the command messages. We inferred from
this study that action suggestions should always be provided in combination with warning
messages, because drivers should always have the opportunity to know why they are being
given a suggestion to perform a certain action and then decide for themselves. We intended
to compare two levels of assistance in our studies – providing warnings with and without
action suggestions.
6.3 Study One
Before comparing visual warnings to auditory and multimodal warnings, we first needed a
good design of visual warning that enhances the advantage of visual modalities – the time
efficiency of perception. The objective of this study was to design several visual warning
presentations using text and icon images, and to find out which presentation allows the
message to be picked up the fastest.
Ten people (2 women and 8 men) participated in this experiment. All of them were
German native speakers, between 25 and 45 years old. They were all researchers working
in technical domains.
6.3.1 Warnings and Presentations
The local dangers used in this study were road obstacles on a two-lane highway. A warning
message described an obstacle in terms of its type (what), location (where) and distance
(how far). Four types of obstacles were included: broken-down vehicle, fallen tree, rock
and lost cargo. Using visual modalities, the type of obstacles could be presented by text or
by image. Figure 6.2 shows the image presentation of these obstacles. The location of ob-
stacles could be in the left lane, in the right lane or at the right roadside1. Like obstacle type,
location could also be presented by either text or image. The distance of obstacles from the
1In both Study One and Two, left and right lane/roadside is defined from the driver’s perspective (when
facing the direction where the vehicle is heading). The driver drives on the right lane.
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Figure 6.2: Four types of obstacles were used in the study. From left to right: broken-down vehicle,
fallen tree, rock, and lost cargo.
Table 6.1: The 5 warning presentation conditions used in this experiment. (Text and speech are
translated from German.)
Condition Example
Lost cargo
text only 500 m
Right lane
icon only
mixed 1
mixed 2
speech Lost cargo in 500 m in the right lane
vehicle varied between 150 m and 2 km. The most effective way to present numerical in-
formation is to directly use numbers. Therefore, the distances were always presented with
numbers and their units, such as “180 m”, “1.5 km”. Finally, four visual warning presenta-
tions resulted from the combination of obstacle type by text/image and obstacle location by
text/image. The design of icons was validated in an informal survey in order to ensure in-
tuitiveness. In addition, in order to enhance the salience of visual modalities, a red bar was
added above the visual warning and it blinked for 3 s at the onset of each visual warning.
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Figure 6.3: Location of task areas on the 20” widescreen monitor.
We also included a speech warning condition in this study, aiming to compare the per-
ception time of visual and speech warnings. Speech warnings narrated the obstacle type,
distance and location sequentially, such as “Broken-down vehicle in 180 meters on the right
roadside” (translated from German message “Defektes Fahrzeug in 180 metern am rechten
Strassenrand”). This sequence was also determined in the survey with 8 German native
speakers. In the experiment, speech warnings were generated by the text-to-speech engine
from SVOX2. Table 6.1 provides examples of the 5 warning presentation conditions.
6.3.2 Tasks
Two tasks were employed, a puzzle solving task and a warning perception task. They were
both hosted on a 20” widescreen monitor, as shown in Figure 6.3.
Puzzle solving task
This task was to look for a required number of differences between two very similar pho-
tographs. The two photographs were located side by side on the top left corner of the
monitor. Participants were instructed to click on a button every time when a difference was
found, and to report all differences at the end of the experiment. We intentionally made this
task difficult, so that it could not be completed before the end of the experiment. This way,
all participants fixed their eyes on the same location before the onset of each warning mes-
sage, allowing a more reliable measure of warning perception time. This task also shared a
common feature with driving as they both require continuous visual attention. It was indeed
found in the experiment that none of the participants managed to find all differences within
the given time. The performance of this task was not analyzed.
2SVOX is a global supplier of embedded speech recognition, speech output and speech dialog solutions
for the automotive and mobile industries. Website: www.svox.com
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Warning perception task
While participants were searching for differences in the photographs, warning messages
were presented at the bottom right corner of the same monitor. Participants were instructed
to read the warning messages immediately when the red bar started blinking. A message
was presented for a short time (e.g. 5 s) and then removed from the screen. Two seconds
after the message was removed, it was repeated again on the top right corner of the screen
together with a set of choice buttons: “same”, “different”, and “not sure”. A repeated
message was always in the same presentation condition as the original one, but one of
the three information components (either type, location, or distance) was changed in some
cases. Participants identified whether the repeated warning was identical to the original one
or not, and then provided their choice by clicking on the corresponding button. SAME and
DIFFERENT cases occurred at a 1:1 ratio and in a random order. This task did not require a
long-term memorization of the message, because the time interval between the original and
the repeated presentation was only 2 s. However, it did require participants to understand
the warnings and realize what was on the road, where it was and how far away it was.
6.3.3 Measures
Perception time
To measure the perception time of a message, we manipulated the time duration in which
a message was presented. In the four visual conditions, the initial presentation duration of
each message was 5s, meaning that a message was kept on screen for 5 s and then removed.
If the repeated warning could be compared correctly, this indicated that the duration was
long enough for perceiving the message. The presentation duration was decreased with a
step of 1 after every 3 warnings until the participant made the first error in comparing the
repeated message. We took this final duration as the minimum time needed to perceive
a message presented in this condition. In the speech condition, the length of the speech
sentences was taken as the minimum perception time, and all participants performed 3
warning perception tasks.
Subjective preference
Due to a within-subject design, all participants performed all 5 conditions with a counterbal-
anced order. Afterwards, they were asked to indicate 1) which visual warning presentation
they preferred the most, and 2) whether they preferred to receive visual warnings, speech
warnings, or the combination of the two.
6.3.4 Hypotheses
Of the four visual warning presentations, the icon-only warnings were expected to be the
best because both obstacle type and obstacle location are concrete information, and images
were known to be more suitable than text for presenting concrete concepts and objects.
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Figure 6.4: Perception time of warning messages for visual warning presentations. Error bars rep-
resent standard errors. (*) For speech, the minimum presentation length is determined
by the utterance duration.
Accordingly, the text-only warnings were supposed to require the longest time to perceive.
Between visual warnings and speech warnings, we expected that at least the best visual
warning presentation would be perceived faster than speech.
6.3.5 Results
Warning perception time
The result of the perception time is presented in Figure 6.4. Of the four visual presentations,
the text-only warnings required the most time to be perceived (M = 3.6 s). As expected, the
icon-only warnings were perceived the fastest (M = 1.8 s). Not surprisingly, the perception
time of the two mixed presentations lay in between. Considering that in both cases only one
information component was replaced by an icon (either type or location), the improvement
from 3.6 s for ‘text only’ to 2.6 s for ‘mixed 1’ and 2.4 s for ‘mixed 2’ is remarkable.
For the speech condition, the minimum presentation length was determined by the time
duration of the utterance, which was 5 s on average (Figure 6.4). The speech messages
could be decoded reliably by all participants, except one who had difficulty in following
the numerical information (distance) in the utterance. Repeated-measure ANOVA further
showed a significant modality effect on the warning perception time (F(3, 27) = 11.46, p
< .001), indicating that the use of modality could significantly influence the amount of
time needed to perceive and comprehend the same information content. Helmert contrasts
further revealed that ‘text only’ warnings took a significantly longer time to perceive than
the other three types of warnings (F(1,9) = 30.00, p < .01); ‘icon only’ warnings took a
significantly shorter time to perceive than the two mixed warnings (F(1,9) = 8.65, p < .05),
between which no difference was found (F(1,9) < 1, n.s.).
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Table 6.2: Subjective preference of the best visual warning presentation and subjective comparison
between visual and speech warnings.
Visual warning presentations Text Icon Mixed 1 Mixed 2
Number of votes 0 8 2 0
Vision vs. Speech Speech Vision Combination
Number of votes 4 2 4
Subjective preference
Table 6.2 summarizes the subjective preferences for different warning presentations. Of
the four visual warning presentations, the ‘icon only’ warnings were chosen by 8 out of
10 participants to be their favorite, because they found them the easiest to perceive and to
understand. They commented that it was time-consuming to read a lot of text. Besides,
when reading the message, they usually illustrated the text in their mind which required
additional cognitive effort. The two mixed warnings were generally disliked because the
three information components were spatially separated and thus required longer perception
time. In contrast to the majority, 2 participants favored the ‘mixed 1’ warning. They ex-
plained that they tended to use sub-vocal speech to encode information components into the
short-term memory, especially for the location of an obstacle. Therefore it was much more
convenient when the location was presented with text.
When asked to compare visual warnings with speech warnings, 4 participants preferred
speech. They stated that speech was more compatible with the on-going visual searching
task. Two participants preferred visual presentations. When they were engaged in the visual
searching task, they had a tendency not to process the speech even though they heard it. The
other 4 participants preferred to receive both visual and speech messages, so that they could
freely choose between the two presentations. They explained that they would mostly listen
to the speech, but it was better to have visual presentations alongside so that they could read
it again in case certain details needed to be recalled.
6.3.6 Discussion
The experimental results confirmed all our hypotheses. Of the four visual warning pre-
sentations, the ‘icon only’ warnings were perceived the fastest, the ‘text only’ warnings
were perceived the slowest, and the two mixed presentations lay in between. This result
again confirms the common finding that images are superior to text for presenting concrete
concepts and objects ([21; 238], see also Chapter 4 and 5). It also stands in line with the
suggestion from [121] that information of higher priority should be presented more iconi-
cally. Comparing visual and speech warnings, not only the best visual presentation, but all
four visual presentations were perceived faster than speech, confirming the expected advan-
tage of visual modalities – high efficiency in information delivery. The perception time of
‘icon only’ warnings was only 36% of the duration of speech.
102 | Chapter 6 – Presenting Local Danger Warnings
Subjective preferences were generally consistent with the perception time measure. Of
the visual presentations, 8 out of 10 participants favored the ‘icon only’ visual presentation,
and the other 2 favored the mixed 1 warnings. Interestingly, these two participants were
the only ones who worked on language related research topics, such as text retrieval and
dialog management. Similar to the findings in Chapter 5, it seems that professional training
background may be associated with people’s modality preference. It is hard to say whether
working with text makes people prefer text or that people who prefer text choose to work
with text. Moreover, when given speech as an option, most participants preferred speech
warnings or speech and visual combined warnings.
The blinking top bar manipulation was effective in this experiment, because it immedi-
ately attracted attention to the visual warnings. This shows that the disadvantage of visual
modalities (lack of salience) can be overcome by providing attention-attracting cues. How-
ever, in a driving setting, a blinking bar on an in-vehicle display may not be as effective,
because the location of the display is usually more in the visual periphery than the location
of the bar in this experiment, and drivers can have other distractions. Therefore, in the
second study presented in Section 6.4, we applied more salient cues, such as sound cues.
In conclusion, we have obtained a visual warning presentation that can be attended to
on time and efficiently perceived, namely the ‘icon only’ warning with attention-attracting
cues. In the next study, we will investigate visual, speech, and the combined warning
presentation in a driving task setting, as well as the level of assistance.
6.4 Study Two
In this study, we investigated the presentation of local danger warning in a driving task
setting. Presentation variations were manipulated by modality and level of assistance. The
evaluation of warnings was based on the usability assessment guidance from ISO (ISO
9241-11, [1]). This study had three objectives. First, we aimed to find out whether local
danger warnings could indeed enhance driving safety. This was investigated by comparing
drivers’ danger avoidance performance with and without warnings. Second, we intended
to evaluate different presentation variations and find out which modality(ies) and level of
assistance were the most suitable for presenting local danger warnings. We also wanted to
observe the interaction between the two presentation factors. Third, the driving condition
simulated in this study did not resemble all situations that might occur in a real driving envi-
ronment, therefore we intended to obtain subjective judgements on how useful the warnings
would be in various real driving situations.
6.4.1 Apparatus
This experiment was conducted using a driving simulator integrated into a real car (Mercedes-
Benz R Klasse). Participants were able to control the vehicle as they normally would in real
driving. The simulator software was hosted by a standard PC. The driving scene was pro-
jected onto the windshield and was updated at approximately 25Hz. The vehicle stood
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Figure 6.5: A subject driving in the experiment.
indoors enclosed by extra shields to reduce ambient light. This ensured a good visibility
of the projection at all times of the day. Visual warning messages were presented on a
10.6-inch head-down display mounted next to the steering wheel on the right-hand side.
The display was also a touch screen through which the recall task was performed. Auditory
signals (speech and sound) were delivered through a PC speaker located in the center of the
vehicle. A web camera was mounted on the dashboard to record the frontal facial view of
the driver throughout the experiment. Figure 6.5 shows a subject driving in the experiment.
6.4.2 Message Design and Presentation
The message design remained the same as in Study One. A warning message consisted of
obstacle type, location and distance. Obstacle types could be broken-down vehicle, fallen
tree, rock or lost cargo. The location could be in the left lane, in the right lane or at the
right roadside. The distance varied between 150 m and 180 m. The three information
components were not equally relevant to how drivers should react to the obstacle (explained
in the next subsection). In order to let all 3 components be carefully perceived, we added
some irrelevant messages which were not to be reacted to. Each irrelevant message had 1
of 3 three components being ‘out of range’. The irrelevant type, location and distance were
respectively air traffic, on the left roadside and more than 10km ahead. Figure 6.6 shows
some examples of irrelevant messages. Note that the irrelevant messages were included for
experimental purposes only; it should never be a function of real ADAS systems to give
false alarms.
Warning presentation was manipulated by two factors: modality and level of assistance.
The modality factor had 4 variants: visual + blinking cue, visual + sound cue, visual +
speech, and speech only. For visual warnings, the icon-only presentation from Study One
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Figure 6.6: Examples of irrelevant messages. From left to right, the irrelevant components are
respectively type, location, and distance.
Table 6.3: Presentation conditions used in the experiment.
Condition Index 1 2 3 4 5 6 7 8
Action Suggestion × × × ×
Visual Message × × × × × ×
Speech Message × × × ×
Beep Sound × ×
Blinking Bar × ×
was applied (see Table 6.1). The blinking cue was provided by a flashing red bar above
the warning display area (see Figure 6.3). The sound cue was a beep tone that lasted for
about 350 ms. All cues were delivered at the onset of a visual warning. Speech warnings
narrated the obstacle type, distance and location sequentially, as in Study One. The level of
assistance varied between with or without action suggestions (AS). AS were always given
in speech, such as “Change lanes!”or “Brake!” for warnings and “Attention!” for irrelevant
messages.
A full factorial design of the two presentation factors resulted in 8 (4 × 2) presentation
conditions. They are summarized in Table 6.3. In the visual channel, visual message and
blinking bar started simultaneously, when both present. In the auditory channel, if more
than one component was included, they were presented sequentially. The order from first
to last was beep sound, AS and speech message.
6.4.3 Tasks
The basic driving task was to drive on a one-way highway with two lanes. No extra traffic
was involved. Using the gas pedal and the brake pedal, drivers could control the driving
speed at two levels – 120 km/h and 60 km/h. For example, when the speed was 120 km/h,
pressing the brake pedal would change it to 60 km/h immediately. Then pressing the gas
pedal would return the speed to 120 km/h again. The basic requirement of driving was to
drive at 120 km/h in the right lane. Obstacles were placed at random intervals between
800 m and 1300 m. Upon reception of obstacle warnings, drivers needed to react to the
obstacles and recall the warnings.
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Figure 6.7: An obstacle in the right lane. The color can be yellow, green, blue or red.
React to obstacles
Drivers were required to 1) change to the left lane if the obstacle was in the right lane, or 2)
brake if the obstacle was in the left lane or at the right roadside. After passing the obstacle,
they were to change back to the right lane or accelerate to the higher speed again. When a
warning was delivered, the obstacle was not yet visible to the driver. It only appeared on the
scene when it was 40 m ahead of the vehicle, in the form of a colored box (see Figure 6.7).
Drivers were instructed not to wait for the obstacles to appear. Instead, they should react
to the warnings as soon as they had decided on what to do. Given the distance and speed
settings in this experiment, there was no risk of acting unnecessarily early. Regarding AS,
they were given total freedom in how to react to them, from totally relying on them (with-
out processing warnings) to totally ignoring them (relying only on warnings). Irrelevant
messages did not require any reaction and were supposed to be ignored in all conditions.
Furthermore, brake or lane change actions were to be completed at a safe distance from the
obstacles. We defined a distance of more than 20 m to be safe, which meant that the speed
should have been decreased to 60 km/h or the vehicle should have been in the left lane when
the car reached 20 m in front of the obstacle. A low pitch error sound was delivered in cases
of a late or missed reaction.
Recall warnings
Speech warning messages all finished before the obstacles appeared. Visual messages were
taken off the display when the obstacles had been passed. During the intervals between two
obstacles, drivers were asked to recall one information component in the most recent ob-
stacle. A question was asked via speech, regarding either the type, the distance (mentioned
in the warning message), or the color of the obstacle. For each question, drivers answered
by pressing one of the four options displayed on the touch screen. Options of obstacle type
were given in icon images, as shown in Figure 6.2. Options of obstacle distance were given
in numbers and units. Options of obstacle color were given in the form of colored squares.
Since color was not mentioned in the warning, the reason for testing on colors was to know
how much attention drivers paid to watch the environment outside the vehicle. No questions
were asked after irrelevant messages.
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Table 6.4: Summary of measures.
Parameter Measures
Effectiveness
1. Unsafe behaviors
2. Correct recalls
3. Reactions to irrelevant messages
Efficiency
4. Reaction Time
5. Driving activity load (DALI: Effort of attention, Visual
demand, Auditory demand, Temporal demand, Interference
and Situational stress)
Satisfaction
6. Satisfaction with warnings (in this experiment)
7. Situation dependent assessment of usability (in 5 situa-
tions that commonly occur in real driving)
6.4.4 Subjects and Procedure
32 drivers participated in this experiment, 16 men and 16 women. Their ages varied between
20 years and 62 years (M = 32.6, SD = 10.8). All participants had been in possession of a
valid driver’s licence for at least two years. They were all native German speakers. Each
driver was paid 15 Euros for approximately 2 hours of experiment time.
When entering the car, drivers first adjusted the seat to their comfort. The experiment
had a training session and a task session. In the training session, drivers first received an
introduction about the driving requirements, warning messages, presentation conditions and
tasks. Then, they drove two practice tracks of about 15 minutes in total. In the first track,
obstacles suddenly appeared on the road without warning and drivers had to react as soon
as they could. The second track included all 8 types of warning presentations, as well as the
irrelevant messages. The warning recall task was also practiced. A short break was given
after the training session was completed.
In the first track of the task session, drivers encountered 16 obstacles without warnings.
Drivers’ performance in this track showed their ability to react to urgent situations without
additional assistance. Afterwards, based on a within subject design, each driver drove 8
tracks with different presentation conditions. The track order was counterbalanced with a
size-8 Latin square. Each track lasted for about 5 minutes, containing 8 warning messages
and 3 irrelevant messages. The message order was randomized. During the short breaks
between two tracks, drivers filled in questionnaires, reporting the driving activity load and
assessing the warning presentation in the previous track. At the end of the experiment, an
open questionnaire was provided to obtain more subjective feedback.
6.4.5 Measures
To evaluate the warning presentations, we derived a set of 7 measures (summarized in Table
6.4) based on the usability assessment guidance from ISO (ISO 9241-11, [1]).
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ISO 9241-11
ISO 9241 is a standard for “Ergonomics of Human System Interaction”. Part 11 is a guide
on usability, dealing with the extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency and satisfaction in a specified context
of use. Effectiveness is the accuracy and completeness with which users achieve specified
goals. In our driving context, effectiveness can be reflected by drivers’ performance of
danger avoidance and their level of situation awareness (SA). Efficiency is the amount of
(temporal and cognitive) resources expended to achieve the goals, which in our case can be
measured by the reaction time to the warnings and the subjective evaluation of driving load.
Satisfaction is the users’ positive attitude (comfort and acceptability) towards the use of the
interface, which can be obtained in terms of subjective ratings.
Measures of effectiveness
An effective warning is supposed to enhance driving safety and drivers’ SA. For driving
safety, we measured the number of unsafe behaviors which was the percentage of obstacles
that were not passed safely. We defined three types of unsafe behaviors: 1) incorrect reac-
tion, such as lane change instead of braking or the other way around; 2) late reaction, which
was performed less than 20 m from an obstacle; and 3) no reaction to an obstacle warning.
SA can be assessed “on the go” by placing recall tasks along the driving course [77]. The
correct recalls measured the percentage of recall questions that were correctly answered.
Another measure of SA was the reactions to irrelevant messages which measured the num-
ber of times drivers unnecessarily braked or changed lane after irrelevant messages. This
measure reflected how well drivers were aware of the situation conveyed by the irrelevant
messages.
Measures of efficiency
The efficiency of warnings was evaluated by the reaction time and the subjective ratings
for driving load. The reaction time was defined as the time interval between the moment
when a warning presentation started and the moment when an action was performed. A
brake action was identified when the speed changed from 120 km/h to 60 km/h. A lane
change action was identified when the lateral displacement of the car reached 10% of the
maximum lateral displacement during the course of a lane change (illustrated in Figure
6.8). To obtain subjective evaluation of the driving load, we used the Driving Activity Load
Index (DALI), which is a revised version of the NASA Task Load Index adapted to the
driving task [192; 193] (see also Section 1.4.2). It contains 6 factors: effort of attention,
visual demand, auditory demand, temporal demand, interference, and situational stress.
Each factor can be rated on a Likert scale from 0 (low) to 5 (high). Appendix C.1 provides
a detailed description of the DALI factors and the questionnaire itself.
Measures of satisfaction
The subjective satisfaction of warnings was assessed by two measures. First, drivers rated
how satisfied they were with each warning presentation in this experiment, using a Likert
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Figure 6.8: The calculation of the lane change starting point.
scale from -4 (very unsatisfied) to 4 (very satisfied), see Appendix C.2. For this measure,
drivers always had access to the ratings they had already made for previous conditions, so
that they could make adjustments to maintain the differences between conditions. Second,
we are aware of the fact that real driving conditions can be very diverse and are usually
not as ideal as the one simulated in this experiment. Therefore, we also asked drivers to
judge the (expected) usefulness of each warning presentation in 5 driving situations, based
on their real life experiences. Ratings were performed on a Likert scale from 0 (not useful
at all) to 5 (very useful), see Appendix C.3.
1. Rich sound: driving with rich surrounding sounds (e.g. noise, radio, conversation)
2. Low visibility: driving with a low visibility (e.g. at night, heavy rain, fog)
3. Fatigue: driving when tired and unconcentrated
4. Long drive: driving on a long and boring trip (e.g. many hours on the highway)
5. High demand: driving in highly demanding situations (e.g. in heavy traffic, in an
unfamiliar city)
6.4.6 Results
Unsafe behaviors
During the drive without obstacle warnings, all drivers except one showed unsafe behaviors.
On average, 19.1% of the obstacles were not passed safely, because drivers reacted either
incorrectly or too late. There were more unsafe lane change reactions than unsafe braking
reactions. This baseline performance indicates that it is indeed a challenge for drivers to
react to obstacles at short notice.
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Figure 6.9: Percentage of obstacles that were not passed safely in each condition.
Figure 6.10: Distribution of unsafe behaviors over action and error types.
With the assistance of warnings, 18 drivers (56.3%) safely avoided all obstacles in all
presentation conditions. The percentage of unsafe behaviors was reduced to 1.4% on aver-
age. As shown in Figure 6.9, when AS were provided, unsafe reactions only occurred in
the speech condition (1.2%), because some participants did not rely on the AS and did not
react in time after the speech messages. When AS were not provided, the number of unsafe
behaviors increased in all modality conditions, especially when speech was used on its own
(M = 9.0%).
Figure 6.10 further shows the distribution of all unsafe behaviors over the two action
types and three error types. Most unsafe situations were caused by incorrect actions, adding
up to 58.6% from both action types. In another 31.1% of the cases, brake or lane change
actions were performed correctly but too late. In the remaining 10.3% of the cases, partici-
pants did not react at all. Late actions and no actions all occurred in the speech conditions.
A two-way repeated-measure ANOVA further revealed a significant assistance effect
(F(1, 31) = 15.8, p < .001) and a significant modality effect (F(3, 29) = 5.1, p < .01). The
higher level of assistance (with AS) led to safer driving than the lower level (without AS).
Of the four modality variants, the performance was equally good for the three variants that
included visual modalities. However, driving safety decreased significantly when speech
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Figure 6.11: Percentage of correct recalls, calculated within each modality variant (averaged over
the assistance levels) and each question type.
was used alone, compared to the other three variants (F(1, 31) = 16.2, p < .001 by Helmert
contrast). There was also a significant interaction between modality and assistance level
(F(3, 29) = 5.5, p < .01), indicating that presenting warnings using speech alone was much
less harmful to the driving safety when AS were provided.
Correct recalls
The recall task was generally performed well. On average, 91.7% of the questions were
answered correctly. The performance was the best when AS, speech and visual information
were all provided (96.1% correct), and was the worst in the two speech conditions (87.9%
correct). Repeated-measure ANOVA confirmed a significant modality effect on the perfor-
mance of recall (F(3, 29) = 3.5, p < .05). Combining speech and visual messages led to
significantly more correct recalls than the other three modality variants (F(1, 31) = 10.2,
p < .01, by Helmert contrasts). Speech only warnings resulted in the worst recall perfor-
mance (F(1, 31) = 6.6, p< .05). No significant difference was found between the two visual
conditions with cues. The level of assistance did not influence the recall performance either
(F(1, 31) = 0.03, n.s.). This is not surprising, because the action suggestions did not contain
information relevant to the questions.
Besides modality, the topic of the questions also had an effect on the performance of
recall (F(2, 30) = 8.0, p< .01). As shown in Figure 6.11, the color of obstacles was recalled
the worst, compared to the type and the distance (F(1, 31) = 8.9, p < .01). A possible
explanation is that participants paid less attention to the color of obstacles, because it was
not mentioned in the warnings and irrelevant to the driving task. Especially in the speech
condition, drivers were under a higher time constraint to react to obstacles, and thus paid
less attention to the environment outside the car. In addition, the obstacle type was recalled
better than the distance (F(1, 31) = 9.8, p < .01), which was probably because the icon
presentations of obstacles were more vivid than the text presentations of distances.
Section 6.4 – Study Two | 111
Figure 6.12: Percentage of irrelevant messages that were unnecessarily reacted to, calculated within
each modality variant (averaged over the assistance levels) and each irrelevant type.
Reactions to irrelevant messages
On average, drivers reacted to 12.1% of irrelevant messages. In most cases, drivers self-
corrected their actions very soon. The number of unnecessary reactions was influenced by
the modality factor (F(3, 29) = 5.2, p < .01) but not by the level of assistance (F(1, 31)
= 0.1, n.s.). The latter finding is understandable since the suggestions for irrelevant mes-
sages (“Attention!”) did not specify any action. Of the four modality variants, unnecessary
reactions occurred the most when messages were presented visually with the blinking cue
(M = 20.1%). Helmert contrast showed a significant difference between this variant and the
other three (F(1, 31) = 9.8, p < .01). In contrast, unnecessary reactions occurred the least
when speech was used on its own (M = 8.6%), which seems to contradict the results of the
previous two measures (speech only is the worst modality variant in both measures).
We further analyzed the reactions to the three types of irrelevant information separately.
As Figure 6.12 shows, pure speech warnings had an advantage when the obstacle type
and distance were irrelevant. This was due to the fact that obstacle location was always
presented at the end of a speech warning, which guaranteed the perception of obstacle
type and distance before any action could be performed. However, when the location was
irrelevant, pure speech warnings still produced the most unnecessary reactions, which is
consistent with the previous the measures.
Besides the speech only variant, Figure 6.12 shows a consistent pattern between the
other three modality variants: drivers reacted most frequently to irrelevant distances (F(1,
31) = 29.5, p < .001 by Helmert contrast: distance vs. other two), and more often to
irrelevant obstacles than to irrelevant locations. This pattern suggests that drivers may have
followed a common sequence to scan visual messages: first location, then type, and distance
at last. Location was perceived first because it was the most relevant to the reaction. The
type was spatially integrated with the location and only required a more detailed perception
of the icon. Distance was perceived the last because of its spatial separation from the icon.
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Figure 6.13: Average reaction time in each condition for brake and lane change respectively.
Reaction time
First, we looked at whether reaction time differed between the brake and the lane change
actions. A three-way repeated measure ANOVA revealed that the action type did signifi-
cantly influence the reaction time (F(1, 31) = 15.4, p < .001). On average, the lane change
actions were performed 0.24 s faster than the brake actions. Note that the starting point of
lane change reactions was defined when the vehicle already had 10% lateral displacement
(see Figure 6.8), which means the reactions were actually even faster than what we mea-
sured. This result falls in line with previous findings stating that steering is 0.15 ∼ 0.3 s
faster than braking, because of a lower response complexity [93]. Due to this difference,
further analyses were conducted separately on the two types of actions.
When speech warnings were provided without AS, the reaction time was particularly
long, because no action could be performed before the end of the speech. As Figure 6.13
shows, the average reaction time in this condition was 5.1 s (170 m) for braking and 4.8
s (160 m) for lane change. When AS were provided, the reaction time to pure speech
warnings was reduced to 2.3 s for braking and 2.1 s for lane change. However, they were
still the longest among all modality variants when AS were provided.
Besides the two pure speech conditions, the difference in reaction time between the
other six conditions was relatively minor. However, ANOVA still revealed significant
modality effects (braking: F(2, 62) = 25.0, p < .001; lane change: F(2, 30) = 22.0, p
< .001) as well as significant assistance effects (braking: F(1, 31) = 27.9, p < .001; lane
change: F(1, 31) = 24.7, p < .001). Regarding the level of assistance, both braking and
lane change were performed faster with AS than without AS. On average, AS accelerated
braking for 470 ms (15.7 m) and lane change for 130 ms (4.3 m). Of the three modality
variants with visual modalities, the combined use of speech and visual messages led to the
longest reaction time for both braking reactions (F(1, 31) = 44.8, p< .001) and lane change
reactions (F(1, 31) = 44.6, p < .001). On average, both brake and lane change were per-
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Figure 6.14: Result of DALI rating. Left: average rating score over 6 dimensions; Right: visual
demand and auditory demand.
formed faster with the blinking cue than with the beep cue. However, the difference was
only significant for lane change (F(1, 31) = 6.9, p < .05).
A somewhat reversed pattern was found when comparing the reaction time with the
drivers’ reactions to irrelevant messages (Figure 6.12 vs. 6.13). It seems that the longer the
reaction time was, the fewer unnecessary reactions there were. This observation suggests
a variation in the level of vigilance. When warnings made drivers more vigilant (e.g. due
to the salience of auditory modalities), they seemed more willing to inspect the warnings
carefully before reacting to them, and thus the reaction time was slightly longer.
Driving activity load
Using the DALI questionnaire, the total driving load (driving while perceiving warnings
and avoiding obstacles) was rated on six dimensions: effort of attention, situational stress,
visual demand, auditory demand, temporal demand, and interference. First, we averaged
the rating scores over the six dimensions as a global assessment of driving load. ANOVA
revealed that the global driving load was influenced by both the modality (F(3, 93) = 5.0,
p < .01) and the assistance level (F(1, 31) = 23.4, p < .001). As shown in Figure 6.14
(left), the tasks were considered less demanding with AS (M = 2.2) than without AS (M =
2.6). Regarding modality, the tasks were rated the least demanding when speech and visual
warnings were combined (F(1, 31) = 5.8, p < .05, by Helmert contrast), and the most
demanding when only speech was used (F(1, 31) = 5.3, p < .05). No significant difference
was found between the other two modality variants.
Further, we analyzed each dimension separately. Besides the two perceptional dimen-
sions (visual and auditory demand), all the other four showed similar results to the global
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Table 6.5: Comparison of DALI ratings between driving with and without warnings (t-test).
DALI Dimension
Mean Mean
Sig.
with warnings without warnings
Effort of attention 2.7 4.0 t(31) = -7.8, p < .001
Visual demand 2.8 3.8 t(31) = -5.0, p < .001
Temporal demand 1.9 2.2 t(31) = -1.7, n.s.
Situational stress 2.2 3.5 t(31) = -7.1, p < .001
assessment. To validate this observation, we conducted a reliability analysis on these four
dimensions, for the 8 conditions respectively. Results showed that the Cronbach’s Alpha
(coefficient of internal consistency) values were all greater than 0.8. This means that rat-
ings of these four dimensions are indeed highly consistent, and together they determine the
result of the global assessment. The two perceptional dimensions showed different results
because the visual and auditory demand were mostly influenced by the use of modalities
for warning presentation. As shown in Figure 6.14 (right), the visual demand of driving
was the lowest in the speech warning conditions (no visual warnings to perceive). The au-
ditory demand was the lowest with purely visual warnings and the highest with pure speech
warnings. AS generally decreased perception demands (particularly visual), probably be-
cause less effort was needed to analyze the warning messages when drivers were told what
to do. The combination of visual and speech warnings decreased both visual and auditory
demand compared to when only one modality was used. This indicates that drivers divided
the warning perception task between two modalities when they were both available.
Finally, we compared DALI ratings for the baseline drive without warnings to the aver-
age ratings over the 8 warning conditions, using t-tests. When warnings were not provided,
there was no auditory demand and no in-vehicle messages interfered with driving. There-
fore, the comparison was conducted in 4 DALI dimensions. As Table 6.5 shows, the effort
of attention, stress, and visual demand of driving (and avoiding obstacles) were rated signif-
icantly higher without warnings than with warnings. On average, the temporal demand was
also higher without warnings than with warnings, but the difference was not significant.
Satisfaction with warnings
On a Likert scale from -4 (very unsatisfied) to 4 (very satisfied), the satisfaction scores were
generally positive, except for the purely visual warnings without AS (see Figure 6.15). The
condition with speech, visual warnings and AS was rated the highest. ANOVA showed that
the subjective satisfaction was affected by both the modality (F(3, 29) = 22.1, p < .001)
and the level of assistance (F(1, 31) = 43.2, p< .001). Participants were more satisfied with
the higher level of assistance (M = 2.8) than the lower one (M = 1.9). Of the 4 modality
variants, Helmert contrasts showed that combined speech and visual warnings were the
most satisfying (F(1, 31) = 33.0, p < .001), and visual warnings with beep cues were the
second best (F(1, 31) = 8.7, p < .01). No significant difference was found between the
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Figure 6.15: Subjective ratings on the satisfaction with warnings in this experiment.
Figure 6.16: Rating of warning usefulness in each situation, averaged over all presentation condi-
tions. Error bars represent standard errors.
purely auditory (speech) and the purely visual (with blinking cues) variants.
Situation dependent assessment of usability
Participants rated the expected usefulness of each warning presentation in five real-life driv-
ing situations. A three-way repeated-measure ANOVA was conducted, using modality, level
of assistance, and situation as independent factors. Results showed that all three factors had
a significant influence on the expected usefulness of warnings (modality: F(3, 29) = 17.5,
p < .001; assistance: F(1, 31) = 33.4, p < .001; situation: F(4, 28) = 24.1, p < .001). In
addition, there was an interaction between modality and situation (F(12, 20) = 3.1, p< .05).
Figure 6.16 shows the average rating scores in each situation (averaged over all pre-
sentation conditions). Warnings were expected to be the most useful in the ‘low visibility’
situation (M = 3.7), and the least useful in the ‘high demand’ situation (M = 2.3). Post-hoc
tests (Bonferroni) further revealed significant differences between ‘low visibility’ and each
of the other four situations. The same was also found for the ‘high demand’ situation.
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Figure 6.17: Average rating scores of warning usefulness in each driving condition. Modality vari-
ant 1: Speech + Visual; 2: Beep cue + Visual; 3: Blink cue + Visual; 4: Speech.
As shown in Figure 6.17, in all situations, the higher level of assistance was expected
to be more useful than the lower level. However, the modality factor showed more diverse
results across different situations, which accounts for the interaction effect between modal-
ity and situation. In the rich sound situation, the purely auditory warnings (speech with
and without AS) were rated as significantly less useful than the other three modality vari-
ants, between which no significant difference was found. Ratings in the low visibility and
high demand situation showed similar results. In both situations, the combined speech and
visual warnings were considered significantly the most useful. No significant difference
was found between the other three situations. Ratings in the long drive and the fatigue sit-
uations also showed similar results. In both situations, the ‘speech + visual’ and ‘beep +
visual’ modality variants were rated as significantly more useful than the other two variants.
There was no significant difference between the more useful two variants or between the
less useful two variants. Furthermore, an interaction effect was found between modality and
level of assistance. This is because the benefit of AS was more pronounced when warnings
were purely visual (‘blink + visual’) or purely auditory, compared to when warnings were
multimodal.
6.4.7 Discussion
In this section, we discuss the experimental results from 5 aspects, with respect to the
research objectives of this study.
Warning vs. no warning
Two measures allowed the comparison between driving (and avoiding obstacles) with and
without warnings, and both of them showed an advantage of using warnings. The per-
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centage of obstacles that were not safely avoided was 19.1% without warnings and only
1.4% with warnings, indicating that presenting local danger warnings can significantly in-
crease driving safety. Moreover, DALI ratings showed that warnings significantly reduced
the effort of attention, situational stress and visual demand of driving. The fact that par-
ticipants reported a reduction of visual demand is somewhat surprising, because warnings
imposed additional perceptional load, so one would expect visual demand to be higher with
warnings. It turned out that with the assistance of warnings, drivers did not need to in-
tensively watch the road to detect emergent obstacles. Although warnings increased the
auditory demand and interference, they generally made danger avoidance less effortful and
less stressful.
Level of assistance
The level of assistance varied between providing only warnings and providing warnings
preceded by AS. The purpose of AS was to assist drivers in deciding how to avoid the
danger (obstacles). Several measures consistently showed the benefit of AS. AS reduced
unsafe behaviors in all modality conditions, especially when visual warnings were provided
(no unsafe behaviors). AS accelerated both braking and lane change reactions by 470 ms
and 130 ms respectively. Although the differences were below a half second in this experi-
ment, they could be more pronounced in real driving where local danger warnings are less
expected and more diverse. According to DALI ratings, AS significantly reduced the effort
of attention, stress, visual demand, temporal demand, and interference in driving. The au-
ditory demand was not reduced by AS due to the fact that AS were delivered via speech and
thus induced auditory load themselves. Moreover, drivers were more satisfied with warn-
ings preceded by AS in the simulated driving condition, and predicted AS to be beneficial
in various real driving situations.
The benefit of AS found in this study seems to contradict some previous findings which
favored a lower level of assistance for drivers. For example, the study presented in [120] in-
vestigated headway assistance in different styles. The information style visually presented
the headway to a leading vehicle. Information was presented very early so that drivers had
sufficient time to analyze it. The command style gave brake commands via speech. Com-
mands were given much later when the headway distance was dangerously small. Drivers
in their study accepted the information style more than the command style, indicating that
drivers like to make decisions themselves when there is ample time to analyze the situation,
which is not surprising. In contrast, drivers in our study were notified of an emergent danger
less than 10 s in advance. The AS has more advantage in such an urgent situation because
drivers may not have sufficient time to come up with proper reactions themselves.
Our results also suggest that AS are more beneficial when supporting information is pro-
vided at the same time, because AS alone do not support drivers to update their SA. In this
experiment, AS did not have any effect on the two measures of situation awareness (correct
recalls and reactions to irrelevant messages). Although drivers were aware of the fact that
AS were always correct, most of them did not totally rely on AS for their reactions. Playing
back the video recordings, we saw that when visual messages were provided, most drivers
looked at the display during the course of the action suggestion or immediately afterwards,
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validating the AS with the obstacle location in the visual warnings. This validation process
required less time and effort compared to making decisions based on only the warnings,
which probably accounted for the reaction time benefit of AS.
Based on these findings, we may conclude that adding AS made local danger warnings
more effective, efficient and satisfying. AS can be particularly beneficial in urgent situations
where reaction time is critical. It is important to provide supporting information together
with AS, because drivers should always have the opportunity to analyze the situation and
make decisions for themselves.
Modality
Regarding the four investigated modality variants, the usability assessment suggests that the
combination of speech and visual modalities is the most suitable, speech only is the least
suitable and the two visual variants with attentional cues lie in between.
Pure speech presentation. Using speech on its own has three major drawbacks when
presenting urgent warnings. First, the duration of the speech messages is too long, leaving
the drivers only about 2 s to react in our scenario. This drawback accounts for the longest
reaction times and the highest number of late reactions. Second, without a repeat function,
speech does not allow multiple perception, which results in the worst recall performance.
Third, speech is not the best modality to convey spatial information such as object locations.
In this study, obstacle location is most relevant to danger avoidance, and as a result, pure
speech warnings caused the most incorrect reactions. In line with previous findings [121],
our results suggest that speech alone is not adequate for presenting highly urgent warnings.
Purely visual presentation. Besides the lack of salience, our results also suggest that
purely visual presentations may reduce the drivers’ vigilance for hazards. In the purely
visual condition (visual warnings, blinking cue, no AS), drivers reacted the fastest but re-
acted to the most irrelevant messages. It seems that they were less attentive to the warnings
and were less careful with their reactions. Regarding the satisfaction rating, the purely vi-
sual condition was the only one which received a minus score on average. Several drivers
described this condition as boring. These findings stand in line with the study in [219]
where drivers appeared more vigilant when warnings were delivered aurally than visually.
Therefore, the presentation of highly urgent warnings needs to include auditory signals.
Combined visual and speech presentation. Although pure speech and purely visual
messages both have major drawbacks, the combination of the two significantly improved the
usability of the warnings. Their complementary characteristics provided both high salience
and freedom of perception. As a result, this modality variant had the best recall perfor-
mance, the lowest driving load score and the highest satisfaction score. Although the reac-
tion was not the fastest, drivers reacted less to irrelevant messages than in the other three
conditions with visual warnings, indicating a better awareness of the situation conveyed
by the warnings. As several drivers explained, receiving information via multiple channels
makes it easier to pick up the content, because they can selectively focus on one channel
that is more compatible with the driving situation at that specific moment. It seems that a
redundant use of multiple modalities did bring “the best of both worlds” in this study.
Section 6.4 – Study Two | 119
Visual cue vs. auditory cue. Comparing the two kinds of attentional cues, although
no significant difference was found in terms of effectiveness and efficiency, the beep cue
was clearly preferred by the drivers. The satisfaction ratings showed that drivers were
more satisfied with the beep cue than with the blinking cue. In the questionnaire provided
at the end of the experiment, drivers were asked to rate the usefulness of the two kinds
of cues, on a Likert scale from 0 (not useful) to 5 (very useful). The beep cue received
significantly higher scores (M = 3.8, SD = 1.3) than the blinking cue (M = 2.1, SD = 1.8),
shown by a Wilcoxon signed-rank test (z = -3.5, p< .001). In addition, 15.6% of the drivers
mentioned that they had not noticed the blinking top bar at all. This result confirms that
visual modalities have a lack of salience, thus are less suitable for warning presentations
when used alone. In this experiment, this lack of salience did not harm the driving safety,
because the warnings were always well expected, so no warning was missed even if the
blinking cues were not detected. However, visual cues can be even less effective in real
driving situations, because drivers do not expect warnings as they did in this experiment,
and they may also be distracted by other activities, such as radio and conversation.
Interaction between modality and assistance
Interaction effects between modality and level of assistance were found in two measures.
According to the measure of unsafe behaviors, AS particularly increased driving safety
when the warnings were presented with only speech, suggesting that AS can be more bene-
ficial when drivers had less time to analyze and respond to warnings. Regarding subjective
satisfaction, AS changed drivers’ preference between the visual warnings with blinking
cues and the pure speech warnings. When AS were provided, drivers were more satisfied
with the visual warnings with blinking cues, because the visual warnings allowed them
to quickly validate the AS and the lack of salience was compensated by AS which was
delivered aurally. Without AS, however, the pure speech warnings were rated more satis-
fying than visual warnings, due to their higher salience. This interaction effect suggested
that salience was considered more important than perception efficiency for highly urgent
warnings.
Driving situation and interaction with presentation factors
The situation dependent usability rating shows that local danger warnings are considered
more useful in some driving situations than in others, regardless of how warnings are pre-
sented. Drivers in this study considered local danger warnings the most useful when the
visibility was low (e.g. driving at night, fog, heavy rain) and the least useful when driving
was highly demanding (e.g. in an unfamiliar city, in heavy traffic).
In all investigated driving situations, drivers expected the higher level of assistance to
be more useful than the lower level, suggesting that AS should always be included in the
function of local danger warning, independent of the driving situation. However, drivers
had different modality preferences in different driving situations, which accounted for the
interaction effect between modality and situation. Visual modalities are expected to be
highly useful when driving with rich surrounding sounds, because the saliency of auditory
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modalities degrades in proportion to the level of surrounding sounds [21]. Speech warn-
ings are highly appreciated when the visibility is low or when the traffic condition is highly
demanding. In these situations, it is particularly important to closely watch the headway,
and delivering warnings via speech is more compatible with a high visual perception load.
Moreover, auditory modalities such as speech and beep sounds are expected to be useful
when the driver is tired or unconcentrated, or the trip is long and boring. This is because
auditory modalities are able to attract attention and enhance vigilance. However, purely
auditory warnings are not preferred in these driving situations, suggesting that multimodal
warning presentations are the most useful in these driving situations. In fact, although
drivers’ modality preferences differ with the driving situation, the visual and speech com-
bined warning presentation is always one of the most appreciated modality variants. This
finding suggests that multimodal presentation using both visual and auditory modalities
could be the most suitable default setting for presenting local danger warnings.
6.5 Conclusions
In this chapter, we presented two studies investigating the presentation of local danger
warnings. Study One revealed that visual warnings could be perceived faster than speech
warnings conveying the same information contents. Using the current warning design, the
perception time of the best visual presentation (iconic in this case) was only 36% of the du-
ration of speech sentences (8∼10 words, about 5 s). Based on the best visual presentation
of Study One, Study Two further investigated 4 modality variants and 2 levels of assistance,
using a driving task setting. The results suggest that: 1) local danger warnings are bene-
ficial, because they significantly enhanced drivers’ performance of danger avoidance and
also reduced their stress level and attentional demand. Local danger warnings could be par-
ticularly needed by drivers when the visibility is low. 2) Regarding modality, both auditory
and visual modalities should be used to present high-priority warnings. Speech warnings
should be kept short and more important information items should be located earlier in the
sequence. Attention-attracting cues are better presented by auditory modalities (e.g. a beep
sound) than by visual modalities. Spatial information (e.g. location) is better presented
visually and graphically than orally. 3) It is beneficial to provide action suggestions to-
gether with local danger warnings, but unexplained action suggestions should not be given
to drivers.
A limitation of this study is that the simulated driving condition is rather ideal – no
extra traffic, good weather, and no additional task besides driving and warning perception.
As future work, it is necessary to further evaluate the best warning presentations from the
current study in more demanding driving conditions, such as in heavy traffic, in a noisy
environment, or when drivers are distracted by the radio, a phone call, or a conversation
with other passengers.
7
Presenting Informative Interruption Cues
The function of in-vehicle information systems (IVIS) is not limited to hazard warnings
such as the ones investigated in the previous chapter. In fact, IVIS have a wide variety of
functions. As IVIS are increasingly able to obtain and deliver information, driver distrac-
tion becomes a larger concern. In this chapter, we investigate the design and presentation
of informative interruption cues (IIC) – a means to support drivers’ attention management
between multiple tasks. Based on the requirements of pre-attentive reference, two modali-
ties are suited to present IIC in a driving environment: sound and vibration. We designed
sound and vibration cues for four different priority levels, and evaluated them in 5 task
conditions that simulated the perceptional and cognitive load in real driving situations. The
study presented in this chapter has been published as [42].
This chapter is structured as follows. Section 7.1 introduces the background and ob-
jective of this study. Section 7.2 describes the design of sound and vibration cues. The
experiment set up to evaluate the cues is presented in Section 7.3. The experimental re-
sults are presented and discussed in Section 7.4 and 7.5. Finally, Section 7.6 concludes this
chapter.
7.1 Background
In-vehicle information systems (IVIS) are primarily intended to assist driving by providing
supplementary information to drivers in realtime. IVIS have a wide variety of functions
[219], such as route planning, navigation, vehicle monitoring, traffic and weather update,
hazard warning, augmented signing and motorist service. The recent Car2X communication
technology (see Section 6.1 will allow many more functions to become available in the
near future. In addition, when in-car computers have access to wireless internet, IVIS can
also assist drivers in tasks that are not driving related, such as email management [112].
Besides being useful, these IVIS functions could be potentially harmful to driving safety,
because they impose additional attention demand on the driver and may cause distraction.
According to a recent large-scale field study conducted over a period of one year [178], 78%
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of traffic collisions and 65% of near collisions were associated with drivers’ inattention to
the forward headway, and the main source of this inattention was found to be secondary
tasks distraction, such as interacting with IVIS. Therefore, the design of IVIS should aim
to maximize benefits and minimize distraction. To this end, IVIS need to interrupt drivers
in a way that supports them to better manage their attention between multiple tasks.
Supporting users’ attention and interruption management has been a design concern of
many human-machine systems in complex event-driven domains. One promising method
is to support pre-attentive reference1 by providing informative interruption cues (IIC) [96;
104; 215]. IIC differ from non-informative interruption cues, because they do not only
announce the arrival of events, but also (more importantly) present partial information about
the nature and significance of the events, in an effort to allow users to decide whether and
when to shift their attention. In the study presented in [104], participants performed an
air traffic control task, while being interrupted by a series of pulse counting tasks. Pulses
could be visual, auditory or tactile. IIC were provided to convey the urgency and modality
of interrupting tasks. Results showed that the IIC were highly valued by participants. The
modality of an interrupting task was used to decide when to perform it, in order to reduce
interference with the concurrent air traffic control task. In another study presented in [96],
participants performed continuous arithmetic tasks while monitoring a water control system
of a space shuttle. IIC were applied to indicate the domain, importance and duration of
water control tasks. The importance of pending tasks was used by participants to decide
whether and when to attend to the tasks. These findings have demonstrated that IIC can
be used successfully by operators in complex event-driven environments to improve their
attention and interruption management.
In the automotive domain, a large number of studies have been carried out on the design
and presentation of IVIS messages (see Section 3.6 and 6.2). However, using pre-attentive
reference to help drivers selectively attend to these messages has rarely been investigated.
As IVIS are increasingly able to obtain and deliver information, we propose that IIC could
be an effective means to minimize inappropriate distractions. IIC inform drivers about the
arrival of new IVIS messages and their priority levels associated with urgency and relevance
to driving. The perception and understanding of IIC should require minimum time and
attention resources. Upon reception of IIC, drivers can have control over whether to attend
to, postpone or ignore the messages, depending on the driving demand at the moment. Some
messages can be delivered “on demand”, meaning that they are not delivered together with
IIC but only when the driver is ready (or willing) to switch attention. In this way, the
system supports drivers in managing their attention between multiple tasks. To evaluate
this proposal, we first need to obtain a set of IIC that meets the criteria of pre-attentive
reference [289] and is suited for the driving environment. Then, we need to investigate
whether drivers can indeed make use of these IIC to better manage their attention between
driving and IVIS messages. This chapter presents a study that tackles the first step – the
design and evaluation of IIC for in-vehicle information presentation.
We designed a set of sound and vibration cues that conveyed four levels of priority, and
1Pre-attentive reference is to evaluate attention directing signals with minimum attention [289].
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conducted a user study to evaluate the cues. The objective of this study was twofold: 1)
to evaluate our design of the cues, including whether they were easy to learn and whether
they can be quickly and accurately identified under various types of cognitive load that
drivers may encounter while driving; and 2) to compare sound and vibration, aiming to find
out which modality was more suitable in which conditions. The remainder of this chap-
ter presents the design of the sound and vibration cues, describes the evaluation method,
discusses the results and finally presents our conclusions from the findings.
7.2 Design of Sound and Vibration Cues
7.2.1 Requirements and Aim
To support pre-attentive reference, IIC need to meet the following criteria ([289], pp. 10).
1. IIC can be picked up in parallel with ongoing lines of reasoning and ongoing ac-
tivities. Since driving is mainly a visual task, auditory or tactile cues can be better
perceived in parallel with driving, because the perception of different sensory modal-
ities consumes separate attention resources ([280], see also Chapter 3).
2. IIC provide information on the significance and meaning of an interruption, so that
the observer can decide whether the interruption event warrants a shift in attention or
not. In our case, IIC convey the priority of IVIS messages, so that drivers can decide
whether to ignore, postpone or attend to the messages.
3. IIC allow for evaluation by the observer with minimum time and attention. In our
case, this means that regardless of the message priority a cue intends to convey, the
cue should always be interpreted quickly and easily.
To meet the above-mentioned criteria, the design of cues should aim to construct intu-
itive mappings between features of sound/vibration and the associated priority levels. In
other words, the defined priority of a cue should match the observer’s perceived priority
from the cue, so that the signal-priority mappings can be learnt with minimum effort.
Finally, the driving context also raises a specific challenge for IIC. Driving conditions
can be very diverse and cues should continue to be effective in all conditions. The attention
demand of driving may differ with road, traffic, and weather conditions. The driver may
be distracted by radio, music, or conversation with other passengers. Noise in the driving
environment may also hinder the detection of cues. Therefore, the effectiveness of our cues
needs to be evaluated in various conditions.
7.2.2 Priority Levels
We set up 4 priority levels for all possible IVIS information, numbered from 1 (the highest
level) to 4 (the lowest level). Levels 1 and 2 were designed for driving-related information.
Level 1 could be assigned to hazard warnings (e.g. the local danger warnings investigated
in Chapter 6) and other urgent messages about traffic or vehicle condition. Level 2 covered
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Figure 7.1: Illustration of the design of sound cues and vibration cues. Numbers indicate priority
levels. The x and y axes of each oscillogram are time and amplitude. The duration of
each cue is 1.5 seconds. The duration of each pulse is 100 milliseconds.
less urgent driving-related information, such as a low fuel level or low air pressure in the
tires. Level 3 and 4 were associated with IVIS functions that were not related to driving,
such as email, phone calls and in-vehicle infotainment. Level 3 could be customized for
relatively important emails and phone calls, and level 4 included all other driving irrelevant
information.
7.2.3 Sound Cues
Sounds used in interface design are commonly categorized into two groups – auditory icons
and earcons. Auditory icons are environmental, natural sounds that represent actions, pro-
cesses or objects by similarity ([87], also see Section 3.6). Earcons are abstract, synthetic
sounds, musical motives that are used to provide information [24]. For this study, we chose
earcons for the following reasons: 1) earcons offer the flexibility to create different sound
patterns for expressing different priorities, whereas it is not always easy to find sound equiv-
alents in everyday life for the priorities or events that need to be conveyed; 2) earcons can
share common patterns with vibration signals, which allows a better comparison between
the two modalities; and 3) several sound parameters are known to influence the perceived
urgency of earcons. Previous studies on this topic have commonly suggested that sound sig-
nals with higher pitch, higher number of pulses, and faster pace (shorter inter-pulse interval)
are generally perceived as more urgent [9; 70; 150; 172].
We did not rely on only one feature to convey priority. To reinforce the effectiveness,
we combined pitch, number of beeps and pace, and manipulated them in a systematical
manner. The four sound cues are illustrated in the top row of Figure 7.1. From priority 1
to 4, the pitch of sounds was respectively 800 Hz, 600 Hz, 400 Hz and 300 Hz. We kept
the pitches in this range because lower pitches were not salient and higher pitches might
induce discomfort. All sounds were designed with the same length because duration was
not a manipulated feature in this study, and also because this way reaction times to the cues
could be better evaluated. Given the fixed duration, the number of pulses and pace were
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Figure 7.2: The vibration motor mounted beneath the seat of an office chair.
two related features, because more pulses in the same duration leads to faster pace. From
priority 1 to 4, the number of pulses was respectively 8, 6, 4 and 3, resulting in decreasing
paces.
7.2.4 Vibration Cues
Although sound has been a preferred modality for alerts and interruption cues [282], sound
cues can go unnoticed in environments with rich surrounding sounds. In such situations,
the tactile modality may be more effective for cue delivery [213; 225]. The best known
application of vibration displays at this moment is probably the vibration function on mobile
phones, presenting a 1-bit message “your phone is ringing”. In automotive studies, tactile
modalities such as vibration and force were typically used to present alerts with directions
(see Section 3.6). Directions were conveyed by the location where signals were provided.
For example, a vibration signal on the left side of the steering wheel warns the driver of lane
departure from the left side [247]. However, the potential information transfer capacity of
the tactile channel is much larger than 1-bit. For example, people who know Braille can
actually read with their fingers. In our study, we intend to convey priority by the pattern
of vibration signals. Since most people are unfamiliar with tactile signals in HCI, it is
important to make tactile signals intuitive and self-explaining [259]. Several studies have
investigated the relation between vibration parameters and perceived priority [29; 96; 105].
Results showed that vibration signals were perceived as more important/urgent when they
had higher intensities, a higher number of pulses, and higher pulse frequency (number of
pulses per second).
We constructed a vibration chair by mounting a vibration motor beneath the seat of an
office chair (Figure 7.2). This location was chosen because the seat is always in full contact
with the driver’s body. The vibration motor was taken from an Aura Interactor2. It is a high
force electromagnetic actuator (HFA), which takes a sound stream as input and generates a
fast and precise vibration response according to the frequency and amplitude of the sound.
Similar to sound, we also combined three features of vibration: intensity, number of
2Aura Interactor. http://apple2.org.za/gswv/a2zine/GS.WorldView/Resources/A2GS.NEW.PRODUCTS/
Sound.Interactor.html
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pulses, and pace. Four sound input signals were created for the vibration cues (the bottom
row of Figure 7.1). They had the same frequency (50 Hz) and length, but different ampli-
tudes that led to different vibration intensities. The intensity for priority 1, 2 and 3 was
respectively 2.25, 1.75 and 1.25 times the intensity for priority 4. The number of pulses
were also 8, 6, 4 and 3, resulting in decreasing paces from priority 1 to 4.
7.3 Evaluation Method
This evaluation was only focused on the design of the cues. It did not involve IVIS mes-
sages or the attention management between driving and the messages. Therefore, we chose
to mimic the driving load in a laboratory setting, in order to more precisely control the
manipulated variances of task load between conditions. The task set mimicked various
types of cognitive load that drivers may encounter during driving. Although this did not
exactly resemble a driving situation, it better ensured that all conditions were the same for
all participants, leading to more reliable results for the purpose of this evaluation.
7.3.1 Tasks
Visual tracking task
Since driving mostly requires visual attention, a visual tracking task was employed to in-
duce a continuous visual perception load ( to keep eyes on the “road”). Participants were
asked to follow a moving square with a mouse cursor (the center blue square in Figure 7.3).
The size of the square was 50 pixel × 50 pixel on a 20” monitor with 1400×1050 resolu-
tion. The distance between participant and the monitor was about 50 cm. Most of the time,
the square moved in a straight line along the x and y axis. At random places, it made turns
of 90 degrees. To provide feedback on the tracking performance, the cursor turned into a
smiley when it entered the blue square area.
There were 10 tracking trials in total and each of them lasted for 2 minutes. The partic-
ipants were instructed to maintain the tracking performance throughout the whole experi-
ment, just as drivers should maintain driving on the road. Although this task did not involve
vehicle control, it does share common characteristics with driving – the performance could
decrease when people paid less attention to watching the “road”, and the visual perception
demand of the task could vary in different conditions.
Cue identification task
During the course of tracking, cues were delivered with random intervals. Upon the recep-
tion of a cue, participants were asked to click on an answer button as soon as they identified
the priority level. This task aimed to show how quickly and accurately participants could
identify the cues. Four answer buttons were made for this task, one for each priority level
(Figure 7.3). Buttons were color-coded to intuitively present different priority levels. From
level 1 to 4, the color was red, orange, yellow and white, respectively. A car icon was
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Figure 7.3: The tracking target square and the 4 buttons for cue identification response. The num-
bers were added to indicate priority levels and were not present in the experiment. From
priority level 1 to 4, the color of the button was red, orange, yellow and white, respec-
tively.
placed on the buttons of the driving-related levels. There were always 8 cues (2 modalities
× 4 priorities) delivered in a randomized order during a 2-minute tracking trial. Note that
the four buttons always moved together with the center tracking square. In this way, cue
identification imposed minimum influence on the tracking performance.
7.3.2 Task Conditions
We set up 5 task conditions (as summarized in Table 7.1), attempting to mimic 5 possible
driving situations.
Table 7.1: Five task conditions applied in the experiment.
Condition Index 1 2 3 4 5
Cue Identification × × × × ×
Low-Load Tracking × × × ×
High-Load Tracking ×
Radio ×
Conversation ×
Noise ×
Condition 1 (low-load tracking) attempted to mimic an easy driving situation with a
low demand on visual perception. The tracking target moved at a speed of 50 pixels per
second. During a 2-minute course, the target made 8 turns of 90 degrees, otherwise moving
in a straight line. The turning position and direction differed in each course. This tracking
task setting was also applied to conditions 3, 4 and 5.
Condition 2 (high-load tracking) attempted to mimic a difficult driving situation where
the visual attention was heavily taxed, such as driving in heavy traffic. The tracking target
moved at a speed of 200 pixels per second. During a 2-minute course, the target made 32
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turns of 90 degrees, otherwise moving in a straight line. The turning position and direction
differed in each course.
Condition 3 (radio) attempted to mimic driving while listening to the radio. Two
recorded segments of a radio program were played in this condition. Both segments con-
tained a conversation between a male host and a female guest about one kind of sport
(marathon and tree climbing). Participants were instructed to pay attention to the conversa-
tion while tracking the target and identifying cues. They were also informed about receiving
questions regarding the content of the conversation later on.
Condition 4 (conversation) attempted to mimic driving while talking with other pas-
sengers. Four topics were raised during a 2-minute trial via a text-to speech engine. They
were all casual topics, such as vacation, favorite food/drink, music, movie, weather and the
like. Participants had about 25 seconds to talk about each topic. They were instructed to
keep talking until the next topic was raised and generally succeeded in doing so.
Condition 5 (noise) attempted to mimic driving in a noisy condition or on a rough road
surface. For auditory noise, we played recorded sound of driving on the highway or on a
rough surface. The signal to noise ratio was approximately 1:1. Tactile noise was generated
by sending pink noise3 into the vibration motor. The tactile noise closely resembled the
bumpy feeling when driving on a bad road surface, which was verified with a pilot study
using 3 subjects. The signal to noise ratios for priority 1 to 4 were approximately 3:1, 2:1,
1:1 and 0.6:1. Both auditory and tactile noise were always present in this condition.
7.3.3 Subjects and Procedure
Thirty participants, 15 male and 15 female, took part in the experiment. Their ages ranged
between 19 to 57 years old (M = 31.6, SD = 9.6). None of them reported any problem with
hearing, color perception, or tactile perception.
The experiment consisted of two sessions: a cue learning session and a task session.
After receiving a short introduction, participants started off with learning the sound and
vibration cues. They could click on 8 buttons to play the sounds or trigger the vibrations,
in any order they wanted and as many times as needed. Learning ended when participants
felt confident in being able to identify each cue when presented separately from the others.
Then, a test was carried out to assess how well they had managed to learn the cues. Feed-
back on performance was given to reinforce learning. At the end of this session, participants
filled in a questionnaire about their learning experience. In the task session, each participant
performed 10 task trials (2 modalities × 5 conditions) of 2 minutes each. The trial order
was counterbalanced. Feedback on cue identification performance was no longer given.
During the short break between two trials, participants filled in questionnaires assessing
the task load and the two modalities in this previous trial. At the end of the experiment,
participants filled in a final questionnaire reporting physical comfort of the signals and the
use of features.
3Pink noise is a signal with a frequency spectrum such that the power spectral density is inversely propor-
tional to the frequency.
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Table 7.2: Summary of measures. P: performance measures; S: subjective measures.
Session Measures
Cue Learning
Amount of learning (P)
Cue identification accuracy (P)
Recognition of variances in features (S)
Association of features with priorities (S)
Task
Tracking error (P)
Cue detection failure (P)
Cue identification accuracy (P)
Response time (P)
Ease of cue identification (S)
Modality preference (S)
Physical comfort (S)
Features used (S)
7.3.4 Measures
A total of 12 measures were employed, 4 for the cue learning session and 8 for the task
session. They are summarized in Table 7.2. The questionnaires used in this study can be
found in Appendix D.
Cue learning session
For this session, two performance measures were used: 1) Amount of learning: the number
of times participants played the sounds and triggered the vibrations before they reported to
be ready for the cue identification test. 2) Cue identification accuracy: the accuracy of cue
identification in the test.
Two subjective measures were derived from the questionnaire on learning experience:
1) Recognition of variances in features: how easy it was to recognize the variances in each
feature (e.g. the three different sound pitches). Participants rated the 6 features separately
on a Likert scale from 1 (very easy) to 10 (very difficult). 2) Association of features with
priorities: how easy/intuitive it was to infer priorities from each feature. Participants rated
the 6 features separately on the same Likert scale as mentioned before. Although the pace
and the number of pulses were two dependent features in our setting, we still introduced and
evaluated both of them, because they were different from a perception standpoint. Drivers
may find one of them more effective and reliable than the other.
Task session
For this session, four performance measures were applied: 1) Tracking error: distance
between the position of the cursor and the center of the target square (in pixels). Instead of
taking the whole course, average values were only calculated from the onset of each cue to
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the associated button-click response. In this way, this measure better reflected how much
cue identification interfered with tracking. 2) Cue detection failure: the number of times
a cue was not detected. 3) Cue identification accuracy: the accuracy of cue identification
in each task trial. 4) Response time: the time interval between the onset of a cue to the
moment of the button-click response.
Four subjective measures were derived from the between-trial questionnaire (1 and 2)
and the final questionnaire (3 and 4). 1) Ease of cue identification: how easy it was to
identify cues in each task trial. Participants rated each task trial on a Likert scale from 1
(very easy) to 10 (very difficult). 2) Modality preference: which modality was preferred
for each task condition. Participants could choose between sound, vibration and either
one (equally prefer both). 3) Physical comfort: how physically comfortable the sound and
vibration signals made them feel. Participants rated the two modalities separately on a
Likert scale from 1 (very comfortable) to 10 (very annoying). 4) Features used: which
features of sound and vibration participants relied on to identify the cues. Multiple features
could be chosen.
7.4 Results
7.4.1 Cue Learning Session
Amount of learning
The number of times participants played the cues ranged from 12 to 32. On average, cues
were played 18.7 times, 9.4 times for sounds and 9.7 times for vibrations. A 2 (modality)
× 4 (urgency level) repeated measures analysis of variance (ANOVA) showed a significant
priority effect, F(3, 27) = 20.0, p < .001. Participants spent more learning effort on level 2
and 3 (M = 10.9 times) than on level 1 and 4 (M = 7.8 times), t (29) = 7.1, p < .001.
Cue identification accuracy
Participants showed high performances in the cue identification test. Twenty-five partici-
pants did not make any error in the 16 tasks. The other 5 participants made no more than 3
errors each, mostly at priority level 2 and 3. On average, the identification accuracy reached
97.8% for sound cues, 99.2% for vibration cues and 98.5% overall.
Recognition of variations in features
On the scale from 1 to 10, the average rating scores of the 6 features all fell below 4.2
(Figure 7.4), indicating that variations in these features were reasonably recognizable. Par-
ticipants found it the easiest to recognize different paces in both sound and vibration. The
difference in vibration intensities was found the least distinguishable, which might be due
to the fact that vibration intensity was manipulated within a small range in order to avoid
Section 7.4 – Results | 131
Figure 7.4: Rating scores on the difficulty of recognizing variations in each feature. Error bars
represent standard errors. (1 = easiest, 10 = most difficult)
physical discomfort. A Wilcoxon signed-rank test showed that participants found the vi-
bration intensity (M = 4.1) significantly more difficult to recognize than the other 5 features
(M = 2.3), z = -2.6, p < .05. No significant differences were found between the other 5
features.
Association of features with priorities
The average rating scores of the 6 features all fell below 3.5 on the 10-level scale (Figure
7.5), indicating that participants found it fairly easy and intuitive to infer priorities from
these features. Comparing the two modalities, a Wilcoxon signed-rank test showed that rat-
ing scores were significantly lower for sound features (M = 2.6) than for vibration features
(M = 3.2), z = -2.4, p < .05. For both sound and vibration, pace was rated as the most intu-
itive feature (sound: M = 2.2; vibration: M = 2.7). Pitch of sound was also fairly intuitive
(M = 2.3). Number of pulses was rated as significantly less intuitive than pace, shown by a
Wilcoxon signed-rank test, z = -2.5, p < .05).
7.4.2 Task Session
Tracking error
Average tracking errors in each condition are shown in Figure 7.6 (left). A three-way
repeated-measure ANOVA showed that modality, condition and priority level all had a sig-
nificant influence on the tracking performance (modality: F(1, 29) = 10.6, p< .01; condi-
tion: F(4, 26) = 81.5, p < .001; priority: F(3, 27) = 34.4, p < .001). Post-hoc tests showed
that tracking error was significantly lower when cues were delivered by vibration than by
sound. Comparing the 5 conditions, tracking error was significantly the highest in the high-
load tracking condition. When tracking load was low, the conversation condition induced
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Figure 7.5: Rating scores on the difficulty of associating features with priorities. Error bars repre-
sent standard errors. (1 = easiest, 10 = most difficult)
Figure 7.6: Average tracking error by task conditions (left) and by priority levels (right).
significantly higher tracking error than the other 3, between which no difference was found.
Among the 4 priority levels, tracking was significantly more disturbed by cues at the higher
two priority levels than by cues at the lower two priority levels (Figure 7.6, right). This
result makes sense because the cues at higher priority levels were more salient and intense;
therefore they were more able to drag attention away from tracking during their presenta-
tion. Finally, there was also an interaction effect between modality and condition (F(4, 26)
= 5.9, p < .01), indicating that vibration was particularly beneficial in the low-load tracking
condition.
Cue detection failure
Cue detection failure occurred 6 times, which was 0.25% of the total number of cues deliv-
ered to all participants in the task session (30×10×8 = 2400). One failure occurred in the
conversation condition. The missed cue was a vibration cue at priority level 2. All the other
5 failures occurred in the noise condition. The missed cues were all vibration cues at the
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Figure 7.7: Cue identification accuracy by task conditions (left) and by priority levels (right).
lowest priority level. However, considering the fact that the signal-to-noise ratio for level-4
vibration was below 1, only 5 misses (8.3%) is still a reasonably good performance. It was
probably the regular rhythm of cues that made them still distinguishable from the noise.
Cue identification accuracy
The average accuracy over all task trials was 92.5% (Figure 7.7, left), which was lower than
the performance in the learning test when cue identification was the only task to perform.
A three-way repeated-measure ANOVA revealed that modality, task condition and priority
level all had a significant influence on the cue identification accuracy (modality: F(1, 29) =
5.5, p < .05; condition: F(4, 26) = 11.7, p < .001; priority: F(3, 27) = 9.3, p < .001). Post-
hoc tests showed that identifying vibration cues was significantly more accurate than sound
cues, t (29) = -2.1, p < .05. The low-load tracking task did not hamper cue classification,
because the accuracy in this condition (M = 99.0%) was comparable with the learning
session where cue deification was the only task to perform (M = 98.5%), t (29) = 0.5,
n.s. However, the classification accuracy was significantly higher in the low-load tracking
condition than the other 4 conditions (M = 90.9%), t (29) = 6.9, p < .001. All types
of additional load decreased cue classification accuracy, among which dialog hampered
accuracy the most (12.7% less on average).
Comparing priority levels, levels 1 and 4 were identified more accurately than levels
2 and 3 (Figure 7.7, right), presumably because their features were more distinguishable.
There was also a significant interaction between modality and priority, F(3, 27) = 8.1, p
< .001. It seems that the advantage of vibration over sound was much larger at priority
level 3 than at the other 3 levels. We further analyzed the error distribution over the four
priority levels. It turned out that errors only occurred between two successive levels, such
as between level 1-and-2, 2-and-3, and 3-and-4.
Response time
All identification responses were given within 5 seconds from the onset of cues (min =
1.6 s, max = 4.5 s, M = 2.8 s). A three-way repeated-measure ANOVA again showed that
modality, task condition and priority level all had a significant influence on this measure
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Figure 7.8: Response time by task conditions (left) and by priority levels (right).
(modality: F(1, 29) = 5.9, p < .05; condition: F(4, 26) = 10.6, p < .001; priority: F(3, 27)
= 36.9, p< .001). Post-hoc tests showed that identifying sound cues was significantly faster
than identifying vibration cues, t (29) = 2.4, p < .05. However, one exception was in the
radio condition (see Figure 7.8, left), causing an interaction effect between modality and
task conditions (F(4, 26) = 4.1, p < .01). Comparing conditions, response was the fastest
in the low-load condition and the second fastest in the noise condition. No significant
difference was found between the other 3 conditions.
Regarding priority levels, level-1 cues were identified significantly faster than cues at
the other 3 levels. There could be two reasons for this. First, level-1 cues were the most
salient and intense, thus were the easiest to identify. Second, level-1 cues gave a hint of
being highly urgent, which in turn made participants speed up their response. As shown in
Figure 7.8 (right), there was a general trend for “higher priority, faster response”, suggesting
that the defined priorities indeed matched participants’ perception of priority/urgency from
the cues. The signal-priority mappings were intuitive associations, but not arbitrary rules.
Moreover, there was also an interaction effect between modality and priority, F(3, 27) =
5.9, p < .01. The difference in response time between the two modalities was much larger
at priority level 1 than at the other 3 levels, indicating that the level-1 sound cues were
particularly effective at triggering fast reactions.
Ease of cue identification
Average rating scores for each condition are shown in Figure 7.9. ANOVA showed that rat-
ing scores were significantly influenced by task condition (F(4, 26) = 35.3, p < .001). Not
surprisingly, cue identification was judged significantly the easiest in the low-load tracking
condition. In contrast, identifying cues while having a conversation was judged significantly
the most difficult, which was in line with the lowest accuracy in this condition (Figure 7.7,
left). A significant difference was also found between the radio and the high-load condition,
with the radio condition being more difficult. The modality factor did not show an effect
on this measure (F(1, 29) = 3.4, n.s.). In terms of average ratings, participants considered
vibration cues easier to identify in the radio condition, and sound cues easier to identify in
the other 4 conditions.
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Figure 7.9: Subjective ratings on the difficulty of cue identification in each task trial. (1 = easiest,
10 = most difficult)
Modality preference
Table 7.3 summarizes the number of participants who preferred sound or vibration or either
of them in each task condition. In the radio condition, more participants preferred vibration
to sound. However, sound got more “votes” than vibration in the other 4 conditions.
Table 7.3: Number of participants who preferred sound or vibration or either of them in each task
condition.
Sound Vibration Either one
Low-Load Tracking 19 4 7
High-Load Tracking 15 7 8
Radio 13 15 2
Conversation 12 11 7
Noise 19 9 2
Physical comfort
The average scores of sound and vibration both fell below 4 on the 10-level scale (sound:
M = 2.9, SD = 1.5; vibration: M = 3.8, SD = 1.8). A Wilcoxon signed-rank test revealed
that participants found sound cues significantly more comfortable than vibration cues, z =
-2.0, p < .05.
Features used
Participants made multiple choices on the feature(s) they relied on to identify the cues. As
Table 7.4 shows, a majority of participants (90%) made use of more than one sound feature
and more than one vibration feature. This result suggests that combining multiple features
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in a systematic way was useful. This design choice also provided room for each participant
to selectively make use of those features that he/she found most intuitive and reliable.
Table 7.4: The number of features used to identify cues.
Sound Vibration
No. of features used 1 2 3 1 2 3
No. of participants 3 20 7 3 22 5
Table 7.5 further shows how many participants used each feature. The number of pulses
was used by the highest number of participants (26, 86.7%) for both sound and vibration.
Pace was also used by a majority of participants; however the pace of vibration was more
frequently used than the pace of sound. Less than half of the participants made use of
the intensity of vibration, which was associated with the fact that they found it relatively
difficult to distinguish the variances in variation intensity (see Figure 7.4).
Table 7.5: Number of participants who used each feature to identify cues.
Sound Vibration
Pitch No. of beeps Pace Intensity No. of pulses Pace
19 26 17 14 26 22
7.5 Discussion
With respect to our research objectives, the results are discussed from two aspects: the
effectiveness of cue design and the modality choice between sound and vibration.
7.5.1 Effectiveness of Cue Design
Various measures have consistently showed that our design of cues can be considered effec-
tive. They have also indicated directions in which further improvements could be achieved.
First, in the learning session, all participants spent less than 5 minutes on practising
with the cues, before they felt confident in being able to tell them apart from each other. In
the cue identification test afterwards, accuracy reached 97.8% for sound cues and 99.2% for
vibration cues. These results clearly show that the cues were very easy to learn. Participants
also found it fairly easy and intuitive to infer priorities from the 6 features.
Second, cues were successfully detected in 99.8% of cases. Due to a low signal-to-noise
ratio (<1), the detection of the level-4 vibration cue was affected by the tactile noise that
mimicked the bumpy feeling when driving on a bad road surface. This is probably also due
to the fact that both signal and noise were provided from the chair. Signal detection in a
bumpy condition can be improved by providing vibrations to other parts of the body which
are not in a direct contact with the car, such as the abdomen / the seat belt.
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Third, cues were identified quickly and accurately. All cues were identified within 5
seconds from the onset. The average response time was 2.8 seconds (1.3 seconds after
offset). The higher the priority level, the faster the response, suggesting that participants
indeed perceived the associated levels of priority from the cues. The average identification
accuracy over all task trials reached 92.5%. Compared to the learning test where the only
task was to identify cues, the accuracy was not decreased by the low-load tracking task
alone (99.0%). However, all types of additional load harmed the accuracy to some extent.
Having a conversation had the largest impact, resulting in the lowest accuracy (86.3%).
This result suggests that cognitive distractions induced by talking to passengers or making
phone calls are the most harmful to the effectiveness of cues.
Fourth, combining multiple features in a systematic way was found to be useful, because
90% of the participants relied on more than one feature of sound and vibration to identify
cues, indicating a synergy between the combined features. This design also provided room
for each participant to selectively make use of the features that he/she found more intuitive
and reliable. Pace was rated as the most intuitive to convey priorities. However, number
of pulses was used by the largest number of participants (86.7%). The reason might be
that number of pulses is a clearly quantified feature, and thus is more reliable when the
user is occupied by other concurrent activities. However, care should be taken for this
interpretation, because due to the synergy between features, participants might not be able
to exactly distinguish which feature(s) they had used.
Finally, the distribution of cue identification errors over four priority levels showed that
more errors occurred at levels 2 and 3 than at levels 1 and 4. Moreover, all errors occurred
between two successive levels, such as 1-2, 2-3 and 3-4. To further improve the effective-
ness of cues, the features of sound and vibration need to have greater contrast between two
successive levels. In the current design, the contrast between any two disconnected levels
(e.g. 1-3, 1-4, 2-4) can be a good reference for creating highly distinguishable cues.
7.5.2 Sound vs. Vibration
The comparison between sound cues and vibration cues is not clear-cut. On the one hand,
vibration interfered less with the on-going visual tracking task than sound cues. Vibration
cues were identified more accurately than sound cues in all task conditions and at all priority
levels. The advantage of vibration over sound was particularly notable in the radio condi-
tion, where it was shown by all measures (though not always significantly). These findings
show that vibration is certainly a promising modality for delivering IIC. On the other hand,
advantages of sound over vibration were also found in several measures. Sound cues were
identified faster in all task conditions except one (the radio condition). The response to the
level-1 sound cue was particularly fast. Sound was also reported as easier to distinguish and
more physically comfortable, and was preferred by a larger number of participants.
The advantages of sound found in this study might be related to the fact that sound has
been a commonly used modality to deliver alerts, notifications and cues. People are very
used to all kinds of sound signals in the living environment and are trained to interpret
them. For example, a fast paced and high pitched sound naturally reminds people of danger
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alarms. In contrast, the tactile modality is still relatively new to human-machine interaction,
so people have relatively less experience in distinguishing and interpreting the patterns in
tactile signals. This might explain why participants in this experiment spent more time
and (reported) effort on identifying vibration cues, though they performed more accurately.
Our result supports the previously proposed guideline, suggesting that if response time is
critical, tactile modalities should not be used alone, because then the user will take longer
to perceive and attend to information [238].
Overall, our findings suggest that both sound and vibration are useful alternatives to
deliver IIC in IVIS. When to use which modality is a situation dependent choice. There
might also be some situations where it is more suitable to use both modalities. In this case,
signals from the two channels need to be well synchronized in order not to cause confusion.
We make the following tentative suggestions. However, they need to be further validated in
a driving task setting.
Vibration might be more suitable than sound when:
1. The driver is listening to radio programs while driving.
2. Sound in the car (e.g. music) or surrounding noise is loud.
3. The message to be presented is not highly urgent.
4. The driver’s hearing is impaired.
5. There are other passengers in the car. (Vibration signals are private to the driver).
Sound might be more suitable than vibration when:
1. The message to be presented is highly urgent.
2. The road is bumpy.
Using both modalities might be beneficial when:
1. The driver is actively involved in a conversation. (The effectiveness of a single modal-
ity could be significantly decreased by cognitive distractions associated with conver-
sation. Multisensory cues may have a “genuinely automatic” ability to capture a
persons attention, no matter what he/she happens to be doing at the same time [232].)
2. The message to be presented is highly urgent. (Using multiple modalities redundantly
can bring a reaction time advantage, meaning that reaction to multimodal stimuli is
faster than to unimodal stimuli [238]. In this specific case, using sound and vibration
may allow both a fast response and an accurate priority identification.)
7.6 Conclusions
We designed a set of sound and vibration cues to convey 4 different priorities (of IVIS mes-
sages) and evaluated them in 5 task conditions. Experimental results showed that the cues
were effective, as they could be quickly learned (< 5 minuets), reliably detected (99.5%),
quickly identified (2.8 seconds after onset and 1.3 seconds after offset) and accurately iden-
tified (92.5% over all task conditions). Vibration was found to be a promising alternative
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for sound to deliver informative cues, as vibration cues were identified more accurately and
interfered less with the ongoing visual task. Sound cues also had advantages over vibration
cues in terms of shorter response time and more (reported) physical comfort. The current
design of cues seems to meet the criteria of pre-attentive reference and is effective under
various types of cognitive load that drivers may encounter during driving. Therefore, it is
a promising (but by no means the only or the best) solution to convey the priority of IVIS
messages for supporting drivers’ attention management.
Real driving environments can be more complex and dynamic than the ones investi-
gated in this study. For example, drivers may have radio, conversation, and noise all at
the same time. We predict that cue identification performance will decrease when driving
load increases or more types of load add up. To make the cues more effective in high-load
conditions, the features of sound and vibration need to have greater contrast between dif-
ferent priority levels. The contrast between two disconnected levels in the current design
can be a good reference. Future work is to apply the cues to a driving task setting in order
to further evaluate their effectiveness and investigate their influence on drivers’ attention
management.
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Part IV
Reflection

8
Discussion
“Focus on the journey, not the destination.
Joy is found not in finishing an activity but in doing it.”
Greg Anderson
This chapter provides a general discussion on the findings of all our studies presented in the
previous four chapters. Section 8.1 discusses the findings of the modality factor from two
perspectives: 1) the matching between modalities and information types, and 2) modality
combinations. Section 8.2 discusses other presentation and non-presentation factors that
were investigated in our studies, with a focus on their interactions with modality. Section 8.3
discusses the effectiveness of the three categories of measures and the consistency between
them. In order to easily refer to the studies, we name them as follows:
• S1: information presentation for time limited visual search (Chapter 4)
• S2: information presentation for time limited decision making (Chapter 5)
• S3.1: the first study on presenting local danger warnings (Section 6.3)
• S3.2: the second study on presenting local danger warnings (Section 6.4)
• S4: presenting informative interruption cues (Chapter 7)
8.1 Modality
In all our studies, the modality of information presentation has had significant effects on the
performance and mental workload of the tasks. Modality mostly influences the perception
stage of information presentation – the stage when subsets of incoming sensory information
were selected by attention and interpreted (see Section 3.1). Different modalities differ
in their ability to attract attention as well as in their expressive power, which determines
which types of information a modality is suitable to present. In addition, the cognitive
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properties of modality influence the compatibility of multimodal combinations. In multi-
task environments, the cognitive properties of modality also influence how well information
processing can be time-shared with other concurrent tasks. In this section, we summarize
our findings on information type and modality combination.
8.1.1 Information Type
Five types of information were presented in our studies, namely objects, locations (of ob-
jects), distances (of objects), severity/priority levels, and attention attracting cues. In S3.1
and S3.2, the distance of objects was only presented by numbers and units, due to its nu-
merical nature. Besides distance, the other four types of information were presented using
different modalities. In line with previous findings (see Table 2.2), all our studies showed
that a certain type of information was better presented by certain modalities than by oth-
ers, suggesting the importance of matching information type to the expressive power of
modalities.
It is worth mentioning that how well a modality presents a certain information item
can also be influenced by the specific realization of this presentation. For example, when
using images to present “death”, a image of a skull is more effective than a sad face. This
difference is not caused by modality properties but by the specific design choices. In all our
studies, we consciously aimed at creating good designs for all modality alternatives. Image
presentations were made intuitive. Text had readable font and size. In S3.1, S3.2 and S4,
the specific design choices were made based on literature studies and pilot user evaluations.
This way we tried to minimize the influence of bad designs on our results, thus allowing the
effectiveness of different modalities to be better compared.
Object
Three studies investigated the presentation of concrete objects, such as crisis victims (S1),
categories of injury (S2), and road obstacles (S3.1). The modality varied between image
and text. The results consistently showed that image, as a nonverbal and analogue modality,
is particularly suitable for presenting concrete concepts. The image conditions always had
a RT (reaction time) advantage over the text conditions, showing that concrete objects were
perceived significantly faster when presented by image than by text. When the task was
under time pressure, this RT advantage was obviously beneficial. In addition, in all three
studies, a strong majority of participants preferred image conditions to text conditions, be-
cause they found the tasks presented by images less cognitively demanding.
The advantage of image for presenting concrete objects and concepts has been previ-
ously proposed [21; 98; 121; 238], and our result confirms and further reinforces this solid
design guideline. In general, graphical modalities (graphs and images) are more vivid than
textual information (text and numbers), thus are likely to receive greater weight during de-
cision making processes. In particular, shapes and colors have great salience to human
information processors due to the sharp contrast they are able to create [145].
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Location
Two studies involved presenting the location of objects. In S1, the location of crisis victims
was conveyed by showing the representation of victims (in image or text) on a map back-
ground. In S3.1, we compared image and text for presenting the location of road obstacles.
Similar to S1, the image presentation locates an icon of an obstacle on a road background.
The text presentation was for example “on the right/left lane” or “on the right/left roadside”.
The results of both studies showed that the image presentation required shorter perception
time than the text presentation.
In combination with the results of ‘object’, it seems reasonable to suggest that visual,
nonverbal, analogue modalities (e.g. image, icon, photos) are suitable for presenting con-
crete information items – those that can be visualized in their exact form or closely mim-
icked. This may also be extended to auditory modalities, suggesting that auditory, analogue
modalities (e.g. auditory icons) are suitable for presenting concrete auditory information
(not tested in this dissertation). For example, the best way to demonstrate what dog barking
sounds like is obviously to play the exact sound of a dog barking.
Severity/Priority Level
Two studies investigated the presentation of severity/priority levels, using visual (S2), au-
ditory (S4) and tactile (S4) modalities. In S2, we presented four levels of injury severity
by either colors (‘red’, ‘orange’, ‘yellow’, ‘green’) or text (‘severe’, ‘moderate’, ‘mild’,
‘none’). The results showed that the colors were more intuitive than text, and they al-
lowed the severity levels to be perceived and compared faster. This result confirms previous
findings stating that color is an effective means to indicate state and communicate qualita-
tive/quantitative differences [200]. In addition, the set of color-severity mappings we used
is supposed to be particularly intuitive because it is also being used in several real-world ap-
plications (see Section 5.2.2). However, the meaning of colors might be culture-dependent.
We had one participant from an Asian culture. He was the only one who found it difficult
to associate the color ‘red’ with severe injuries, because red normally symbolizes love and
passion in his culture.
In S4, we designed a set of sound and vibration signals (informative cues) to convey
the priority level of in-vehicle messages. Three sound features (pitch, number of pulses,
pace) and three vibration features (intensity, number of pulses, pace) were manipulated in a
unified manner to present four different levels of priority. Generally speaking, both sound
and vibration signals were effective in conveying priority levels, because all signals were
quickly learned (< 5 min) and accurately identified in all task conditions (92.5%). The
comparison between sound and vibration modalities was not clear-cut. Vibration signals
were identified more accurately than sound signals in all task conditions and at all priority
levels. However, sound cues were identified faster in almost all task conditions, and pre-
ferred by a larger number of participants. This might be due to the fact that people are more
familiar with sound interfaces than vibration interfaces, therefore they are more trained to
interpret the patterns of sound than the patterns of vibration.
These two studies have shown that color, sound (earcon) and vibration can all effectively
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convey levels of severity/priority. Then, the choice between them depends on other factors,
such as the required level of salience and the interference with other concurrent tasks. For
example, color would not be suitable to convey the highest level of priority in a driving
environment, because it is not salient enough and it may compete with driving for visual
perceptional resources. Several tentative suggestions on the selection between sound and
vibration have been provided in Section 7.5.
Cues for attracting attention
Two types of cues were investigated in our studies, non-informative and informative cues.
Non-informative cues only aim to attract attention. Informative cues not only attract at-
tention, but also convey the nature of the messages/events that are “cued”. The informative
cues investigated in S4 have been discussed above with a focus on conveying priority levels.
Here, we focus on the aspect of attention attraction.
In S3.2, visual cues (blinking top bar) and auditory cues (sound beeps) were used to
attract drivers’ attention to local danger warning messages. Although the type of cue did
not influence task performance or task load, drivers were significantly more satisfied with
the sound cues than with the visual cues. They also expected the sound cues to be more
useful in real-life driving which could be more dynamic and demanding than in our study.
This is because sound, as an auditory modality, is highly able to attract attention (see Section
3.3). In contrast, visual modalities have a lack of salience, and thus are less suitable to be
used as attention attracting cues.
In S4, we investigated informative sound and vibration cues for in-vehicle messages.
These two modalities are both highly salient. As a result, the cues were reliably detected
(mean = 99.5%). They could successfully attract attention even when the participants were
(cognitively) occupied by multiple tasks, such as tracking a visual object, listening to the
radio, or having a conversation. The sound cues were identified faster than the vibration
cues. The sound for the highest priority, which closely resembled an alarm, was particularly
able to trigger fast reactions. This seems to suggest that sound cues are more salient than
vibration cues, but it is not necessarily the case. The reaction time measured in S4 includes
the time associated with attention switching and the time needed to interpret the meaning of
the cues. Therefore, the faster reaction to sound might be because that people are quicker
at understanding sound patterns. In conclusion, our results suggest that auditory and tactile
modalities are most suitable for presenting attention attracting cues.
8.1.2 Modality Combination
Two studies investigated modality combinations, including compensatory combination (the
combined modalities convey different information) and redundant combination (the com-
bined modalities convey the same information).
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Compensatory combination
In S1, text was combined with either image, speech, or sound aids to present victim reports.
Text conveyed the type of victims (wounded or dead), and the aids provided directional
information (left or right) to assist in localizing the victims. Although image aids deliv-
ered useful information, they did not improve the task performance due to an inappropriate
combination of modalities. Visual modalities have a lack of salience, therefore when par-
ticipants were busy searching for pending patients, image aids were very likely to be over-
looked1. In addition, according to the working memory theory and the multiple resource
theory (see Chapter 3), the perception of image aids could not be time-shared with the res-
cue task, because they both consumed visual perceptional resources. When the rescue task
itself was demanding, visual aids were more likely to cause overload than to be of help.
In contrast, speech and sound aids could well attract attention and could be perceived in
parallel with the ongoing rescue task. Therefore, they both improved the task performance
and reduced mental workload and stress.
Between the two auditory aids, speech aids were more suitable than sound aids, be-
cause they better assisted the short-term memorization of pending patients. According to
the working memory theory (Section 3.4.1), the working memory usually relies on sub-
vocal speech to maintain a memory trace. This is to say the speech aids ‘left’ and ‘right’
could be directly rehearsed, but the direction of a sound, as nonverbal information, had to
be converted into a verbal form in order to be maintained. This conversion (via referential
connections) consumed additional cognitive resources, and was probably the reason why
subjects found it harder to maintain a queue of untreated patients with sound aids than with
speech aids. In conclusion, in order to combine modalities in a cognitively compatible man-
ner, the cognitive properties of modalities should be taken into account. Chapter 3 provides
a theoretical foundation for making such cognitively-compatible modality combinations.
Redundant combination
In S3.2, we investigated speech (local danger) warnings, visual warnings, and a redundant
combination of the two. Using only speech or only visual modalities both had major draw-
backs when presenting urgent warnings. In this study, the duration of the speech messages
was too long (about 5 seconds), leaving the drivers less than 2 seconds to react before colli-
sion. Without a repeat function, speech warnings did not allow multiple perception, which
harmed the message recall performance. Visual warnings could not guarantee a timely
attention shift in an urgent situation, and they could not enhance drivers’ vigilance for haz-
ards. However, the redundant combination of speech and visual modalities significantly
improved the usability of the warnings. Their complementary characteristics provided both
high salience and freedom of perception. As a result, this modality variant had the best
recall performance, the lowest driving load score and the highest satisfaction score. Drivers
1The ineffectiveness of image aids in S1 might also be caused by their spatial location – at the bottom
of the display and outside the rescue area. If they were overlaid on the rescue map, they would have been
noticed. However, in the case of overlay, there would be a risk of interfering with the perception of victim
reports.
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also expected this modality variant to be the most useful in a dynamic real-life driving situ-
ation, because they could selectively focus on one modality that was more compatible with
driving at a specific moment. Previous work has suggested that multisensory signals are
highly able to trigger fast reactions (RT advantage, [238]), and are highly able to capture a
person’s attention no matter what else he/she happens to be doing at the same time [232].
Therefore, we can conclude that, for presenting time-critical information (e.g. local danger
warnings), a redundant use of multiple modalities can bring “the best of both worlds”.
This finding does not imply that presenting information redundantly via multiple modal-
ities is always advantageous, because the redundancy induces additional costs in terms of
perception load, interface management and monitoring demand [216]. Several suggestions
on when to combine multiple modalities can be found in Section 2.4.
8.2 Other Factors and Interactions
Besides modality, we have also investigated other presentation factors, such as spatial struc-
ture (S2) and level of assistance (S3.2). There were also non-presentation factors involved,
such as time limit (S2), task difficulty (S1 and S2) and driving situation (S3.2). In this
section, we discuss these factors and their interaction with modality.
8.2.1 Presentation Factors
Spatial structure
In S2, the structure factor manipulated the spatial location of information items in a table.
The rows of the table represented either injury categories or severity levels. The deci-
sion making task was performed significantly faster and more accurately with the by-injury
structure than with the by-severity structure. This factor mostly affected the cognition stage
of information processing – the stage when participants applied certain strategies to pro-
cess the information items. The by-injury structure better supported the application of the
normative and the unbiased heuristic strategies. When the task was under time pressure,
participants developed biased strategies to speed up their decision making. The selection of
strategies was also influenced by the presentation structure. The by-injury structure led to a
more accurate strategy than the by-severity structure.
No interaction effect was found between modality and structure in any measure, indicat-
ing that these two presentation factors had independent influences on the decision making
process. This is probably because they influence different stages of the decision making
process – modality mostly affects the perception of information, whereas structure mostly
affects cognition.
Level of assistance
In S3.2, the level of assistance varied between providing only warnings and providing warn-
ings preceded by action suggestions (AS). The purpose of AS was to assist drivers in decid-
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ing how to avoid the emergent road obstacles. In this study, AS reduced unsafe behaviors
in all modality conditions, and accelerated both braking and lane change reactions. AS
also significantly reduced the reported driving load, in terms of attentional effort, stress,
visual demand, temporal demand, and interference of driving. Drivers were more satisfied
with warnings preceded by AS in this study, and predicted AS to be beneficial in various
real-life driving situations. Although letting the vehicle make decisions for drivers may not
always be an acceptable concept, our results have shown that AS can certainly be beneficial
in urgent situations where reaction time is critical. In addition, because AS do not support
drivers to update their situation awareness, it is important to provide supporting informa-
tion (e.g. warning messages) together with AS, so that drivers also have the opportunity to
analyze the situation and make decisions for themselves.
Interaction effects between modality and level of assistance were found in two mea-
sures. According to the measure of unsafe behaviors, AS particularly increased driving
safety when the warnings were presented with only speech, suggesting that AS can be more
beneficial when drivers have less time to analyze and respond to warnings. In terms of
driver satisfaction, AS changed drivers’ preference between the purely visual warnings and
the pure speech warnings. When AS were provided, drivers were more satisfied with the
visual warnings, because the visual warnings allowed them to quickly validate the AS, and
the lack of salience was compensated by the AS which were delivered aurally. Without AS,
however, the pure speech warnings were rated more satisfying than visual warnings, due to
a higher salience. This interaction effect suggested that drivers considered salience to be
more important than perception efficiency for highly urgent warnings.
8.2.2 Non-presentation Factors
Time limit
In S2, a time limit of 20 seconds per task was applied as a between subject factor. The
participants who were given the time limit all complied to it strictly. The time limit suc-
cessfully imposed pressure on the decision making task, because participants who were not
given the time limit spent significantly longer on each task (76% longer on average) and
made significantly more accurate decisions (15.6% more on average). To cope with the
time pressure, participants tended to focus on a subset of information (e.g. more important
injury items) and ignore certain rules (e.g. weights). This way decisions could be made
faster with less cognitive effort, but at the cost of decreasing accuracy.
The time efficiency of decision making revealed significant interaction effects between
the time limit and the two presentation factors (with structure at a 90% confidence level).
The variances of time efficiency between different presentation conditions were generally
smaller with than without the time limit. This was due to the fact that all presentation
conditions had the same time limit which was in most of the cases insufficient for making
the decisions. Furthermore, the structure factor had a significant effect on the accuracy of
decision making only when the time limit was applied. Adding the time limit generally
decreased decision accuracy in all presentation conditions, but the decrease was less when
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the structure provided a better cognitive fit to the task. Overall speaking, the time limit en-
hanced the influence of information presentation on decision making performance, because
without a time limit, the presentation factors influenced only the time efficiency of decision
making; while with a time limit, they influenced both the time efficiency and the accuracy
of decision making.
Task difficulty
In S1, the task load was relatively low during the first minute of each trial and increased
during the later 2 minutes. Accordingly, the task performance was perfect during the first
minute (all patients were successfully rescued) and degraded later. When analyzing the
reaction time (RT) during the first minute, we found that the RT variances between different
modality conditions were much smaller than the ones calculated from the whole trial. In
addition, the modality factor did not have a significant effect on RT during the first minutes,
but it did when the task load increased.
In combination with the findings of the ‘time limit’ factor, we suggest that the effect of
presentation factors on task performance and cognitive load is particularly notable in a high-
load task setting. The high load can be caused by time pressure and/or a high task difficulty.
Therefore, it is particularly important for IMMP systems with high-load applications to
consider the cognitive impact of information presentation.
Driving situation
In S3.2, drivers were asked to judge how useful the local danger warnings would be in
several real-life driving situations which were not simulated in this study. Regardless of
warning presentation, drivers considered local danger warnings the most useful when the
visibility was low (e.g. driving at night, fog, heavy rain) and the least useful when driving
was highly demanding (e.g. in an unfamiliar city, in heavy traffic). In all situations, the
higher level of assistance was expected to be more useful than the lower level.
An interaction effect was found between modality and driving situation, indicating that
drivers had different modality preferences in different driving situations. Visual modali-
ties were expected to be highly useful when driving with rich surrounding sounds. Speech
warnings were highly appreciated when the visibility was low or when the traffic condition
was highly demanding. When the driver was tired or unconcentrated, or when the trip was
long and boring, auditory signals (e.g. speech, beep sounds) were expected to be necessary,
because they could attract attention and increase the driver’s vigilance level. However, pure
speech warnings were not preferred in these situations. Although drivers’ modality prefer-
ences differed with the driving situations, the results suggested that multimodal presentation
using both visual and auditory modalities could be the most effective and acceptable default
setting for presenting local danger warnings.
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8.3 Measures
We applied three categories of measures. Physiological measures were used in S1. Perfor-
mance and subjective measures were used in all studies.
8.3.1 Physiological Measures
In S1, we used 7 physiological measures to assess cognitive load (see Table 4.2). Accord-
ing to previous findings, when cognitive demand increases, heart rate increases, heart rate
variability decreases, skin conductivity increases and respiration rate increases (see Section
1.4). In this study, all performance and subjective measures revealed significant differences
between modality conditions, which were consistent across measures. However, only one
physiological measure (heart rate variability, LF) showed a modality effect on cognitive
load at a 90% confidence level. We found two reasons to explain why physiological mea-
sures were ineffective for the purpose of this study.
First, physiological measures are generally insensitive to minor variances in cognitive
load, which has also been found by previous studies [130]. We compared participants’
physiological states when they were relaxed (recorded during relaxation) and when per-
forming the task (average over all task trials). All measures except one showed significant
differences between the two conditions, indicating that they did pick up the major changes
in cognitive load. However, they failed to reveal the relatively minor variance in cognitive
load between the five task conditions.
Second, the sensitivity of a physiological measure seems to differ from person to person.
We analyzed 5 participants’ data individually. The results showed that each physiological
measure was sensitive only for a few participants but not for all (see Table 4.4). For one
participant, none of the measures were sensitive to the variances in cognitive load. When
conducting statistical analyses on the data set of all participants, these individual differences
prevented a consistent pattern being found. Therefore, we suggest that when using phys-
iological measures to assess minor variances in cognitive load, the selection of measures
needs to be tailored to each subject individually. Note that we only applied PNS (peripheral
nervous system) measures in this study, and thus the limitations mentioned here may not
apply to CNS (central nervous system) measures such as EEG, ERP, and MEG (see Section
1.4).
8.3.2 Performance and Subjective Measures
The performance measures and subjective measures used in our studies all led to mean-
ingful results. They were able to reflect the manipulated changes in the task difficulty and
cognitive demand. Here, we focus on discussing the consistency between measures.
In S1, S2, S3.1 and S3.2, performance and subjective measures led to highly consistent
findings in terms of statistical outcomes and majority preferences. If the task was performed
significantly better in a certain presentation condition, this condition was usually also liked
more by a majority of participants. This consistency of measures allows us to pinpoint
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one presentation strategy that is the most suitable for a majority of users. However, such
consistency does not always exist at an individual level. For example, some participants
reported one task condition to be the easiest but performed better in other conditions. In
S2, we found that subjective judgement of cognitive load was more associated with the
accuracy of decisions but not with the time efficiency. This means that the participants
who had different preferences from the majority usually performed more accurately in the
conditions they preferred but not always faster. This finding suggests that in applications
where the decision quality of every single user needs to be guaranteed, it might be wise to
tune the standardized interface design for each user based on his/her individual preferences.
In S2 and S3.1, participants were asked to compare the task load between images and
text conditions. In both studies, a majority of participants found the task easier to perform
with image than with text, which is consistent with the significantly better performance in
the image conditions. However, a minority of participants (12.5% in S2 and 20% in S3.1)
preferred text to image. Interestingly, most of these participants had one thing in common
– they had a text or speech related research topic to work on daily, such as text retrieval
or dialog management. It seems that professional training background is associated with
people’s modality preference. It is hard to say whether working with text makes people
prefer text or that people who prefer text choose to work with text. Although lacking suffi-
cient evidence, our findings hint that a user’s professional training background may lead to
a modality preference that is inconsistent with the majority of users.
In S4, the consistency between different measures was lower than in the other studies.
Some performance measures showed the advantage of vibration cues, as they were iden-
tified more accurately and interfered less with the concurrent primary task. Some other
performance measures spoke for sound cues, because they were identified faster. Accord-
ing to subjective measures, a majority of participants preferred vibration cues in one task
condition and preferred sound cues in the other 4 conditions. Due to this inconsistency, we
were not able to conclude which modality was more suitable for presenting informative in-
terruption cues. However, these measures allowed us to understand what the strengths and
weaknesses of each modality are, based on which we have made several situation-dependent
design suggestions (see Section 7.5).
Overall, we suggest that it is good to combine performance and subjective measures for
the usability assessment of interface design. Performance measures are objective and they
assess usability from the perspective of system functionality. On the other hand, subjec-
tive measures reflect usability from the perspective of user experience and preference. In
combination, these two types of measures provide a fairly complete picture of the quality
of interaction. Independent of their consistency, designers can make meaningful design
suggestions based on the results of these measures.
9
Conclusions
“There will come a time when you believe everything is finished.
That will be the beginning.”
Louis L’Amour
This chapter concludes this dissertation. Section 9.1 summarizes the contributions of our
work. Section 9.2 presents several avenues for future research.
9.1 Summary of Contributions
Our work presented in this dissertation was focused on investigating the effect of infor-
mation presentation in a high load task setting, aiming to provide useful suggestions on the
design of multimodal interfaces. Here we briefly summarize the contributions of each study
in a separate subsection.
9.1.1 Information Presentation for Time Limited Visual Search
In this study, we investigated the use of modality for assisting a high-load visual search task
embedded in a crisis rescue scenario. We found that modality significantly influenced the
performance and cognitive demand of the task, particularly the relatively difficult tasks. A
visual, nonverbal, and analog modality (e.g. image) was the most suitable for presenting
concrete objects (e.g. victims). Under time pressure and a high visual perceptional demand,
it was beneficial to present partial information (localization aids) via auditory modality.
This way, the multimodal presentation made a better use of the human cognitive resources
and thus increased the bandwidth of information transfer. Of the auditory modalities, speech
was found to be better than sound at assisting the short-term memorization of pending
tasks. The findings of this study were well explained by several modality-related cognitive
theories, such as the working memory theory, the dual-coding theory, and the multiple
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resource theory (see Chapter 3). This suggests that these theories provide a theoretical
foundation for cognitive-aware modality allocation.
Further, we proposed a suitability prediction model that quantitatively evaluates modal-
ity allocation options and systematically selects the best option for a specific presentation
task. The model was demonstrated using our presentation task, and was applied to 10 possi-
ble modality allocation strategies (5 tested and 5 additional). The output of the model is con-
sistent with the experimental results and it predicts a combination of image and speech to
be the best for this presentation task. This model demonstrates a way to integrate modality-
related cognitive theories and findings (such as the ones presented in Chapter 3) into a
systematic modality selection process. Furthermore, we have provided several suggestions
on how to adapt the model to other presentation tasks.
9.1.2 Information Presentation for Time Limited Decision Making
This study investigated the effect of information presentation and time limit on a multi-
attribute decision making task embedded in a crisis rescue scenario. We found that the
modality factor had a strong influence on the efficiency of information perception, which
in turn affected the speed of decision making. Decision makers adapted their information
processing strategies to the spatial structure of the presentation. As a result, presentation
structure influenced both the time efficiency and the accuracy of decision making. More-
over, the effect of presentation was particularly notable when decision making was under
time pressure. Without the time limit, the suboptimal presentation formats mostly decreased
the speed of decision making but not the accuracy. However, under time pressure, both time
efficiency and accuracy were affected.
The results of this study suggest that the selection of modality should suit the type of
information to be presented and allow it to be perceived easily and quickly. For example,
image is suitable for presenting concrete concepts and objects. Color coding is effective
for indicating state (e.g. severity) and communicating qualitative/quantitative differences.
The spatial structure of information items should provide a cognitive fit to the task, that
is to support the application of desired decision making strategies. If several information
items need to be considered together, they should be spatially clustered. When using a
table, locate the more critical information items at the top. It might be unavoidable that
the performance of decision making decreases under high time pressure, but an optimal
information presentation can limit this decline.
9.1.3 Presenting Local Danger Warnings
We conducted two studies investigating the presentation of in-vehicle local danger warn-
ings. The warnings warned drivers of emergent road obstacles that were not yet visible
to the driver. Study One was focused on the perception efficiency of warnings, aiming to
obtain a visual presentation that could be perceived with little time and effort. The results
revealed that visual warnings could be perceived faster than speech warnings that convey
the same information contents. The perception time of the best visual presentation in this
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study (an iconic presentation) was only 36% of the duration of the speech sentences (8∼10
words, about 5 seconds).
Study Two further investigated four modality variants (speech warning, visual and speech
warning, visual warning with blinking cue, and visual warning with sound cue) and two lev-
els of assistance (warning only or warning with action suggestions). This study revealed that
local danger warnings were indeed beneficial, because they significantly enhanced drivers’
performance of danger avoidance and also reduced their stress level and attention demand.
Drivers expected local danger warnings to be particularly useful when driving with a low
visibility (e.g. in the fog, at night). Regarding modality, the results suggest that a redundant
combination of auditory and visual warnings is the most suitable for presenting highly ur-
gent warnings. Speech warnings should be kept short and more important information items
should be located earlier in the word sequence. When adding attention-attracting cues to
the warnings, it is better to use auditory modalities (e.g. beep sounds) than visual modal-
ities (e.g. blinking objects). Regarding the level of assistance, it is certainly beneficial to
provide action suggestions together with local danger warnings. However, action sugges-
tions should not be given to drivers without supporting information, because drivers should
always have the opportunity to analyze the situation and make decisions for themselves.
9.1.4 Presenting Informative Interruption Cues
As in-vehicle information systems are increasingly able to obtain and deliver information,
we proposed the use of informative interruption cues (IIC) to reduce unnecessary driver
distractions. IIC announce the arrival and convey the priority of IVIS (in-vehicle informa-
tion systems) messages, based on which drivers can better manage their attention between
driving and IVIS interruptions. This study was focused on the design and presentation of
IIC. We designed a set of sound and vibration cues for four levels of priority. Three sound
features (pitch, number of pulses, pace) and three vibration features (intensity, number of
pulses, pace) were varied in a unified manner to convey different priorities (see Figure 7.1).
Furthermore, the cues were evaluated in 5 task conditions which simulated the perceptional
and cognitive load in real driving situations. The experimental results showed that the cues
could be quickly learned (< 5 minutes), reliably detected (99.5%), quickly identified (2.8
seconds after onset and 1.3 seconds after offset) and accurately identified (92.5% over all
task conditions). This suggests that our design of cues is effective under various types of
cognitive load that drivers may encounter during driving, and thus is a promising solution to
convey the priority of IVIS messages for supporting drivers’ attention management. Our re-
sults also provide hints on how to enlarge the contrasts between the cues in order to further
improve their effectiveness (see Section 7.5).
The comparison between vibration and sound is not clear-cut. Vibration cues were
identified more accurately than sound cues, and interfered less with the concurrent visual
tracking task. Sound cues also had advantages over vibration cues in terms of shorter re-
sponse time and more (reported) physical comfort. Several tentative suggestions on the
selection between sound and vibration cues can be found in Section 7.5.
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9.2 Future Research
This section discusses three themes of future research: automatic modality allocation, in-
vehicle information presentation and cognitive-aware IMMP (intelligent multimodal pre-
sentation systems).
9.2.1 Computational Modality Allocation
We have made an attempt to construct a computational model for automatically predict-
ing the most suitable modality allocation strategy based on selected inputs and rules (see
Section 4.5). The validity of the model has been supported by the consistency between
its predictions and our experimental results in Chapter 4. In the future, we would like to
further develop this method using different use cases. Given a particular use case, we need
to determine input, output, attributes and weights for the model. For example, in the case
of presenting local danger warnings, the input of the model (i.e. modality alternatives) can
be visual (text, image), auditory (sound, speech) and tactile modalities (vibration, force).
The output of the model corresponds to relevant usability measures, such as the speed and
correctness of drivers’ reaction to the warnings. Attributes include all factors that may influ-
ence the output, such as the perceptional property of modalities, the salience of modalities,
the environmental sound level, the driving demand et cetera. For each attribute, output val-
ues need to be determined for every modality alternative. Finally, weights can be assigned
to the attributes based on how much each attribute may influence the output. We would like
to work out the details of this model for several use cases like the one mentioned. Eventu-
ally, we hope to apply this computational method to automatically allocate modalities for
IMMP.
9.2.2 In-vehicle Information Presentation
The driving environment presents exciting challenges to the presentation of in-vehicle in-
formation. As cars are getting more and more new functions for advanced driver assis-
tance, in-vehicle information presentation will continue to be an important work topic for
researchers and designers. Here we discuss several directions to follow up our work in IVIS
information presentation.
The medium of visual modalities used in our study (Chapter 6) is a head-down display
(HDD) which is spatially separated from the driving scene. HDD has a disadvantage be-
cause drivers have to lower their gaze to read the messages on the display, which creates
attention gaps in monitoring the traffic. In the future, we would like to explore present-
ing information on a head-up display (HUD). HUD is a transparent display that presents
information without requiring users to look away from their usual viewpoints. Using the
windshield of a car as a HUD has already been implemented and investigated in recent
years (e.g. [47; 63; 143]). It has been found that the perception of visual information is
more compatible with driving with a HUD than with a HDD [143]. We intend to find
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out whether HUD can enhance the effectiveness of local danger warnings and other IVIS
functions.
Tactile modalities have certain properties that make them very promising for in-vehicle
information presentation (see Section 3.6). In addition, our work in Chapter 7 shows that
the pattern of tactile signals can also effectively convey information. In the future, we would
like to further explore tactile modalities for presenting information to drivers. A direct next
step is to investigate the influence of informative interruption cues on drivers’ attention
management (following up the work in Chapter 7). We expect that drivers can make use
of the priority information conveyed by the cues to better manage their attention between
driving and IVIS interruptions. We will also compare vibration cues to sound cues, aiming
to obtain a deeper understanding of how to select between these two modalities. Further-
more, we also would like to explore 1) the combination of tactile modalities with visual and
auditory modalities, 2) tactile modalities other than vibration, such as force feedback, and
3) different locations to provide tactile signals to drivers, such as at the back of the seat and
on the seat belt.
Driving in real life can be more dynamic and demanding than in our laboratory settings.
For example, drivers often encounter bad weather and heavy traffic. They may listen to
the radio and have a conversation all at the same time. Although we have addressed the
dynamics of the driving situation to a certain extend, it is still necessary to further validate
our design suggestions using a more realistic driving setting. Conducting field studies is
obviously one way to achieve this goal. However, if the tasks may potentially create unsafe
situations under real-world conditions (e.g. to avoid emergent local danger), simulation
may still be a safer evaluation tool. Several previous studies have suggested that medium
fidelity simulation is a valid and effective means to assess basic task performance and visual
attention for the purposes of comparing user interface designs [117; 276]. Therefore, we
aim to simulate the dynamics of real-world driving for our future evaluation of in-vehicle
interfaces.
9.2.3 Cognitive-aware IMMP
As introduced in Chapter 2, intelligent multimodal presentation systems (IMMP) are able
to adapt their output generation to the run-time requirements of user-computer interaction,
and the adaption process is commonly rule-based. IMMP can be cognitive-aware if knowl-
edge about the cognitive impact of information presentation is added into the rule base.
The aim is to present information in a cognitively compatible manner, so that it can be
more efficiently perceived and processed by the human cognition system. Our work pre-
sented in this dissertation contributes to understanding the cognitive impact of information
presentation. In the future, we would like to go one step further to design cognitive-aware
IMMP for a certain application. Regarding the use of modality, the knowledge in Chapter 3
provides a theoretical basis for developing cognitive-aware modality allocation rules. Once
the application is given and its requirements to interface design are defined, we can match
these requirements for the cognitive properties of available modalities, in order to determine
which modality(ies) is(are) more suitable in which states of interaction. Besides the cogni-
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tive capability, other factors that are usually considered in IMMP are always relevant and
cannot be left out, such as the type of information, condition of environment, user profile,
et cetera.
Another factor that is worth taking into account is the cognitive/attentional state of the
user. If the system is able to sense and reason about the cognitive state and attentional foci
of the user at real time, it can use this input to present information in a more effective and
appropriate manner. Systems that are capable of reasoning about and reacting to the user’s
cognitive/attentional state are called attentive user interfaces [265; 266] or attention-aware
systems [206]. A user’s attention can be detected by tracking gaze, gesture and head pose,
and measuring physiological state (heart rate, skin conductance, etc.) and electroencephalo-
gram (EEG) [206]. These inputs of user cognitive/attentional state will allow us to make a
better use of our knowledge about the cognitive impact of presentation. In the future, we
would like to integrate the capability of attentive user interfaces into IMMP. We believe
that the combination of cognitive-aware input (users’ cognitive states) and cognitive-aware
output (presentations) is an ultimate solution to cognitive-aware IMMP.
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Appendices
A: Questionnaire (Chapter 5)
Participants filled in this questionnaire after each task condition, in the actual order they encountered
(everyone could have a different condition as condition 1). They were allowed to modify their
previously given scores in order to maintain a correct comparison between conditions.
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B: Questionnaire (Chapter 6)
Participants filled in this questionnaire in the end of the experiment. A sheet of paper with examples
of the four presentation conditions were given alongside. Condition A, B, C and D can be seen in
Figure 5.1, 5.2, 5.3 and 5.4, respectively.
Compare Modality
Compare A and C, they use the same structure but different modalities, which one is easier for you?
 A  C  Exactly the Same
Compare B and D, they use the same structure but different modalities, which one is easier for you?
 B  D  Exactly the Same
Compare Structure
Compare A and B, they use the same modality but different structures, which one is easier for you?
 A  B  Exactly the Same
Compare C and D, they use the same modality but different structures, which one is easier for you?
 C  D  Exactly the Same
Compare overall
What is the most difficult condition?
 A  B  C  D  I don’t know
What is the easiest condition?
 A  B  C  D  I don’t know
Decision making strategy
Which decision making strategy did you use?
 I used a complete calculation as the normative strategy.
 I used eliminations and calculation as the unbiased heuristic strategy.
 I developed my own strategies other than the ones that were introduced to me.
Please briefly describe the decision making strategies you have used in each presentation condition,
using the four presentation samples as a reference. You can also orally explain to the experimenter.
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C: Questionnaires (Chapter 7)
Three questionnaires were used in the study presented in Section 6.4. After performing the task in
each condition, participants filled in all three questionnaires for that latest condition.
C.1: Driving Activity Load Index (DALI)
The Driving Activity Load Index (DALI) is a revised version of NASA-TLX, adapted to the driving
task [192; 193]. The purpose of DALI is to assess the workload of driving a vehicle equipped with
on-board systems, such as IVIS, radio, car phone etcetera. DALI contains six factors which were
determined by a group of experts involved in automotive studies. The description of DALI factors
(see below) was available on paper to the participants throughout the experiment.
Description of DALI factors
Factor Description
Effort of attention To evaluate the attention required by the driving
activity – to think about, to decide, to choose, to
look for etcetera.
Visual demand To evaluate the visual demand necessary for the
driving activity.
Auditory demand To evaluate the auditory demand necessary for the
driving activity.
Temporal demand To evaluate the specific constraints due to timing
demands when driving.
Interference To evaluate the possible disturbance when driving
simultaneously with any other supplementary task,
such as interacting with IVIS, phoning, listening to
radio, and having a conversation.
Situational stress To evaluate the level of constraints / stress while
driving – fatigue, insecure feeling, irritation, dis-
couragement etcetera.
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The DALI rating scale
Appendices | 181
C.2: Assessment of Overall Satisfaction with the Warnings
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C.3: Situation Dependent Assessment of Warning Usability
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D: Questionnaires (Chapter 7)
Questionnaires used in the study presented in Chapter 7 consist of eight sessions: general informa-
tion, learning session, task conditions 1 to 5, and final evaluation.
General Information
Gender: Male  Female
Age:
Do you drive?  Not at all  Sometimes  Often  Very frequently
Do you have any known problem with hearing?  No  Yes,
Do you have any known problem with tactile perception?  No  Yes,
Are you color blind?  No  Yes
Learning Experience
Sound 1: Distinguish the four different pitches
Very easy           Very difficult
Sound 2: Distinguish the four different numbers of “beep”
Very easy           Very difficult
Sound 3: Distinguish the four different paces
Very easy           Very difficult
Sound 4: Associate the pitch of sound with the priority of a message (intuitiveness)
higher pitch - higher priority, lower pitch - lower priority
Very easy           Very difficult
Sound 5: Associate the number of “beep” with the priority of a message (intuitiveness)
more beeps - higher priority, less beeps - lower priority
Very easy           Very difficult
Sound 6: Associate the pace of sound beeps with the priority of a message (intuitiveness)
faster - higher priority, slower - lower priority
Very easy           Very difficult
Vibration 1: Distinguish the four different intensities
Very easy           Very difficult
Vibration 2: Distinguish the four different numbers of pulses
Very easy           Very difficult
Vibration 3: Distinguish the four different paces
Very easy           Very difficult
Vibration 4: Associate the intensity of vibration with the priority of a message (intuitiveness)
higher intensity - higher priority, lower intensity - lower priority
Very easy           Very difficult
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Vibration 5: Associate the number of pulses with the priority of a message (intuitiveness)
more pulses - higher priority, less pulses - lower priority
Very easy           Very difficult
Vibration 6: Associate the pace of vibration pulses with the priority of a message (intuitiveness)
faster - higher priority, slower - lower priority
Very easy           Very difficult
Task Condition 1/2/3/4/5
1. Identifying the sound signals was
Very easy           Very difficult
2. Identifying the vibration signals was
Very easy           Very difficult
3. Which modality do you prefer in this task condition?
 sound  vibration  either one, they are the same
Final Evaluation
1. Did you feel (physically) comfortable with the sound signals?
Very comfortable           Very annoyed
2. Did you feel (physically) comfortable with the vibration signals?
Very comfortable           Very annoyed
3. Which feature(s) did you use to distinguish the four sound signals?
 Pitch
 Number of beep
 Pace
 Other:
4. Which feature(s) did you use to distinguish the four vibration signals?
 Pitch
 Number of pulses
 Pace
 Other:
Summary
This dissertation addresses multimodal information presentation in human computer interaction.
Information presentation refers to the manner in which computer systems/interfaces present infor-
mation to human users. More specifically, the focus of our work is not on which information to
present, but on how to present it, such as which modalities to use, how to spatially distribute items,
et cetera. The notion “computer” is not limited to personal computers in their various forms. It also
includes embedded computers in any devices or machines.
Information presentation guides, constrains and even determines cognitive behavior. This is to
say that the same information, when presented differently, can be processed differently by the hu-
man cognition system and may lead to different decisions and responses. Consequently, information
presentation can influence the quality of human computer interaction, in terms of user performance,
cognitive demand and user satisfaction. A good manner of presentation is particularly desired in
high load interactions, because users may not have the spared cognitive capacity to cope with the
unnecessary mental workload induced by a bad presentation. This dissertation work aims to investi-
gate the effect of information presentation in high load human computer interactions, and to provide
useful suggestions for the design of multimodal interfaces. The major presentation factor of interest
is modality.
First, a literature study has been conducted in the cognitive psychology domain, aiming to un-
derstand the role of modality in different stages of human information processing (see Chapter 3). At
least three processing stages have modality-specific features, namely sensory processing, perception
and working memory. Different modalities are sensed by different sensory receptors, such as the
eyes for visual modalities, the ears for auditory modalities and the skin for tactile modalities. Atten-
tion needs to be directed to a raw sensory input in order to perceive its meaning, and modalities differ
in their ability to attract attention. Complex cognitive activities take place in working memory, and
different categories of modality (e.g. visual vs. auditory, verbal vs. nonverbal) consume separated
cognitive resources to be processed. These cognitive findings provide theoretical guidance on how
to allocate modality in a cognitively appropriate manner.
We have conducted a series of user studies in two high load task domains, namely crisis man-
agement and driving. Crisis managers typically have to work under time pressure and stress, and
they often have to deal with a large amount of information. One study in this domain investigated
information presentation for a time limited visual search task (see Chapter 4). The task was to search
for wounded earthquake victims on a map and send a doctor to rescue them. The location and type
of victim were presented in five modality conditions. The results showed that modality significantly
affected task performance, cognitive load and stress, especially when the task load was high. The ex-
perimental findings were well explained by several relevant cognitive theories. Further, we proposed
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a suitability prediction model that quantitatively evaluates modality options and selects the best op-
tion for a specific presentation task. The model was demonstrated by our task and suggestions on its
generalization were given.
A second study using a crisis scenario investigated information presentation for a time limited
decision making task (see Chapter 5). Participants were given information about the injuries of two
patients and were asked to decide which one needed treatment first. The presentation of the injury
information was manipulated by two factors, modality and spatial structure. These two factors both
significantly affected task performance and cognitive load. The results further indicated that the two
factors influenced different stages of information processing – modality mostly affected perception
and spatial structure mostly affected cognition (cognitive activities in the working memory). Time
pressure was found to heighten the effect of presentation factors on the quality of interaction.
Driving is normally not a high load task for experienced drivers. However, in the case of emer-
gent danger, drivers need to make quick decisions and respond correctly, otherwise consequences
can be catastrophic. We conducted two studies investigating the presentation of local danger warn-
ings (see Chapter 6). Drivers received warnings about emergent road obstacles when the obstacles
were not yet visible to them. Based on the warnings, they needed to avoid the obstacles by either
braking or changing lane. The presentation of the warnings was varied by modality and level of
assistance. The results show that it is beneficial to present both visual and speech warnings, and
to suggest appropriate actions to drivers. In addition, drivers may have different preferences on the
modality of warnings in different driving conditions (e.g. low visibility, noise, etc).
While driving, drivers very often engage in other activities simultaneously, such as interacting
with in-vehicle information systems (IVIS), listening to the radio, talking with passengers, et cetera.
Multitasking is a cause of high load and distraction during driving. To reduce harmful distractions
by IVIS, we proposed to present informative interruption cues (IIC) in addition to IVIS messages.
IIC not only convey the arrival of IVIS messages, but also convey their priority levels, helping
drivers to decide whether and when to shift their attention to the messages. As a first step, a study
was conducted to investigate the design and presentation of IIC (see Chapter 7). A set of vibration
and sound cues were created to convey four levels of priority. The cues were evaluated in five
task conditions that simulated the perceptional and cognitive load in real driving situations. The
results showed that our design of cues was effective, because the cues could be easily learnt and
accurately identified in all task conditions. Vibration and sound were both found to have advantages
for presenting IIC.
All of our studies consistently show that the manner of information presentation has a great
influence on the quality of human computer interaction, especially in a high load task setting. Our
results also provide useful suggestions on how to present information in a way that is compatible
with the characteristics of human cognition. Although these outcomes are obtained in high load task
settings, they can be applied to the design of multimodal computer interfaces in general.
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