ABSTRACT
INTRODUCTION
Aimed at addressing the increasing threat of cyber crime, information security legislation and the corresponding regulatory framework have imposed stringent requirements that organizations protect their customers' identities and privacy. Unlike regulations in other industries, such as in the chemical and biotech industries, which are intended to regulate producers of the product, information security regulations are targeted at organizations where IT products are used, i.e., consumers of IT products and services. For example, hospitals are regulated by the Health Insurance Portability and Accountability Act (HIPAA) that is aimed at protecting patients' records and securely transferring electronic healthcare information. Similarly, banks are regulated by the GrammLeach-Bliley Act (GLBA) that requires each financial institution to protect its customers' nonpublic personal information. The SarbanesOxley Act (SOX) also requires organizations to implement the necessary safeguards to ensure the confidentiality, integrity, and availability of their customers' private information.
In this paper, we postulate that by targeting consumers of IT products, such as hospitals, banks, and a multitude of other organizations where IT products are used, information security regulations have driven the demand for information security products and services, and have, in turn, indirectly stimulated innovation by information security firms. We focus our study on a thriving industry segment of information security, namely identity and access management (IAM). IAM has gained prominence because of the role that IAM technologies play in facilitating the seamless access of customers, employees, and third parties to the numerous IT resources of an enterprise. The Federal Financial Institutions Examination Council (FFIEC) guidance of November 2005 specifically addresses the need for IAM by recommending that financial institutions and their application service providers (ASPs) deploy security measures to reliably authenticate their online banking customers through using multifactor authentication, biometrics, layered security, and other reasonable controls that mitigate security risks. Although commerce using physical markets has traditionally allowed the anonymous purchase of goods and services, transactions in virtual marketplaces mandate the use of a real identity that is traceable to its owner. IAM services allow the provisioning of individualized security and access rights, based on a person's identity, and, as such, refer to the technologies, processes, policies, and supporting infrastructures necessary for the deployment, control, and maintenance of digital identities and their access to resources. A digital identity contains data that uniquely describe a person or a thing, referred to as a subject or an entity, and encompasses information about the subject's relationships with other entities.
We propose that the recent surge in demand for IAM, while driven by information security regulations, has constituted an economic incentive for IAM firms to innovate and has, in turn, boosted the stock price of IAM firms. In an attempt to study how information security regulations are driving IAM innovation and the market value of IAM firms, we first study the change in demand for IAM products and services around the enactment of information security regulations. We then examine the relationship between demand, innovation, and market value by addressing the following research questions:
1. How significant has the change in sales growth of IAM products been compared to other IT products around the time that information security regulations were enacted? 2. Has this growth in sales, in turn, driven innovation on the part of IAM firms? 3. How significantly have investors valued innovation by IAM firms?
To investigate these questions, we develop a consumer-producer framework that is founded on theories related to innovation and the economics of regulations. The proposed framework is a major contribution of this paper, as it demonstrates how regulations can indirectly drive innovation by boosting demand (Khansa, 2008) . Studying the demand-pull hypothesis in various settings is not a new endeavor. In the 1960s, Schmookler started his investigation of the role of demand in inducing technical progress. Despite the growing interest in investigating the unique aspects of the information security sector, we have not been able to find any research that has answered the important question of, "What drives innovation in information security?" Given the unique traits of the information security sector that has been witnessing a swell in regulatory requirements and an ever-present maliciousness from hackers, this question is of legitimate theoretical and practical value. On the methodology front, our analysis uses sound methodologies and offers a solution to the problem of lack of hard data to quantify demand.
The rest of the paper is organized as follows. We first present a detailed scenario that clarifies the technological components and processes involved in identity and access management, and summarize the business value of IAM. We then conduct a comprehensive review of the literature on innovation, regula- Figure 1 summarizes the important technological components of IAM, their various functions, and the related benefits to enterprises and other stakeholders. IAM technology components encompass: (1) a digital identity, (2) directory repository and services, (3) access management, and (4) account management. To illustrate the scope and functions of these technological components, we present a comprehensive scenario that depicts a user's access to a networked resource. The depiction begins with the issuance of a digital ID to the user, and ends with the termination of the user's access to resources.
1. To facilitate access to networked resources, a user is first issued a digital identity with a unique identifier (e.g., username) that is assigned to a specific context, such as ac-
Figure 1. Identity and access management technologies and their business value
cess to a workstation. The associated digital credentials prove something about the owner of the identity and describe attributes that are inherent to the owner (e.g., fingerprints) or assigned to that identity (e.g., a password), or roles that the user has been assigned (e.g., system administrator). 2. The information used to verify the credentials is organized in a directory, which consists of a repository, i.e., a database that holds the information about the digital identities within its scope, and a set of software applications that manage the storage and access to the directory (Bhatti, Bertino, & Ghafoor, 2007) . A typical example of such a directory service is X.500 and the Lightweight Directory Access Protocol (LDAP), a common protocol used to access directory information. The directory also serves as a means for enforcing security policies. 3. The authentication of the user involves establishing confidence in the claims made by the user about the digital identity. This is followed by authorization that maps the user's identity to privileges or roles and access control, a step that ensures that the user has the right entitlements to access resources. The auditing process ensures that records related to user access are scrutinized and maintained appropriately (Księżopolski & Kotulski, 2007) . 4. Several account management tasks are involved in the lifecycle of the user's possession of a digital identity. An important component is the management of passwords, which includes a registration system, self-service or assisted reset, and synchronization of password changes. User provisioning involves the ability to create new user login accounts on various systems, to alter existing user login accounts, and to manage keys and tokens such as passwords and digital certificates. Deprovisioning upon termination of a user's privileges ensures that access to all resources is revoked and related accounts are expunged.
Figure 1 also provides a bird's-eye view of related IAM benefits to enterprises and other stakeholders. At the enterprise level, IAM provides managers with the ability to streamline access to resources, thus facilitating better command and control over the corporate network. IAM offers significant reduction in total cost of ownership specifically given the operational efficiencies achieved. In particular, there is less wasted time associated with account access and insignificant costs associated with manually purging user accounts and trying to figure out who has access to what. Efficient provisioning means end users are able to spend more time doing their jobs instead of waiting for the help desk to reset a password, or give them access to a business application. Many business processes have become electronic, thus facilitating application integration and workflow management.
Employees have a single means of accessing all applications. Access may be by using hardware tokens or a single sign-on, which requires logging in only once across various applications and operating systems. This results in reduced administrative costs and eliminates the need to remember multiple passwords. It also increases productivity by giving users faster access to systems and enhances their experience in the use of various applications and operating systems.
The benefits of IAM extend beyond the enterprise; for example, the efficient coordination and integration of business processes with those of strategic partners permit easy and secure access to services that are housed in multiple security domains. Known as federation, this integration allows information about users, their security, and entitlement to be shared in a defined and controlled way between partners in a trusted business relationship.
The ability to trust a digital identity also helps in strong community building and collaborative work. An authenticated customer can be provided with a unique experience on a personalized webpage, better assurance of privacy, and the capability for self-service and receipt of targeted services. Confirmation of a customer's identity also permits relationship management along with tailoring information to customers' preferences (Geoffrion & Krishnan, 2003) .
THEORY AND HYPOTHESES

Consumer-Producer Framework
Prior research has been inconclusive as to whether regulations spur or deter innovation. For example, in the biotech industry, Reed, Califf, and Schulman (2006) examined the effects of drug safety regulations on investment in innovation by drug and biotech companies. They found that regulatory requirements have had relatively minimal adverse impact on innovation. Similarly, in the chemical industry, Nordbeck and Faust (2002) studied the impact of environmental regulations on innovation and sustainability in the chemical industry. They rejected, because of a lack of conclusive evidence, the claim that such environmental regulations tend to block innovation. In IT, Maeda, Amar, and Gibson (2006) argued that wireless telecommunications regulations, such as the frequency allocation policy and radio interface regulations, could block the efficient evolution of wireless services to an IP platform. Figure 2 offers a consumer-producer framework that dissects the role that regulations have played in driving product and process innovations in information security. Regulations stimulate innovation in information security in two ways. First, they directly affect consumers of IT products and services in the financial, healthcare, biotech, and telecommunications sectors, among others, by significantly increasing their demand for more secure IT products. In turn, these demand-pull forces justify more innovation on the part of IT firms, including information security firms. Second, in the IT industry where standards are particularly important, public policies serve as a catalyst for developing and enforcing standards. Consequently, policies that influence standardization may have a profound effect on the nature and pace of innovation.
The producer-consumer model shown in Figure 2 offers a useful basis to tie regulations to innovation in information security. We conceptualize the model in Figure 2 into the (Granger & Newbold, 1986) . The dotted part of the model represents an indirect effect of information security regulations on the stock price of IAM firms.
Hypothesis 1: Regulations and Demand
As long as IT products have vulnerabilities that can be exploited by hackers, information security regulations will require users of IT to invest in information security products and services. Romanosky, Telang, and Acquisti (2011) found that data breach disclosure laws have been successful, albeit marginally, in reducing the rate of identity theft by 2%. They also cited other benefits of these laws, namely a reduction in the victims' losses and an improvement in firms' security and operations, which proves that users of IT have been induced to acquire more protection because of these laws. Further, although Bulgurcu, Cavusoglu, and Benbasat (2010) did not specifically address a particular regulation, they found that regulatory pressures led firms to invest in information security controls, i.e., the combination of security technologies and security-aware workers. All information security regulations aim at safeguarding customer privacy, which is at the core of IAM. Based on the consumer-producer framework presented in Figure 2 and conceptualized in Figure 3 , and on prior findings in the literature, we hypothesize the following:
Hypothesis 1 (Regulations and demand):
Sales of IAM firms have grown at a higher rate compared to other IT firms, around the time that major information security regulations were enacted.
Hypothesis 2: Demand and Innovation Malerba (2005) emphasized the necessity of testing the demand-pull hypothesis under different technological regimes and across various industries because of differences across sectoral systems of innovation. Consistent with Schmookler's "demand-pull" hypothesis (Schmookler, 1966) , higher customer demand justifies more innovation on the part of IT firms, including information security firms. According to the resource-based view, the customer is a key target to sustain competitive advantage (Barney, 1991) . Chorev and Anderson (2006) emphasized the importance of considering the needs of customers, especially in the high-technology market environment. Franke and von Hippel (2003) showed the advantage of satisfying users' desire to modify their own software in the case of the "innovation toolkits" of the Apache security software. Yang and Kang (2008) also argued that innovation in high-technology settings is driven by customer demand. This is particularly true in information security where costs of switching between technologies are high and technology (or vendor) lock-in is particularly relevant (Khansa & Liginlal, 2009b) . Since demand for IAM technologies is driven by the need to be compliant, innovation in IAM ought to be tailor-made to meet this increasing demand. We thus hypothesize the following:
Hypothesis 2 (Demand-pulled innovation):
Innovation by IAM firms is driven by demand for IAM.
Hypothesis 3: Innovation and Market Value
Ex-Federal Reserve Chairman Alan Greenspan observed, in his testimony before the Committee on Financial Services in 2002, that investments in intangible assets, such as research and development (R&D) spending, are playing a major macroeconomic role and are changing the growth dynamics of national economies, while physical and financial assets are rapidly becoming commodities. The power of innovation in facilitating growth and structural change can be traced to the seminal work of Schumpeter (1934) . Subsequent research in this area has found a significant positive association between announced increases in R&D expenditures in high-technology companies and increases in their share prices. Doukas and Switzer (1992) showed that the market responds positively upon larger R&D spending, after accounting for differences in firms' knowledge capital bases. They also found a high rate of return to investment in R&D. Eberhart, Maxwell, and Siddique (2004) found that R&D spending has a positive impact on long-term stock market returns. Another example is the innovativenessquality-performance model proposed by Cho and Pucik (2005) . Their model describes how a firm's success in balancing innovativeness with quality drives growth and profitability, which in turn delivers superior market value. Kim, Cavusgil, and Calantone (2006) linked innovation in information systems to the market value of the firm. They hypothesized that innovations, in the context of supply chain, can be viewed as firm resources that enhance channel capabilities and improve market performance. Yang and Kang (2008) showed that the relationship between innovation and firm performance is greater in the high-technology industry compared to the lower-technology industries. Hall, Jaffe, and Trajtenberg (2005) used the market value equation to relate a firm's expected future performance to its knowledge stock, i.e., the output of its R&D investment. Hall et al. (2005) 's market value equation suggests that the market value of a firm ought to reflect the value of all its assets, physical and intangible, i.e., its knowledge stock. Given that knowledge stock is the output of R&D investment, the market value equation implies that firms should invest in R&D to increase their shareholders' wealth. Erickson and Whited (2006) similarly established that an increase in the innovation efforts of companies would result in better stock market performance because a firm should invest in assets, whether tangible or intangible, only if these assets are used by the firm towards creating at least as much market value as the cost of reproducing them; otherwise, the assets would be better employed elsewhere. For a growing market segment such as IAM, innovation allows firms to get ahead of the competition, create barriers to entry, and control market share. Accordingly, we hypothesize the following:
Hypothesis 3 (Innovation and market value):
The stock market responds favorably to an increase in innovation by IAM firms.
RESEARCH DESIGN
Research in IAM technologies started gaining importance as early as 1998 and, since then, the field has come to overshadow research in cryptography. To study the trends in information security patents, we examined patent class 726, which corresponds to information security under the patent classification system employed by the U.S. Patent and Trademark Office (USPTO) (http://patft.uspto.gov/). We determined, based on the information security ontology from the National Institute of Standards and Technology (NIST), a division of the U.S. Department of Commerce, and the International Data Corporation (IDC) taxonomy of IT security (IDC, 2008) , that 15 of the 36 subclasses of patent class 726 corresponded wholly to IAM, and several other subclasses corresponded partially. According to the NIST and IDC classifications, IAM encompasses technologies that relate to authentication (including biometrics, tokens, and smart cards), authorization, security policies (including privacy management), identity management (including federated identity, credential management, single sign-on, public key infrastructure, enterprise security assessment and provisioning, and directory services), access control and trust management (including privilege escalation and digital rights management or DRM), vulnerability management (including policy and compliance, RFID, and forensics), threat management and appliances (including virtual private network or VPN and risk management), and last but not least licensing (including authoring, signatures, and certificates). We counted the number of IAM patents relative to the total number of information security patents issued from 1998 to 2008. We found that, on average, more than half (approximately 68.37%) of the information security patents are related to IAM, which demonstrates the importance of innovation in IAM relative to innovation in other information security sectors. Although patents are the direct output of innovation and would be a good candidate to assess the extent of innovation, we could not use any patent-related indicators because it takes, on average, four to five years for patents to be accepted and more than a year for patents to be publicly posted. Patent data are thus sparse and not complete. This is why we used the more reliable R&D indicators, as explained in the following subsections.
Selection of Firms
We selected all public information security firms listed on Yahoo! Finance (http://www.finance. yahoo.com). To start with, we analyzed firms in the security software and services industry. Firms were then added from other industries, namely the Internet software and services industry, which includes firms such as Symantec and VeriSign, the computer peripherals industry, and the networking and communication devices industry. We then cross-validated our sample with the list of nominees in the Information Security Excellence Awards by Information Security Magazine and INFOSYSSEC and we added public firms that were unaccounted for in Yahoo Finance. We also double checked the list of attendees, including exhibitors and sponsors, at the RSA conference (http://rsaconference. com), a global information security conference which attracts security firms and security professionals worldwide, and made sure we did not miss any public information security firm. We excluded from our sample, firms with no SEC filings (SEC stands for Securities and Exchange Commission, a government agency responsible for the supervision and regulation of the securities industry). Cavusoglu, Mishra, and Raghunathan (2004) only found 40 public information security firms total to conduct their study. In our case, we were able to identify 88 public information security firms in total, out of which 54 are IAM firm.
Since we compared the results of the selected IAM firms to noninformation security IT firms, we also had to collect IT firms whose products are not directly affected by information security regulations. We first collected all public IT firms from the same sources listed previously. We then removed from this initial sample IT firms whose products are equipped with information security or IAM capabilities mainly because we do not have clear statistics of how much of these firms' revenues and R&D expenditures are related to IAM. Our final dataset consists of 1528 noninformation security public IT firms.
For both the IAM and IT samples, we obtained the quarterly financial data from January 1998 to December 2008 from the Center for Research in Security Prices (CRSP) database that is maintained at the University of Chicago. A requirement for including firms in both the IAM and IT samples was that the sales and R&D expenses data of all firms are available and are filed quarterly. Note that only public firms are required to publish their sales and R&D expenses data, which explains why our sample contains only public firms. It is important to note that our analysis is not at the firm level. Instead, we relate sales growth, R&D intensity, and market value at the industry level for both the IT and IAM industry sectors. As such, having gathered all public IAM firms, we can argue that the revenues of these firms are a close approximation of demand for IAM as did Khansa and Liginlal (2009a) and Piva and Vivarelli (2007) .
Method
We investigate the causal relationship between demand, innovation, and the market value of the selected firms, in the Granger causality sense (Granger & Newbold, 1986) , using vector autoregression (VAR) analysis. VAR analysis helps uncover any bidirectional causal relationships between the variables and accounts for any lingering autocorrelation and cross-correlation between them. As such, each variable is treated symmetrically without reference to the issue of dependence or independence. VAR analysis, in the context of this paper, is better suited at studying the relationships between demand, innovation, and firm market value, than simple regression analysis. Unlike with cross-sectional regression, VAR analysis captures time-lagged effects and feedback among variables. Sims (1980) advocated the use of VAR models for time series data because they make no a-priori assumptions regarding the relationships among variables, thus avoiding the identification restrictions of structural models. The measures used in the VAR analysis are presented next.
Measures and Model
Demand growth: Considering the practical difficulty of obtaining hard data with which to gauge demand for information security, we followed Piva and Vivarelli (2007) and Khansa and Liginlal (2009a) by using the revenues (or sales) of the selected firms to measure demand. Gao and Iyer (2006) obtained sales data for private firms from the IDC research company, as such relying on secondary sources that may provide only incomplete or sparse data. Unlike Gao and Iyer (2006) , we extracted reliable financial data from firms' filings with the SEC. Given that we are interested in how growth in demand affects innovation, we used sales growth instead of sales to test the demand-pull hypothesis. As in King and Lenox (2002) , we measured the sales growth of firm i, at time t as the incremental change in the logs of its revenues from time t-1 to time t. This sales growth is shown in Equation (1), where t represents the end of a quarter.
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(1) Innovation: Given that patents take, on average, four to five years to complete the review process, most patents filed after 2008 might still be under review. Instead, as a way to quantify innovation in IAM, we turned to prior literature and accordingly relied on the quarterly R&D expenses of our representative sample of IAM firms. Ettlie (1998) used R&D expenses to explain why a set of durable goods firms had a higher market share than their competitors. Dowling and McGee (1994) also showed a positive relationship between relative R&D expenditures and firm performance. Some researchers have argued that R&D expenses are only an input to innovation and not an output of innovative activity. Because we aim to test the demand-pull hypothesis, we argue, as in Piva and Vivarelli (2007) , that having R&D expenses as an ex ante input reduces feedback between demand and innovation. We use R&D intensity, a variant of R&D expenses that has been shown to be a more accurate measure of innovation than simple R&D expenditures (Gompers, 1995; King & Lenox, 2002) . R&D intensity is defined as the ratio of R&D expenditures to corresponding sales, and is computed in Equation (2) for firm i at the end of a quarter t.
R D Intensity R D Expenditures
Financial performance: Previous research has used Tobin's Q to reflect investors' assessment of the future performance of a firm (Bharadwaj, Bharadwaj, & Konsynski, 1999; Dowell, Hart, & Yeung, 2000; King & Lenox, 2002; Yang & Kang, 2008 ). Tobin's Q is computed as the ratio of the market value of assets divided by the book value of total assets (Kaplan & Zingales, 1997) . The market value of assets is given as the sum of the book value of assets and the market value of common stock, less the book value of common equity, i.e., the book value of debt. We used Tobin's Q, as a forward looking measure of a firm's performance potential to study the association between firm innovation and its market value. Tobin's Q is computed in Equation (3) for firm i at the end of a quarter t. 
Control variables: In our analysis, we controlled for the market by using the quarterly NYSE/AMEX/NASDAQ value-weighted return from CRSP. We measured firm size using the log of total assets as in Mitton (2006) .
VAR model:
The VAR model of order p, following Sims (1980) , is given in Equation (4).
where the vector 
is a 5x1 vector representing demand growth, innovation, financial performance, firm size, and market return at time t. C is a 5x1 vector of constants, A i 's are 5x5 matrices (for i = 1, …, p), and e t is a 5x1 error vector, whose error terms have mean 0, a contemporaneous covariance matrix Ω, and no serial correlation, i.e., E(e t ) = 0, E(e t , e t ′) = Ω and E(e t , e t-k ) = 0 for every non-zero k. Diff i denotes i th order differencing.
RESULTS
Descriptive Statistics
The Sales Growth, R&D Intensity, Tobin's Q, and Firm Size time series are shown in Figures 4 through 7 respectively for the samples of IAM firms and noninformation security IT firms. A requirement before conducting VAR analysis is that all time series be stationary. The figures show that the R&D Intensity, Tobin's Q, and Firm Size time series do not revolve around a constant mean, i.e., they are not stationary. A
Figure 4. Time series of Sales Growth for IAM and IT firms respectively
look at their partial autocorrelation functions also reveals a high first-order autocorrelation. On the other hand, the Sales Growth time series is stationary by construction, since it is computed by first-order differencing the logarithm of the sales time series, as previously shown in Equation (1). Prior to conducting VAR analysis, we differenced the R&D Intensity, Tobin's Q, and Firm Size time series to make them stationary. Table 1 presents the summary statistics for each of the variables for the IAM and IT samples pre-differencing. The results in Table   Table 1 1 reveal that, on average, R&D Intensity, Sales Growth, and Tobin's Q are higher for IAM firms compared to those of IT firms. The IAM firms in the sample are also smaller in size, on average, compared to IT firms. Table 2 lays out the relatedness among these variables for the IAM and IT samples after first-order differencing of the non-stationary time series. The results in Table 2 did not reveal any significant correlations among variables for IAM and IT firms.
Hypothesis 1: Regulations and Demand: Mowery and Rosenberg (1979) emphasized the need to study the technology-push and demand-pull perspectives on innovation at the macroeconomic level rather than at the firm level. In addition to its ability to report on large-scale effects and long-term diffusion patterns, a macroeconomic level of statistical analysis exhibits reasonable external and statistical validity (Chidamber & Kon, 1994) . Accordingly, we analyze the IAM and IT industry sectors, rather than individual firms. Directly studying the macro effect of regulations on demand for IAM poses many challenges. First, once a regulation is enacted, consumers can choose to become compliant anytime during the compliance window, i.e., from the day the law is passed to the day compliance is enforced. Secondly, the compliance windows of various regulations overlap considerably, so the effect of a single regulation is hard to isolate. We therefore turned to the paired two-sample for means t-tests to compare the annual differences in the levels of demand experienced from 1998 to 2008 by IAM firms versus those 4.31% (0.31) *** Significant at the 0.1% level; ** Significant at the 1% level; * Significant at the 5% level; t-values in parentheses experienced by other noninformation security IT firms (as a control sample) during the same time frame.
The results in Table 3 show that the largest growth in IAM demand occurred from 1998 to 2000 (HIPAA and GLBA) and from 2003 to 2006 (FFIEC, SOX deadline, and other regulatory deadlines). This is consistent with the results in Khansa and Liginlal (2007) , who conducted interviews with chief security officers of firms in various industries, including healthcare institutions. The authors found that the majority of respondents (54%) indicated that support for information security investment from top executives has increased significantly as a result of regulations and the compelling need to safeguard firm image and avoid litigation. They also showed that the most influential regulations on executive awareness and concern for information security have been SOX, HIPAA, GLBA, and FFIEC, in this order. 
Results of VAR Analysis
The results of the VAR analysis are shown in Table 4 . The VAR analysis was also conducted at the macroeconomic level rather than at the firm level by taking the averages of the various measures over the IAM and IT samples. We use Lag i to designate a shift back by i time periods and Diff i to denote i th order differencing, as mentioned previously. We constructed impulseresponse functions; these study how a particular variable in the system responds to unit changes in another variable, while all other shocks are held at zero. Figures 8 and 9 represent the graphs of the impulse responses corresponding to Hypotheses 2 and 3 respectively, with 1% error bands. The x-axes in the figures represent the forecast horizon in quarters, and the y-axes represent the response of a given dependent variable to a unit shock in a given independent variable, while holding constant the remaining variables. The two-time standard error band corresponds to the point-wise 99% confidence interval of each innovation response. When the two-time standard error band is above (below) the horizontal axis, the response is significantly positive (negative).
Hypothesis 2 -Demand and innovation for IAM firms:
The results in Table 4 and Figure 8 confirm the presence of a onedirectional Granger-causality effect of demand growth in IAM on innovation in IAM (coefficient = 3.62, p < 0.001, Lag = 1 quarter) , thus supporting the Schmooklerian hypothesis. There is no feedback from innovation to demand growth, which appears to be influenced by seasonal effects (sales growth in the fourth quarter is significantly higher than what it is in the second quarter). In contrast, we find that IT firms have not channeled the revenues from their product sales towards higher R&D spending, as sales growth was not found to be a significant determinant of IT innovation. One explanation is that instead of innovating internally, noninformation security IT firms have strategically opted to acquire growing firms. Upon completion of an acquisition or takeover, innovation can only take off when the synergies in the combined firm start kicking in, which could take several years.
Hypothesis 3 -Innovation and market value:
The results in Table 4 and Figure 9 show that, as expected, investors have positively valued innovation by IAM firms (coefficient = 0.23, p<0.01, Lag = 1 quarter) . This is consistent with Cetindamara, Phaal, and Probert (2009) and Li, Su, and Liu (2010) who found that product innovation is beneficial to firm performance when it gives firms first mover advantage. Since IAM is a nascent field, first mover advantage is critical to acquire market share. Further, conforming to prior literature, demand for IAM products positively influences the market value of IAM firms not only indirectly through innovation, but also directly (coefficient = 1.72, p < 0.05, Lag = 1 quarter). In fact, Cavusoglu et al. (2004) showed that security-related events (hacking, etc.) benefit the companies producing information security technologies. Similarly, Telang and Wattal (2007) showed that the disclosure of vulnerability news negatively affects the stock price of the organization which sold that faulty software product. Similarly, the stock market seems to positively value more innovation (coefficient = 0.68, p < 0.05, Lag = 1 quarter) and higher demand (coefficient = 1.52, p<0.05, Lag = 1 quarter) by IT firms, thus the imperative of finding new ways to stimulate innovation by IT firms.
CONCLUSION
Malicious attacks of a criminal nature are increasing and have become a threat to the economy and to national security. In response, the U.S. government has begun a proactive stance to regulate firms that have been entrusted with their customers' personal information. Although the information security sector has always existed in the shadow of the IT industry, recent regulations have pushed IAM to the frontline. IAM technologies encompass the need for multifactor authentication and are used extensively in e-commerce, e-trading, and various other e-transactions. In this paper, we addressed a significant issue related to the current state of IT and IAM innovation. We have shown that the growth in demand for IAM technologies has positively influenced innovation by IAM firms, which is consistent with Schmookler's demand-pull hypothesis. These demand-pull forces, which are instigated by regulations, are, thus, an effective alternative to technology-push or market-push forces because higher revenues justify more innovation. The 1998-2008 period that we selected to conduct this research is diverse in the sense that it includes the prebubble years, the years of the Internet bubble, the quasi recession of 2001, the subsequent short economic recovery, as well as the credit crisis that started in the late 2007. The inclusion of all these economic settings adds to the generalizability of our results.
Contributions and Discussion
The consumer-producer framework developed in this work emphasizes a unique characteristic of information security regulations. Unlike regulations in other industries that are intended to regulate producers of the product, information security regulations regulate consumers of IT. This emphasizes the focal importance of demand in this context. Unlike earlier research that noted that R&D expenditures react less and more slowly to demand in smaller companies (Piva & Vivarelli, 2006) , we have shown that policies aimed at the consumer are effective at fostering innovation, even for smaller firms. The implications of the demand-pull nature of innovation by IAM firms are especially valuable to policy makers who, by regulating the consumers of IT, have been successful in indirectly stimulating innovation by IAM firms and boosting their stock price. Our study also offers many methodological contributions. First, we measured demand by using the revenues of a representative sample of IAM and IT firms. We related the collected demand data to the innovation input of firms, namely R&D intensity. Although it can be argued that patents, being an output of innovation, serve as a better representation of firm innovation, patent-related measures suffer from a potential endogeneity problem. In fact, it has been shown in Kleinknecht and Verspagen (1990) that there is generally a lag between innovation and final patenting, so a feedback effect exists from innovation to sales. R&D expenses suffer less from this problem. Further, our analysis was done at a macro level (sector level). Many limitations have been attributed to microeconomic studies that lack a continuous time dimension and, as a result, do not contain the data that would facilitate the use of dynamic panel data models. Using macroeconomic data solves this potential problem. We used a combination of VAR analysis and panel data to examine the differences between IAM and other noninformation security IT firms. We gained many insights from this exercise. First, the study was conducted under comparable market conditions to capture differences between the sectors. Second, the study opens the door for a controversial topic that we wish to discuss further, i.e., "How can regulations be used to induce more innovation on the part of IT firms?"
The notion of adding security instead of building it in during the design process of IT is the antithesis of basic software engineering principles that advocate simplicity in design and deployment. We emphasize the need for more innovation in IT, whether in products, architecture, or processes, with the objective of reducing vulnerabilities through good design. While Arora, Caulkins, and Telang (2006) show that it is optimal for software firms to "sell first and fix later," we maintain that the continuous innovation by malicious attackers necessitate more forward-looking innovation on the part of IT producers, which also, we showed, creates shareholder wealth. Using incentives so firms agree to willingly make an effort to reduce the associated social costs has been used as an effective innovation-stimulating tool. The Internet Security Alliance (http://www.isalliance.org), a collaboration of the Electronic Industries Alliance and Carnegie Mellon's CyLab, has advocated the need for incentives like cyber security insurance, awards programs, and caps on legal liability for companies that adopt cyber security best practices.
Limitations and Future Research Directions
While this research produced original results, it is important to pinpoint some limitations. First, complying with a regulation requires a concerted effort of three essential elements: technology, processes, and people. We do not account for the rise in consulting services around the time that information security regulations are enacted. Our ongoing work consists of investigating demand change for consulting firms that provide compliance consultancy to their clients. Secondly, we have not investigated the direct relationship between regulations and innovation. Given that alternate models of regulation-driven innovation may exist, we do not reject the hypothesis linking regulations to innovation directly. Further, it is interesting to study how standards are directly shaping innovation. We defer the investigation of the direct relationship between IAM innovation and standards to future work. Another limitation of this research arises because we have only included public firms in our sample. The small but highly innovative private firms have not been accounted for given that reliable financial data are not available for these firms.
Our ongoing work consists of conducting qualitative interviews with private IAM firms to partially address this limitation. We are also in the process of studying how information security regulations have led to the convergence of the information security sector vis-à-vis the IT industry, and have consequently contributed to reshaping the IT industry landscape.
