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ABSTRACT
This thesis proposes a computer aided diagnostic support system (CADSS) for
cervical cancer classification using histology images with a spatial resolution of 3072
x 4080 pixels. Histological images are captured using a digital microscope 400 x
magnifications with a resolution 0.25µm and the resolution chosen retains enough
information for effective classification. Histology images of cervical biopsies
captured through the digital microscope consist of three major sections; background,
stroma and squamous epithelium. Most diagnostic information is contained within
the squamous epithelium region and diagnosis involves inspecting the sample for
cellular level abnormalities and determining the spread of the abnormalities. This is a
tedious, subjective and time-consuming process with considerable variations in
diagnosis between experts. Conventional analysis of a cervical histology image, such
as a pap smear or a biopsy sample, is performed manually by an expert pathologist.
Cancer is graded based on the spread of these abnormal cells. This thesis presents a
computer aided diagnostic support system tool to help pathologists in their
examination of cervical cancer biopsies. This thesis explores various components of
an effective CADSS: image acquisition, pre-processing, segmentation, feature
extraction, classification, grading and disease identification. The main aim of the
proposed CADSS system is to identify abnormalities and quantify cancer grading in
a systematic and repeatable manner. This thesis proposes three different methods and
presents and compares the results using approximately 475 images of cervical
biopsies which include normal, three stages of pre cancer, and malignant cases. The
number of images that are used for validation is forty images.
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The system is divided into a two part analysis, especially for segmentation: global
(macro) and local (micro). At the global level the squamous epithelium is segmented
from the background and stroma. At the local or cellular level, the nuclei and
cytoplasm are segmented for feature]e extraction. Image features that influence the
pathologists’ decision during the analysis and classification of a cervical biopsy are
the nuclei’s shape and spread, the ratio of the areas of nuclei and cytoplasm as well
as the texture and spread of the abnormalities. Similar features are extracted as part
of the automated classification process. This thesis investigates various feature
extraction methods including, colour, shape and texture using a Gabor wavelet as
well as various quantitative metrics. Generated features are used to classify cells or
regions into normal and abnormal categories. Following the classification process,
the cancer is graded based on the spread of the abnormal cells. The result indicates
the grading process using the five stages of cervical cancer is including normal,
Cervical Intraepithelial Neoplasia (CIN)1, CIN2, CIN3 and malignant.
The application of hybrid graph cut and colour segmentation in CADSS for cervical
cancer classification is a new research that uses the sliding block algorithm for the
analysis of the nuclei. The block moves in a horizontal and vertical direction
covering the squamous epithelium, analysing the presence of nuclei in fine detail. As
a result, this method provides better performance than the K-means clustering and
Gabor wavelet in terms of specificity and False Positives (FP). The results are
promising, with the sensitivity for detection of normal cases being 97%, CIN1: 88%,
CIN2: 94%, CIN3: 80% and malignant cases: 97%. The system tested 475 histology
images of various degrees of malignancies and produced a sensitivity of 99% and
specificity of 97%.

v

TABLE OF CONTENTS
CERTIFICATION.................................................................................................... ... ii
ACKNOWLEDGEMENT...........................................................................................iii
ABSTRACT ................................................................................................................ iv
TABLE OF CONTENTS ............................................................................................ vi
LIST OF FIGURES ................................................................................................... xii
LIST OF TABLES ..................................................................................................... xv
CHAPTER 1 INTRODUCTION ................................................................................. 1
1.0

Motivation ....................................................................................................... 1

1.1

Statement of the Problem.................................................................................2
1.1.1 Characteristics of Histological Data.....................................................3
1.1.2 Segmentation of the Cervical Histology Images into
Their Components ................................................................................5
1.1.3 Quantitative Analysis of the Content of the
Squamous Epithelium...........................................................................6
1.1.4 Grading the Disease ............................................................................7

1.2 Goals of the Research .....................................................................................7
1.3 Main Contribution ...........................................................................................8
1.4 Publications ...................................................................................................10
1.5 Thesis Outline ...............................................................................................11
CHAPTER 2 LITERATURE REVIEW....................................................................15
2.0

Introduction ................................................................................................... 15

2.1

Decision Support System for Medical Images .............................................. 16
2.1.1 Image Acquisition...............................................................................17
2.1.1.1 Cervical Histology Images......................................................18
2.1.1.2 Colposcopy.............................................................................21
2.1.1.3 Optical Coherence Tomography (OCT).................................22
2.1.1.4 Magnetic Resonant Imaging (MRI)........................................22
2.1.2 Pre-Processing.....................................................................................23
2.1.3 Segmentation......................................................................................24
2.1.3.1Edge Based Methods.............................................................24
2.1.3.2 Region Based Methods.........................................................25
2.1.3.3 Clustering..............................................................................26
vi

2.1.3.4 Colour Properties...................................................................27
2.1.3.5 Global Segmentation of Cervical Histopathology
Images....................................................................................28
2.1.3.6 Local Segmentation of Cervical Histopathology
Images....................................................................................31
2.1.4 Feature Extraction.............................................................................33
2.1.4.1 Morphological Features.........................................................34
2.1.4.2 Topological Features..............................................................35
2.1.4.3 Texture Features.....................................................................36
2.1.5 Classification....................................................................................38
2.1.6 The Grading Process and Disease Identification.............................39
2.2 Existing Research in Cervical Cancer Image Analysis using
Histology Images......................................................................................40
CHAPTER 3 DESIGN REQUIREMENTS FOR CADSS.......................................42
3.0 Introduction......................................................................................................42
3.1 Designing a System for CADSS of Cervical Cancer.......................................43
3.1.1 Image Acquisition..................................................................................43
3.1.2 Image Pre-processing.............................................................................46
3.1.3 Image Segmentation..............................................................................47
3.1.4 Feature Extraction.................................................................................48
3.1.4.1 Shape and Size Features (Morphometrics)................................50
3.1.4.2 Textural Features.......................................................................50
3.1.4.3 Structural Features.....................................................................50
3.1.5 Classification..........................................................................................51
3.1.6 Grading Process and Disease Identification..........................................52
3.2 Validation of Cervical Histology Grading System.........................................53
3.2.1 Performance of Measurement...............................................................53
3.2.2 Performance of Image Classification....................................................53
3.2.2.1 True and False Positives and Negatives....................................54
3.2.2.2 Sensitivity and Specificity........................................................54
3.2.2.3 Receiver Operating Characteristic (ROC)................................55
3.2.2.4 Area under the ROC Curve (AUC)...........................................56
3.2.3 Performance of Image Segmentation....................................................57
vii

3.2.3.1 Free Response ROC Curve (FROC).........................................58
3.2.3.2 Correct, Over and Under- Segmentation of
an Image Region...................................................................58
CHAPTER 4 IMAGE DATA-SET...........................................................................61
4.0 Introduction...................................................................................................61
4.1 Data Collection..............................................................................................61
4.2 Histology Slide Preparation...........................................................................62
4.3 Image Acquisition..........................................................................................63
4.4 Image Examination........................................................................................65
4.5 Image Data Annotation.................................................................................65
CHAPTER 5 CADSS USING K-MEANS CLUSTERING....................................71
5.0 Introduction...................................................................................................71
5.1 Image Pre-processing.....................................................................................72
5.2 Image Segmentation......................................................................................74
5.2.1 Edge Based Method.............................................................................75
5.2.2 Region Based Method..........................................................................80
5.2.2.1 Region Growing........................................................................80
5.2.2.2 Clustering..................................................................................82
5.2.2.2.1 K-means Clustering....................................................82
5.2.2.2.2 Gaussian Mixture Model (GMM)..............................86
5.2.3 Incremental Thresholding.....................................................................88
5.2.4 Analysis of Segmentation Method.......................................................89
5.2.5 Morphology Operation.........................................................................94
5.2.5.1 Dilation.....................................................................................94
5.2.5.2 Erosion......................................................................................95
5.3 Matching Method..........................................................................................95
5.4 Feature Extraction.........................................................................................98
5.4.1 Nucleus to Cytoplasm ratio (N/C ratio)...............................................100
5.4.2 Roundness............................................................................................100
5.4.3 Compactness........................................................................................100
5.5 Classification..................................................................................................101
5.5.1 Classification Tree...............................................................................101
5.6 Grading and Disease Identification...............................................................103
viii

5.7 Results and Discussion..................................................................................104
5.8 Validation....................................................................................................108
CHAPTER 6 CADSS USING GABOR WAVELET............................................110
6.0 Introduction.................................................................................................110
6.1 Defining Texture..........................................................................................111
6.2 Spatial Domain Filter...................................................................................112
6.3 Fourier Domain Filter...................................................................................113
6.3.1 Fourier Series and Fourier Transform.................................................114
6.4 Gabor Wavelet..............................................................................................115
6.5 Experimentation............................................................................................120
6.5.1 Training Process...................................................................................120
6.5.2 Testing Process....................................................................................123
6.5.2.1 Designing a Filter Bank and Applying the
Gabor wavelet Bank to the Image...........................................123
6.5.2.2 Feature Extraction....................................................................125
6.5.2.3 Classification............................................................................127
6.5.3 Grading and Disease Identification......................................................129
6.6 Results and Discussion.................................................................................130
6.7 Validation.....................................................................................................136
CHAPTER 7 CADSS USING A HYBRID GRAPH CUT AND COLOUR
SEGMENTATION METHOD..........................................................138
7.0 Introduction...................................................................................................138
7.1 Global Approach...........................................................................................139
7.1.1 Graph Theory.......................................................................................140
7.1.2 The Minimum Cut and Maximum Cut Problem..................................141
7.1.3 Graph Cut Segmentation......................................................................142
7.1.3.1 Normalised Cut........................................................................143
7.1.3.1.1 Optimal Partition.......................................................145
7.1.3.1.2 Image Segmentation..................................................149
7.2 Local Approach.............................................................................................149
7.2.1 Colour Segmentation...........................................................................150
7.2.2 Feature Extraction...............................................................................150
7.2.2.1 Nuclei Area.............................................................................151
ix

7.2.2.2 Area of Delaunay Triangulation..............................................151
7.2.3 Classification Tree...............................................................................152
7.3 Experimentation............................................................................................153
7.3.1 Global Segmentation............................................................................153
7.3.2 Local Segmentation.............................................................................153
7.3.3 Classification........................................................................................154
7.3.4 Training Process...................................................................................154
7.3.5 Testing Process....................................................................................161
7.4 Results and Discussion.................................................................................162
7.4.1 Global Segmentation............................................................................163
7.4.2 Local Approach....................................................................................165
7.5 Validation......................................................................................................175
CHAPTER 8 COMPARISON OF SEGMENTATION METHODS
USED FOR CADSS...........................................................................177
8.0 Introduction..................................................................................................177
8.1 Analysis of Segmentation Process................................................................177
8.2 Analysis of CADSS System Performance....................................................182
8.3 Analysis of Processing Time........................................................................183
8.4 Summary........................................................................................................189
CHAPTER 9 SUMMARY, CONCLUSION AND FUTURE WORK....................191
9.0 Introduction...................................................................................................191
9.1 Segmentation of Cervical Histology Images.................................................193
9.2 Feature Extraction..........................................................................................194
9.3 Classification..................................................................................................195
9.4 Gradation and Disease Identification.............................................................195
9.5 Future Work...................................................................................................196

REFERENCES......................................................................................................... 198
APPENDIX A CADSS PROGRAM ...................................................................... 216
APPENDIX A1 CADSS USING K-MEANS CLUSTERING..............................216
APPENDIX A2 CADSS USING GABOR WAVELET.......................................220
APPENDIX A3 CADSS USING HYBRID GRAPH CUT AND COLOUR
SEGMENTATION..................................................................232
x

APPENDIX B CADSS RESULTS FOR THREE DIFFERENT METHODS ...... 235
APPENDIX C FILTER TEMPLATES OF GABOR WAVELET.........................247
APPENDIX D SAMPLES CALCULATION RATIO OF ABNORMAL TO
NORMAL CELL.......................................................................248

xi

LIST OF FIGURES
Figure 1.1

Examples of cervical histology images with different orientations......4

Figure 1.2

Cervical histology image with its components.....................................6

Figure 2.1

Decision support system for medical imaging....................................17

Figure.2.2

Histology image from a biopsy...........................................................21

Figure 2.3

Schematic of the RGB colour cube....................................................27

Figure 2.4

Samples of the background component.............................................28

Figure 2.5

Samples of the stroma component.....................................................28

Figure 2.6

Stratified squamous epithelium..........................................................29

Figure 2.7

Samples of squamous epithelium.......................................................30

Figure 2.8

The histology image and histogram...................................................31

Figure 2.9

Histology image with purple nuclei and nuclei segmented...............32

Figure 2.10

Original image and Canny edge detection........................................32

Figure 2.11

Topology feature Delaunay Triangulation and Voronoi...................36

Figure 2.12

Structure of CIN..............................................................................39

Figure 3.1

Block Diagram of CADSS steps .....................................................44

Figure 3.2

The diagram of FP, FN, TP and TN.................................................54

Figure 3.3

Receiver Operating Characteristic (ROC) curve..............................56

Figure 3.4

Two intersecting ROC curves..........................................................57

Figure 3.5

The FROC plot................................................................................58

Figure 3.6

The correct, over, under, miss and noise segmentation problem.....60

Figure 3.7

Performance metrics to compare segmentation algorithm...............60

Figure 4.1

Cervical images................................................................................66

Figure 4.2

Example of CIN1............................................................................69

Figure 4.3

Example of CIN2............................................................................70

Figure 4.4

Example of CIN3............................................................................70

Figure 5.1

Flowchart of CADSS of a cervical histology image using
K-means clustering and morphological features.............................73

Figure 5.2

Original image and image filtered...................................................76

Figure 5.3

Sobel,Prewwit and Robert operator.................................................78

Figure 5.4

Image segmentation using Canny edge detection............................79

Figure 5.5

Image segmentation using a region growing algorithm....................81
xii

Figure 5.6

Image segmentation using K-means clustering based on the colour..85

Figure 5.7

Result of applying GMM to a cervical histology image.....................88

Figure 5.8

Result of incremental thresholding on a cervical histology image.....90

Figure 5.9

Comparison the result of original image, Canny, region growing,
GMM and incremental thresholding...................................................92

Figure 5.10

Nuclei region and cytoplasm region ..................................................93

Figure 5.11

Segmented nuclei after erosion...........................................................96

Figure 5.12

Nuclei dilated......................................................................................96

Figure 5.13

Image of corresponding nuclei and cytoplasm.................................97

Figure 6.1

The time-frequency resolution of STFT...........................................116

Figure 6.2

Frequency-time resolution of Gabor wavelet...................................117

Figure 6.3

Frequency spectrum of a Gabor function.........................................120

Figure 6.4

A cervical histology image with its component................................121

Figure 6.5

Scheme of overall grading system for histological images using Gabor
wavelet bank.....................................................................................124

Figure 6.7

The result of K-means clustering based on the colour......................127

Figure 6.8

Comparison segmentation from number of filters in CADSS using
Gabor wavelet...................................................................................131

Figure 7.1

Block diagram of CADSS using hybrid graph cut and colour
segmentation method........................................................................139

Figure 7.2

Graph construction in Greig..............................................................140

Figure 7.3

A nuclei with its area........................................................................151

Figure 7.4

The area of triangle of DT................................................................152

Figure 7.5

Samples of abnormal regions............................................................155

Figure 7.6

Samples of normal regions................................................................156

Figure 7.7

Sub sampled image block, nuclei segmented and image in DT.......157

Figure 7.8

Classification tree in training set......................................................158

Figure 7.9

The graph of cross validation and re-substitution error of a given
tree....................................................................................................160

Figure 7.10

The best choice of the smallest tree..................................................160

Figure 7.11

The classification tree after pruning.................................................161

Figure 7.12

The image with sliding block............................................................162

Figure 7.13

The result of graph cut segmentation................................................163
xiii

Figure 7.14

Comparison of manual segmentation and graph cut segmentation..166

Figure 7.15

Graph of error in global segmentation..............................................167

Figure 7.16

Examples of mis-segmentation cases..............................................167

Figure 7.17

Examples of over-segmentation........................................................168

Figure 7.18

Original image, graph cut segmentation result and tagged image....172

Figure 8.1

A comparison of sample result for the three methods of
segmentation.....................................................................................181

Figure 8.2

Flow diagram of CADSS using K-means clustering........................185

Figure 8.3

A graph of processing time of every stage in K-means clustering
CADSS.............................................................................................186

Figure 8.4

Block diagram of Gabor wavelet in CADSS....................................187

Figure 8.5

Graph processing time in Gabor wavelet..........................................188

Figure 8.6

Block diagram of hybrid graph cut and colour segmentation..........189

Figure 8.7

Graph processing time in hybrid graph cut and colour segmentation
CADSS.............................................................................................189

xiv

Table 4.1

LIST OF TABLES
The number of images collected.........................................................66

Table 4.2

Criteria of nuclei in every type of classification.................................68

Table 5.1

The features of nuclei........................................................................102

Table 5.2

The Result of K-means clustering methods .....................................105

Table 5.3

The Performance of K-means clustering..........................................105

Table 5.4

Performance of K-means clustering method and
Incremental thresholding..................................................................106

Table 5.5

Comparison the K-means CADSS output and pathologist
examination.......................................................................................108

Table 6.1

Comparison performance of 8, 12, 16 and 20 filters in the Gabor
wavelet for cervical cancer classification.........................................132

Table 6.2

Confusion matrix of twenty four filters related to the cervical
cancer classification..........................................................................133

Table 6.3

Performance of twenty four filters....................................................134

Table 6.4

Performance of Gabor with twenty four filters and
grey level features for each class......................................................135

Table 6.5

Comparison of sensitivity, specificity, FN, and FP in Gabor wavelet
and Grey level features.....................................................................135

Table 6.6

The comparison of the Gabor CADSS output and
pathologist review............................................................................136

Table 7.1

Error of the global segmentation......................................................165

Table 7.2

Examples of the ratio of abnormal to total region............................170

Table 7.3 a

Confusion matrix of the proposed method with 50 pixel movement
for the sliding block..........................................................................171

Table 7.3 b

Confusion matrix of the proposed method with 10 pixel movement
for the sliding block..........................................................................171

Table 7.4

Performance of 10 pixel steps and 50 pixel steps for each
classification.....................................................................................173

Table 7.5

FP, FN, specificity and sensitivity of ten pixel steps and fifty pixel
steps..................................................................................................174

Table 7.6

Comparison result hybrid CADSS output with the pathologist
review..............................................................................................175
xv

Table 8.1

Comparison of results of the CADSS performance using K-means
clustering, Gabor wavelet, and hybrid graph cut and colour
segmentation methods……………………………………………..182

xvi

LIST OF ABBREVIATION

HPV

Human Papilloma Virus

CAD

Computer Aided Diagnosis

CADSS

Computer Aided Diagnostic Support System

CIN

Cervical Intraepithelial Neoplasia

DSS

Decision Support System

MRI

Magnetic Resonance Imaging

OCT

Optical Coherence Tomography

H&E

Hematoxylin and Eosin

ROI

Region of Interest

FP

False Positives

FN

False Negatives

TP

True Positives

TN

True Negatives

DT

Delaunay Triangulation

CT

Computer Tomography

PET

Positron Emission Tomography

LBC

Liquid Base Cytology

CIE

International Commission on Illumination

GLCM

Gray Level Co-occurrence Matrix

RGB

Red Green Blue

ACM

Active Contour Model

SVM

Support Vector Machine

LDA

Linear Discriminant Analysis

EM

Expectation Maximation

FCM

Fuzzy C-means

RLM

Run Length Matrix

MRF

Markov Random Field

BNN

Bayesian Neural Network

LPF

Low Pass Filter

HPF

High Pass Filter

xvii

RBC

Red Blood Cell

MST

Minimum Spanning Tree

N/C

Nuclei to Cytoplasm ratio

DC

Direct Current

ROC

Receiver Operating Characteristic

TPF

True Positive Fraction

FPF

False Positive Fraction

AUC

Area Under the ROC curve

WHO

World Health Organisation

GMM

Gaussian Mixture Model

LoG

Laplacian of Gaussian

CMY

Cyan Magenta Yellow

HVS

Human Visual System

xviii

Chapter 1
INTRODUCTION
1.0 Motivation
Cervical cancer is the second highest cause of cancer related death among women in
the world [1]. The incidence of cervical cancer is highest in developing countries
such as Vietnam, Thailand, Malaysia, the Philippines and Indonesia [2]. The number
of female fatalities caused by cervical cancer is the highest in Vietnam, followed by
Indonesia and the Philippines, Thailand and Malaysia [2]. Cervical cancer is the
leading cause of death in women in Indonesia [3]. Based on the statistics of cervical
cancer in Indonesia, there are approximately 15,000 cervical cancer patients each
year in that country and, sadly, about 7,500 women die from it. While the death rate
has declined since the introduction of the Human Papilloma Virus (HPV) vaccine,
the different strands of the disease have not been eradicated [4].
While the HPV vaccine is promising close to 95% efficacy [5, 6], researchers cannot
predict the time period needed for this vaccine to prevent the HPV virus and do not
know how to help those patients that already have HPV [4]. There is no guarantee
that the HPV vaccine will protect the recipient for a long time and experts
recommend regular screening even for those who have been vaccinated [7]. It has
been shown that 30% of those who have the HPV vaccine could still develop cervical
cancer, so regular screening and a biopsy is still needed [5]. This challenge is
exacerbated by the lack of screening programs and inadequate laboratory facilities to
analyses pap smears and biopsy histology [8, 9]. Another factor that contributes to
the challenge is the lack of consistency and evaluation skills of health practitioners
who examine the histological data for detection and diagnosis of cancer [10].
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In cancer diagnosis, the pathologist examines slides under a microscope to look at
the spread of abnormal cells. Based on this analysis, cancer is classified. However,
diagnoses from pathologists may vary because subjectivity influences the
interpretation of the slides [11]. Commonly, the examination depends on the
experience and expertise of the pathologist [12]. Problems can arise for
inexperienced pathologists or technicians when experts are not available. It is
therefore of benefit to develop a system which assists pathologists in the diagnostic
process and reduces the subjectivity associated with the diagnosis.
To help rectify the lack of consistency and evaluation skills of health practitioners,
and lessen the level of subjectivity, an accurate and consistent computer aided
diagnostic support system (CADSS) for cervical cancer is proposed. The CADSS is a
computer based technique that requires integration of research areas including
mathematics, digital image processing, physics, computer vision and statistics. It
aims to assist practitioners in the interpretation of medical images and to support
preventive medical check-ups for early diagnosis. Advances in imaging technology
have greatly improved the quality of medical images, leading to a better
understanding and improved interpretation of the images. This contributes to early
diagnosis. In medical practice, the most common method used to locate and classify
diseases such as cancer is by the use of a biopsy test.

1.1 Statement of the Problem
Although automated diagnosis systems have advanced, examination of the histology
of cervix biopsies by pathologists remains the clinical standard for diagnosing
cervical cancer. However the large amount of histological data, subjectivity in
examining the samples and lack of experience of the practitioners assessing the
samples significantly affect the results. Therefore a systematic, quantitative, accurate,
2

repeatable and objective CADSS will help practitioners in increasing the sensitivity
and specificity of pathology examinations for cervical cancer.
Some studies have documented computer aided diagnosis (CAD) for detection and
classification of abnormalities of cells within histology images [13-19]. However,
there has been little research in the application of CADSS of cervical cancer using
cervical histology images or in the development of a quantitative diagnostic
measurement with the objective of identifying and grading cervical histology images
[11, 17, 20, 21].
The proposed method provides a CADSS for cervical cancer with a quantitative
diagnostic system that identifies and grades cervical histology images objectively in
order to reduce subjectivity and make accurate, rapid and more consistent diagnostic
decisions. It is important to accurately grade the cancer because practitioners design
treatment programs for cervical cancer based on the grading of the cancer. Therefore,
accurate grading is of utmost importance so that proper treatment can be
administered. Thus, an objective system for grading is required.
The following section highlights the most important aspects of the design of a
CADSS for cervical cancer that quantitatively diagnoses the cancer accurately and
objectively, using cervical histology images. Four aspects are considered: the
characteristic of histological data, partition or segmentation of cervical histology
images into their components, quantitative analysis of the content of the squamous
epithelium and grading the disease.

1.1.1 Characteristics of the Histological Data
The histological data used in this research are taken from cervical biopsies. A
cervical biopsy is considered when abnormal tissue or a suspicious lesion is
discovered during a colposcopy. This should be done before surgical treatment. The
3

biopsy is taken by removing a very small piece of tissue from the cervix to test for
abnormal, pre-cancerous or cancerous cells. The tissue sample is fixed and embedded
into a solid mould. The tissue is then sectioned into slices of 4-5 µm thickness to be
placed on a slide for microscopic examination. The manner of spread and how the
tissue is stretched on the glass slide influence the orientation of cervical histology
images. Several cervical histology images with different orientations are shown in
Figure 1.1.

Figure 1.1 Examples of cervical histology images with different orientations
After the tissue is placed on the glass slide, the tissue is stained using Hematoxylin
and Eosin (H&E) that aims to enhance the contrast and specific cellular structures
during tissue examination. The staining of the tissue slide should be done by uniform
rendition of colouration so the slide is easy to examine. The slide is then covered
using a cover slip to protect the tissue.
A cervical histology image is an image obtained from a thin slice of cervical tissue
that can be examined using a digital microscope. A digital microscope is an
instrument used for image acquisition to enable the analysis of tissue structure with
magnification. The result of the magnification that reveals the sample is observed
directly by the technician, pathologist or it is captured using the digital camera. The
4

microscope is combined with a computer connected to digital still or video cameras
to produce digital images.
This cervical histology image shows the microscopic anatomy of cervical cells. The
cervical histology image is irregular in shape and has a complex tissue distribution. It
has three main components: background, squamous epithelium, and stroma. These
layers are shown in Figure 1.2. Important diagnostic information is contained in the
squamous epithelium. It is necessary to remove the stroma and background
components. The squamous epithelium consists of cells that provide the diagnostic
information concerning whether the tissue is normal or abnormal. The abnormality is
affiliated with nuclei enlargement, uncontrolled growth structure of the cell,
tendency to spread to limits of the original tissue, the synticial shape of the cell,
increasing ratio of cytoplasm and nucleus, hyperchromasia of the nucleus, variety of
cell shape (bizzare, spindle, round, tadpole, caudate), the number of round nuclei is
decreased and a blurring outline of the cell [22]. Normal condition is characterized
by a ratio of nuclear and cytoplasma of 1:4 or 1:6, and the shape of the cell is regular
[23]. The structure of the cell is not pleiomorphic and there is no hyperchromatism
[22].

1.1.2 Segmentation of the Cervical Histology Images into Their
Components
The process of partitioning cervical histology images into their components is called
segmentation. It is important to design a sophisticated segmentation algorithm that
segments a cervical image into its embedded components. The segmentation of
cervical histology images is a scalable process which is capable of segmentation at
coarse (global) and fine (local) scales. Partitioning is done at two levels: global and
local. At the global level, the squamous epithelium is defined and segmented from
5

the background and stroma. The Region of Interest (ROI) in this process is the
squamous epithelium. Subsequently, at the local level, the nuclei are segmented from
the squamous epithelium that is rich with cytoplasm.

Background

Nuclei

Squamous
Epithelium

Stroma

Figure 1.2. Cervical histology image with its components

1.1.3 Quantitative Analysis of the Content of the Squamous
Epithelium
The content of the squamous epithelium, which consists of cells, is segmented and
analysed quantitatively. The analysis involves feature extraction according to
quantitative diagnostic features that align with the visual examination of pathologists.
Pathologists examine slides based on diagnostic clues that are defined in linguistic
terms [20]. This research investigates the correlation between the diagnostic clues
and quantitative measurements. The significance of the diagnostic clues is measured.
There are several feature extraction methods that are used in this study and these
include those that consider morphology, texture and structural features. Based on
quantitative measurements, the normal and abnormal cells are identified.
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1.1.4 Grading the Disease
The disease grading system is a means of classifying the disease based on cervical
cancer specifications (disease symptoms). The grading shows how far the disease has
advanced. Cervical cancer is classified into three levels: normal, pre-cancer and
malignant. The pre-cancer stage consists of Cervical Intraepithelial Neoplasia (CIN)
including CIN1, CIN2 and CIN3. Grading is determined according to the spread of
abnormality in the squamous epithelium layer. In accordance with the way
pathologists diagnose cervical histology slides, a novel approach of grading the
disease is proposed. Grading is done by comparing the ratio between abnormal cells
to the total number of cells (normal and abnormal) and classifying them into a grade.
This research addresses the subjectivity problem in diagnosing cervical histology
images by using several image processing methods that are quantitative
measurements.

1.2 Goals of the Research
The main goal of this research is to provide a CADSS of cervical cancer using
cervical histology images with a quantitative diagnostic measurement system that
can objectively identify and grade cervical histology images. It aims to reduce
subjectivity in the diagnostic process and assist in making diagnostic decisions more
accurate and consistent. The combination of the following goals of this research set it
apart from other research on CADSS algorithms.
Segmentation of the complex histology scene: This section focuses on segmenting
cervical histology images with irregular form and complex histology scenes. The
important information is in the squamous epithelium which includes the nuclei.
Therefore, this work first partitions the image into its global components and then it
segments the nuclei from the squamous epithelium. The cervical histology image is
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segmented into its components according to anatomical pathology. A unique feature
of this research is the use of segmentation techniques to separate the cervical
histology image into its components using colours, textures and graph representation
attributes.
Analysis of nuclei features: This covers the extraction of the nuclei features that
correspond to the diagnostic clues used by expert pathologists. Thus, special
attention is given to partitioning of the nuclei based on the correlation of diagnostic
clues with quantitative measurements. The interpretation of diagnostic measurements
is designed to be similar to the interpretation of expert pathologists.
Cervical cancer grading: This involves estimation of the extent of cancer cells that
are spread across the slide. The grading system is constructed in accordance with the
way pathologists diagnose cervical slides. In this research, the grading system aligns
as closely as possible with the views of expert pathologists. Attention is given to
quantifying the diagnostic language. By comparing the number of normal cells with
abnormal cells, a grading system is proposed.

1.3 Main Contributions
The main contributions of this research are:
1.

Development of a large database using tagged pathological cervical histology
images.

2.

This thesis is an interdisciplinary research that links a specific area of computer
science with a specific area of anatomical pathology. It is envisaged that the
results are relevant for both areas.

3.

A number of segmentation methods are investigated to deal with irregular forms
and the complex nature of cervical histology images. These techniques segment
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cervical histology images using colour, texture and graph representation
attributes in a unique manner.
4.

A number of CADSS methods are proposed:
• K-means clustering based on the colour of cervical histology images, is
proposed for CADSS. Smooth and well separated nuclei, cytoplasm,
background and stroma are segmented by K-means clustering based on
colour. The identification of normal and abnormal cells is in accordance with
the morphological features which classify the nuclei based on its size, shape
and area. The investigation leads to a grading system that imitates the method
used by pathologists to diagnose cervical slides. The diagnosis of cervical
cancer is based on the proportion of the spread of abnormalities in the
squamous epithelium. This thesis proposes a new quantitative measurement
for grading the cervical histology image by quantifying the ratio of abnormal
cells to the total number of cells in the squamous epithelium. The system
classifies the cervical histology images into normal, pre-cancer: CIN1, CIN2,
CIN3 and malignant.
• A Gabor wavelet bank for textural feature classification is applied to
histology images for the CADSS of cervical cancer. Several filters consisting
of various frequencies and orientations extract the textural features of cervical
histology images. The cervical histology image is classified into its
components using textural features and as a result, abnormal and normal
nuclei are distinguished. The cervical cancer is graded by quantifying the
ratio of abnormal cells to the total number of cells. Similar to the K-means
clustering method, the cervical histology image is classified into normal,
CIN1, CIN2, CIN3 and malignant.
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• A hybrid of graph cut and colour segmentation of cervical histology images
for CADSS of cervical cancer is proposed. The investigation of a global
approach for segmentation of the squamous epithelium is proposed. A local
approach is proposed to analyse and grade the content of cervical histology
images using the colour segmentation and morphological features derived
from the Delaunay Triangulation (DT) method. A novel approach is proposed
that analyses the content of the squamous epithelium using a sliding block
method. The block is moved from the top corner of the squamous epithelium
image in the horizontal and vertical directions. The block slides every ten to
fifty pixels per step. It analyses the features of the squamous epithelium in
fine detail. The grading system calculates the ratio of the abnormal region to
total number of regions to classify the image as normal, pre-cancerous or
malignant.
5. Performance measurements are used in this research to investigate the
efficacy of CADSS for cervical cancer: sensitivity, specificity, False Positives
(FP), False Negatives, (FN), True Positives (TP) and True Negatives (TN).

1.4 Publications
The following publications have been the result of the research presented in
this thesis:
1. Rahmadwati, G. Naghdy, M. Ros, C. Todd, and E. Norachmawati,
"Classification Cervical Cancer Using Histology Images," Proceeding 2010
Second International Conference on Computer Engineering and Application,
vol. 2, 2010.
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2. Rahmadwati, G. Naghdy, M. Ros, C. Todd, and E. Norachmawati, "Cervical
Cancer classification using Gabor filters," 1st IEEE International Conference
on Healthcare Informatics, Imaging and Systems Biology, HISB 2011, pp. 4852, 2011.
3. Rahmadwati, G. Naghdy, M. Ros, and C. Todd, "Morphological
Characteristics

of Cervical

Cells

for Cervical

Cancer Diagnosis,"

Proceedings of the 2011 2nd International Congress on Computer
Applications and Computational Science, vol. 145, pp. 235-243, 2012.
4. Rahmadwati, G. Naghdy, M. Ros, C. Todd, 2012. Computer Aided Diagnosis
of Cervical Cancer Histology accepted in SPIE conferences optic and
photonics on 12-16 August 2012.
5. Rahmadwati, G. Naghdy, M. Ros, C. Todd, 2012. Computer Aided
Diagnostic Support System for Cervical Cancer Classification submitted to
IEEE Journal Transactions on Medical Imaging.
6. Rahmadwati, G. Naghdy, M. Ros, C. Todd, 2012. Hybrid Graph cut and
Colour Segmentation of Computer Aided Diagnostic Support System for
Cervical Cancer Classification submitted to IEEE Journal Transactions on
Image Processing.

1.5 Thesis Outline
The thesis consists of nine chapters, including this introductory chapter. The
main topics of each chapter are explained below.
•

Chapter 1 introduces the research topic, its main goals and provides the
main contributions and publications related to the thesis.

•

Chapter 2 provides a detailed literature review of the background research
in CADSS. It starts with an explanation of medical imaging decision
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support systems (DSS) including image acquisition with various image
modalities. Pre-processing is then discussed. Segmentation methods
described in the literature are reviewed. The chapter continues with an
explanation of feature extraction based on the various attributes including
morphological features, topological features, textural features and
intensity based features. A discussion of classification methods, grading
processes and disease identification is also presented in this chapter.
Finally, the existing research on cervical image analysis using histology
images is reviewed.
•

Chapter 3 describes the design requirements for a CADSS system for
cervical cancer using histology images. First, the design of a CADSS
system is briefly introduced. The requirement of image acquisition is then
explained. The requirements of image pre-processing and image
segmentation are also discussed, followed by the feature extraction
process including intensity, shape, size, texture and structure. The chapter
continues with the requirement for classification and grading of disease.
Finally, performance of measurement, image classification and image
segmentation for validation of the cervical histology image system are
explained.

•

Chapter 4 introduces the image data set that was used in this research. It
starts with the data collection then moves to histology image slide
preparation, image acquisition, image examination and finally image data
annotation.

•

Chapter 5 presents a CADSS system for cervical cancer using K-means
clustering and morphological features. First, a method for image pre12

processing is proposed. To implement a CADSS cervical cancer system, a
segmentation method is introduced that consists of edge-based and
region-based segmentation. Morphological operations are also discussed.
To identify the position of nuclei and the cytoplasm, the matching method
is introduced. Feature extraction based on morphological characteristics is
explained including the nuclei to cytoplasm ratio, roundness and
compactness. The classification and grading of the disease are explained.
Finally, the chapter describes the result and discussion of a CADSS
system using K-means clustering and morphological features.
•

Chapter 6 explores a CADSS system using Gabor wavelet for texture
classification. First, texture is defined. Texture analysis, including spatial
domain filtering, Fourier domain filtering and Gabor wavelet, is then
described. To implement the system, a training process is introduced. The
chapter continues with the testing process including texture feature
extraction and classification. Subsequently, grading and disease
identification are explained. The chapter closes with a results and
discussion section.

•

Chapter 7 presents a hybrid of graph cut and colour segmentation for
CADSS of cervical cancer. It starts from the global approach that consists
of graph theory, minimum cut and maximum flow, and graph cut
segmentation. The local approach, colour segmentation, is introduced.
The chapter continues with experiments from the application of the global
and local approaches. The features of image blocks including nuclei area
and triangle area of DT are described. The training process and the testing
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process are then explained. The chapter closes with the results and
discussion section.
•

Chapter 8 describes the comparison between three methods proposed for
CADSS of cervical cancer: K-means clustering, Gabor wavelet and a
hybrid of graph cut and colour segmentation. It starts by comparing the
performance of segmentation, classification system and processing time.

•

Chapter 9 explores the results of this research and draws significant
conclusions from these findings. Some new directions for further research
are explained in this final chapter.
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Chapter 2
LITERATURE REVIEW
2.0 Introduction
CADSS of medical images involves a large number of research areas, such as image
processing, computer vision, mathematics, physics and statistics, which are
integrated into computerised techniques. CADSS technologies assist in the
identification of abnormalities through the application of image analysis algorithms.
It aims to assist technicians (radiologists and pathologists) in the diagnosis process.
CADSS has stimulated a great deal of interest from researchers in the areas of
anatomic (biology cell) systems analysis [1-13] and medical image modalities such
as imaging technologies [24-33]. CADSS combines the subjectivity of expert opinion
with the objective interpretation of qualitative and quantitative computations to
classify the data which is extracted from the medical images. The goal of this
technique is to provide consistent results by reducing inter-observer and intraobserver variations in the diagnostic process. CAD has many applications such as
disease identification [14, 31, 34, 35], classification of abnormalities in the structure
of an organ [11, 15, 24, 33, 36-39], risk assessment [40] and therapy [41]. Many
researchers have developed CAD for identifying and grading diseases in different
areas, for example those relating to the breast [16, 42, 43], the cervix [11, 15, 33, 35,
37, 38, 44-48], lungs [32, 49] and brain [50, 51].
Digital images are used in the CADSS processes. The digitised images are acquired
by medical imaging devices equipped with computer software. The images can be
processed directly using computer software for disease diagnosis. This chapter
15

discusses the research that has been conducted on the application of CADSS for
medical images. The use of CADSS for grading of disease or lesion classification is
the main focus in this research. Abnormality detection and grading of medical
images are introduced and discussed as are the current challenges facing this field.
The following section considers medical decision support systems using digitised
medical images and describes the processes that are used for lesion identification and
grading of diseases.

This section also introduces the research that has been

conducted on cervical cancer identification and diagnosis.

2.1. Decision Support Systems for Medical Images
There are two basic considerations in designing a decision support system for
medical image analysis: medical diagnostic tools and expertise, and image
processing algorithms reflecting the medical diagnostic tools. The processes that
relate to medical image analysis include medical image acquisition and grading
processes. The image processes are determined based on the medical diagnostic
questions and known medical practitioners’ decision paths. Image processing
generally includes pre-processing, segmentation of digitised medical images, feature
extraction, and classification [52, 53]. In image acquisition, different imaging
modalities are presented. The ROI of a cancer image is identified during the
segmentation process. The important features of the ROI are extracted in the
subsequent steps. Abnormal and normal tissues are analysed by the classification
process based on appropriate properties or classifiers and take into account the
quantitative analysis. The quantitative analysis includes the normal and abnormal
characteristics which are expressed in numerical form. Cancer grading is performed
by quantifying the extent of normal and abnormal regions. Identification of disease
is the goal of this process. The structure of a decision support system which analyses
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digitised medical images is presented in Figure 2.1 and is explained in the following
section [52].

Image Acquisition

Pre - Processing

Image Segmentation

Feature Extraction

Classification

Grading Process

Disease Identification

Figure 2.1 Decision support system for medical imaging

2.1.1 Image Acquisition
The first stage in computer aided diagnosis of a medical image is image acquisition.
Medical images are captured by different devices [54]. Each medical imaging device
captures physical appearance or biological functionalities at the macro or micro
levels. The imaging devices include digital microscopes in pathology laboratories, Xrays, Magnetic Resonance Imaging (MRI), Computed Tomography (CT), Optical
Coherence Tomography (OCT), mammography, colposcopy and Positron Emission
Tomography (PET). A medical acquisition device is used to capture the medical
images at resolutions sufficient for the human eye or computer aided analysis.
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A histology image is a thin slice of tissue that is captured using medical acquisition
devices. Histology images are produced as a result of pathology tests such as biopsy,
Pap smear [11, 15, 17, 19, 35, 38, 44-46, 55, 56], MRI [50, 51, 57-60], colposcopy
[33, 35, 37, 61-64] or PET [41, 65-67]. Mammography [24, 34, 43, 68], conventional
X-rays [26, 27, 29, 32, 49, 69], OCT [54, 70] and CT [31, 32, 71] produce different
kinds of radiography images. The image acquisition techniques outlined above are
the main categories of medical image modalities. The present research is concerned
with imaging of cervical cancer. The following section describes images of cervical
histology produced by MRI, OCT, colposcopy and microscopic images of cervical
tissues.

2.1.1.1 Cervical Histology Images
The cervical histology image is obtained from the imaging technique that captures
anatomic cells and tissue of organisms [72]. There are several ways to obtain the
samples: by Pap smear [23, 38, 45, 56, 73-77], Thin Prep [78-82] or biopsy [12, 14,
15, 17-19, 52, 55]. The samples are taken using different tools and for different
purposes. This section outlines the processes by which samples are obtained for
different tests.
A Pap smear is an early screening test for cervical cancer. A spatula, brush or broom
is used to obtain the sample which is then smeared onto a glass slide. This is
followed by fixation and staining [83-85]. Pap smear tests have been performed for
approximately fifty years and have reduced the mortality rate of cervical cancer by
50-70% [80, 85]. However, obtaining an accurate and complete sample still presents
problems. The Pap smear samples contain contaminants and artefacts (mucus, red
blood cells) and a mono layer of cells and a homogeneous distribution of different
cell types are difficult to obtain [85]. Other tests using histology images are Liquid
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Base Cytology (LBC) including Thin Prep®Pap test [78], the SurePath®Pap test [86]
and MonoPrep®Paptest [79].
In the mid-1990s the LBC technique was introduced [87]. In this technique, samples
are smeared onto the glass slide directly. The sampling tool is immersed into
preservative liquid to provide cell suspension [85]. Liquid, chemical, enzyme and
mechanical processes are used to disaggregate or break up the cell clusters that
influence the examination process [85]. Following the removal of artefacts from the
slide, the next process is the precipitation of the cells onto the slide [85]. This aims to
provide a single layer of cells of all types on the slide [85]. There are several ways
for deposition of the cells, for instance, cyto-centrifugation, filter mediated
deposition and gradient centrifugation [53, 85]. It is easier for experts to examine
these slides compared to the pap smear, however LBC preservation only lasts a few
weeks [85].
A biopsy is taken when the result of early screening shows a potential problem or
abnormality. A sample is collected by removing the tissue from the area where the
cancer is suspected. There are several steps in slide preparation which need to be
carried out carefully to ensure accuracy. The steps include fixation, embedding,
sectioning and staining [52, 53]. A tissue sample is placed on the fixation using
formaldehyde-acetic acid fixative [18] which removes the water using paraffin [18]
and prevents the tissue from decay [88]. The embedding process is then used to
solidify the tissue and is useful to facilitate the slicing process [88]. The tissue is then
sliced using a machine that guides the sectioning process [88]. The sample is stained
with a mixture of dyes: Hematoxylin and Eosin (H&E) [53], Weigert-Lead stain
[18], Thionin [85] and Gallocyanin Chromalum [85]. The final step is mounting and
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covering the sample with glass. The slide is then examined under a light microscope
by a pathologist.
Light microscopes have been used since 1931 and are the only medical evaluation
device available for this process [89]. The resolution of the images captured has
improved over time and continues to do so (the latest resolution is 20 nm [90]). The
size of images captured range from a few megabytes to several gigabytes (1.3 MB375 GB) [89]. Light microscopes combined with a computer connected digital and/or
video cameras were developed in the last decade [89, 91, 92]. They produce digital
images which are integrated to the computer and enable live imaging. A decade ago,
further improvement in this technology led to the development of a whole-slide
scanner. This technology is a hybrid between the live camera (whole-slide access)
and digital camera (high resolution). The digital images are displayed on the
computer for further processing (such as by CAD) to produce a virtual laboratory for
diagnosis and medical education.
Comparing the histological medical images produced through Pap smear, thin prep
and biopsy, enables some important observations. Biopsy is considered a gold
standard for tissue examination, the images produced provide complete information
about the tissue at a cellular level, while the Pap smear and Thin prep images are
captured at cellular level only. The Pap smear has limitations for image acquisition, it
is difficult to obtain a monolayer of cells that is required for cell analysis.
Additionally, it contains a significant number of artefacts that undermine the
interpretation process [53]. Furthermore, Thin prep preservation leaks over time and
it cannot be guaranteed that thin prep samples will still be available after a few weeks
[53].
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Figure 2.2 shows the cervical histology image that is obtained from a biopsy test.
Cervical histology images consist of background, squamous epithelium and stroma
cells. In the cervical histology image, the ROI is the squamous epithelium where
each cell has a nucleus and cytoplasm. Before additional processing, the background
and stroma will need to be separated. This is possible because the cervical histology
image has some dominant colours. The colour of the background is mostly white, the
nuclei is dominated by a dark purple colour, the stroma is pinkish, the cytoplasm is
pink, and sometimes red blood cells appear in the image.

Cytoplasm

background

nucleus
Squamous epithelium

stroma

Figure.2.2 Histology image from a biopsy

2.1.1.2 Colposcopy
A colposcopy test [33, 35, 61-64] is conducted by a doctor if there is something
suspicious in the Pap smear result [62]. This test identifies abnormal areas in the
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cervix [35, 62, 93]. During the colposcopy process, vinegar (3-5 % acetic acid) or
iodine is put on the vagina and cervix [62] so that the area of examination is seen
more clearly and the abnormal area turns white [62]. The colposcopy is similar to a
pair of low-power binoculars because it magnifies the area using a white light source
with an objective lens attached. It looks at the indicated (abnormal) area that has
distinctive characteristics such as colour, spacing and shape [62]. A camera or video
camera is attached in order to capture the image of the area of interest [93]. Recently,
colposcopy technology has further improved and developed so now the information
can be presented in a colour-coded map which can help to identify the location and
spread of the abnormal cells [94].

2.1.1.3 Optical Coherence Tomography (OCT)
Optical Coherence Tomography (OCT) is an optical imaging technology that uses
the light from an optical source to obtain an image of the structure of tissue in real
time. In OCT, the image of subsurface tissue is captured by coherent light with 10-20
µm resolution up to 1mm in depth [54]. The coherency of the light scatter is created
when a steady phase difference occurs between their waves [54]. OCT functions by
measuring the intensity of the light reflection that is then measured by a logarithmic
scale (dB units) [54]. OCT detects the reflection by differentiation of the refractive
index in the tissue image [54]. An OCT image is a two dimensional image that
displays the layers of tissue structure in a gray scale map [54].

2.1.1.4 Magnetic Resonance Imaging (MRI)
Magnetic Resonance Imaging (MRI) is an accurate medical technology that uses
magnetic fields, radio frequency impulses and a computer to evaluate the organs, soft
tissues [58-60], bones and all other internal body structures [95]. The MRI unit
consists of wire coils with an electric current that produces a magnetic field. There
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are other wire coils located in the machine that function as a radio wave transmitter
and receiver which produces a signal that the coils will detect [95]. The signals are
processed by the computer which then produces a set of images corresponding to thin
slices of the body.
This thesis is primarily concerned with the image modalities from histology images,
especially biopsies, because the histology image is a gold standard for diagnosis of
cervical cancer. Histology images need some further processing using methods that
are presented in the following section.

2.1.2 Pre-processing
Generally, ‘noise’ in histology images can be attributed to staining artefacts and a
debris of nuclei [96]. Pre-processing is required to reduce the noise and improve the
quality of the image in order to determine the Region of Interest (ROI). Preprocessing includes the filtering process for reducing the noise and to enhance the
image so that the result is an improvement on the original [97]. The accuracy of
diagnosis depends on the quality of images and the elimination of noise. Many
methods, such as thresholding and adaptive filtering, have been proposed to
eliminate and filter noise [97-105]. Many medical images consist of a background
and regions of interest (ROI) and pre-processing can separate these [103, 105, 106].
Subsequently, a thresholding process is employed for image enhancement [98, 103].
Threshold methods are widely used in medical image segmentation [17, 96, 101,
102, 107]. One of the well-known threshold methods is the Otsu method which is
based on statistical analysis of variance [108]. This method is conducted by
maximising the separation of image histogram partitions into two classes before
deciding on the threshold. It means that the variances in the two classes should be as
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small as possible. Filtering methods, for example Low Pass Filter (LPF) and median
filter, can reduce the noise [109, 110].

2.1.3 Segmentation
In the segmentation process which follows the pre-processing step, the ROI is
divided into specific regions of interest. Image segmentation is a significant stage in
image analysis and processing because it affects the performance of the subsequent
stages which include feature extraction and classification. There are two basic
approaches to segmentation: edge based segmentation [71, 110-118] and region
based segmentation [15, 119-124]. The segmentation methods are discussed in the
following sub sections.

2.1.3.1 Edge Based Methods
Edge based methods are defined as those methods that detect a relationship between
neighbouring pixels. This is unlike region based methods that work on grouping the
pixels with similar levels of intensity, colour or texture [7]. Edge detection is
performed by convolution between the gradient operator (such as Canny, Sobel,
Prewwit and Robert) and the image [97]. An edge is detected when the gradient
magnitude exceeds a threshold value. Edge detection tends to use high pass filtering
that is not suitable for all medical imaging, it depends on the type of image. In
histology images, with irregular form and complex histology scenes consisting of the
boundaries of regions and noise, it is difficult to distinguish the edge from noise or
other geometric features [11, 118]. However, in some types of medical images, such
as prostate ultrasound images, and cardiac and aorta MRI images, it is appropriate to
segment using edge detection [125]. Active contouring provides good smooth
contours and when this process is used, post processing is not needed [52]. Malladi et
al. [126] and Caselles et al. [127] studied edge based active contours that applied the
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gradient of images to identification of the boundaries of regions. However, this
method is sensitive to noise and the edges are not clear. Wang [128] and Chan [129]
improved the active contours model by combining it with the image properties to
obtain accurate segmentation.

2.1.3.2 Region Based Methods
Region based methods are used to predefine the boundaries in the ROI based on the
dissimilarity of given criteria. Common properties or criteria that are used in region
based methods are texture, intensity and colour. Clark and Bovik [130] define texture
as the correlation between the attributes of intensity that are arranged spatially.
Texture is referred to as one or more repeated patterns in a periodic manner [131].
Texture segmentation methods have been successfully applied to medical images
such as cervical, colon and prostate histology images [11, 15, 20, 132-134]. Texture
segmentation can distinguish between different tissue regions based on the
distribution and relationship of the gray level value between pixels in the image.
Three principal image analysis approaches used to describe the texture are statistical,
structural and spectral [97]. On the other hand, Gray Level Co-occurrence Matrix
(GLCM) [11, 20, 132-136] can be thought of as the statistical moment which is
estimated based on two or more pixels that occur in current relative positions. The
GLCM is applied to texture segmentation in several applications based on six
properties: average intensity, average contrast, smoothness, third moment, uniformity
and entropy.
Textures are comprised of texture primitives by their spatial organisation and type.
This is a basic feature of the structural analysis approach [107, 137]. Texture is
expressed in seven ways: coarse, macro, regular, periodic, random, directional or
stochastic [138]. The spectral analysis approach refers to texture described as
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periodic patterns in the images. The human vision system determines the texture of
the image by decomposing it into its frequency and orientation. Fourier spectrum is
one method of spectral analysis that analyses the texture in the frequency domain,
whereas the spatial domain cannot analyse the texture. On the other hand, the Gabor
wavelets function [15, 37] is a complex sinusoid modulated by a Gaussian function.
The texture is analysed in both the frequency and spatial domain. The Gabor wavelet
is used for extracting localised texture features based on two dimensional frequency
and orientation.
Region segmentation based on intensity similarity is used in medical image
segmentation such as region growing [123, 139]. The principle of region growing
relies on tracking neighbouring pixels based on a similarity and discontinuity
measurement

2.1.3.3 Clustering
The data of average contrast, textural features, gray levels and some feature vectors
can be classified into several groups or clusters. The clustering process involves a
quantitative and objective way of grouping objects into clusters. It is also used in
medical image applications (histology images, CT scan images, radiology images) to
classify the tissue region into specific patterns. Some clustering algorithms include
K-means clustering [140 143, 144], Fuzzy clustering [11, 21, 141] and Expectation
Maximization (EM) [21, 103]. K-means clustering includes measuring the sum of
distances between the data and the cluster centroid [11]. This method allows a
number of clusters to be predefined. The K-means clustering principle is to measure
the mean intensity value of regions before the image is clustered. The goal of this
method is to find the partition between the ‘n’ data point and ‘k’ cluster by
minimising the sum of the squared distance between the data and the centroid.
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Another type of clustering is graph segmentation where an image is expressed in
graph format [122, 142]. The pixels on the image are associated with nodes and the
edge weights determine the differences between region pixels.

2.1.3.4 Colour Properties
Another possibility for distinguishing the tissue region in a medical image is based
on the colour. For example, histology images are stained by H&E which is
dominated by the colours blue and pink. The red green blue (RGB) model [52]
decomposes the colours into red, green and blue spaces. The principle of the RGB
model is based on the Cartesian coordinate system shown in Figure 2.3. This figure
presents the RGB model in a cube with three primary colours placed in three corners
and secondary colours in opposite corners [97].
0,0,1
0.0Blue

Cyan
Magenta

White
Black

F1=

1,1,0

0,1,0

Gray scale

32√21.0Red

Green
Yellow

Figure 2.3 Schematic of the RGB colour cube [97]
The CIE 1976 (International Commission on Illumination) L*a*b [19, 143] model
determines the value of luminance and chrominance of colour images. The 'L'
component describes the luminosity layer. The colour falling along the red-green
axis is defined as chromaticity layer 'a', whereas with chromaticity layer 'b' the colour
falls along the blue-yellow axis. The Euclidian distance is applied to measure the
distance between the colours. The CIE model is better than the RGB colour model in
terms of uniform perception of the colour and the Euclidian distance that is used for
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distinguishing the colour in the CIE colour space corresponds to human eye
perception [144].

2.1.3.5 Global Segmentation of Cervical Histopathology Images
The images of cervical histopathology contain global pathological components, the
squamous epithelium, background and stroma. The squamous epithelium contains
important diagnostic information including normal and abnormal nuclei. The
segmentation process is needed to divide the cervical biopsy image into each region.
The ROI of cervical biopsy images is the squamous epithelium region. The following
paragraph introduces each component of the cervical histology images.
1. Background: The general appearance of the background is white coloured.
Sometimes artefacts exist in the slides and vary by colour and amount. Samples of
background are shown in Figure 2.4.
2. Stroma: Stroma is connective tissue that has smaller nuclei than the squamous
epithelium and much more cytoplasm arranged more sparsely. Figure 2.5
illustrates the stroma in cervical histology.

Figure 2.4 Samples of the background component.

Figure 2.5 Samples of the stroma component
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3. Squamous Epithelium: Growth of the squamous epithelium (which is classified
into mature and flattened cells) is referred to as stratification. The squamous
epithelium of the cervix is divided into bottom, middle and upper layers. The
bottom layer is a single layer of round basal cells having a large nuclear
cytoplasmic ratio (dark staining nuclei and little cytoplasm) attached to the basal
layer. The epithelium and underlying stroma are separated by a basement
membrane. The middle layer contains intermediate cells and some superficial
cells that exhibit more cytoplasm than the basal layer. The upper layer, including
the superficial cells, is rich in cytoplasm and normally has low nuclei to
cytoplasm ratio. The stratified squamous epithelium is shown in Figure 2.6 and
samples of the squamous epithelium in Figure 2.7.
Superficial cell layer
Intermediate cell layer

Parabasal layer
Basal layer

Basement membrane
Stroma

Figure 2.6 Stratified squamous epithelium
Study of the segmentation of the cervical squamous epithelium region has been
conducted by a number of researchers. Yinhai segmented the cervical virtual slide
using the GLCM texture method [11]. The slide is divided into particular
components including the squamous epithelium, background, stroma, columnar
epithelium junction, and Red Blood Cell (RBC) based on the texture features. Some
research has examined histology image processing using texture for segmenting the
histology images with GLCM [11, 48, 141]. The GLCM can distinguish tissue
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regions based on contrast, correlation, angular second moment and inverse difference
moment. Moreover, GLCM is used to segment the tissue region of the histology
images with more than 70% accuracy [7, 20, 132, 133, 135]. However, GLCM is a
complex analysis with high computational cost and some problems in feature
selection. The author has studied the Gabor [15, 37] filter for cervical histopathology
image segmentation. The images are separated based on the textural features of
background, stroma, squamous epithelium (membrane basal, normal nuclei and
abnormal nuclei). The Gabor wavelet can segment the image properly into each
region [15].
a

b

c

Figure 2.7 Samples of squamous epithelium
(a) Squamous epithelium in bottom layer
(b) Squamous epithelium in middle layer
(c) Squamous epithelium in top layer
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2.1.3.6 Local Segmentation of Cervical Histology Images
Segmentation of nuclei has been performed by many researchers [12, 13, 17, 19, 21,
106, 145, 146]. The histology image is mostly dominated by the background and
contains a large proportion of cytoplasm. A popular method for background
segmentation is the threshold method which uses a value (threshold) based on image
intensity [17, 21, 103, 106]. The colour of the background is typically white, while
the nucleus is dark-purple or tends to red. The Otsu threshold method is a common
method used in many image processing applications [17, 21]. A multiple threshold
method is applied [17, 147, 148] for nuclei, cytoplasm and background segmentation.
The background tends to have the biggest intensity, whereas the nucleus has the
smallest intensity. From the histogram, the nuclei and background area appear
separated if the threshold is set properly. If a single threshold is set for the entire
image, it is referred to as the global threshold. Figure 2.8 shows the histology image
and its histogram.
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Figure 2.8 (a). The histology image
(b). Histogram of histology image

The histogram is either bimodal or trimodal if the histogram is not well separated
and, as a consequence, it is difficult to determine the threshold. Region properties
such as colour, texture and intensity are used in the segmentation process to provide
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the discriminating features for classification. If the colour of the nuclei tends to be
purple, then the nuclei will be segmented according to the colour [19, 149]. The
image is decomposed to the RGB colour space before the low and the high threshold
for each colour is set. As a result, the nuclei are segmented. Figure 2.9 presents the
nuclei segmentation based on colour properties.

Nuclei segmented

Nuclei with purple
colour

(a)
(b)
Figure 2.9 (a) Histology image with purple nuclei
(b) Nuclei segmented based on colour

Edge detection is applied to the image to detect the boundaries between the object
and the background according to the similarity of the region’s pixels. The nuclei
shape is either round or elliptical, and it can be segmented using an Active Contour
Model (ACM) [52, 73, 145, 150, 151] and edge detection [149, 152] to detect the
boundaries of the nuclei. ACM measures the shape or the contour of the nuclei that
corresponds to the circle. Figure 2.10 presents the image, segmented with Canny
edge detection, that shows too many ridges.

(a)

(b)
Figure. 2.10 (a) Original image
(b) Canny edge detection
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2.1.4 Feature Extraction
The partitioning and characterisation of cell images of the cytology and
histopathology of cervical cancer are the main focuses in the CADSS system. When
the features are extracted, it is estimated that the feature sets will extract appropriate
characteristics of the input data with the purpose of reducing the complexity of the
representation. A CADSS for grading diseases based on histology images depends
upon capturing the variation of cell structure (at the cellular level) and changes (such
as the growth of abnormal cell at tissue) in cell-spread at the tissue level [22, 72].
These changes will be quantified by the features extracted using two types of
information in the image: the intensity values of the pixels and the spatial
arrangements of pixels (spatial coordinates) [11].
The important characteristic of malignancy is the ratio of areas of the nucleus to
cytoplasm [12, 18, 22, 153]. With abnormal cells, the ratio of the nucleus to
cytoplasm may be as close as 1:1 [23]. Another characteristic is that the stain of
abnormal cells is irregularly distributed with areas of clumping and heterochromatin.
Chromatin is usually subject to coarse granularity and irregular clumping called
hyperchromatin [22, 154]. Also, abnormal cells are characterised by irregular
morphology. The shape of abnormal cells is irregular and includes round, tadpole,
bizarre, oval and caudate shapes [22, 154]. The structure of abnormal cells is
pleiomorphic with various cell sizes [22, 154]. Information on the sizes and shapes of
cells is presented by application of a morphological features method [20, 21, 155].
Radius, region (area), and perimeter of the cells are included in the size category of
the cells, whereas density, roundedness, smoothness, lengths of major and minor
axes, symmetry, concavity and perimeter are included in the shape category of the
cells [21, 72, 155-157].
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Feature extraction is needed to quantify the cellular changes in the squamous
epithelium. Therefore, morphological features, topological features, texture features
and intensity-based features may be used for classification. The morphological
features of nuclei include the morphometry of nuclei (diameter, area, shape,
boundaries, compactness) [12, 18, 19, 21, 158], topological features (including
features derived from Voronoi polygon, skewness, kurtosis, perimeter, roundness
factor and heterogeneity) [14, 16, 21], features derived from Delaunay Triangulation
(DT) (nearest neighbourhood distance) [14, 16, 17, 21, 159], and features derived
from Minimum Spanning Tree (MST) (percentage of nuclei connected with one, two,
or more nuclei, and length of edge of MST) [14, 16, 21]. Texture features used to
analyse the cervical histology image include concurrent matrix features (entropy,
intensity, contrast, smoothness, uniformity, correlation, average intensity, average
contrast, angular second moment) [97, 160], fractal dimension, run length features
(shorts run emphasis, long run emphasis [161], gray level non-uniformity, run length
uniformity, runs percentage, low-gray level emphasis and high grey level run) and
Wavelet features (energy of details and low resolution images).

2.1.4.1 Morphological features
At the cellular level, the characteristics of cell components can be extracted.
Morphological features provide information about the size and shape of the cell. The
characteristics of the size include area, radius and perimeter of the cell. Also included
in the shape factor are compactness and roundness.
Morphological features can be used to distinguish between normal and abnormal
cells by quantifying the properties of size and shape followed by statistical
measurement. This method is used by Thiran and Lassouaoui to identify the presence
of cancer cells [12, 158]. Morphological features can be extended to include
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biological features such as the nuclei to cytoplasm ratio (N/C). Guillaud et al.
computed morphological features for quantitative analysis of CIN histology [21].
Rahmadwati et al. use the morphological method for quantifying the characteristic of
normal and abnormal nuclei in cervical histology images [19].

2.1.4.2 Topological features
Generally, topological features in histology feature extraction are used to measure
the density or the spatial distribution of the nuclei or cells. The inter relationship of
the nuclei is measured and quantified based on the distance between the cells.
Voronoi diagrams [14, 16, 21] including convex polygons connecting each cell are
applied to the histology images. The DT is built from the dual graph of the Voronoi
diagram [11, 14, 16, 17, 21]. The MST can be derived from the DT that captures the
spatial organisation of the tree [14, 16, 21]. Guillaud et al. investigated a quantitative
method that applies 120 features from the DT, Voronoi diagram, and MST for
analysis of the CIN histology [21]. The features are computed using statistical
analysis to define the most discriminating features to distinguish the type of cells.
Linear Discriminant Analysis (LDA) is used to select the most discriminating
features to classify the histology image. Keenan et al. developed a method to analyse
the histology image using the DT algorithm [17]. The analysis of CIN in different
stages is based on the inter-relationship and individual characteristics of the nuclei.
Eighteen features are extracted to obtain a robust quantitative assessment. LDA is
used to select the best features to distinguish normal and CIN3, koilocytosis and CIN
3 and all CIN cases. The diagnosis of CIN is based on the nuclei correlation and
characteristic of each nucleus. Figure 2.11 shows sample images with the Voronoi
diagram and DT.
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(a)

(b)
Figure 2.11 Topology feature
(a) Delaunay Triangulation
(b) Voronoi

2.1.4.3 Texture Features
The texture property is difficult to define but is simple to recognise. There are
different arguments about texture taxonomy. Tuceryan et al. argue that there are four
approaches to texture analysis: statistical, geometrical, model and signal processing
methods [162]. In contrast, Gonzales et al. summarise three approaches to texture
analysis: statistical, structural and spectral [97]. It is not a significant differentiation.
The spatial distribution of the pixel’s grey level is measured by a statistical approach
which applies the co-occurrence matrix [160]. GLCM is one of the methods in the
co-occurrence matrix that applies the second order statistical information of an image
[11, 132, 133, 135]. It provides a large number of features that can be extracted from
GLCM such as energy, entropy and cluster information [163]. The variable distance
and angle of the co-occurrence to be considered can be chosen and the decision will
influence the optimal texture characterisation. In effect it produces a large number of
total features [163]. Run Length Matrices (RLM) define the co-occurrence with an
unbroken pixel run that has the grey level value in a current direction [163]. It is
similar with GLCM, the image needs to be quantified, and the number of parameters
that are chosen affects the texture characterisation and the classification results.
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The texture filter was pioneered by Laws (1980) who proposed the texture analysis
algorithm that uses the band pass filter bank followed by the Gabor filter bank [1416, 37, 131]. A Gabor function is a Gaussian function that modulates the complex
sinusoid spreads in the x and y directions (σx and σy ). The Gabor filter bank uses
specific spatial frequencies and orientations of a sinusoid in the multichannel filter
form. It is suitable for texture analysis in applications such as texture feature
extraction for breast cancer and prostate cancer [14, 164], cervical histology images
[15], and segmentation of the image from the Brodatz Album [162, 165]. A large
proportion of the literature proposes the Gabor filter for texture analysis [14-16, 37,
131, 165]. The basic idea of this filter is that of a band pass filter that can be tuned
into many spatial frequencies and orientations. The output of this filter is the local
energy of each pixel location in an image to calculate the texture feature. Jain and
Farrokhnia [165] reduced the number of filters in the Gabor filter bank to improve
efficiency. By selecting the orientation and frequency parameters, the Gabor filter
can identify the textural features appropriately [15, 37, 165].

2.1.5 Classification
The features are extracted from the image and are used to identify and grade the
cancer. A classifier refers to an algorithm, sometimes a mathematical function that
implements a classification. In order to optimise the classifier, there are two models
for learning: supervised learning and unsupervised learning. In the supervised
learning model, a sample is taken from the known label and then the classifier is
trained. In unsupervised learning the system is trained with unknown samples. To
achieve accuracy during the test process the training samples must be representative
of test data. Supervised algorithms include Ada Boost [126], Support Vector
Machine (SVM) [11, 82, 103], decision tree [152, 166, 167] and Markov Random
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Field (MRF) [106, 115, 168-170]. Unsupervised algorithms include K-means
clustering [13, 19, 171-173] and Fuzzy C-means (FCM) [150, 174]. SVM is widely
used for classification [7, 11, 82]. The goal of this method is to find a set of optimal
hyperplane boundaries that are classified into multiple clusters. In Huang, SVM is
applied to classify different types of Pap smear cells based on morphometric
characteristics of the cell [82]. SVM is applied by Yinhai for classifying tissue
regions in the cervical histology image through the grid search method and the type
of cell based on the morphometric characteristics of the cervical cancer cell [11].
However, the SVM method leaks in computational cost in selection of the parameter
to obtain optimal performance.

2.1.6 The Grading Process and Disease Identification
According to the classification process which classifies the digitised cervical image
into normal regions and abnormal regions, the image undergoes a grading process.
Expert knowledge and experience is required to diagnose the slide sample. A cervical
carcinoma is caused by the human papilloma virus (HPV) infection. Since 1950, Pap
smear and colposcopy have been used to detect the disease. Richart [175] introduced
standard nomenclature to classify the degree of malignancy of the cervical cancer,
known as CIN. CIN is divided into CIN1, which was formerly called mild dysplasia,
CIN2, which was formerly called moderate dysplasia and CIN3 which was formerly
called severe dysplasia and carcinoma in situ. CIN refers to the atypical cells
confined to the basal two-third of the epithelium. CIN 3 refers to atypical cells
surrounding more than two-thirds of the epithelial thickness and includes fullthickness lesions. Malignancy is marked by uncontrolled growth of the cells, which
tends to spread to the limits of the original tissue. The CIN structure is shown in
Figure 2.12
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Figure 2.12 Structure of CIN [22]
The pathologist examines the slides from the whole image then focuses on the nuclei.
The pathologist looks at the slide from the tissue level to the cellular level. The
grading of CIN measures abnormal cellular changes from the bottom layer to the top
layer of the squamous epithelium.
Yinhai uses a connecting line method for grading the squamous epithelium based on
the morphometric characteristics of the nuclei at different stages [11]. All connecting
line features are combined to diagnose the histology images. Keenan divides the
squamous epithelium into three compartments: upper, medium and lower. The
appearance of the cellular image is different for each level [17]. Based on that
visualisation, Keenan analyses the nuclei present in each level to determine the stage.
The characteristics of the nuclei are then calculated using DT and graded for each
compartment. However, the researchers above have not recorded the quantitative
measurement and its relevance to the stages of the disease.

2.2 Existing Research in Cervical Cancer Image Analysis Using
Histology Images
Pathologists, using their own experience and knowledge, currently use manual
analyses to identify cancerous tissue. The pathologist examines the slide under the
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microscope to identify the squamous epithelium region. The pathologist then zooms
in on the squamous epithelium to analyse the content inside the squamous
epithelium: size, shape and appearance of the nuclei. The result of the manual
diagnosis may vary in terms of interpretation so there is a factor of subjectivity
involved in the diagnosis. Another disadvantage is the significant time needed for the
pathologists to interpret histology image slides that depend on high throughput and
high demand. It is crucial to develop a computer assisted diagnosis system for
histology image analysis in cancer identification and analysis. The overall concept of
computer aided diagnosis has been introduced and in the following paragraph the
existing computer aided diagnosis for cervical images is discussed.
There are several studies of computer aided diagnosis for cancer detection and
grading, specifically in relation to histology image analysis for cervical cancer [17,
20, 21, 176]. Keenan proposes a method for automatically grading the CIN given the
histology image. Incremental thresholding is applied in the system for nuclei
segmentation [17]. The nuclei are segmented into twenty distinct gray levels. The
segmented image is scanned for the presence of the nuclei and its morphological
characteristics such as the mean area of triangle of DT, edge length of triangle of DT,
and the number of triangles. The morphological characteristic is derived from the DT
method. Eighteen features are extracted and LDA is used to select the appropriate
features to distinguish between normal and CIN3, koilocytosis (perinuclear halos or
irregular nuclei surrounded by a perinuclear clear zone) and CIN 3 and all CIN cases.
The diagnosis of CIN is based on the nuclei correlation and characteristic of each
nucleus. The percentage of result is exactly defined between normal and CIN 3 as
98.7% whereas the percentage of comparison between CIN 1, 2 and 3 is 62.3%.
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The construction of DSS using Bayesian Neural Network (BNN) to automatically
determine the CIN grades is presented by Price [20]. Eight histology features are
correlated independently into the diagnosis and are illustrated in the probability
matrix. The eight features are pleomorphism, mitotic activity, nucleoli, loss of
polarity, superficial maturation, koilocytosis, abnormal mitotic figures, and nuclear
chromatin pattern. The correlation of these features is difficult to extract by image
processing, however correlation can be found through observation [159]. Guillaud
presents one hundred and twenty features including the texture and morphometric
features that are computed and selected using LDA to find the best features for the
classification of the histology images [21]. Yinhai investigated the computer aided
diagnosis for CIN virtual slides using multi-resolution methods for image
segmentation [11]. It aims to save on processing time. The image is divided into
blocks of 500x500 pixels and is segmented based on the textural features combined
with SVM to perform classification. The grading process is performed using the
connecting lines that are derived from the progression of CIN in the epithelial layer.
The connecting lines are identified based on the morphological features of the nuclei.
This algorithm imitates the way pathologists analyse the slide from the bottom to the
top layers. The connecting lines are classified into Normal, CIN1, CIN2 and CIN3
using the multi category SVM. The accuracy of the segmentation is 94.25% with
thirty one virtual slides tested.
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Chapter 3
DESIGN REQUIREMENTS FOR CADSS
3.0 Introduction
Currently, slide examination of cervical histology images is performed manually by a
pathologist. An expert pathologist views a glass slide under the microscope and
analyses the whole image in order to identify the ROI and the structure of the
squamous epithelium. The pathologist examines the slide using their experience,
however individual pathologists can interpret the slide differently [11, 19].
Examination of the slide is therefore influenced by subjectivity. Further, a problem
arises for laboratory technicians when the experts are not available and there are no
skilled pathologists to examine the slides [7]. The purpose of a computerised
Decision Support System (DSS) for evaluation of cervical histology is primarily to
reduce the degree of subjectivity in the diagnosis, to reduce the number of samples
sitting idle awaiting a pathologist’s review, and to assist the pathologist in the
diagnostic process by providing a secondary diagnosis to aid in decision making.
In order to obtain accuracy in diagnoses, the CADSS system needs to be well
constructed with the capability of providing high sensitivity and specificity [177]. An
effective construction of the CADSS must fulfil the design requirements discussed in
this chapter. The CADSS system consists of two major areas: image acquisition and
image processing. The steps within these two main phases include image acquisition,
image pre-processing, image segmentation, feature extraction, classification, grading
and disease identification. The related design requirements within each process are
described in the following sections.
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3.1 Designing a System for CADSS of Cervical Cancer
The cervical histology images are first obtained as inputs to the diagnostic process
and then analysed through a CADSS system. A CADSS system contains hardware
and software with primary emphasis on detecting, segmenting, and classifying
cervical cancer. The step-wise process that makes up a CADSS system for
classification of cervical cancer is shown in Figure 3.1. The first step is image
acquisition and this is followed by the image pre-processing step. Within the image
processing phase, the ROI is first segmented and is followed by analysis of the nuclei
and classification of the stage of cancer. The final step is grading and disease
identification. The processes embedded within the CADSS of cervical histology are
discussed in the following section.

3.1.1 Image Acquisition
The first process in a CADSS of cervical histology involves the acquisition of the
cervical histology image. The preparation of the cervical histology slide is divided
into three processes: sampling, attaching the specimen onto the glass slide, and
staining the sample.
The sampling process involves obtaining a specimen to be analysed. In this context,
the specimen is a biopsy sample taken from the cervix which is suspected of being
cancerous. The sample is taken by a doctor using a punch biopsy that takes a
specimen from a deep layer within the cervix [22]. The sample is then attached to a
glass slide and stained using Hematoxylin and Eosin (H&E). It aims to enhance the
contrast of tissue against the unstained background of the slide. This process makes
the task of slide examination using a light microscope easier.
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Step 1

Image Acquisition

Step 2

Image Pre-Processing

Step 3

Image Segmentation

Step 4

Feature Extraction

Step 5

Classification

Step 6

Grading and Disease
Identification

Figure 3.1 Block diagram of CADSS steps
Following the staining process, the image is acquired using a light microscope. The
principle of this equipment is that the amount of light from the projection of an
image onto the sensor is measured by the integration of the number of incoming
photons over a given period of time [53]. The image is captured in maximum
resolution and fidelity as determined by the bit-depth and spatial resolution, similar
to the real image as seen by the pathologist. Currently, the spatial resolution of a light
microscope is estimated as 0.5µm [53]. It is estimated from the sampling theorem
that the requirement for digitising a histology image is 0.25µm [53]. This resolution
value is obtained from the sampling theorem expressed in Equation 3.1.
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is the reactive index of immersion oil,  is the wavelength of light, and is

Where,

the half angle subtended by the objective lens.
The term

sin

is also known as the numeric aperture of the objective. The value

of the numeric aperture is 1.25, whereas the wavelength of light is 625 nm. The
resolution of the image is therefore determined as:
    

625
 250   0.25
21.25
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As cited in the literature, there are criteria to standardise and optimise image
acquisition [178-180]. These are explained below:
•

Reproducibility: this refers to inter-observer precision and relates to system
stability despite changing conditions, such as different operators or measuring
systems (including different calibrations). A measure of reproducibility may
be determined by computing the mean difference between two measurements
and then considering the standard deviation of this mean difference.

•

Accuracy: the ability of the image acquisition instrument (a digital
microscope) to provide correct results with a high degree of sensitivity. This
considers the capacity to evolve toward greater accuracy as information and
instrumentation improves, thereby resulting in improved accuracy of results
associated with a more accurate image acquisition process.

•

Minimal subjectivity and investigator bias: the technique for image
acquisition should be objective, either eliminating or reducing the degree of
subjectivity during the image capturing process.

•

Reasonable cost: The image acquisition process is low in fees and does not
involve a high consumption cost.
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•

Equally applicable to both clinical and research settings: the image
acquisition process usually focuses on a specific domain of users such as
computer scientists and clinicians and it should be applicable within both of
these domains.

•

Time efficient for both data acquisition and analysis: these processes should
not be very time consuming for the specialist who is using the CADSS
system.

3.1.2 Image Pre-Processing
After the tissue preparation and image acquisition steps are effectively executed, a
digital image is obtained and the image pre-processing stage can be implemented to
reduce the computational cost, noise, and address the effect of luminance changes
during image acquisition.
A microscope is typically used for magnifying the tissue structure and to generate
high resolution histology images [52]. Processing a high resolution histology image
is computationally expensive. However, reducing the size of the medical image in
order to reduce the computational cost demands care, since vital information could
be lost. Pre-processing algorithms include multi-scale image decomposition, subsampling or wavelet transforms which can reduce the size of the image. Furthermore,
errors could arise during the image acquisition process. This may be due to problems
associated with luminance, improper lighting or a lower uniform luminous intensity.
As a result, the image acquired can appear to be very bright or transparent.
Therefore, a pre-processing step is needed to address image flaws and to prepare the
data for further analysis.
Filtering is commonly applied to reduce image noise and to remove variables (other
objects not contained within the ROI) from the background [72]. Histogram
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equalisation is used to ensure illumination invariance. The background correction
method can be applied to solve the luminance problem [72]. The most commonly
used method described in the literature is the threshold-based approach [72]. This
method compares pixel intensities wherein noise is defined by a value under the
declared threshold.
Noise in the input image can be reduced using morphological operations [72]. The
principle of morphological operation is based on the shape and structure of an object
(the structure element). The structure element is modified by using the mathematical
morphological operation. The shape and size of the structure element are adjusted
according to the segmentation or filtering task [72].
The simplest morphological operation is erosion followed by dilation. In the preprocessing step, erosion is a method that removes an unwanted region from an image
by decreasing the size of a ROI [181]. The small region around the periphery of the
object is removed by subtracting objects with a distance less than the desired element
[181]. In contrast, dilation increases the size of the object. Dilation is used for filling
the gaps or holes within the image and connecting the separated object. To reduce
image noise, thresholding and filtering approaches can be applied that use operations
based on pixel intensity, or morphological operations, such as erosion and dilation,
can be applied which are based on shape characteristics of the ROI.

3.1.3 Image Segmentation
Following the pre-processing stage, the image is segmented in a process that extracts
important information and attributes from the histology images. Segmentation is
needed to partition the image into regions of interest and to separate them from
irrelevant regions. In cases involving medical images, segmentation is useful in
identifying specific organs, such as the brain, heart, liver or lungs, to differentiate
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tissue components (distinguishing normal from abnormal), and to locate abnormal
tumours. The methods required to segment medical images are adapted to the
specific application, such as brain segmentation, and according to the associated
imaging modality. This research uses cervical histology images and the embedded
cell composition consists of the background, stroma, and squamous epithelium. The
segmentation method applied to the histology image must be able to distinguish and
extract the squamous epithelium from the stroma and the image background. A
multistage segmentation method is required to segment each cell of the squamous
epithelium from the cervical histology image.
In order to accurately extract the features of a cell, the segmentation process requires
consideration of a pathologist’s knowledge and intervention to indicate the features
traditionally used for cervical histology diagnosis, for example, the relationship
between the cell features and the type and pattern of a disease. a multiple
thresholding method has been used to divide cervical histology images into different
regions, e.g. nuclei, cytoplasm, stroma and the background [17].

3.1.4 Feature Extraction
Feature extraction is a method where particular characteristics are obtained from the
histology image in order to properly distinguish the characteristic of the component.
A feature can be defined according to experience, previous similar studies or visual
observation [182]. A feature is chosen based on the importance and accuracy of the
feature to correctly distinguish the image components. The requirements of the
feature extraction process should be determined by the following considerations
[183]:
•

Dimension reduction: histology images are very large. Therefore, the dimensions
of those images must be reduced. It is important to apply the lowest possible
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pixel values to the image while still being able to distinguish between structures.
The reduced size of the image must still have its essential information preserved,
for the purpose of the task, which is extraction and classification of features that
differentiate the types of cancerous and non-cancerous cervix cells [183].
• Integration of human visual cues: it is essential to integrate pathologists’
experience and analysis as rules to identify the features.
• Overcoming human vision limitations: the human eye has difficulty perceiving
and distinguishing the texture of an image but it may be able to recognise them.
The features of the image can be extracted using various theories of feature
extraction. [183].
• An automated system: ideally, based on the characteristics of the segmented
image, the feature set is extracted automatically by the system. The feature set
should be extracted without human interaction, eliminating the need for manual
input and directives.
• Brightness, scale, translation and orientation invariance: the features should show
the same values despite any variation in location, scale, brightness or image
orientation [183].
• Robust features: the features extracted from the medical image should be robust.
They should present the same values regardless of noise, artefacts or unexpected
distortion within the image.
There are three groups of features: morphometric features, textural features and
structural features that are explained in Chapter Two. In the following sub-section,
each group of features is explored and the methods of extraction and the associated
application within the feature group are examined.
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3.1.4.1 Shape and size features (Morphometrics)
Morphometric features involve parameters concerning shape and size of the ROI. In
cervical histology images, the associated and extracted features are used to analyse
the shape and the size of a cell. Morphometric features may be obtained and then
measured by using a bounding box (which is useful to derive position and orientation
features), geometric measurement (including features such as cell area, perimeter and
radius), contour parameters (such as cell curvature, bending energy, a convex hull,
deficiency, elliptic deviation and obtaining a Fourier descriptor) and invariant
moments [21].

3.1.4.2 Textural features
A textural feature may be measured by obtaining an object of interest’s local density
variation [177]. Feature representation by texture can be applied to cervical histology
images if the texture of the nuclei can be extracted [21]. The texture of abnormal
nuclei tends to be coarse and hyper-chromatic [22]. Common methods used to extract
texture properties include gradient-based methods, Laplace transforms, obtaining the
topological gradient, run length matrices and co-occurrence images [7, 72, 160, 161,
184]. These methods are described in Chapter Two.

3.1.4.3 Structural features
In cervical histology images, structural features may be obtained for use in cell
classification. These structural features provide a measure of the relationship
between cells or objects of interest. The first step in this process is to define the
features of the cell, nuclei or object of interest and then to extract the structural
features from the image data. Methods for extraction of structural features include
DT, the nearest neighbourhood graph, the minimum spanning tree graph and
determination of the convex hull [14, 16, 17, 21, 53, 185]. These methods are
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described in Chapter Two. In cervical cytology, the following features are extracted
for analysis: the number of nuclei and cytoplasm pixels, the cervical cell size, the
diameter of the nuclei and cytoplasm, the perimeter length of the nuclei and
cytoplasm, and a measure of how well the nucleus is centred about the cytoplasm
(N/C ratio) [153]. However, it is important to consider cell structure diversity within
the cervical histology image during feature extraction [53]. In order to segment the
cells from the cervical histology images, an analysis of the cells’ internal structure,
such as size and shape of nuclei, coarseness, and the distance between nuclei, is
required.

3.1.5 Classification
After defining an appropriate set of features, the extracted features are then passed to
a classifier which analyses the quantified characteristics and determines the class of
each object indicated. The classification algorithm is decided based on the
assumption that one or more features belonging to a distinct class are sufficiently
distinguishable. The goals of classification are to grade and to separate a cervical
histology image into appropriate classes based on the available features. A further
classification algorithm sorts an image into several classes, comprising normal and
abnormal categories.
There are two processes involved in defining the method for classification and these
include training and testing the proposed classifier. During the training process, the
algorithm, the parameter and feature boundaries of the classifier are determined,
whereas the testing process is used to classify new cases based on the previously
determined training parameters and feature boundaries. In the training process, the
feature properties of a current image are determined based on the rules defined for
each constructed classification. The training process is very important in the
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classification stage, its purpose is to describe the characteristics of the classification
categories [186]. The criteria for constructing the training process are described
below [186]:
•

Consistency: the classification system should provide the same result if given
the same data.

•

Discriminatory: the different class or image features should have significantly
different characteristics.

•

Reliability: in the training process, the common description of a current group
should represent all image features within the group.

For accuracy of results it is necessary to use other independent data for testing so that
the system is not biased towards the training data-set [72]. Hence, the data used for
testing should be different from the data used for training [135, 187-189].

3.1.6 Grading Process and Disease Identification
The grading process measures the level of malignancy or abnormality of a histology
image and rates it according to a disease class. The classification process groups the
cervical cell or squamous epithelium region into normal and abnormal categories. In
this stage, the degree of abnormality and malignancy is measured according to the
available standards of disease classification. In cervical histology, the pathologist
refers to a nomenclature standard introduced by Richart to classify the degree of
malignancy of cervical cancer [190]. The degree of malignancy is referred to as CIN
(pre-cancer) and there are three types: CIN1, CIN 2 and CIN3. The grading and
disease identification of cervical histology are based on the proportion of abnormal
cells in the squamous epithelium [52].
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3.2 Validation of Cervical Histology Grading System
System validation is an important step to ensure precision in designing medical
image processing applications. System validation aims to measure the performance
of the medical image processing algorithms and the system analysis. System
performance may be measured in terms of measurement accuracy, image
classification, and image segmentation output. Each of these has a different method
for measuring the performance of image analysis. Methods for determination of the
performance of medical image processing systems are explained in following subsection.

3.2.1 Performance Measurement
In a medical image processing system, specifically in the feature extraction and
classification process, the results are in vector or scalar format [191]. In order to
calculate the error of the system’s performance, a comparison is made of the
difference between the values obtained from measured data and those from published
literature. It is essential to compare the calculated measurement with some
independent measure of the true value (ground truth) [191]. The average relative
error is expressed in Equation 3.3 and is an indicator of performance measurement.
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3.3

3.2.2 Performance of Image Classification
In the context of image analysis, the classification targets can be determined or
predicted from the cervical histology image. The system should recognise and
classify the normality and abnormality of a cell. The CADSS can then finally
identify the disease. The system should classify and predict the class of the histology
image [191]. Performance measurement for image classification is explained below.
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3.2.2.1True and False Positives and Negatives
Commonly, performance indication for normal and abnormal image detection uses
True Positive (TP), True Negative (TN), False Positive (FP) and False Negative
(FN). The diagram of FP, FN, TP and TN is shown in Figure 3.2 and the terminology
for each is described below.
•

True Positive (TP) is a condition where the system correctly identifies an
abnormality.

•

False Positive (FP) is a condition where the system incorrectly identifies
normality as abnormality.

•

True Negative (TN) is a condition where the system correctly identifies
normality.

•

False Negative (FN) is a condition where the system incorrectly identifies
abnormality as normality.
System Decision

Truth of Clinical

Abnormal

Normal

Abnormal

TP

FN

Normal

FP

TN

Situation

Figure 3.2 The diagram of FP, FN, TP and TN

3.2.2.2. Sensitivity and Specificity
Another performance measurement used to assess the success of a diagnosis system
is sensitivity and specificity. The proportion of positive diagnoses among the people
who are correctly identified to have a disease is called the sensitivity measurement
and it is defined by Equation 3.4
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If there is no abnormality detected, the sensitivity becomes low or ranges from 0 to 1,
where a sensitivity of 1 means the abnormality is detected with 100 percent accuracy.
The True Positive Fraction (TPF) is equal to sensitivity. Specificity is measured
based on the proportion of the population who do not have the disease. Equation 3.5
defines specificity performance.
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If specificity is equal to 1, all normal conditions are detected. The goal of this
measurement is ideally to increase the sensitivity and specificity to the highest level
(or 100 percent). Perfect sensitivity is obtained from the system that always identifies
and decides the existence of abnormality, whereas perfect specificity is achieved
from the system that always identifies and decides non-abnormalities. The False
Positive Fraction (FPF) is a fraction defined as True Negative divided by the number
of abnormalities. The numerical measurement of sensitivity and specificity is
described in the standard tool called Receiver Operating Characteristic (ROC) [192,
193], which is explained in the following sub-section.

3.2.2.3 Receiver Operating Characteristic (ROC)
ROC describes the probability of a true decision and the probability of a wrong
decision to a varying decision threshold [194]. TP fraction (sensitivity) is placed
along the Y axis and FP fraction (1-specificity) is placed along the X axis. The ROC
curve describes their relationship. The ideal operating point is achieved in the upper
left corner when the TP fraction equals 1 and the FP fraction equals 0. The
illustration of a typical plot ROC is depicted in Figure 3.3.
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Ideal operating
point
1.0
“Better” ROC curve
True
Positive
Fraction

“Worse” ROC curve

Performance level of guessing
0.0
0.0

False Positive Fraction

Figure 3.3 Receiver Operating Characteristic (ROC) curve [191]
The diagonal of the ROC curve presents the performance level gained by simply
guessing. The straight line connects (TPF, FPF) = (0,0) to (TPF, FPF) = (1,1). This
condition shows an optimal point when the system correctly decides where
sensitivity and specificity both equal 1 and when there is no FP and FN. The
conditional probability of observation is defined by the hypothesis of influence to the
ROC curve [194]. For example, a curve from position (0,1) that passes through
position (0,0) and position (1,1) is not considered common. This is because there are
two points on the same axis and as such, there is no area to be calculated [194]. The
area under the ROC curve and the relative error are analysed in order to represent the
performance of the system [192, 194].

3.2.2.4 Area under the ROC curve (AUC)
The AUC is used to measure the performance of the system. The AUC ranges from 0
to 1. In Figure 3.3, the diagonal line gives the AUC as 0.5. The higher AUC is the
greater the probability of a true decision. However, it is important to control a
number of factors and to calculate a valid comparison. The AUC can be calculated
by the trapezoid rule that is represented by Equation 3.6.
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Where k = the sequence of an operating point, i=1,..., k
If there are two different ROC curves, they may have the same AUC but the curves
intersect each other with a contrary FP value. Figure 3.4 shows the two intersected
ROC curves. For this case, it is better to consider measuring a partial area under the
ROC curve that is computed for TP, FP or both. The partial AUC value is
specifically normalised to lie in the range of 0 to 1 [191]. The partial AUC is
appropriate for computing the same range of TP or FP.

ROC curve A better than
ROC curve B
1.0

ROC curve B

ROC curve B better than
ROC curve A

ROC curve A
0.0
0.0

False Positive Fraction

1.0

Figure 3.4 Two intersecting ROC curves

3.2.3 Performance of Image Segmentation
The goal of image segmentation is to divide the image into a set of distinct regions
according to a measure of similarity. The performance of image segmentation is
measured by comparing the result of the image segmentation algorithm with the
ground truth. Global segmentation is aimed at segmenting the image into a complete
set of images. Local segmentation partitions the local abnormalities only and it may
ignore all other regions and objects [191]. The problem in this stage is multiple
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labelling of a specific region of the image [191]. The methods for measuring the
performance of the segmentation are explained in the following sub-section.

3.2.3.1 Free Response ROC curve (FROC)
FROC is used to measure the performance of segmentation in identifying
abnormalities in the image. In the FROC, the algorithm for detecting abnormalities is
free to place a FP response in any location in the image [191]. There is no limitation
on the number of FPs, it is not in the 0 to 1 range (x axis). Figure 3.5 presents a
typical FROC plot. From Figure 3.5, it can be seen that a FROC curve displays the
area of sensitivity and generalised specificity of an algorithm [191]. The FP/image
means the average number of FP responses per image.

True Positive

1.0

0.0
0

1

2
3
4
5
6
7
Number of False Positive/ image

8

Figure 3.5 The FROC plot

3.2.3.2 Correct, Over and Under- Segmentation of an Image Region
By comparing the result of segmentation and the ground truth, five situations will
appear. The threshold (T) parameter that measures the number of mutual overlapping
segmentation regions that corresponds to the ground truth is used. The five situations
are described in the following.
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1. Correct segmentation: The system perfectly segments the image when it is
compared with the ground truth. The result of the segmentation overlaps the
ground truth and with T.
2. An over segmentation: In this situation, the result of the segmentation
corresponds to a region in the ground truth. The components of the
segmented image have T percent overlap with the ground truth and vice versa
[191].
3. An under segmentation (mis-segmentation): This situation is opposite to over
segmentation. It is when the ground truth corresponds to one region in the
result of the image segmentation. Each component of the ground truth has T
percent overlapping with the one segmented region.
4. A missed region: In this case, the result of the segmented image does not
display the region that should be available in the ground truth.
5. A noise region: In this condition, there is a region in the segmented image
that is not available in the ground truth.
The variety of the segmentation performance may be plotted as a function of T.
There are different approaches to measure the segmentation performance [191]:
a. Measure the percentage of segmented image and ground truth.
b. Compare the number of boundaries of the segmented image to the ground
truth boundaries.
c. Measure the mean square error between boundaries and other metrics.
In [195] the measurement of distance between two curves using the Hausdorff
method is explained. HD is the Hausdorff distance, SB is a segmented boundary, and
GR is a ground truth boundary that is defined by Equation 3.6
9:$;, ='   >?"$;2 , =' @, ?"B='A , $;C@D
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3.6

Where ?"$;2 , =' @ is the distance from point i on curve SB to the closest point on
curve GT, "B='A , $;C is defined analogously.

The Hausdorff distance measures the maximum mismatch, whereas the minimum
error square finds the minimum average distance [191]. Figure 3.6 illustrates the
correct, over-segmentation, under-segmentation, missed and noise situations. Figure
3.7 presents the performance metrics to compare the segmentation algorithms.
Segmented Image

Ground Truth
1

A

6
F
D
C

E

5
2

B

3
4

Figure 3.6 The correct, over, under, miss and noise segmentation problem
A is correctly segmented with ground truth
B is under segmentation compared to 2,3,4 in ground truth
C,D,E is over segmentation compared to 5 in ground truth
6 is missed region and F is noise region

Better algorithm

Number

Number

Of Correctly
Segmented
Regions

Of Missed
Worse

Regions

Better algorithm
Worse
Algorithm

Algorithm
Overlap Threshold, T

Overlap Threshold, T

Figure 3.7 Performance metrics to compare segmentation algorithm.
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Chapter 4
IMAGE DATA-SET
4.0 Introduction
This chapter explores the processes followed to create the data-set for the CADSS for
cervical cancer classification. The image data was acquired from examination of a
cervix biopsy. The data provides the information about the cervical histology
content, characteristics of nuclei and the stage of cervical disease. Subsequently, the
data was processed using CADSS for analysis and diagnosis.
The creation of a reliable and relevant data set is very important to this project and
the development of an effective CADSS relies heavily on the quality of the data. In
this chapter, the history of the data collection, data preparation and image acquisition
process is discussed.

4.1 Data Collection
This section describes the processes followed to obtain the data-set. This research
started in 2008, with the aim of designing an effective and objective system for
computer aided grading of cervical histology. Towards this end, the search for
suitably tagged digital images of cervical histology started. The search for an existing
available data-set of digital images of a cervical biopsy was unsuccessful, as was the
attempt to find laboratories able to provide the required data. As a result, the use of
an existing tagged data-set was ruled out. It was therefore established that the images
would have to be captured from biopsy slides which could be made available by
medical practitioners. Because of difficulties associated with acquiring cervical
histology data bases the search then focused on Indonesia. Fortunately, in
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collaboration with a pathologist in Saiful anwar hospital in Indonesia, a duly tagged
data-set of cervical biopsy images was created.
One of the reasons that Indonesia was chosen is that it has the second highest rate of
female fatalities [2] and cervical cancer is the top cause of female death in Indonesia
[3]. Based on the statistics of cervical cancer in Indonesia, approximately 15,000
cervical cancer patients are diagnosed each year and sadly about half die from it [1].
This is due to lack of screening programs, experts and the laboratory facilities to
analyse the results of tests [196]. Furthermore, there is lack of competency and skills
of screeners and other health personnel involved in the examination of the cancer
[197], which exacerbates the problem. The data acquisition process commenced with
image preparation including histology slide preparation as described in the following
section.

4.2 Histology Slide Preparation
In this research the images of cervical histology come from a cervical biopsy
examination. The cervical biopsy is a process of removing a sample of tissue
suspected to be a cancer. It should be done by the gynaecologist or obstetrician, and
takes place before surgical intervention.
Histology slides are obtained from the processing of tissue samples. After a sample
of tissue has been taken, it needs to be processed in several steps. The cervical tissue
is immersed into aqueous alcohols to remove water, the main constituent of tissue,
lipids and certain proteins. This process is called dehydration.
The second step is clearing. It removes the alcohol from the tissue with a solvent
agent until the tissue is rendered transparent. The third step is infiltration, where the
tissue constituent is saturated by soaking it in an embedding medium (which is fluid
when hot and solid when cold) such as paraffin wax, plastic or resin The fourth step
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is embedding that removes the clearing agent and compacts the tissue in a mould.
The process then proceeds to the sectioning stage.
In the sectioning process, the tissue sample is cut into thin sections with thicknesses
less than 5µm and mounted onto a glass slide. The glass slide is now ready for
appropriate staining. For examining the tissue under a microscope, the slides should
be stained with one or more stains useful for visualising different components of the
tissue. The staining process aims to enhance the contrast and highlight the current
structure of cervical tissue samples. The anatomy pathology laboratory at Saiful
Anwar hospital uses H&E for staining the slide. The cell nuclei are stained with
Hematoxylin that stains it a blue colour whereas Eosin stains the cytoplasm and
stroma with a pink colour. After the staining process, the tissue slide is covered by a
thin piece of glass, a cover slip to protect the tissue and improve the quality of
visualisation during the microscope examination.

4.3 Image Acquisition
In collaboration with the staff in the anatomy pathology laboratory, Saiful Anwar
hospital in Indonesia, the records of biopsy data from the patients with suspected
cervical cancer were searched for suitable representative data from a range of cancer
grades. In this research, a sample of cervical biopsy slides that were collected
between 2008 and early 2009 was used. The data consists of normal, CIN1, CIN2,
CIN3 and malignant cells within the cervical biopsy.
The slides were captured by an Olympus BX61 digital microscope provided by
Brawijaya University, Indonesia. The images are captured using a charge couple
device (CCD) camera integrated with the microscope. The microscope is equipped
with two digital cameras 1) colour digital camera DP 71 with high speed and a
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spatial resolution of 4080 x 3072 pixels, low light sensitivity, and 2) a black and
white digital CCD camera with high resolution, speed and sensitivity.
In CCD cameras, an electric signal is obtained from the transformation of a number
of light patterns received by the light sensor (CCD chip). There is a sampling process
of spatially continuous signals in an element called pixels [198]. The digital camera
expresses the intensity of each point in the image as a discrete value, therefore
representing the image in a digital form. The image can be directly processed and
connected to the computer for analysis. A colour CCD camera is used to obtain a
natural image based on the characteristics of the human eye [199]. It is equipped by
the chip that provides the three primary colours, RGB.
In this research, the author was trained by the pathologist to capture the cervical
histology image and maintain the characteristics of abnormal cells. The author
followed the pathologists’ process of examining the slide. The first step was to view
a glass slide under microscope and to analyse the whole image to identify the ROI
and the structure of the squamous epithelium, followed by analysing abnormal
cellular changes from the bottom layer to the upper layer. When a suspicious ROI is
targeted, the image is captured. The cervical histology slides were taken with a
digital microscope at 400 x magnifications, with a resolution 0.25µm, that means the
difference between two separate points or objects is 250 nm and the spatial resolution
of 4080 x 3072 pixels. The area of field of view at that magnification is
approximately 0.14 mm2. That means the size of the area visible through the
microscope is 0.14 mm2. The area of field of view is aimed to determine the
approximate size of the specimens that are being examined.
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4.4 Image Examination
After all the required slides were captured by the author, the next process was image
examination, to ensure the images were captured and analysed accurately. The
images were submitted to the pathologist and viewed independently. Five hundred
and fifteen images were captured, but not all the images were of sufficient quality.
Some of the images had poor quality due to blurring, uneven light and lack of a
uniform staining process such as duration of staining. As a result, only four hundred
and seventy five H&E stained cervical histological slides were ready for annotation
by the pathologist.

4.5 Image Data Annotation
The random cervical histology slides were captured and ready to be analysed. All the
images were submitted to the pathologist for independent classification and grading.
The images were tagged by an expert pathologist based on the spread of abnormal
cells. The slides were diagnosed by an expert pathologist as normal, CIN1, CIN2,
CIN3 and malignant. These images were annotated by the pathologist and were used
as “ground truth” for training and testing the system developed in this work. There
are 60 normal images, 70 CIN1, 50 CIN2, 50 CIN3 and 245 malignant images, as
represented in Table 4.1. Each image had a spatial resolution of 4080 x 3072 pixels.
The images were saved into the database for further processing, in jpg format.
The images were annotated by an expert pathologist. The process of annotation is
explained in the following steps:
1. Each image was analysed by an expert pathologist.
2. The pathologist viewed the images under microscope at low resolution (5µm)
to define the entire image of squamous epithelium.
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Table 4.1 The number of images collected
Classification

Number of images

Normal

60

CIN1

70

CIN2

50

CIN3

50

Malignant

245

Total

475

Figure 4.1 shows the samples of data collection consist of normal, pre cancer: CIN1,
CIN2, CIN3 and malignant.

(a)

(b)

(c)

(d)

(e)
Figure 4.1. Samples of cervical images:
(a) normal
(b) CIN1
(c) CIN2
(d) CIN3
(e) malignant
3. If a suspicious area was detected, the pathologist zoomed in on the image to
analyse the presence of abnormal cells.
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4. The pathologist analysed the image from the bottom to the top layer to define
the status of the squamous epithelium region.
5. The image was annotated by the pathologist based on the standard
nomenclature of cervical cancer diagnosis [190] and related concepts.
6. As a result, four hundred and seventy fives images were annotated as normal,
CIN1, CIN2, CIN3 or malignant classification.
The annotations are used for system validation constructed in this work. The related
concepts used by an expert pathologist for the annotation of the images are explained
in the following paragraph.
The cervical histology images are classified into three classes, normal, malignant and
pre cancer consisting of CIN1, CIN2 and CIN3. The criteria for grading of the precancer images depend on the growth of abnormal cells in the squamous epithelium
layer. The squamous epithelium is thicker than normal epithelium. There are other
criteria including nuclei being polymorphic, enlarged, hyperchromatic, or those that
exhibit an abnormal chromatin structure [22].
An expert pathologist analysed the presence of nuclei and decided the grading of the
cervical histology image. The nuclei characteristics used in the classification process
are described in Table 4.2 [22].
The pathologist examined the histology nuclei and analysed the characteristic of the
squamous epithelium layer according to the above criteria and World Health
Organization (WHO) [200] classification as well as the standard nomenclature CIN,
described by Richart [190] that distinguishes the grades of cervical cancer. These are
defined below.
•

CIN1 is considered a low grade lesion. It refers to dysplastic cellular changes
confined to the basal third of the epithelium (formerly called mild dysplasia).
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•

CIN2 is considered a high grade lesion. It refers to dysplastic cellular changes
confined to the basal two-thirds of the epithelium (formerly called moderate
dysplasia).

•

CIN3 is also considered a high grade lesion. It refers to dysplastic cellular
changes surrounding greater than two-thirds of the epithelial thickness, and
includes full-thickness lesions (formerly called severe dysplasia and
carcinoma in situ).
Table 4.2 Criteria of nuclei in every type of cervical classification [22]

Type

Criteria of abnormality

Normal

•
•
•
•
•

Regular
Fine Chromatin Structure
Small Chromocenter
Smooth Nuclear Envelope
Round Nucleus

CIN1 and

•
•
•
•
•

Irregular
Coarse Chromatin Structure
Large Chromocenter
Hyperchromatic Nuclear envelope
Irregular shape of nucleus

CIN3

•
•
•
•
•
•

Irregular
Coarse chromatin structure
Cribriform pattern
Large chromocenter
Hyperchromatic nuclear envelope
Irregular shape of nucleus

Malignant

•
•
•
•
•
•
•

Irregular
Coarse chromatin structure
Cribriform pattern
Nuclear clearing
Nucleoulus
Hyperchromatic nuclear envelope
Irregular shape of nucleus

CIN2
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Image of nuclei

Figure 4.2, 4.3, and 4.4 present the characteristics of pre-cancer according to the
WHO [200] and Richart [190] classification. The arrow shows the thickness the
abnormality occupies in the squamous epithelium layer in the pre-cancer stage.
As shown in Figure 4.2, the abnormality spread in the squamous epithelium layer is
restricted to the lower third of squamous epithelium as mentioned in Table 4.2. The
abnormality spreads from the bottom (basal) layer to the top layer of squamous
epithelium.

Figure 4.2 Example of CIN1
Figure 4.3 shows the example of CIN2 in which the abnormality occupies two thirds
of the squamous epithelium layer. Figure 4.4 is an example of CIN3 that shows the
abnormality fills the total width of the squamous epithelium layer. It can be seen that
in normal cells the rate of proliferation and production is well controlled, while in the
pre cancer tissue the control mechanism of the cell is very chaotic and cells grow
rapidly. The cells gradually tend to grow in an uncontrolled manner. It can be
concluded that the appearance of tissue structure change in pre cancer tissue is
affected by loss differentiation and stratification. In addition, the characteristics of
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nuclei and the stage of cervical histology that were used by the pathologist to
annotate the image provide the reference and guidelines for CADSS system design.

Figure 4.3 Example of CIN2

Figure 4.4 Example of CIN3
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Chapter 5
CADSS USING K-MEANS CLUSTERING
5.0 Introduction
Recently, the study of histology images has become the gold standard for
identification and diagnosis of cancer [201]. Histopathology is the study of a
microscopic biopsy to identify and classify the disease and involves medical
clinicians and microbiology science [201]. In order to analyse an image for cancer
diagnosis, a pathologist examines the slide manually. The pathologist grades and
analyses the spread of abnormality and the regularity of cell shape to make a
diagnosis and to decide if the tissues are cancerous [22].
Currently, manual analysis of a histology image remains the major tool for
identification and diagnosis of cancerous tissue [201]. Examination and analysis of
slides depends on the pathologist’s experience and expertise. A manual analysis has
disadvantages, it is very time consuming, depends on high demand of tissue
screening and high throughput, and it relies on various intra and inter-observations,
introducing a subjectivity factor, all of which affect reproducibility in grading and
lead to inconsistency in the diagnosis [201].
This chapter introduces a method for CADSS that addresses these problems. This
study used cervical histology images as input to the CADSS system. A typical
CADSS consists of sequences of image processing methods. Cervical histology
images are processed using image processing and analysis tools with a typical
sequence including pre-processing, segmentation, feature extraction, classification,
gradation and disease identification [20, 52, 97, 201]. This chapter focuses on
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CADSS using K-means clustering and morphological features for discriminating
between cancerous regions and types. Colour-based K-means clustering is a tool for
segmenting a cervical histology image into its component regions. K-means
clustering is a local approach that analyses a cervical histology image from a tissue
level and determines the ROI. Following this process, in order to define the type of
nuclei, morphological feature extraction is applied. Finally, the cervical histology
images are classified according to quantitative analyses. The images are classified as
normal, pre cancer or malignant. To verify the performance of the CADSS, the
results of classification are compared with a ground truth obtained from a
pathologist. The overall goal of this system is to propose an objective method for
CADSS of cervical histology.
Figure 5.1 shows the steps in CADSS of a cervical histology image using K-means
clustering and morphological features. The first step is image pre-processing. This is
followed by a segmentation step using K-means clustering based on colour. Next, the
morphology operation is applied to improve the result. It is followed by the matching
method to find the position of nuclei and cytoplasm that are correlated. By
considering morphological features, the features of the nuclei and cytoplasm are
extracted. The image then proceeds to the classification step. At the end of this
CADSS process the cervical histology image is graded and classified into normal,
pre-cancer or malignant. The embedded processes within these steps are explained in
the following sections.

5.1 Image Pre-Processing
The pre-processing steps are used to reduce and remove noise from the image and to
enhance features of interest for easier and more accurate analysis [72, 97]. Common

72

Stage 1:

Stage 2:

Stage 3:

Image

K-Means

Morphology

Pre-Processing

Clustering

Operation

Cervical histology

Input image

Stage7:

Stage 6:

Stage 5:

Stage 4:

Grading and Disease

Classification

Matching Method

Morphology Feature

Classification

Extraction

Figure 5.1 Flowchart of CADSS of a cervical histology image using K-means
clustering and morphological features
noises in cervical histology images are blood cells and artefact stains in the
background [202]. Commonly, the image that is gathered in digital format (using
CCD) exhibits noise [203]. The quality of the images will affect the accuracy of the
diagnosis [72]. There are a number of pre-processing methods including
thresholding, adaptive filtering (Low Pass Filter (LPF), High Pass Filter (HPF)),
Gaussian filtering and morphological operation that are suggested in the literature to
eliminate and to filter noise [19, 72, 97, 104, 106, 13, 204-205].
A number of studies apply the median filter method in the pre-processing process for
medical images [104, 106, 13]. The median filter sorts the value (according to the
brightness or intensity) of each neighbouring pixel in ascending order [13, 19].
Subsequently, the median value of this ordered sequence is selected. The output pixel
is formed by the median of neighbourhood pixel. The image filtered by the median
filter is presented in Figure 5.2
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Figure 5.2 (a) shows the original image before filtering and 5.2(b) shows the image
result of median filtering. There are differences from the original image, for example,
the image is smoother than the original. However, the noise or dirt in the original
image, such as salt and pepper noise, is removed and the sharpness of image is not
reduced. As is evident in Figure 5.2, median filters are suitable for pre-processing of
cervical histology images because their performance is particularly good for
removing random and periodic noise.

5.2 Image Segmentation
Segmentation at the global level refers to the separation of histology images into
distinct regions. The most obvious components of a cervical histology image include
the stroma, squamous epithelium and the background. The important diagnostic
information is found within the squamous epithelium that presents the characteristics
of the nuclei and shows their stages of malignancy.
A previous study by Guillaud has examined segmentation of cervical histology
images [21, 206]. The tissue image was segmented based on intensity information,
edge magnitude information and edge connectivity information. Researchers have
segmented the histology image using a threshold algorithm [17, 148]. In
thresholding, in order to separate the object from the background, a value based on
image intensity is used. An incremental thresholding method for segmentation of the
nuclei was suggested by Keenan [17]. Incremental thresholding is used to extract
objects of different classes such as the nuclei, cytoplasm, and stroma. Those objects
in histology images are identified by grey level thresholding. In this process, if an
object meets the criteria, it is then classified, but if the object does not meet the
criteria, the thresholding is continued. The incremental thresholding method achieves
a better result in comparison of normal and CIN3, but conversely, the comparison of
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all pre cancer cases was poor, with a success rate of 62.3%. He et al. proposed
another method for the segmentation of histology images: the Gaussian Mixture
Model (GMM) [207]. A local GMM is applied to the histology image for identifying
the nuclei, cytoplasm, blood cells and stroma. The GMM can successfully separate
the components of the cervical histology image.
Image segmentation plays a crucial role in extracting useful information and
characteristics of the ROI from images. Each segmentation method varies in its
performance depending on the type of application and image modality [72]. In this
section, the focus of the work is on cervical histology image segmentation that
divides the image into characteristic regions. Image segmentation techniques can be
classified into two categories: edge based methods and region based methods. Edge
based methods include classical edge detection methods such as Prewwit, Sobel,
Canny and Robert filters [97]. Region based methods include region growing, texture
segmentation and clustering [97]. The edge based and region based segmentation
methods are discussed in the following sub-sections.

5.2.1 Edge Based Method
The edge based segmentation method is divided into two tasks: edge detection and
edge linking or grouping into boundaries according to the orientation of the edges
[97]. Application of the method aims to define the edges and significant regions. An
edge is defined as the related set of pixels with different intensities in an
homogenous area [97]. The principle of edge detection is to detect a relationship
between neighbouring pixels. The edge will be detected by convolving the mask
(operator) and image [97]. As introduced in Chapter 2, a number of edge detection
methods including Canny, Sobel, Robert and Prewwit can be used in image
segmentation.
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(a)

(b)
Figure 5.2 Result of image pre-processing
(a) Original image
(b) Image filtered by median filter

In order to realise the edge detection algorithm, there are two commonly
implemented methods for processing the edge: Gradient and Laplacian [97]. The
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Gradient method defines the edges by identifying the minimum and maximum first
derivatives of the image, whereas the Laplacian method detects the edges by finding
the zero crossing of the second derivative of the image [208]. Equation 5.1 presents
the formula of the gradient of f(x,y).

The gradient is denoted as Hf, and defined as the vector.
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The magnitude of vector I is presented in Equation 5.2
U(, %)  (I)  VK W ) L W

(5.2)

Where U(, %) is the magnitude of vector, K and L are gradient vectors.
The first derivative is the opposite of the second derivative in terms of detecting
Laplacian and gradient values, when the first derivative is a maximum value, the
second derivative is zero. Furthermore, the Laplacian of the 2D function is defined as
Equation 5.3.
Q= W (, %) Q= W (, %)
I =(, %) 
)
Q W
Q% W
W

(5.3)

Where G and Q W ⁄Q W ) Q W ⁄Q% W is the 2D Gaussian function and H2 is the Laplacian
operator. The edge location is defined when the value of the gradient is larger than
the threshold. The edge detection methods that utilise the gradient method are Sobel,
Prewwit and Robert operators. The masks of those are shown in Figure 5.3 [97].
From Figure 5.3, the operator of Sobel and Prewwit consists of 3x3 matrices. The
gradient component in the horizontal direction is = and in the vertical direction is

=%. The gradient value is obtained by convolving between the gradient (mask) and
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the image [97]. The Laplacian is measured by the second derivative of the image
[97]. The 2D Gaussian function is defined in Equation 5.4
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Figure 5.3 The mask of edge detection operator
(a) Sobel operator
(b) Prewitt operator
(c) Robert operator
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Where [ is the standard deviation, the Laplacian of Gaussian (LoG) is presented in
Equation (5.5).
 W ) % W # 2[ W 8K Y 3LY Y
I =, %  \
^  WZ
[]
W

(5.5)

In LoG, the edge detection is processed by convolving the image and the LoG filter.
It is important to note that the zero crossing is the key for all the above operators
because the location (position) of the edge is determined when the zero crossing is
found. Another method of edge detection is the Canny edge detector [209] and is
optimal better method than the other methods for edge detection [97]. The processing
methods associated with the Canny edge detector are described in the literature is
follows. First, the image is filtered with a Gaussian filter in order to remove the
noise. In the second step, the gradient magnitude and the image angle are computed.
Subsequently, in step three, the non-maxima suppression is applied to the gradient
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magnitude image, and hence in step four, the thresholding is used twice. It is applied
to identify the connection for detecting and linking the edges. In this study,
stud the
segmentation is used to separate the cervical histology image into its components
including the background, stroma, cytoplasm and nuclei. The Canny edge detector is
implemented in a cervical histology image in order to separate these components.
Figure
ure 5.4 presents the result of applying Canny to cervical histology images. Canny
identified the edges of the nuclei and the squamous epithelium with continuous edge.
As mentioned in the literature review, Canny is the optimal method of edge
detection. Contrary
trary to expectations, in this study the Canny edge detector did not find
a significant difference between the nuclei boundaries and cytoplasm. There are
interconnections exist between the nuclei, cytoplasm and stroma that cause
difficulties in distinguishing
distinguishing the area of each component. It can be concluded that the
Canny detection method is not recommended in this work for the distinction of
significant ROI within the cervical histology image.

Figure 5.4 Image segmentation using Canny edge detection
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5.2.2 Region Based Method
Region based methods examine the image by grouping the neighbouring pixels into
areas that satisfy some degree of similarity [97]. The region based methods examine
the homogeneous properties according to a predefined similarity criterion such as
intensity, colour or texture [7]. Other methods of region based segmentation include
region growing [210, 211] and clustering [13, 19, 103, 143, 152, 172, 207, 212-214].

5.2.2.1 Region Growing
A considerable amount of literature has been published on region growing
implementation, specifically in medical image segmentation applications [23, 123,
210, 211, 215, 216]. The region growing method segments the image by separating
similar pixel regions [97]. The principle of the region growing process is based on
similarity measurement to establish the inclusion of the pixels in the region. A
stopping criterion is defined for controlling the growth of the region. The growing
process starts from a pixel called the seed belonging to the ROI target. In order to
determine a seed, an automatic seed finding algorithm or operator can be used. The
region of the seed can be expanded by examining the neighbouring pixels. When a
similar pixel is found, the pixel is added and allocated to the same seed region. This
process continues iteratively until there is no pixel to be added to any region.
The region growing method is applied to the cervical histology image in order to
separate the cervical histology image into its components (nuclei, cytoplasm, stroma
and background). Figure 5.5 (a) shows the original image of the cervical histology.
Figure 5.5 (b) presents the result of applying the region growing method to a cervical
histology image. As shown in Figure 5.5(b), region growing cannot distinguish the
cervical histology image. However, region growing can separate the stroma,
squamous and background. The segmented squamous epithelium is shown in white.
80

Surprisingly, the segmented squamous epithelium is over segmented. Region
growing recognised a small area of stroma as squamous epithelium. It is shown in a
black circle in Figure 5.5 (b). Region growing does not segment the cytoplasm or
nuclei and, as a result, region growing for segmentation of cervical histology images
was not further pursued. The clustering method is investigated in the following
section in an attempt to address the deficits of the region growing method.

(a)

Over segmentation

Figure 5.5 Result of image segmentation using a region growing algorithm
(a) Original Image
(b) Result of region growing algorithm
81

5.2.2.2 Clustering
Clustering is a method that classifies an object into a group, or cluster, according to a
measure of similarity of object intensity or texture [72]. The clustering process
involves quantitative, objective assessments in order to group objects into a cluster
by measurement of similarity. The common measurement used for measuring
similarity is distance using methods such as Mahalanobis distance, Euclidian
distance and Manhattan distance [72]. K-means clustering is a well known clustering
method used in image segmentation that will be explained in the following subsection.

5.2.2.2.1 K-means Clustering
K-means clustering is one of the simplest methods of clustering. The algorithm of Kmeans clustering is used to classify an image based on its features (texture and colour
features). The process of clustering is achieved by measuring the sum of the distance
between the data and the cluster centroid [217]. In this method the number of clusters
is predefined. The general algorithm of K-means clustering is as follows [218]:
1. Compute each cluster’s mean as the centroid of that cluster.
2. Determine each sample’s closest cluster to calculate the distance between the
sample and the cluster centroids.
3. Cluster the pixel, based on the distance of the pixel similarity, by applying
Equation 5.6.
- (2) _    ` (2) # A `
A

W

(5.6)

Where c(i) is a pixel cluster, data point x(i) and cluster center µj .
4. Repeat the processes until a distance convergence criterion is met.
5. Calculate each newly formed cluster by application of Equation 5.7
82

2 _

(2)
∑e
264 1b-(2)  cd

∑e
264 1b-(2)  cd

(5.7)

Where µi is a new cluster.
The principle of K-means is that the clustering is defined by the region’s mean
intensity value. The goal of this method is to find the partition of the n data points
into the k cluster by minimising the sum of squared distance between the data and the
centroid. Equation 5.8 shows the minimisation of an object function in which the
distance data points and the cluster centre close to the sample.
7

f  1 1 (A # 2 )
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Where Si= cluster i:1, 2, 3.................k and k is the number of cluster, i = iteration for
all the pixels images, j = iteration to the all centroids and µ i= the centroid intensity.
The 2D input for this K-means clustering uses H&E histology images segmented into
their regions. There are four dominant colours: white for the background, dark purple
for the nuclei, dark pink for the cytoplasm and light pink for the stroma [7, 19]. The
colours are the outcome of the H&E staining and in the cervical histology slide is
easy to analyse. According to the dominant colour of cervical histology images, Kmeans clustering is applied for segmentation of the histology image into their
regions.
Prior to segmentation of the cervical histology image using K-means clustering, the
number of clusters is first predefined. K-means clustering utilises the Euclidian
distance metric of colour to classify the region. The K-means clustering process used
in the present research is outlined in the following steps.
1. The filtered image is converted to the CIE L*a*b colour space. The
segmentation method used in this research is based on the colour that results
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when it is converted from the red, green, blue (RGB) format to the CIE L*a*b
format. CIE colour space is the most complete colour space that describes
colours visible to the human eye [97]. The ‘L’ component describes the
brightness of the colour [97]. Component ‘a’ represents the colour placed
along the red and green axis and ‘b’ indicates the colour placed along the blue
and yellow axis [97]. The reason for converting the RGB colour to the CIE is
because the L* component does not contain any colour, but it represents the
lightness of the colour. This is the reason that the L component does not need
to be classified. However, component a* and b* should be clustered. Hence,
it is different from the RGB and cyan, magenta, yellow (CMY) colour spaces
since there are three components to be clustered.
2. In this process, colour segmentation of cervical histology regions is based on
the Euclidian distance in which the distance is measured for each defined
colour. The locations of the initial cluster centroid are initialised and the
colour distances are quantified by the distance metric. Pixels with the same
distance are clustered in the same class.
3. Each region is obtained by segmenting the image into four colours which is
later displayed in greyscale form. The result of applying K-means clustering
to a cervical histology image is shown in Figure 5.6.
Figure 5.6 (b) shows the result of applying K-means clustering of a segment of the
cervical histology image into its components as presented in greyscale. The black
refers to the nuclei, the white represents the cytoplasm, the dark grey the background
and the light grey shows the stroma. K-means clustering based on colour provides a
better result than region growing and Canny edge detection in segmentation of
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(a)

(b)
Figure 5.6 The result of image segmentation using K-means clustering
(a) Original image
(b) Result of K-means clustering based on the colour

cervical histology components which successfully separate the nuclei, cytoplasm,
stroma and background. However it requires refinement to obtain better
performance. Another segmentation method, the Gaussian Mixture Model (GMM)
method, is described in the following section.
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5.2.2.2.2 Gaussian Mixture Model (GMM)
GMM is used for representation of feature distribution in a biometric system and for
estimation of the complicated distributions where the output is coming from a model
with some underlying set of hidden classes (for example, classes including the object
and background in an image) [52, 219, 220]. It serves as a model for characterising
heterogeneity [207]. In statistics, a mixture model is defined as a mixture distribution
that is a convex combination of several independent components [207]. The
components are characterised by different probability distributions [201]. Assume a
set of N samples (image points) from n dimensional space, X={x1,...,xj,...,xN). Each
sample is taken from one of the M Gaussian components; a GMM can be expressed
as Equation 5.9 [52, 201]:
o
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(5.9)
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Where αi refers to the priority probability of each component.
The parameters are
Θ={α1,...., αM, θ1,..., θM} and
∑o
264 m2  1

(5.10)

n2  (2 Σ2 )

(5.11)

µi is the mean and Σi is the covariance matrix, i = 1,......M.
Let yj, j=1,.....,N, refers to the Gaussian from which xj has come. The probability of
xj coming from the i-th Gaussian is shown in Equation 5.12 [221].
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The aim of GMM is to estimate the hidden distribution from the data and in order to
maximise Equation 5.12, the estimation of the unknown parameter Θ is needed . The
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expectation-maximisation (EM) algorithm may estimate the GMM parameters. It
works by repeating the E-step and M steps until convergence. The E-step is used for
calculating which Gaussian expectation is used, that is expectation of conditioned by
the observations (X), expectation of using the estimated prior probability of each
distribution (BA q%A  , n2 C and expectation of current parameter (Θt) that is shown
in Equation 5.13 [207].
,B%A  qA , lu C 
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Given E-step algorithm estimates of the unknown variables (y={y1,...,yN},
yj=1,....,M), the M-step focuses on estimation of the distribution parameter (Θ) and
the prior probability of each distribution [207]. It can maximise the data likelihood as
shown in Equation 5.14.
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The log-likelihood is applied for easy numeric application. With the gradient ascent
approach, the parameters and prior probabilities are as shown in Equation 5.15 and
5.16 [207].
∑{
A64 ,%A  |A , lu A
2  {
∑A64 ,%A  |A , lu
}2 

∑{
A64 ,B%A62 qA , lu CBA # 2 CBA # 2 C
∑{
A64 ,B%A  qA , lu C

r

87

5.15
(5.16)

These parameters denote the input for the next E-step and it will converge to a local
maximum of the EM algorithm [207]. The result of applying the GMM to a cervical
histology image is shown in Figure 5.7.

Over segmentation

Figure 5.7 The result of applying GMM to a cervical histology image
Figure 5.7 presents the result of applying GMM to a cervical histology image. It
segments nuclei, cytoplasm and the background, and is displayed in greyscale. The
nuclei are represented in black, the cytoplasm is in light grey and dark grey denotes
the background. The GMM segmented the cervical histology image into its
components; however the cytoplasm is over-segmented. The over-segmentation is
shown as a white circle in Figure 5.7. The next section presents an incremental
thresholding method that is proposed by Keenan for grading a cervical histological
image [17].

5.2.3 Incremental Thresholding
Incremental thresholding is applied for extracting different image objects from
histology images. Assume that the digital image, I, of m x n size has L object classes
(x1,x2,...xL) [201, 221]. Using Otsu’s method, one may find the threshold that
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maximises between class variance. The variance is shown in Equation 5.17 [201,
221].
~W  ∑764 (7 (7 #  )

(5.17)
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Where , is the normalised histogram (probability) of intensity,
, 
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(5.19)
is the number of pixels with intensity , 7 is the current mean of 7 , as

shown in Equation 5.20 [201, 221].
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7 is mean intensity of the entire image. The L classes are separated by the L-1
threshold that maximise ~W [201, 221]. The result of applying an incremental

thresholding method to a cervical histology image is shown in Figure 5.8. It can be
seen that incremental thresholding only segments the nuclei in a cervical histology
image. However this method cannot distinguish the cytoplasm boundaries.
Comparison of all methods discussed in this section is set out in the following
section.

5.2.4 Analysis of Segmentation Methods
Many segmentation methods were discussed in the previous section and each was
applied to cervical histology images with complex distributions. The performance of
all of these segmentation methods, including Canny edge detection, region growing,
K-means clustering, local GMM and incremental thresholding, was compared. In this
application, segmentation aims to partition the cervical histology image into its
components such as nuclei, cytoplasm, stroma and background. Overall the K-means
clustering algorithm obtained segmented regions that are visually comparable. Figure
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5.9 shows a comparison of Canny edge detection, Region growing, K-means
K
clustering, GMM and an incremental thresholding
threshol
of a cervical histology image.
image

Figure 5.8 Result of incremental thresholding on a cervical histology image
Figure 5.9 (a1, a2, a3) present the original cervical histology images that are not
segmented. Figure 5.9 (b1, b2, b3) represent the image that
t
results from
segmentation by application of the Canny edge detector and as evident in the Figure,
there are a lot of edges (boundaries). Because of these unwanted edges, it becomes
difficult to distinguish which region belongs to noise or to nuclei and cytoplasm
boundaries. Canny cannot distinguish the components of the cervical histology
image. Therefore, based on a visual inspection, it was concluded that Canny edge
detection is not sufficient to segment the boundaries of cervical histology
components;; specifically the boundary between nuclei and cytoplasm.
The result of applying region growing to the cervical histology image is shown in
Figure 5.9 (c1, c2, c3). It shows that the squamous epithelium is segmented and is
marked in white. The nuclei and background
background have also been segmented. However,
this method cannot segment the cervical histology image into its components of
stroma and cytoplasm, and there is an over-segmentation
segmentation of the stroma region
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recognised as squamous epithelium; this is called over-growing. The oversegmentation is analysed by subtracting the original image with segmented image.
Because region growing generates over-segmentation, it can be concluded that the
region growing algorithm is not suitable for cervical histology image segmentation.
Figure 5.9 (d1, d2, d3) show the result of K-means clustering that segments the
histology image into its component regions. The image segmentation using K-means
clustering is based on four dominant colours. It can be seen that the cytoplasm has
been well segmented with a continuous region. Results show that K-means clustering
can segment the cervical histology image into its components: the nuclei (denoted by
the black colour), background (dark grey), stroma (light grey) and cytoplasm (white).
However, the stroma is identified and positioned very close to the squamous
epithelium, and hence it needs to be removed. The stroma does not contain important
information related to cervical abnormality. A morphological operation will be
applied for removing the stroma.
When GMM is applied to a cervical histology image, it segments the image into
nuclei, cytoplasm and background. The result of applying GMM to cervical a
histology image is shown in Figure 5.9 (e1, e2, e3). The nuclei in the cervical
histology image are segmented. The nuclei are represented by black, the cytoplasm is
in light grey and dark grey is the background. However, GMM cannot successfully
segment the other components such as cytoplasm and stroma. The region of
cytoplasm is obscured.
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Figure 5.9 Cervical histology image results (a) Original Image (b) Canny (c) Region
growing (d) K-means
K means clustering (e) GMM (f) Incremental thresholding
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The last method is an incremental thresholding that is applied to a cervical histology
image. This method, proposed by Keenan, segments a cervical histology image and
grades it into CIN1, 2 and 3 [17]. Figure 5.9 (f1, f2, f3) show the result of
incremental thresholding. This method is capable of segmenting the nuclei and the
background. However, it is similar to the GMM method; it cannot segment the others
components (stroma and cytoplasm).All the methods except Canny edge detection
can extract the nuclei from a cervical histology image. Only K-means clustering
based on colour can segment all of the components; background, nuclei, cytoplasm
and stroma. In this study K-means clustering appears to have successfully separated
the components of cervical histology images. In order to generate the CADSS
cervical histology system, the next process is investigation of additional techniques,
such as morphological operations, to further improve the segmentation result.
The result of K-means clustering is that the four regions can be separated for further
analysis. The important information from the segmentation process is in the nuclei
and cytoplasm regions. In this work, the nuclei and cytoplasm are segmented and
displayed in separated regions as shown in Figure 5.10. However, the image needs to
be enhanced. In order to overcome this problem, a post processing step is required to
obtain accurate information. Subsequently, the image is processed using a
morphology operation method.

a
b
Figure 5.10 Nuclei and Cytoplasm separated
(a) Nuclei region (b) Cytoplasm region
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5.2.5 Morphology Operation
As mentioned in the previous section, the result of K-means clustering needs further
processing; specifically to remove the stroma and to refine the nuclei and cytoplasm
image. The morphological operation aims to improve the quality of an image after
the segmentation process [72]. The principle of morphological operation is based on
the shape and size of an object’s named structural element. It is modified by using a
mathematical morphology operation. The shape and size of the structural elements
are adjusted according to the segmentation or filtering task [72]. The size of the
structural element is typically the size of the structure is 3x3, 4x4 or 5x5 pixels [222].
The shape of structural elements varies and includes shapes such as rectangles, disks,
diamonds, balls, lines, squares and octagons [97].
The basic operators of the morphological operation are categorised into dilation,
erosion, opening and closing operations [97]. This method is based on black and
white images and can be extended to greyscale images. By comparing the pixel in the
input image with its neighbouring pixels it generates each pixel value in the output
image. The basic concepts of the morphology operation are dilation and erosion that
are discussed below.

5.2.5.1 Dilation
Dilation is defined as an operation to increase the size of an object [97]. Generally
speaking, dilation is used for filling the gaps or holes in the image and for connecting
the separated objects [97]. It assumes that A and B are set in y and the dilation A by
B is symbolized by A⊕B. A is the image object and B is a structural element. Let
 C be denoted as the reflection of B about its origin and shifted as far as y. Dilation
BB
is expressed in Equation 5.21
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(5.21)

The dilation can be written as Equation 5.22
.⊕;  %|(;)L  .  .

(5.22)

5.2.5.2 Erosion
Erosion is a method of morphology image processing that erodes an object in an
image [223]. The object size is decreased and the small region in the object is
removed by subtracting the objects with a distance less than the structural element
[97]. The erosion equation is as expressed in Equation 5.23:
.Θ;  b%q(;)L ⊆.d

(5.23)

Equation 5.24 is an equivalent form of erosion:
.l;  %|(;)L  .  

(5.24)

Where Ac is the complement of A and  is an empty set.
The erosion operation is applied in this research to separate overlapped nuclei. On
the other hand, dilation is used to fill the gap or hole of segmented nuclei. The
morphological operation is applied to the nuclei of an image to improve the quality
of an image and is useful for the classification process. The morphological
processing of the nuclei in the image is not only important for feature extraction but
also for determining the stages of the cervical disease. Figure 5.11 shows a
segmented image following the erosion process and Figure 5.12 presents the nuclei
image after the dilation process.

5.3 Matching Method
After the nuclei and cytoplasm images are segmented and displayed in different
images, they are processed using the matching method; that is, their corresponding
positions are matched.
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Figure 5.11 Segmented nuclei after erosion

Figure 5.12 The result dilation of nuclei
Figure 5.11 shows that the positions of each nucleus and cytoplasm are well
matched. It means that each nucleus has the same centroid as the cytoplasm. This
section is aimed at finding the correlated location of the nuclei and cytoplasm. The
correlation system is constructed to determine the correlated nuclei and cytoplasm.
The correlation matching method is explained below:
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1. The nuclei and cytoplasm images are segmented and displayed separately in
Figure 5.10 (a) and Figure 5.10 (b).
2. The centroids of each nucleus and cytoplasm are defined using the centroid
function in the Matlab program that is described in Appendix A1.
3. In the correlation system, the number of nuclei and cytoplasm is determined.
The location of each nucleus and cytoplasm is listed. The distance of each
nucleus and cytoplasm is calculated based on subtraction of the x and y
coordinates. The correlation between nuclei and cytoplasm are calculated.
According to the position of nuclei and cytoplasm, the nuclei and cytoplasm
are said to be correlated if their distance is less than eight pixels and
uncorrelated if the distance is more than eight pixels.
4. The correlation between nucleus and cytoplasm is identified by finding the
same location for the nucleus and cytoplasm.
5. The last process counts the number of correlated nuclei and cytoplasm.
Figure 5.13 presents one sample of the nuclei and cytoplasm with the same
centroid using the correlation method.

1,297

1,297

Figure 5.13 Images of the corresponding nuclei and cytoplasm
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5.4 Feature Extraction
This section deals with the feature extraction process, in which image features are
extracted according to morphological characteristics including area, perimeter,
diameter, roundness and compactness [72]. Those features are extracted based on the
object’s inherent information. There are two types of information in an image: the
intensity values of the pixels and the spatial arrangements of the pixels [224].
In this research, the nuclei and cytoplasm were extracted using morphological
features. The information concerning size and shape of the nuclei and cytoplasm are
described by morphological features. Features relating to size include radius, region
or area, and perimeter of a cell. Compactness, roundness, smoothness, length of
major and minor axes, symmetry, concavity and perimeter are included in the shape
category of a cell [72, 156, 157].
Consider that S is a set of boundary points of a segmented cell such that
S={s1,…..sn} and C is the centroid of these boundary points. The definition of each
parameter of the morphological features is explained below [72]:
1. Radius, r, is defined as a straight line extending from the centre to every
boundary point (n). The formula is given by Equation 5.25.


∑264|$2 0|

(5.25)

2. Area is defined as the number of pixels belonging to an object.
3. Perimeter, P, is measured as the sum of spaces between every sequential
boundary point. P is given by Equation 5.26.
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Compactness is the ratio of the square of the perimeter compared to the
region.
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4. Roundness is the sharpness of particle’s edge and the corners.
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Morphological features have been used to analyse the characteristics of nuclei and
stages of the cervical histology image [21, 72, 206, 215]. This work considers the
following features as input to the classification process: area, diameter, compactness
and roundness parameters of morphological features and the Nuclear to Cytoplasm
ratio (N/C ratio). Although there are a number of qualitative studies on the cellular
morphological features of normal and abnormal cervical cells, there has been only a
few that record the cell size. Hackemann et al. [225] conducted qualitative studies of
the structure of the normal cervical epithelium. Notwithstanding, Hackemman
discussed the quantitative data of cell size and its relevance to the stages of the
disease.
Meyer et al. [226] investigated the morphological features of carcinoma cells in situ
and observed the variation of cell size. A study of morphological features was also
carried out by Artacho [227] to investigate the numerical data for the distribution of
cellular perimeters and cross-sectional areas over the thickness of various stages of
squamous epithelium. However, the present research uses the morphological features
that correlate with the diagnostic clues (pathologist’s view) in linguistic form to
generate a quantitative measurement. It means the features of nuclei that are
described by pathologists are translated to the numerical form. The following
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information explains the features extracted from the cervical histology image based
on the morphological characteristics.

5.4.1 Nucleus to Cytoplasm ratio (N/C ratio)
One of the characteristics of abnormality in cervical histology is the ratio of nuclei to
cytoplasm [215]. Generally, abnormal cells have higher nuclei to cytoplasm (N/C)
ratios, which may approach 1:1, while normal cells have much lower ratios; between
1:4 and 1:6 [23]. The number of correlated nuclei and cytoplasm is counted to obtain
the N/C ratio. Subsequently, the area of each nuclei and cytoplasm is computed.
After that, the N/C ratio is measured using Equation 5.29.
+0   

-  
-%,  

(5.29)

5.4.2 Roundness
The second feature used to identify abnormal nuclei is shape. The nuclei may be
round, tadpole, bizarre, oval or caudate [22]. The abnormal nuclei shape is irregular,
with loss of roundness, indentation and lobes [22]. In comparison, normal nuclei
have a smooth nuclear envelope, circular shape (round nucleus), small chromocenter
and regular shape [22]. The shape factor is used to measure or assess the shape of the
nuclei. The shape factor is measured by the roundness factor. The roundness factor is
used to measure or assess the shape of the nuclei as presented in Equation 5.28
(above).

5.4.3 Compactness
The structures of abnormal nuclei are pleomorphic, whereas the size of the nuclei is
highly variable [22]. Abnormal histopathology images tend to vary in terms of shape
and size of nuclei. Compactness is the ratio of the square of the perimeter to the area
of the nuclei [72]. The compactness is used to measure contour complexity versus
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closed area [228]. In this work, the variety of nuclei, in shape and size, is calculated
by the compactness factor, represented by Equation 5.27.

5.5 Classification
The features are extracted from an image as input to the classification stage. The
classifier is constructed based on the inherent characteristics of an object, to
discriminate the characteristics of nuclei and stages in cervical histology images. The
classifier is constructed according to the feature extraction. This research uses the
N/C ratio, compactness, roundness and diameter features to classify normal and
abnormal nuclei. In this section the classification tree method is introduced to
classify the cervical histology image as normal or abnormal as a quantitative
measurement.

5.5.1 Classification Tree
The classification tree is a classification method that uses a tree structure concept to
classify the data derived from some of the samples [229]. In the classification tree,
the quantified features representing data samples are processed by logical if-then
conditions that split the feature variables into non-overlapping regions in which the
value of the dependent variable will be predicted [229].
The classification tree algorithm consists of four steps:
1. The tree is constructed by the splitting of nodes. Each node is a dependent
variable that is assigned a predicted class. It is selected by a training
process. This process is repeated until there are no more nodes left to be
selected.
2. The second step is to produce points based on the appropriate information
in the learning process. Subsequently, the tree building will be stopped.
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3. The third step simplifies the nodes or “prunes the branches” which
reduces the size of the classification tree by removing the branch or nodes
that provide weak power classification so the final classifier accurately
provides the prediction.
4. Selection of the optimal tree with highest accuracy is achieved by
maximizing a fit onto the learning data set.
For the present research there were four hundred and seventy five data images used
in the training and testing process. The number of training data was seventy five
labelled images. These images were processed using a classification tree to extract
the classifier. This classifier aimed to classify the nuclei image as a normal or
abnormal cell.
The principle of a classification tree starts from the root and then analyses and finds
the next branch for the appropriate outcomes. The process is not stopped until the
leaf or the class name (class of the data point) is defined. In addition, the
classification tree produces a set of decision rules useful for the classification. From
the training process, the properties of normal and abnormal cells are obtained based
on the classifier shown in Table 5.1.
Table 5.1 The features of nuclei
Type

N/C

Shape

Compactness

factor

Diameter
(pixel)

Normal

0.0265+ 0.006

0.891

12.30

13.26+0.0045

Abnormal

0.2246+0.002

0.735

13.56

18.49+0.00593

According to Table 5.1, abnormal cells have the greatest values in the N/C ratio,
compactness and diameter while normal cells have the greatest roundness value. The
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mean N/C ratio increases between normal and abnormal cells. The compactness and
mean diameter increase between normal and abnormal. The shape factor decreases
from normal to abnormal. In the normal case, the cytoplasm is apparently very large
whereas the nuclei are classified as small. The system can distinguish between
normal and abnormal cells based on the features above. In the literature, there is
general agreement about the morphological features of normal and abnormal cervical
epithelium cells and agreement that the ratio of nuclei to cytoplasm and nuclei size
tends to increase [225-227, 230]. However there are no quantitative measurements
[225-227, 230, 231].

5.6 Grading and Disease Identification
All nuclei images are classified as normal or abnormal. The next step is the grading
process that defines the stage of the cervical histology image based on the
standardised nomenclature of cervical histology by Richart [190]. The numbers of
normal and abnormal cells are quantified to determine their class.
Keenan [17] analysed the inter-relationship between nuclei using the DT for grading
cervical histology images. Guillaud [21] analysed the grading of cervical histology
using a statistical method, LDA, to classify cervical histology images. For this
present research the classification tree was applied to define the stage of the cervical
histology. Classification of cervical cancer is determined by the spread of
abnormality in the image. The classification approach is inspired by the way a
pathologist analyses the tissue slide. The system classifies the images into normal,
CIN1, CIN2, CIN3 and malignant using the ratio of abnormal and normal cells.
Classification is based on the following algorithm that, according to the pathologist’s
views and diagnostic clues in linguistic terms for grading the disease, is translated to
a quantitative measurement. The classification is defined in the following.
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1. Normal: the ratio between the number of abnormal cells to the total
number of cells is less than 1/10
2. CIN1: the ratio between the number of abnormal cells to the total number
of cells is less than 1/3.
3. CIN2: the ratio between the number of abnormal cells to the total number
of cells is more than 1/3 but less than 2/3.
4. CIN3: the ratio between the number of abnormal cells to the total number
of cells is more than 2/3 but less than 4/5.
5. Malignant: the ratio between the number of abnormal cells to the total
number of cells is between 4/5 and close to 1.

5.7 Results and Discussion
K-means clustering based on the colour method was applied to four hundred and
seventy five cervical histology images. All images were segmented using K-means
clustering based on colour. The features were extracted based on the morphological
processes. Each image was segmented automatically with a K-means clustering
method. According to the threshold values shown in Table 5.1, the normal and
abnormal cells were quantified. The grading and disease identification were
determined by measuring the proportion of normal and abnormal cells. The system
classified the images into normal, CIN1, CIN2, CIN3 or malignant. All images were
classified according to algorithms mentioned in the grading and classification
sections. The confusion matrix of K-means clustering method is represented in Table
5.2. The CADSS output of using K-means clustering is presented in Appendix B.
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Table 5.2 The result of the K-means clustering method
Category

Normal

CIN1

CIN2

Normal

48

9

3

CIN1

53

15

2

70

CIN2

2

43

5

50

CIN3

2

3

45

50

8

18

Malignant

CIN3

Malignant

Total
60

219

245

The CIN1, 2, 3 and Malignant are classified as abnormal lesions. The performance of
the K-means clustering method is summarised in Table 5.3.
Table 5.3 The performance of K-means clustering
FP

FN

TP

TN

12

0

415

48

As shown in Table 5.3, the number of FP is twelve which means that twelve normal
cases are recognised as abnormal cases, however the system successfully recognises
all abnormal cases shown in TP.
The sensitivity of K-means clustering is given as:
   ! % 

'(
415

1
'( ) *+ 415 ) 0

The sensitivity of this method is 1. It means that all abnormalities were detected and
correctly reported. Here sensitivity is similar to the TPF.
The specificity of the K-means clustering system is given as
$,-  - % 

'+
48

 0.8
'+ ) *( 48 ) 12
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The specificity of this system is 0.8. This means that the system indicates only 80%
of cervical histology images are reported as normal. The False Positive Fraction
(FPF) is equals to 1- specificity.
There are nearly an unlimited number of features to analyse in the cervical histology
image [17, 20, 21, 206]. This research will be compared with the incremental
thresholding that was investigated by Keenan [17]. An incremental thresholding was
used to extract nuclei that are identified by grey level thresholding. A set of
morphological feature rules including nuclei intensity and size were applied.
Subsequently, to diagnose and grade the disease, an analysis of the inter-relationship
between nuclei and characteristics of individual nuclei that were derived from
Delaunay Triangulation (DT) was implemented. The performance of the K-means
clustering method and the incremental thresholding method as seen from each class
is presented in Table 5.4
Table 5.4 Comparisonof the performances of K-means clustering method and
Incremental thresholding
Type of
classification

Performance K-means
Clustering

Normal

80%

Performance
Incremental
thresholding
68%

CIN1

75%

57%

CIN2

87%

78%

CIN3

90%

84%

Malignant

89%

90%

It was observed that the K-means clustering method achieved 80% specificity for
normal, 75% for CIN1, 87%, for CIN2, 90 %, for CIN3, and 89% for malignant
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cases. The specificity of CIN3 is the highest. The performance of incremental
thresholding for the normal case is 68%, CIN1 is 57%, CIN2 is 78%, CIN3 is 84%
and for malignant it is 90%. According to the results as summarized in Table 5.4, it is
observed that K-means clustering, as the method proposed in this study, it cannot
consistently achieve good performance for cases of malignancy.
It can be seen that the incremental thresholding method is better than the K-means
clustering method in terms of specificity for the malignant cases. However, the
overall performance for each class using K-means clustering is better, where the FP
rate of K-means clustering and incremental thresholding is 2.5% and 4%
respectively. The incremental thresholding therefore reveals lower performance than
K-means clustering.
In terms of CADSS systems, segmentation is important in the image analysis task
because the nuclei need to be well segmented in order to analyse the number of cells.
As in the cervical histology image, the nuclei tend to overlap; specifically in the high
grades (CIN3 and malignant). The use of a morphology operation makes the Kmeans clustering algorithm able to refine the structure of nuclei. The morphological
features can distinguish between the normal and abnormal cells. The classification
tree method supports the classification of the features of the normal and abnormal
cells. It can be concluded that the classification tree is suitable for classifying
cervical histology images.
It should be noted that CADSS of cervical histology images using K-means
clustering and morphological feature characteristics is promising. According to
pathological information (diagnostic clues), the K-means clustering algorithm is able
to automatically execute a process using four morphological features and grade
cervical histology images objectively using constructed reliable cervical cell score
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features. According to the cervical cancer classification investigated by Richart
[190], classification of cervical cancer is interpreted quantitatively.

5.8 Validation
Validation was conducted in seeking the comparison between system output and
pathologist examination. During the validation, 40 random samples of cervical
biopsies existing in the pathology laboratory were selected and digitised and graded
using the developed algorithms. The graded samples were then presented to the
pathologist for confirmation. The selected samples were from a batch not included in
the 475 tagged data used in this project for evaluating the algorithms.The comparison
is shown in Table 5.5.
As can be seen from Table 5.5, the system successfully classified all the abnormal
and normal cases. However, if the finer grading is considered, as a false as
misclassification. The system misclassifies some of the pre-cancer stages.
Furthermore the system mis-classifies pre-cancer cases as malignant and vice versa.
Table 5.5 Comparison of K-means CADSS output and pathologist examination
Image

K-means clustering

Pathologist

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

CIN2
CIN3
CIN3
CIN3
Normal
CIN2
CIN1
CIN1
Malignant
CIN1
CIN3
CIN3
Normal
CIN2
CIN2
Normal
CIN3
Normal

CIN2
CIN3
CIN3
CIN3
Normal
CIN2
CIN1
CIN1
CIN3
CIN1
CIN3
CIN3
Normal
CIN2
CIN2
Normal
CIN3
Normal
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X










Image

K-means clustering

Pathologist

19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

CIN2
CIN1
CIN1
CIN3
Normal
Normal
Normal
Normal
Normal
Normal
Normal
CIN2
CIN2
CIN2
CIN3
Malignant
CIN1
Normal
Malignant
CIN2
CIN2
Normal

CIN3
CIN3
CIN1
CIN3
Normal
Normal
Normal
Normal
Normal
Normal
Normal
CIN2
CIN2
Malignant
Malignant
Malignant
CIN1
Normal
Malignant
CIN2
CIN2
Normal

 = correct

X = incorrect

109

Correct
classification
X
X











X
X








Chapter 6
CADSS USING GABOR WAVELET
6.0 Introduction
In the previous chapter, a CADSS that applied morphological feature extraction was
discussed. In this chapter, a CADSS method based on texture analysis is proposed.
The process of CADSS in this chapter is similar to the methods presented in the
previous chapter, but it is different in respect to the algorithms and properties used to
extract the features.
One of the properties for image analysis is texture. It is used to describe the visual
interpretation of an object. Texture analysis is developed to quantify the texture,
based on the human visual mechanism for texture identification. By analysing local
variations in the image, useful information may be captured. In addition, there is a
spatial relationship between pixel values and the relative localisation in terms of
determining the image texture [232]. The aim of texture analysis is to quantify the
spatial relationship between image pixels [232].
In 1962, texture analysis was pioneered by Julesz [233] and subsequently has gained
the interest of researchers in the image processing field, specifically for ROI
segmentation [233]. A number of different filtering methods for texture analysis is
presented in the literature [163]. Laws, a pioneer in texture analysis using filtering
techniques applied a bank of band pass filters for texture characterisation [234]. As a
result, a number of statistical features such as energy, variance and higher order
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moment are extracted. A Gabor wavelet is proposed by Gabor [235] that is suitable
for texture analysis. A Gabor wavelet is particularly attractive as it responds to input
in both the time and frequency domains.
In this research, the CADSS for cervical cancer classification using a Gabor wavelet
is presented. The Gabor wavelet is a multi-resolution method, where the image is
processed by using variations in frequency and orientation [235]. A Gabor wavelet is
applied to classify the texture of cervical histology images based on the frequency
response of each image pixel. The proposed algorithm for CADSS for cervical
cancer classification using a Gabor wavelet consists of three major steps: the training
process, the testing process (feature extraction and classification process) and
grading and disease identification. The embedded processes in CADSS for cervical
cancer classification using a Gabor wavelet are described in the following section.

6.1 Defining Texture
There are many different possible definitions for texture. Tamura [236] defines
texture as macroscopic regions whose structures represent the arrangement of an
ordered, repetitive pattern. Similarly, Clark and Bovik [130] define texture as the
correlation between intensity attributes which are spatially arranged. Hammouda
[237] defines texture as one or more patterns repeated in a periodic manner. Sklansky
[238] determines that a constant image texture exists when the local statistic set is
constant, slowly varying or approximately periodic. Haralick [160] defines a texture
by the number and type of its (tonal) primitives, and their spatial organisation or
layout. Richards [239] defines texture as properties of an object without enumerable
components.
It can be seen that there are many definitions of texture formulated by different
researchers. A textured image is defined as a function of the local variation of each
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pixel with respect to its brightness (grey level values) [163]. Texture segmentation is
aimed at the generation of a classification map of a uniformly textured image with a
labelled texture cluster. Texture analysis then attempts to interpret a textured image
that the human eye sees uniformly. The following section reviews the techniques of
texture analysis relying on signal processing by computing certain features from a
filtered image.

6.2 Spatial Domain Filter
The most direct way to capture image texture properties is through a spatial domain
filter [162]. The spatial domain is defined as the grid of pixels that represents an
image [97]. There are two components that need to be considered in utilising a
spatial domain filter: the relative position and the values of a local pixel
neighborhood [97]. A convolution operation between a mask and an image is applied
in spatial domain filtering. A mask is a small sub-image or window. In order to
convolve the mask with the image, the following steps are applied:
1. Apply the mask to every image pixel location.
2. Convolve the underlying image pixels and the underlying mask pixels at each
application.
3. Label the pixel image that is positioned at the mask center with this summed
value.
A number of spatial domain approaches have been proposed in texture identification
and segmentation. Spatial filtering for interpreting the periodic (pre-attentive) texture
in the human visual system is proposed by Malik and Perona [204]. The proposed
model consists of three stages: (1) image convolution with a symmetric filter bank
using Difference of Offset Gaussian (DOOG) functions, followed by half wave
rectification, (2) the inhibition of artificial responses in a localized area and (3)
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identification of boundaries between different textures. Half–wave rectification is a
nonlinear method for computing texture features. It is needed to distinguish the
texture pairs by identical mean brightness and identical second order statistics [204].
This method provides natural image discrimination which considers the controlled
texture properties [163].
Similar research has been conducted by Unser and Eden [240] to develop a texture
feature analysis using spatial filters and a nonlinear operator which provides
acceptable separation and more stable representation in texture segmentation [163].
The variation of spatial frequency domain filter methods for texture image
segmentation which are capable of distinguishing the texture fields is reviewed by
Reed and Wechsler [241].

6.3 Fourier Domain Filtering
Texture analysis has been simulated using Fourier domain filtering for texture feature
extraction [162, 242, 243]. A Fourier Transform allows image transformation
between spatial and frequency domains that are closely related in texture
characterisation [244]. The Fourier Transform is a mathematical function comprised
of trigonometric functions in the frequency domain [244]. Thus, a Fourier Transform
defines the frequency of a signal, which maps a time domain representation to the
frequency domain [244]. The Fourier Transform has been applied for frequency
analysis of a textured image [162]. The textured images are analysed by
decomposing the image into its frequency and orientation components [242].
Multiple resolutions refer to multiple channels tuned into different frequencies as
described in the literature [162]. The multiple method has been developed to perform
filtering in the Fourier domain for texture analysis and the extraction of texture
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features [162, 165, 245]. The following section introduces the theory associated with
Fourier Transforms.

6.3.1 Fourier Series and Fourier Transform
The Fourier theory is the basis of frequency analysis. First, the Fourier series is
discussed in this section. In the Fourier series, the periodic waveform () can be
denoted as the sum of sines and cosines together with the Direct Current (DC)
component [163]. The general Fourier series can be written as in Equation 6.1.
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Where () represents a time or distance variable and

(6.1)
represents the frequency. The

parameters  and & can be calculated from Equations 6.2, 6.3 and 6.4 respectively.
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Where  is an average of the signal over one complete period ('¢ ) and is thus the

DC component. The function ()can be expressed in exponential form as written in

Equation 6.5.
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Where " is a complex number consisting of real and imaginary components that
represent the coefficients of the cosines and sines. The Fourier series analysis is
suitable for periodic functions. The period '¢ of the signal is increased in order to
generalise the transformation to any type of signal [163]. When the space between
harmonic components is zero, the discrete frequency intervals

are converted to a

single variable and continuous frequency spectrum. The Fourier series is expressed
by Equation 6.7.
"( ) 
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The Fourier analysis or Fourier Transform is obtained from Equation 6.7 and is
divided by " /2s to obtain Equation 6.8.
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The Fourier Transform has a disadvantage in that the time domain and frequency
domain are inversely related. The size of window function is the same for each
frequency. To address this problem, the Gabor wavelet is introduced by utilising the
bandwidth in the spatial frequency and spatial (time) domains [235, 246]. In the
following section, the theory related to the Gabor wavelet will be introduced.

6.4 Gabor wavelet
A suitable method for texture analysis is multi-channel filtering or multi-resolution
that views a texture according to the frequency response of its pixel data and is
processed by using various frequencies. The texture can be viewed as the periodicity
of repeatable patterns. The phenomena of the Human Visual System (HVS)
interprets the texture feature by its repetition, direction and complexity [247].
Repetition and direction are expressed in terms of the frequency and orientation of
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the image, whereas complexity represents the structure of the textured image. HVS
develops multi-channel filtering using various frequencies and orientations.
In signal analysis, the Fourier Transform is implemented to analyse the content of the
whole picture [162]. However, for many real time tasks when each calculation of the
transformation process requires special locality information, the Fourier Transform is
not suitable because the Fourier Transform analyses the frequency globally. The
Window Fourier Transform (WFT) or Short Time Fourier Transform (STFT)
employs a fixed size window. It applies the Fourier Transform which considers only
a small section of the signal at once [235]. This is defined in Equation 6.10.
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The time-bandwidth product or the Heisenberg inequality refers to the limits on the
time of WFT and frequency domain resolution, represented by Equation 6.11.
¨© ¨ª «

¬


(6.11)

Where σω is frequency domain and σt is time domain.
The time-frequency resolution of the STFT is presented in Figure 6.1.
®¯

Figure 6.1 The time-frequency resolution of STFT
The resolution of time and frequency of STFT must satisfy the Heisenberg inequality
equation (Equation 6.11). From the inequality described, only one variable is used:
either time resolution is held constant with varying frequency resolution, or vice
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versa. The STFT results in an improvement in time and frequency localisation, yet it
still uses the same size window for all frequencies. It means that time and
frequencies are the same as presented in Figure 6.1.
To address this problem, it is necessary to develop multi-resolution transforming

variables, both ¨© and ¨ª , in the time-frequency plane [163]. In 1946, Dennis Gabor
proposed the expansion of a sine wave modulated by a Gaussian function [235].
Subsequently, the measurement of local spectra is obtained by a Fourier expansion of
the modulated signal. In order to compute a window size (frequency), the collection
of local spectra is considered. The result is a time-frequency decomposition that is
called a Gabor Transform [235, 244] and is shown in Figure 6.2.
2σt/a0
Frequency
2a0σω

Time
Figure 6.2 Frequency-time resolution of Gabor wavelet
The Gabor wavelet has emerged as one of the HVS interpretations [244]. It is one of
the most common texture analysis methods applied in a large number of applications
such as medical image analysis [14, 16, 37, 13, 248-251], edge detection [246, 252254] and pattern analysis [130, 162, 165, 244, 255]. In a medical image application,
the Gabor wavelet has been applied to discriminate certain texture characteristics of
tissues [14, 16], for organ identification [256] and for histology image classification
[37, 13, 251]. In addition, the edges within an image are also detected using the
Gabor wavelet [254, 256]. In edge detection, the filter extracts the edge features such
as edge orientation (horizontal, vertical, diagonal), edge location and edge polarity
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from the image. Furthermore, the Gabor wavelet is also utilised for image feature
extraction, including texture. Jain and Farrokhnia [165, 243] applied the Gabor
wavelet to extract natural image textures. Dunn and Higgins [245] noted that the
selection of Gabor wavelet parameters frequency and orientation influences the
segmentation result. The choices of both parameters successfully support the Gabor
wavelet in defining textures at particular orientations [163]. Daugman [257]
investigated the modelling of the receptive field profiles of simple cells in the visual
cortex of some mammals using the Gabor wavelet. Tuceryan [162] stated that the
two dimension Gabor function has uncertain relation in Equation 6.12 and in 6.13
attains the minimum value.
°  °  « s/4
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Turner [258] and Bovik et al [130] performed texture analysis using the Gabor
wavelet that was able to distinguish the different texture region.
The principal of the Gabor wavelet is multi-channel filtering that localises an image
into spatial and frequency domains, suitable for texture analysis. A Gabor wavelet
bank is generated from the combination of the frequencies and orientations. The
Gabor wavelet employs a number of filters to produce a feature vector of high
dimensionality [247]. It is important to select the filter parameters in order to
characterise textures embedded in the image for the segmentation process [13]. If it is
desirable to distinguish finer then filters with higher frequencies should be chosen
[247], on the other hand, localisations of the filter in spatial domains are required to
obtain accurate localisation of texture boundaries. The Gabor wavelet bank is a
multi-channel filter using specific spatial frequencies and orientations of a sinusoid
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with Gaussian standard deviation (σx and σy ). The Gabor elementary function is
represented by Equation 6.14.
±(, %   ′ , % ′  ,c2sB/K ) fL C

(6.14)

A two-dimensional Gaussian function is defined by Equation 6.15.
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From Equation 6.14 and 6.15, the Gabor elementary function can be rewritten as
Equation 6.16.
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Where  is the frequency plane wave, and [K and [L are the spread of the Gaussian

(standard deviation of Gaussian envelope) in  and % directions respectively. [K and

[L are the same,  is the centre frequency of the sinusoid and θ is the orientation of
the sinusoid.
Essentially, the Gabor wavelet is a band pass filter that can tune to any spatial
frequency and orientation. In the frequency domain, the Gabor wavelet can be
written as that described by Equation 6.17.
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Where ´  -n ) ! n and ! ´  # n ) !-n
The spectrum of frequencies of the Gabor function is shown in Figure 6.3.
Two important parameters of the Gabor wavelet are frequency bandwidth and
orientation which can be calculated from Equation 6.18 and 6.19 respectively.
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Where Br is expressed in octaves and Bθ is expressed in radians and each presents in
the 3dB bandwidth of the Gabor spectrum.
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Figure 6.3 Frequency spectrum of a Gabor function
The output of the Gabor wavelet is transformed using a nonlinear function.
Subsequently, local energy is computed, which results in a texture vector at each
obtained pixel location that contains spatial information and the location coordinate
of each pixel.

6.5 Experimentation
This section describes the experiment process of CADSS using a Gabor wavelet
including training, testing, filter design, feature extraction, classification, grading and
disease classification. The processes are using the Matlab program that is described
in Appendix A2.

6.5.1 Training Process
The cervical histology image consists of a background, squamous epithelium and
stroma. Each component has different characteristics. In this chapter, the texture of
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each component is analysed. The proposed method is based on the assumption that
the textures of the background, stroma and squamous epithelium (which consist of
abnormal cells, normal cells and the basal cell) are sufficiently different. Figure 6.4
presents a typical cervical histology image with its components.
Based on visual inspection assisted by a pathologist, the characteristics of the five
components in a cervical histology image have been defined. The background is the
empty area with limited texture. Normal nuclei are characterised by a small chromocenter, round nucleus, smooth nuclear envelope and regular and fine chromatin
structure [22]. Abnormal nuclei are characterised by a more irregular, coarse
chromatin structure, cribriform pattern, large chromo-center, hyperchromatic nuclear
envelope and irregular shape of the nucleus [22]. The stroma is connective tissue
whereas the basal cell consists of one layer at the bottom with large and dark staining
of nuclei and little cytoplasm [22]. Over five hundred samples were taken from each
of the five texture regions of background, stroma, basal cell, normal and abnormal
cell. The samples are processed using a Gabor wavelet in order to extract texture
features.

background
Normal

Abnormal

nuclei
Basal cell
Stroma

Figure 6.4 A cervical histology image with its components
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According to the diagnostic clues mentioned above, the texture features of the five
components are found to be sufficiently distinctive. The first step in CADSS for
cervical cancer classification is to generate a proper Gabor wavelet bank that can be
tuned into different spatial frequencies and orientations to cover possible spatial
frequency space.
The choice for parameter selection is based on the work presented by [162].
Tuceryan [162] describes four orientations centered at 0, 45, 90 and 135 degrees, and
a number of frequencies depending on the image size, calculated using Equation
6.19. The work presented by Tuceryan is similar to Jain and applied the multi
channel filtering approaches using the selection of frequency and orientations [165].
Possible frequencies for each orientation are stated in Equation 6.19:
1√2, 2√2, 4√2, … … … …  " 

+
-%-
√2
4
½ "±

(6.19)

The filters at frequencies 1√2 , 2√2, 4√2, 8√2 and 16√2 are not used in our work,
since these filters are too large to appropriately capture texture-based content in the
image and are inefficient. Those frequencies cannot distinguish the texture of five
regions and it is difficult to obtain the desirable texture. In addition, the frequency at
2048√2 is sufficient. As such, only six frequencies have been chosen for use in our
work. In order to generate the template for five different regions, the sample pixels of
each region are processed using the Gabor wavelet bank with six frequencies and
four orientations. The orientations used in this research are: θ0 =0, θ1 =45, θ2 =90,
θ3 =135 and the frequencies used are at 32√2, 64√2, 128√2, 256√2, 512√2 and
1024√2 cycle/ image width.
There are twenty four filters applied for the extraction of texture features associated
with the background, stroma, basal cell, normal and abnormal nuclei. In order to
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classify the above components, a template of each component is generated. In this
step, the twenty four filters were applied to two thousand five hundred samples from
the background, stroma, abnormal nuclei, normal nuclei and basal membrane.
Texture vectors for all components were obtained. The templates of possible regions
were then generated by averaging the five hundred feature vectors taken from each
region. The templates of each region are described in Appendix C and these are
measured quantitatively.
The templates of each component, as shown in Appendix C, were constructed during
the training process. This step is followed by the testing process described in the
following section.

6.5.2 Testing Process
Four hundred and seventy five cervical histology images were tested using the Gabor
wavelet. The Gabor wavelet was applied to the images in order to classify them. In
this research, the proposed algorithm for texture classification is outlined below.
1. Design a filter bank and process the image with the filter bank.
2. Achieve feature extraction by comparing the templates of the five regions.
3. Cluster the pixels in the feature space.

6.5.2.1 Designing a Filter Bank and Applying the Gabor wavelet
Bank to the Image
As mentioned previously, this research uses twenty four filters consisting of a
combination of six frequencies and four orientations. The proposed parameters are
used to capture image texture information. All images have the Gabor wavelet bank
applied to produce a feature vector for each pixel, as a response to the filter. The
number of filter responses is equal to the number of filters used. These feature
vectors consist of real and imaginary parts. The image size used in this research is
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4080 x 3072 so there are 4080 x 3072 feature vectors that are obtained from the
Gabor wavelet bank processing. In Figure 6.5, the schema of CADSS using a Gabor
wavelet bank is shown. The explanation of this process is described in following
paragraph.

Histology Images

Step 1:
Convert image to gray scale

Step 2: Apply Gabor wavelet to each pixel

F1= 32√2
θ1=0

F6=1024√2
θ1=0

F1= 32√2

F1= 32√2

θ2=45

θ3=90

F6= 1024√2

F6= 1024√2

θ2=45

θ3=90

Step 3: Compare
template

Step 4: Segmented Image

Step 5: K-mean clustering

Step 6: Calculate the Ratio of number
of abnormal cell to total number cells

Step 7: Grading from normal to malignant including CIN1,
CIN2, CIN3

Figure 6.5. Scheme of overall grading system
for histological images using Gabor wavelet banks
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F6= 1024√2
θ4=135

First, images are converted into greyscale with a spatial resolution of 4080 x 3072
pixels, and 8-bit pixel depth. The images are further processed using a Gabor wavelet
with twenty four filters.
The steps in the application of the Gabor wavelet to the images are further described
below.
1. Apply the Gabor wavelet with six frequencies and four orientations for each
pixel.
2. Compare each pixel with the templates that are obtained in the training
process.
3. Label each pixel with one of the five categories according to the nearest
neighbour process.
4. Apply K-means clustering based on colour to classify the textured image.
5. Calculate the ratio of normal to abnormal cells.
6. Classify the image into benign, malignant or pre-cancer in accordance with
how a pathologist would examine the slide.

6.5.2.2 Feature Extraction
In the literature, a number of existing methods are suggested to extract useful
information from the Gabor wavelet output. In Clausi et al. [259], the reviewed
feature extraction methods include the following:
1. Magnitude response: this refers to the magnitude of the Gabor function outputs
which can be used to identify a texture.
2. Real component of Gabor wavelet output: Jain and Farroknia [165] utilised the
real component of Gabor wavelet output to characterise the channel. It is safer
than the complex version to spatially compute the filter because it is less
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computationally intensive to process the output which is only on the convolution
masks.
3. Rectification: there is a rectification of the magnitude response of the Gabor
wavelet that can be used to extract the feature.
The magnitude response obtained by summing the absolute value of the real and
imaginary response is one of the nonlinear methods that are used to process the
complex filter output. The magnitude of the Gabor wavelet is used in this research, in
order to extract the features of the image. Therefore, twenty four magnitudes of
Gabor wavelet output will be compared with the feature templates as mentioned in
the training process section. The goal of this process is to classify the image into
background, stroma, basal membrane, normal and abnormal region according to the
texture features.
The output of the Gabor wavelet is compared with the template. Each output in the
same filter is subtracted with the five region templates. From these results, the
nearest neighbourhood assessment is applied to search for the minimum result. The
smallest value is chosen and labelled as the region that the pixel belongs to.
According to the nearest neighbourhood assessment, each pixel is labelled into a
different classification, with the following colour coding: blue is background, yellow
is basal, white is stroma, green is a normal cell and red is an abnormal cell. The
result of the Gabor wavelet feature extraction is presented in Figure 6.6.
Figure 6.6 (b) and (d) show output images that have been extracted from a Gabor
wavelet output. Pixels can be seen that belong to the same texture region which have
the same cluster and texture characteristics. The pixels tend to be close to each other
in the feature space. At the end of the feature extraction step, the output image can be
seen to cluster pixels into a number of regions. As previous work in Chapter Five has
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shown, K-means clustering is used to label the images into their regions which
results in a segmented image. The following section describes the K-means
clustering result.

(a)

(b)

(c)
(d)
Figure 6.6 Output image of Gabor wavelet
(a) and (c) Original image
(b) and (d) Output image of Gabor wavelet

6.5.2.3 Classification
K-means clustering is used to classify the output of image segmentation. It classifies
the image result of segmentation based on texture classification. The number of
clusters is defined beforehand and in this work it consists of five regions. K-means
clustering starts by selecting the points that define the centre of the cluster using
arithmetic means. The principal of K-means clustering is based on the Euclidian
distance from the feature vector of each point to its nearest cluster centre. The mean
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of each cluster is obtained from recalculation of the cluster centre. This algorithm is
repeated until the cluster converges. When a convergence of a cluster occurs, then
each pixel within the cluster is labelled respectively. At the end of this process, a
segmented image is produced resulting in five clusters of: background, stroma, basal,
normal and abnormal cells. The normal and abnormal cells are obtained by
quantification of both regions. An image revealing normal and abnormal nuclei is
shown in Figure 6.7, with the blue colour representing the background, white and
yellow colours express the basal and stroma respectively, the green colour represents
normal cells and the red colour denotes abnormal cells.

(a)

(b)

(c)

(d)

Figure 6.7. The result of K-means clustering based on colour
(a) background (b) basal and stroma (c) abnormal cell and (d) normal cell
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6.5.3 Grading and Disease Identification
At the end of the previous stage, K means clustering segments the output image
based on the classification outcome into five regions. As a result, the normal and
abnormal nuclei are separated. The system recognises the normal and abnormal
nuclei, and counts the number of both nuclei. In accordance with how a pathologist
examines the slide, the image is classified into normal, pre-cancer (CIN1, CIN2,
CIN3) and malignant. The normal image is defined as there being no abnormal cells
in the histology image.
CIN1 refers to a third of abnormalities within the epithelium layer. CIN2 refers to an
abnormality of two thirds and the abnormality that spreads to surrounding or greater
than two thirds of the epithelium is considered to be CIN3 [22]. In the malignant
case, the abnormality spreads over and fills the layer. The system classifies the image
into categories using this ratio of the number of abnormal to the total number of cells
(number of normal added to the number of abnormal cells). The grading system
aligns as closely as possible with the expert pathologists’ views, the grading system
is based on the following:
1. Benign: the ratio between the normal and the total number of cells is less than
1/10.
2. CIN1: the ratio between the abnormal and the total number of cells is not
more than 1/3.
3. CIN2: the ratio between the abnormal and the total number of cells is more
than1/3 but not more than 2/3.
4. CIN3: the ratio between the abnormal and the total number of cells is more
than 2/3 but not more than 4/5.
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5. Malignant: the ratio between the abnormal and the total number of cells is
more than 4/5 and close to 1.

6.6 Results and Discussion
The Gabor multi-resolution analysis has the capacity to recognise the normal and
abnormal nuclei of a cervical histology image. In the training process, the proposed
algorithm uses the information from the pathologist to identify the suspicious
regions. This algorithm translates the information to features and disease conditions
(type of cervical disease) that are quantitatively measured. In this research, the Gabor
wavelet and K-means clustering algorithm show excellent results in identifying
normal and abnormal nuclei. Appendix D presents a number of samples of a cervical
histology image processed by a hybrid of the Gabor wavelet and K-means clustering
in terms of the ratio of abnormal to total number of cells counted. By quantifying the
number of normal and abnormal cells, the system will calculate the ratio of abnormal
cells to the total number of cells, and then classify the image as one of the five
possible cervical cancer categories (normal, CIN1, CIN2, CIN3 and malignant) using
the classification tree algorithm.
Images classified by the pathologist are used as the ground truth. The correct
classification is defined by the ground truth. Four hundred and seventy five images
are processed automatically using the proposed method and the resulting
classification is compared with the ground truth.
In order to evaluate the number of filters that will give an appropriate response, a
comparison of segmentation performance is done using twelve, sixteen, twenty and
twenty four filters, with results shown in Figure 6.8. In this figure, the components of
the cervical histology image are easy to compare visually.
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Original Image

Twelve filters

Sixteen filters

Twenty filters

Twenty four filters

Figure 6.8 Comparison segmentation from a number of filters in CADSS using the
Gabor wavelet
By comparing the results of twenty-four filters applied to the image data, with the
twelve, sixteen and twenty filters results, it was observed that the twelve- and
sixteen- filter results, did not have any blue and white. This means the system did not
recognise the stroma and the background regions. In the twenty filters result, there
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was a misclassification of the background which was recognised as normal nuclei.
However, in the CADSS, this work only uses the component normal and abnormal
cells for grading the disease. The ratio of abnormal cells to the total cells in the
cervical histology images using eight, twelve, sixteen, twenty and twenty four filters
are calculated and graded. The comparison of performance is shown in Table 6.1.
The table shows the correct classification percentages for each filter.
Table 6.1 Comparison performance of 8, 12, 16, 20, 24 and 32 filters in the Gabor
wavelet for cervical cancer classification
Type of
classification

Eight
filters

Twelve
filters

Sixteen
filters

Twenty
filters
75

Twenty
four
filters
87

Thirty
two
filters
72

Normal (%)

44

54

58

CIN1 (%)

56

56

62

72

86

68

CIN2 (%)

50

50

64

70

82

82

CIN3 (%)

52

54

66

66

84

78

Malignant (%)

64

74

76

74

89

82

The improvement the number of filter from eight to thirty two filters is neglible. As
shown in Table 6.1 the twenty four filters provide better performance than the others
filter in every cervical cancer classification. It can be concluded that twenty four
filters more accurately segment the cervical histology image than other filters,
because the twenty four filters analyse the texture of the image in more detail and the
desirable textures are defined by applying the high frequency. Thus, the twenty four
filters are suitable for CADSS for cervical cancer classification. It is important to
note that the selection of the parameters in the Gabor wavelet affects the
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segmentation result. The confusion matrix of twenty four filters is shown in Table
6.2, whereas the outputs of CADSS are described in Appendix B.
Table 6.2 Confusion matrix of twenty four filters related to the cervical cancer
classification
CADSS outcome Normal

Correct
classification
(%)

Total

87

60

1

86

70

41

6

82

50

6

42

1

84

50

3

23

219

89

245

CIN
1

CIN
2

7

1

CIN1

60

9

CIN2

3

CIN3

1

Pathologist
diagnosis
Normal

Malignant

52

CIN
3

Malignant

As shown in Table 6.1 and 6.2 that twenty four filters is a robust tool to classify the
malignant cases. It shows the performance in respect of the malignant classification
is the highest with approximately 89%. However, its performance is less effective in
CIN2 cases. On closer examination, normal is correctly graded in 87% of cases,
CIN1 is correctly classified in 86% of cases, CIN3 is correctly classified in 84 % of
cases but for CIN2 only 82% of cases were correctly classified. The result shows
there are similar boundaries between CIN2 and both CIN1 and CIN3 that are quite
difficult to determine. The threshold value between pre-cancer cases is contiguous.
The performance of this proposed methodology is also determined by calculating the
sensitivity and specificity of the results as summarised in Table 6.3.
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Table 6.3 Performance of the twenty four filters
FP

FN

TP

TN

8

0

415

52

The sensitivity of twenty four filters of the Gabor method is given as
$   ! % 

'(
'( ) *+

415
=1
415+0

The sensitivity of this method is 1. It means that all of abnormalities were detected
and reported however, there was varying success in respect of grade classifications.
Here sensitivity is similar to the TPF.
The specificity of twenty four filters of the Gabor method is given as
$,-  - % 

'+
52
= 0.87
'+ ) *( 52+8

The specificity of this system is 0.87. This means that the system indicates only 87%
of the cervical histology images were reported as normal.
The texture features method in this study may be compared to other studies that use
other types of histology images, such as prostate and breast cancer [14, 16] and the
comparison of performance may be analysed systematically. Doyle et al used grey
level features in order to extract the texture features of images that quantify the
average, median, standard deviation and range of pixel value [14, 16]. For measuring
the texture there is a range of pixel values of the window neighbourhood (maximum
value-minimum value) around the corresponding pixel in the image. If the texture is
smooth, the range of values in the neighbourhood around a pixel will be small
whereas in rough textures, the range will be larger. The comparative performance of
the Gabor wavelet which is applied in this work and that of Doyle et al who applied
grey level features is presented in Table 6.4.
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Table 6.4 Performance of Gabor with twenty four filters and Doyle method
for each class
Type of classification

Performance Gabor

Normal

87%

Performance Doyle
method
58%

CIN1

86%

60%

CIN2

82%

50%

CIN3

84%

96%

Malignant

89%

91%

Table 6.5 Comparison of sensitivity, specificity, FN, and FP in Gabor wavelet
and Grey level features
Performance

Gabor wavelet

Grey level feature

Sensitivity (%)

100

100

Specificity (%)

87

58

False Positive (%)

13

42

False negative (%)

0

0

It can be seen that the Doyle method produces the best performance in malignant
cases where the highest percentage is approximately 91%. However, the CIN2 cases
are correctly classified in only 50% of cases. While both algorithms can classify the
cervical histology images, the Gabor wavelet in this research outperforms the other
in terms of specificity and FP. It can be concluded that the Gabor wavelet offers a
promising result. This may, in part, be due to the application of filters of low and
high frequency that are able to identify the textures of the five components and
selection of the parameters of the filters. The desirable finer distinction of textures is
obtained by applying the filters with higher frequencies.
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6.7 Validation
This section discusses the comparison the CADSS output with the reference point
obtained from pathologist review. The validation process is similar to the validation
process in previous chapter that uses forty cervical images that are random selected.
The system output is compared with the pathologist’s in Table 6.6.
It is apparent from Table 6.6 that there were very few mis-classifications, although
surprisingly, there was a pre-cancer (CIN1) case classified as normal. Although the
presentation of FN rate in this system in which the CIN1 recognised as normal, the
CADSS using Gabor wavelet still performs better than CADSS using K-means
clustering.
Table 6.6 The comparison of the Gabor CADSS output and pathologist review
Image

Gabor wavelet

Pathologist

Image 1
Image 2
Image 3
Image 4
Image 5
Image 6
Image 7
Image 8
Image 9
Image 10
Image 11
Image 12
Image 13
Image 14
Image 15
Image 16
Image 17
Image 18
Image 19
Image 20
Image 21
Image 22
Image 23
Image 24
Image 25

CIN2
CIN2
CIN3
CIN3
Normal
CIN2
CIN1
CIN1
CIN3
CIN1
CIN3
CIN3
Normal
CIN2
CIN2
Normal
CIN3
Normal
CIN3
CIN3
Normal
CIN3
Normal
Normal
Normal

CIN2
CIN3
CIN3
CIN3
Normal
CIN2
CIN1
CIN1
CIN3
CIN1
CIN3
CIN3
Normal
CIN2
CIN2
Normal
CIN3
Normal
CIN3
CIN3
CIN1
CIN3
Normal
Normal
Normal
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Correct
classification

X


















X





Image
Image 26
Image 27
Image 28
Image 29
Image 30
Image 31
Image 32
Image 33
Image 34
Image 35
Image 36
Image 37
Image 38
Image 39
Image 40
 = correct

Gabor wavelet

Pathologist

Normal
Normal
Normal
Normal
CIN2
CIN1
Malignant
Malignant
Malignant
CIN1
Normal
Malignant
CIN2
CIN2
Normal
X = incorrect

Normal
Normal
Normal
Normal
CIN2
CIN2
Malignant
Malignant
Malignant
CIN1
Normal
Malignant
CIN2
CIN2
Normal

137

Correct
classification





X










Chapter 7
CADSS USING A HYBRID GRAPH CUT
AND COLOUR SEGMENTATION
METHOD
7.0 Introduction
Cervical histology images consist of background, squamous epithelium and stroma.
A basic pathological component is the squamous epithelium that contains important
diagnostic information. The squamous epithelium consists of nuclei that represent the
diagnostic information. This chapter introduces a CADSS for cervical cancer
classification using global and local approaches for the segmentation and analysis of
cervical histology images, for diagnosis of cervical cancer. The global approach
determines the ROI, that is, the squamous epithelium. This approach involves
segmenting the squamous epithelium from the entire cervical histology image. The
next process is the local approach which is applied to the squamous epithelium.
The local approach involves segmentation and analysis of the nuclei or the content of
the squamous epithelium. As a result, the nuclei are identified and the disease is
graded. The overall goal of this system is to propose a segmentation algorithm that
identifies and separates the ROI from the entire cervical histology image in order to
construct the CADSS for cervical cancer classification. The process in the proposed
system consists of a global approach, a local approach, and gradation and disease
classification, these are shown in Figure 7.1. In the first stage, the cervical histology
image is processed using a global approach in order to segment the squamous
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epithelium. In the second stage, the nuclei are segmented and analysed. Finally, the
image is graded and classified. The process uses a hybrid graph cut and colour
segmentation, and is described in the following section.

Stage 3:
Gradation and
Disease
Identification

Stage 1
Original Image

Global
Approach

Nuclei

Feature extraction

Classification

Segmentation
Stage 2: Local Approaches

Figure 7.1 Block Diagram of the CADSS using a hybrid graph cut and colour segmentation
method.

7.1 Global Approach
In order to define the global approach, it is necessary to determine the main
components contained within the cervical histology image. In no particular order, the
main components are background, stroma and squamous epithelium. From a
pathologist’s viewpoint, the important information is in the squamous epithelium
because it contains nuclei and provides information about the nuclei characteristics
and stage of the disease. It is necessary to remove the background and stroma, in
order to obtain the squamous epithelium region and so the global approach focuses
on the squamous epithelium.
The main challenge in segmenting the cervical histology image is to separate the
squamous epithelium properly. To achieve this goal, many methods for segmenting
the squamous epithelium have been developed, from such simple methods as edge
detection [113, 118, 123, 209] and thresholding [98], to complex methods such as
active contour [214], clustering [143, 217] and graph theory [260]. Other methods
139

like Gaussian Mixture Models (GMM) [52], texture and colour based segmentation
[11, 13], and clustering algorithms [19] have also been used in cervical histology
image segmentation. However, no reference about applying graph cut segmentation
method to cervical histology images could be found in the literature. A graph cut is
an algorithm which uses a global optimal segmentation approach. The theory
underpinning graph cut segmentation is introduced in the following sub section.

7.1.1 Graph Theory
A graph consists of a set of nodes (V) and a set of directed edges (E) that connect
them. A weighted undirected graph is represented by Equation 1:
=  (f, x

(7.1)

where G is a weighted undirected graph that represents the set points in an arbitrary

feature space, V is a set of graph nodes (vertices) and E is a similarity between two

pixels, representing the weight of the edge between the two corresponding vertices
[142]. The set of nodes (V) consist of two terminal nodes: the source (s) and the sink
(t), and a set of n terminal nodes (P), that is expressed in Equation 7.2. A simple
graph with terminal s and t is shown in Figure 7.2.
f  ,  Á (

(7.2)
t-link

Non-terminal node

n-link

Figure 7.2. Graph construction in Greig et al. [261]. Edge values are reflected by
thickness.
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It can be seen that each graph is designated as some non-negative weight or value w
(p,q). A directed edge (p,q) value is different from the reverse edge (q,p) value. If an
edge connects a non-terminal node in P with a terminal node is called a t-link
whereas an edge that connects two non terminal nodes is called an n-link [122]. A set
of all n-links is denoted as N. The set of all graph edges (E) consists of n-links in N
and t-links {(s,p),(p,t)}for non-terminal nodes p∈P [122]. In Figure 7.2, t-links are
shown in red while n-links are shown in yellow. In this study, the image
segmentation is related to the graph theory of grouping which is used to segment the
cervical histology image, the graph theory is used to convert the image pixel to a
graphical representation.

7.1.2 The Minimum Cut and Maximum Cut Problem
A cut is a partition of the nodes in the graph into two disjoint subsets of A and B, in
which the source (s) is in A and sink (t) is in B, as in Figure 7.2. The value of a cut is
the sum of weights or costs of the boundary edges such as (p,q) where p∈A and
q∈B. The problem of determining a minimum cut is to find a cut that has a minimum
cost among all cuts, whereas a non-deterministic polynomial time hard (NP-hard) is
generally the maximum cut problem [262]. The NP-hard is the optimisation problem
of finding the least costly cyclic route through all nodes of a weighted graph which
can be solved in polynomial time. The Ford-Fulkerson theorem indicates that the
minimum cut with minimal cost is equivalent to a computation of the maximum flow
from the source to sink in a given network [263, 264].
The definition of a flow is as follows. For the set of edges (u,v)∈E for which s∈A
and t∈B, assume, fuv is the amount of flow going through to the edge from u to v. It
is subject to the following constraints:
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The flow value is defined as
||  ∑ºhÅÆº # ºÆ

(7.5)

The s-t-max problem is defined as finding the maximum flow from s to t. Several
research projects have been proposed to address this problem [263, 265, 266]. The
solution for the s-t maximum flow problem corresponds to the minimum cut problem

solution that looks up the edges for which ·º  -·º . The s-t min cut partition is
formed by these edges. The cost of the cut is defined as the sum of the weight of the
edges connecting nodes in different sets of partitions. The corresponding min-cut
problem is called the multi terminal and it is NP-hard [267]. In this study, the cost of
the cut that is involved in squamous epithelium segmentation is discussed in the next
section.

7.1.3 Graph Cut Segmentation
A number of graph techniques, such as minimum spanning tree, shortest path and
graph cut, have been proposed for image segmentation [115, 264, 268, 269].
However, the graph cut technique is a comparatively new method in image
segmentation [270]. Graph cut segmentation provides an accurate global
optimisation result and an efficient calculation [270]. The graph cut segmentation
algorithm was pioneered by Greig et al. who discovered a powerful technique for
finding the exact maximum a posteriori (MAP) of the Markov Random Field (MRF)
[261, 271]. The combination of min-cut and max-flow for graph optimisation
outperforms boundary and region segmentation methods in the N-D image data,
introduced by Boykov et al. [122]. The Boykov method identifies the ‘object’ and
‘background’ automatically with the use of seeds, segmentation hard constraints and
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soft constraints for region segmentation [122]. There are two predominant groups of
graph cut algorithms. Ford and Fulkerson [263] argued for the augmenting path
method [263], which stated that the maximum flow will be attained when the flow is
pushing through to the graph from source (s) to sink (t) [264]. The process will be
initialised to zero if there is no flow between s and t. Gold and Tarjan [264, 265], on
the other hand, developed the push relabel method. They stated that by applying the
shorter distance estimation to the t, the excess flow will push toward the nodes. The
labelling of the nodes then involves the lower bound estimation. Based on the two
categories, Boykov et al. introduced the min-cut, max flow algorithm [170]. Wu and
Leahy proposed a method for cutting a small set of isolated nodes in the graph.
Surprisingly, the result gives a bad partition where one partition gives a smaller cut
value than the other [142]. The new method of graph cut segmentation in image
analysis is the normalised cut, which was introduced by Malik and Shi [142]. This
method produces a better cut than the Wu and Leahy theory as the min-cut algorithm
supports connected and isolated nodes. It is described in the following sub section.

7.1.3.1 Normalised Cut
The graph cut is a process that involves the partitioning of a directed or undirected
graph into disjointed sets [272]. Each pixel contained within the image is considered
a vertex or node of the graph itself [273]. The similarity between two pixels
represents the weight of the edge between the two corresponding vertices.
The first step in the graph cut segmentation process is to translate the image into a
graphical representation. Within this step, each pixel is presented as a node and the
connecting line between the nodes is called an edge. The edge weight is derived from
the intensity value and the spatial location of the pixels as defined by the following
Equation [142]:
143

½2A  

Ç(2,A
8(
ZÈ

(7.6)

(½2A ) denotes the weight on each edge that refers to a similarity between the nodes i

and j, " , c is the distance between two nodes, and σx controls the scale of the
spatial proximity measure [142].
A normalised cut focuses on the global criterion for graph segmentation used in the
image [142]. A graph defined by Equation 7.1 can be separated into two individual
sets, A and B, which are expressed in Equation 7.7. A cut on a graph is a partition of
V into two subsets, A and B.
f  .∪;  " .∩;  ∅

(7.7)

By removing the edges connecting the two parts, a graph can be divided into two
disjoint sets A and B. The level of difference between A and B can be determined as
the total weight of the edges that have been removed as calculated by a cut in
Equation 7.8 [142].
- ., ;  1 ½ , c

(7.8)
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By minimising the cut value, the optimal graph partition will be obtained [142, 273].
The problem is finding the minimum cut [273]. Shi and Malik proposed a new
method for measuring the disassociation, called the Normalised cut, that is defined as
a fraction of the total edge connections to all the nodes in the graph [142]. Equation
7.9 represents the Normalised cut (Ncut) and Equation 7.10 expresses the total
number of connections in the graph [142].
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(7.9)
(7.10)

Where assoc (A, V) is defined as the total number of connections from nodes A to all
nodes in the graph and assoc (B, V) is similarly defined. An important part of the
graph cut segmentation is the determination of the minimum cut parameter to obtain
the optimal partition graph [142].
The total normalised association within groups for a given partition is expressed in
Equation 7.11 which reflects how closely, on average, nodes within the cluster are
related to each other [142].
+-(., ; 

-., .
-;, ;
)
-., f
-;, f

(7.11)

Where assoc (A, A) and assoc (B, B) are the total weights of edges connecting nodes
within A and B respectively [142].
Equation 7.12 presents the relationship between the disassociation and association of
a partition. It is evident that the disassociation and association of a partition are
correlated in a normalised cut.
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In this study the normalised cut is used for partition criteria where the disassociation
and association between the groups is correlated.

7.1.3.1.1 Optimal Partition
A cut on a graph is a partition of V into two subsets, A and B. In order to find the
optimal partition, the process is as follows.
Let x be an N=|V| which is a dimensional indicator vector [142].
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where "2 is the total connection from node i to all other nodes [142].
With the definition of  and ", Equation 7.9 can be written as:
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Assume D to be an n x n diagonal matrix with d on its diagonal so that entries
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and W is an n x n symmetrical matrix:
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Consider l to be an Nx1 vector of all ones [142]. Using the fact,
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Equation 7.15 can be expressed as:
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Assume that,
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Then Equation 7.21 becomes
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then it turns out that the minimisation cut is expressed in Equation 7.29 [273].
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Equation 7.29 is also called the Rayleigh quotient [142]. If y is relayed on real
values, then Equation 7.29 can be minimized by solving the generalised Eigen value
system as Equation 7.31 [142].
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It is important to note that if

(D-W) 1=0

(7.32)

Then the first eigenvector is y=1 with an Eigen value of zero [142]. In this study, the
second smallest eigenvector y provides a solution to the Normalised cut problem
which is important for image segmentation using graphs.

7.1.3.1.2 Image Segmentation
There are several steps in segmenting the image which are based on a grouping
algorithm in the normalised cut method. The steps are as follows [142]:
1. Given an image, convert it into a weighted graph applying Equation 7.1.
Subsequently, set the weight on the edge connecting two nodes as measured
by Equation 7.6.
2. Solve Equation 7.31 for Eigen vectors with the smallest Eigen value.
3. In order to bipartition the graph, the Eigen vector is used with the second
smallest Eigen value.
4. The partition is repeated until all parts are segmented.
In this work, these processes are applied in order to segment the squamous
epithelium from the entire cervical histology image. The squamous
epithelium segmentation process is described in the Experimentation section.

7.2 Local Approach
In this study, colour segmentation is used for the local approach. The local approach
is used to analyse and diagnose the contents of the squamous epithelium. In order to
analyse the contents of the squamous epithelium, the segmentation process is applied
first to extract the contents (nuclei). The local approach consists of colour
segmentation, feature extraction and classification. Image segmentation based on
colour is described in the following sub-section.
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7.2.1 Colour Segmentation
The colour model commonly used is RGB. RGB colour space decomposes the colour
of an image into red, green and blue components just as in the receptors of the human
eye. The value of the normalised colour component shows that 0 represents no colour
and 1 represents full colour contribution.
In this work, there are nuclei in the squamous epithelium that contain important
information, the squamous epithelium shows the presence of nuclei and the
stage of the disease. The nuclei can be segmented according to colour. Based on
visual observations, the colour of the nuclei in cervical histology images tends to be
red. As mentioned in Chapter Two, there are many kinds of colour segmentation in
this work, but the RGB colour segmentation is chosen for the foregoing reason.
The purpose of this segmentation is to segment the nuclei in the squamous
epithelium layer where the squamous epithelium image is decomposed into red,
green and blue components. All components of red, green and blue are quantified.
The band of each colour is clustered according to its properties using the Euclidian
distance method. Following the segmentation process, the red component is chosen
to represent the nuclei.

7.2.2 Feature Extraction
The analysis of characteristics at the cellular level does not only apply to the
individual nuclei but also to the interrelationships between the nuclei. The purpose of
feature extraction is to analyse the cellular level characteristics in each subdivision of
the image (block) based on the morphological properties of the nuclei so that the
block can be classified as normal or abnormal. The diagnosis of cervical cancer can
be quantitatively determined by measuring the nuclei in the squamous epithelium at
the cellular level. The measurement involves assessment of the morphological
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features of nuclei and their interrelationships. A number of research papers discuss
the features of cells such as average nuclei area and features derived from DT
(triangle area of DT) [11, 17]. In this work, the average nuclei area and average
triangle areas of DT are chosen, which results indicate can distinguish between
normal and abnormal regions.

7.2.2.1 Nuclei Area
The first feature that is examined in this study is the nuclei area. The measurement of
nuclei area is performed by counting the number of pixels in a nucleus. This feature
is designed to analyse the characteristics of individual nuclei in the image block.
Another feature, the variance of nuclei radius, is not used in this study due to poor
discrimination between normal and abnormal blocks provided by that feature. As
determined in this work, an image block with a high average area of nuclei indicates
an abnormal region. The area of nuclei is determined, as in Figure 7.3, the red circle
represents the area of the nuclei.

Nuclei

Figure 7.3 A nuclei with its area, encapsulated by the red circle.

7.2.2.2 Area of Delaunay Triangulation
The second feature that is examined in this work is the triangular area in DT which
describes the number of nuclei in the image and their correlations with the detected
abnormalities. This feature measures the nuclei density of a region. The centre of
each nucleus is assigned to the vertex point. DT is established by connecting at least
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three nuclei so that none of the three points are inside any other triangles. The area of
the triangle is measured by the distance between the nuclei in the image block. The
mean area of triangles in DT is calculated for the extraction of the feature. The area
of a triangle in DT is shown in Figure 7.4 (the area is marked by the blue line).

Figure 7.4 The area triangle of DT, as denoted by the blue connections.

7.2.3 Classification Tree
The classification tree is a categorisation method which uses the concept of a tree
structure to classify the features derived from a set of sampled data. In the
classification tree, the features from data samples are processed by logical IF-THEN
conditions. This will split the feature variables into non-overlapping regions, in
which the value of the dependent variable will be predicted. The classification tree
algorithm consists of four steps. First, the tree is constructed by the splitting of
nodes. Each node is a dependent variable assigned as a predicted class. It is selected
by a training process. This process is repeated until no more nodes remain. The
second step is to produce points based on the appropriate information in the learning
process. Subsequently, the tree building will be stopped. The third step simplifies the
nodes or ‘prunes the branches’ which reduces the size of the classification tree by
removing the branch or nodes that provide little classification power so the final
classifier provides an accurate prediction. In this work, the features of classification
tree training included the mean area of nuclei and the mean triangles area of DT and
all of those selected features are used for final tree representation. Finally, the
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selection of an optimal tree with high accuracy is obtained by maximising the fit on
the learning data set. The classification tree is processed using MATLAB software.

7.3 Experimentation
7.3.1 Global Segmentation
Global segmentation is used in this research to segment the squamous epithelium
layer from the rest of the cervical histology image. Cervical histology images consist
of background, stroma and squamous epithelium layers. In this study, graph cut
segmentation is used to segment the squamous epithelium from other regions. With
this method, the cervical histology image is transformed into a graphical
representation. The cervical histology images are segmented according to the graph
cut segmentation described in Section 7.1.3. In order to segment the image using the
graph cut method, the following steps were followed:
1. Transform the cervical histology image into a graphical representation using
Equation 7.1 where every node represents a pixel in the image [273].
2. Measure the weight on the connecting two nodes using Equation 7.6 (this
measures the similarity between two nodes).
3. Solve Equation 7.31 (a generalised Eigen system) and obtain the Eigen vector
with the second smallest Eigen value.
4. In order to bipartition the graph, use the Eigen vector with the smallest Eigen
value.
5. Repeat the bipartition until all parts are segmented.

7.3.2 Local Segmentation
The aim of local segmentation is to segment the nuclei in the squamous epithelium.
The colour segmentation method is used for local segmentation to extract the nuclei.
First, the squamous epithelium is divided into blocks of 500 x 500 pixels. Each block
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is segmented using the colour segmentation method. The purpose of this process is to
analyse the cellular level in each block based on the morphological characteristics of
the nuclei and then classify the block as a normal or abnormal region. Nuclei areas
and other features are extracted by DT [11, 17]. The DT is built by connecting every
three cells into one triangle. The mean area of the nuclei and the mean area of
triangles in the DT are used as nuclei features that are applied in the morphology
characteristics extraction.

7.3.3 Classification
The inputs for the classification process are the features of normal and abnormal
regions that are extracted from the image using the techniques described previously.
The classifier is constructed based on the features of normal and abnormal block
samples. It aims to discriminate between the features of normal and abnormal
regions. The ratios of the normal region to the total region (including normal and
abnormal regions) are calculated in order to analyse the stages of cancer in the
cervical histology image.

7.3.4 Training Process
The aim of the training process is to establish the threshold values for the testing
process. The training steps to obtain the template of the threshold values that were
used in the local segmentation are summarised below:
a. Subdivide the squamous epithelium image into blocks of 500 x 500 pixels.
The size of the block is chosen to ensure the area of the image block is large
enough to include several nuclei and the area is small enough for finer
classification.
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There are differences in appearance between the normal and the abnormal
regions in the squamous epithelium layer. The density of nuclei in the abnormal
region tends to be larger than the normal region. Samples are taken from the
normal and abnormal regions based on a pathologist’s analysis. A sample is a
block of 500 x 500 pixels from normal or abnormal regions. 100 blocks of
normal regions and 100 blocks of abnormal regions are used for training. The
samples are taken by sub-dividing the squamous epithelium image into 500 x 500
pixel normal and abnormal regions. Figure 7.5 and 7.6 show some sample images
of abnormal and normal regions respectively.

Figure 7.5. Samples of abnormal regions
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Figure 7.6 Samples of normal regions

b. Apply colour segmentation.
The nuclei are segmented from other components in the image block using colour
segmentation. The image is separated into red, green and blue colour spaces. By
assigning a low and high threshold to each colour, the nuclei in the block are
segmented. The nuclei are segmented and measured using the DT technique. The
results of each of the three steps are shown in Figure 7.7. Figure 7.7(a) shows the
sample images in a block, 7.7(b) shows the result of nuclei segmentation and
7.7(c) shows the interrelationship of nuclei images in DT.
c. Apply feature extraction.
Morphological characteristics of the nuclei are extracted from the segmented
image. The mean area of the nuclei is calculated from the mean number of pixels
of nuclei in the sub-sampled block. The mean triangle area in the DT is measured
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from the average of triangular areas in the image block. The nuclei area and the
mean triangle area of DT are extracted using this process.

a

d

b

c

e
f
Figure 7.7. (a) and (d) Sub sampled image block
(b) and (e) Nuclei segmented
(c) and (f) Image in DT

d. Classify the image into normal and abnormal regions.
The classification process performed to determine the normal and abnormal
regions, according to their characteristics using the classification tree, was
explained in Section 7.2.3. In the training process, the features of 100 samples of
normal regions and 100 samples of abnormal regions are processed using the
classification tree method in order to obtain the threshold values of the normal
and abnormal regions quantitatively. The classification tree will predict the class
to which the data belongs. The result of a classification tree is depicted in Figure
7.8. It shows the mean area and the mean area triangle of DT which distinguish
the normal from the abnormal blocks. This classification tree is implemented
using MATLAB (Mathworks Inc.) software that is presented in Appendix A3.
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Figure 7.8. Classification tree of the training set

158

Figure 7.8 presents the complex classification tree built using the features obtained
from the training set. The classification tree classifies and quantifies the
characteristics of normal and abnormal regions based on the value of dependent
variables that gives the classification power for each class.
In order to measure its performance, the training error, or the re-substitution error
and cross-validation error, are calculated. The training error is the number of misclassification errors committed on training records. A good classification model must
have a low training error. The cross-validation error is used to estimate test errors
using a classification algorithm.
The training error of the classification tree in Figure 7.8 is 0.0357 and the crossvalidation error is 0.1429. The error in the cross-validation case is significantly larger
than the training error. This suggests the proposed classification model fits the
training set where the tree model properly classifies the training set. However, the
structure of the tree is sensitive to a particular training set. In general, a simple tree
can perform better than a complex tree [274]. This can be addressed by pruning,
which is the process of simplifying the classification tree to obtain a final classifier
that provides an accurate prediction and removes a classifier that may be based on
erroneous data. This can be done by reducing the classification tree size by removing
the branches or nodes of the tree that provide little classification power. Figure 7.9
shows a graph of cross-validation error and error of training tree. Finally, the
selection of an optimal tree with high accuracy is obtained by maximising the fit on
the learning data set.
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Figure 7.9 The graph of the cross-validation and re-substitution error of a given tree
It can be seen that the various sub-trees of the given tree were plotted in Figure 7.9.
The cross-validation error decreases along with the re-substitution error, yet the
cross-validation error increases at a point, however the re-substitution error continues
to decrease which is due to over-fitting. Among the many possible trees, the simplest
tree can be chosen by selecting the tree with the lowest cross-validation error. Figure
7.10 shows the best choice of the smallest, simplest tree. Equation 7.33 expresses the
formula of the cut off value that is involved in selecting the best smallest tree.
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Figure 7.10. The best choice of the smallest tree
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In Figure 7.10 the smallest tree within a cut off has been chosen as the best tree. In
this classification process, the tree is pruned. The end result of the classification tree
after pruning is shown in Figure 7.11. The characteristics of the normal and abnormal
regions are determined and the threshold values that distinguish the normal and
abnormal regions are defined that are used for reference in the testing process.

Figure 7.11. The classification tree after pruning

7.3.5 Testing Process
The testing process is applied to the epithelium layer of the image by sliding a
window size of 500 x 500 pixels over the layer and analysing the contents of each
window in order to classify it as normal or abnormal. While other researchers have
applied the sliding block for feature extraction [144, 275], this work is unique due to
the use of this technique to analyse cervical cancer at the cellular level. The sliding
block examines the nuclei at close proximity and determines the abnormal and
normal segments.
The testing phase aims to analyse the nuclei and their spread. In the sliding block
process, the block moves from the top left corner and progresses to the bottom right
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corner with the same sliding block size as shown in Figure 7.12 (a). Figure 7.12
shows the sliding block for extracting the nuclei features. The squamous epithelium
that has been segmented
segmented using the global approach is subdivided into 500 x 500
pixels sizes and is displayed in Figure 7.12(a). Figure 7.12(b)
(b) represents the block
moving from its original position (red block) to the right with 10 pixel steps.
In this research, two steps of 10 or 50 pixels were tested for the sliding blocks. The
block moves horizontally towards the right with 10 or 50 pixel steps. These steps are
repeated until the entire squamous epithelium image has been analysed.
analysed The results
are the feature set of the nuclei. It will then compare the feature set to the threshold
feature values that are obtained from the training process in order to determine
de
the
classification of the region.
region. The result of the classification tree is then labelled in red
for the abnormal region
ions and green for the normal regions.
10 pixels

(a)
(b)
Figure 7.12 (a) Image block no slide
(b) Image block with sliding detector.

7.4 Results and Discussion
In this section, the results of the global segmentation,, local segmentation and
classification are described.
described The results are reviewed and discussed.
discussed
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7.4.1 Global Segmentation
As previously stated, the graph cut segmentation method is used to segment the
squamous epithelium from the cervical histology image. Figure 7.13 shows some
sample results of squamous segmentation using the graph cut method. The grey
colour represents the stroma, white represents the squamous epithelium and black
denotes the background.

a

b

c

d

e
f
Figure 7.13 The result of the graph cut segmentation
(a) and (d) Original image
(b) and (e) Image in greyscale level
(c) and (f) Squamous segmented by graph cut
segmentation
It can be seen that the graph cut method provides a well segmented squamous
epithelium based on the quantitative measurement explained in the next paragraph.
In order to measure the performance of graph cut segmentation, visual assessments
as well as quantitative measurements are used to assess the accuracy of the process.
In this study, an error in global segmentation could occur under the following
conditions:
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a. When the graph cut wrongly identifies the squamous epithelium as other
components that are affected by the disappearance of the important
diagnostic information. This condition is called a mis-segmentation. An
example (highlighted in blue) of this condition is shown in Figure 7.14 (b)
and (e).
b. In contrast, when other components are identified as squamous
epithelium, it could adversely affect the grading of the disease. This
condition is called over-segmentation. An example (highlighted in green)
is shown in Figure 7.14 (c) and (e). The graph cut failed to separate the
background and stroma regions.
It can be seen in Figure 7.14(a) and (d) that, in comparison with manual
segmentation, the graph cut can segment the squamous epithelium. In order to
quantify the segmentation process, manual segmentation is used as the ground truth.
The pixels belonging to the mis-segmentation (false negative) and the oversegmentation (false positive) are counted and their percentages calculated.
The results of the segmentation for the 475 histological images are presented in
Figure 7.15 which presents the error that occurred in graph cut segmentation. Table
7.1 shows how many images lay in a particular range of error. The smallest error
occupies the 0-0.001% range with the highest number of images (approximately 407
images) and the highest error in the 0.009-0.01 range (two images).
In this study, there were 475 squamous epithelium images that were segmented.
Graph cut segmentation accurately segments the squamous epithelium from the
complex cervical histology image. For the majority of the images the segmentation
errors are negligible. Of these there were three (0.63% of the images) oversegmentation cases (non-squamous epithelium components being assigned as
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squamous epithelium) and two misssegmentation cases (the squamous epithelium
being assigned as non-squamous epithelium) which is 0.42% of images. The possible
causes of these errors could be related to 1) the slide preparation (tissue spread and
stretch), and 2) non-uniform slide staining related to colour rendition.

7.4.2 Local approach
The local approach is aimed at analysing the nuclei according to their characteristics
and classifying them into normal and abnormal regions. There are three steps in the
local approach: nuclei segmentation, feature extraction and classification. Errors
could occur at any of these three steps. As mentioned previously, typical errors
produced by nuclei segmentation include:
a. Mis-segmentation: can occur where the nuclei do not appear in the
segmentation result.
b. Over-segmentation: can occur when non-nuclei objects are wrongly identified
as nuclei.
Examples of mis-segmentation and over-segmentation of the nuclei are shown in
Figure 7.16 and 7.17. It can be seen in Figure 7.16 that the nuclei do not appear in
the segmentation result that is shown by the black circle, whereas in Figure 7.17, the
non-nuclei components are recognised as nuclei, as indicated by the black circle.
Table 7.1 The error of global segmentation
The range percentages of error
The number of image
0-0.001%
407
0.001-0.002%
16
0.002-0.003%
6
0.003-0.004%
12
0.004-0.005%
9
0.005-0.006%
9
0.006-0.007%
5
0.007-0.008%
8
0.008-0.009%
1
0.009-0.01%
2
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Original image

Manual segmentation

Graph cut segmentation

a

b

c

d

e

Figure 7.14. Comparison of manual segmentation and graph cut segmentation
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Figure 7.15. Graph of error in global segmentation

a

b

c

d

Figure 7.16 Examples of mis-segmentation cases
(a) and (b) Original image
(c) and (d) Mis-segmentation
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a

b

c
d
Figure 7.17 Examples of over-segmentation cases
(a) and (b) Original Image
(c) and (d) Over-segmentation
There were 18,587 blocks analysed in the local approach. Results show that 282
blocks were analysed as over-segmentation which represents 1.52% of all the blocks,
whereas 542 blocks are identified as mis-segmentation which represent 2.91% of all
blocks evaluated. These errors could be caused by the luminance effect in image
capture and non-uniform slide staining process. In the local approach, the nuclei in
the block are segmented and classified into normal or abnormal regions. The result of
the local approach is shown in Figure 7.18. Each block is labelled as normal or
abnormal, with green representing the normal blocks and red representing the
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abnormal blocks. Figure 7.18(a) presents the original image, 7.18(b) shows the graph
cut segmentation and 7.18(c) the result of the local approach.
The total numbers of normal and abnormal regions are calculated. The ratios between
abnormal and the total numbers of regions are used to classify the cervical histology
images into normal, CIN1, CIN2, CIN3 and malignant categories.
A ratio of abnormal blocks to the entire squamous epithelium blocks is implemented
to diagnose the cervical histology images. This ratio is measured quantitatively in
order to grade the cervical disease. This measurement is aligned with the visual
examination of cervical histology slides performed by the pathologist. Examples of
calculations of ratios between the abnormal regions and the total number of regions,
with results, are presented in Table 7.2. The ratio is determined by summing the
number of abnormal regions divided by the total number of regions. The algorithm
for grading cervical cancer according to the pathologist’s views and diagnostic clues
expressed in linguistic terms is translated to provide a quantitative measurement. The
thresholds for classification within the algorithm are as follows:
1. Normal: the ratio of the number of abnormal regions to the total number
of regions is less than 1/10
2. CIN1: the ratio of the number of abnormal regions to the total number of
regions is less than 1/3.
3. CIN2: the ratio of the number of abnormal regions to the total number of
regions is more than 1/3 but less than 2/3.
4. CIN3: the ratio of the number of abnormal regions to the total number of
regions is more than 2/3 but less than 4/5.
5. Malignant: the ratio of the number of abnormal regions to the total
number of regions is between 4/5 and close to 1.
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Table 7.1 presents examples of the calculation of ratios between the abnormal region
and the total regions in the cervical histological image. The grades of the disease
(predicted class) are determined according to the threshold for classification
discussed above. The confusion matrices of 10 and 50 pixel steps are shown in Table
7.3 and all the output of CADSS is presented in Appendix B. These represent the
outcome of classification of cervical histology images into normal, CIN1, CIN2,
CIN3 or malignant.
Table 7.2 Examples of the ratio of abnormal to total region.
No.

Abnormal

Normal

1

11055

2

Ratio

Predicted class

6220

Total
region
17275

3/5

CIN2

215

1980

2195

9/100

normal

3

552

17630

18182

3/100

normal

4

36496

12300

48796

3/4

CIN3

5

73491

28

73519

99/100

malignant

6

2740

1210

3950

69/100

CIN3

7

895

350

1245

71/100

CIN3

8

463

2180

2643

17/100

CIN1

9

111352

-

111352

1

Malignant

10

117326

-

117326

1

Malignant

11

1650

3560

5210

1/3

CIN1

12

1650

3260

4920

1/3

CIN1

13

8654

55200

63854

1/3

CIN1

14

3546

2240

5786

3/5

CIN2

15

2750

21700

22000

3/25

normal

170

No.

Abnormal

Normal

16

98

17

Ratio

Predicted class

4070

Total
region
4168

2/100

normal

865

5520

6385

13/100

CIN1

18

1278

4080

5360

6/25

CIN1

19

25467

32000

57467

11/25

CIN2

20

2735

1206

3941

7/10

CIN3

The summaries of results are shown in Table 7.3 (a) and (b).
Table 7.3(a) Confusion matrix of the proposed method with 50 pixel movement for
the sliding block
Category

Normal

Normal

56

CIN2

CIN3

1

CIN1
CIN2

CIN1

58
1

CIN3

2

Malignant

Total

3

60

3

8

1

70

44

3

2

50

1

37

10

50

245

245

Malignant

Table 7.3 (b) Confusion matrix of the proposed method with 10 pixel movement for
the sliding block
Category
Normal

Normal CIN1 CIN2 CIN3 Malignant Total
58

CIN1
CIN2
CIN3

1

2

60

62

4

2

70

1

47

1

50

2

1

40

7

50

6

239

245

Malignant
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a1

a2

b2

a3

b3

a4

b4

a5

c1

b1

b5

c2

c3

c4

c5

Figure 7.18(a) original image (b) graph cut segmentation (c) the tagged image
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Table 7.4 Performance of 10 pixel steps and 50 pixel steps for each classification
Category

10 pixel steps (%)

50 pixel steps (%)

Normal

97

93

CIN1

88

83

CIN2

94

88

CIN3

80

74

Malignant

97

100

The hybrid graph cut and colour segmentation classified the cervical histology image
into normal, pre-cancer (CIN1, CIN2, CIN3) and malignant. It is evident from Table
7.3(a) that the system with fifty pixel steps performed well in identification of
malignant cases with the highest percentage of correctly classified malignant cases.
However, it performed less effectively for the CIN3 cases. The results presented in
Table 7.3(b) show some improvement in normal and pre-cancer cases although not
all of the malignant cases are recognised. The performance of classification using ten
pixel steps and fifty pixel steps are shown in Table 7.4. The performances are
measured based on the normal and abnormal categories. The pre-cancer and
malignant are considered to abnormal cases. It can be seen that the ten pixel steps
movement performs better in normal and pre-cancer cases. On closer observation, the
normal cases are correctly graded in 97% of cases, CIN1 is in 88%, CIN2 in 94% but
for CIN3 only 80% of cases are correctly classified, whereas the fifty pixel steps
movement performed less effectively in terms of normal and pre-cancer cases.
However, in the fifty pixel steps, the images are accurately classified in the
malignant cases. The proportion of FP, FN, TP and TN of ten pixels and fifty pixel
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steps are presented in Table 7.5. The performance of this proposed methodology is
determined by calculating the FP, FN, sensitivity, and specificity of the results.
Table 7.5 FP, FN, specificity and sensitivity of ten pixel steps and fifty pixel steps
10 pixel steps (%)

50 pixel steps (%)

99.75

100

False Positives (FP) (%)

3.3

6.7

False Negatives (FN) (%)

0.24

0.24

97

93

Sensitivity (TP) (%)

Specificity (TN) (%)

As evident in Table 7.5, the fifty pixel steps movement provides the highest
performance in sensitivity or TP. In comparison the ten pixel steps movement
performs better in specificity (TN) and FP. In term of specificity, the ten pixel steps
movement indicates 97% of the normal cases. Furthermore, the ten pixel steps only
indicate 3.3% of normal cases as abnormal cases, whereas the fifty pixel steps
movement identifies 6.7% of normal cases as abnormal cases. It can be concluded
that, overall, the performance of ten pixel steps is better than that of fifty pixel steps.
The size of the window is 500x500 pixels then the window slides in every ten and
fifty pixels steps as long as the width of the squamous. In every ten pixels the nuclei
are analysed using this window, however in fifty pixel steps the window analysed the
nuclei in every fifty pixel steps movement. The sliding window that moves every ten
pixels produces a much finer analysis of the image than does the slide of fifty pixel
steps. Sliding the window by ten pixel steps rather than fifty pixel steps produces
finer results that are better suited for the detection of abnormalities. Thus, the
selection of the number of steps will affect the accuracy of diagnosis.

174

7.5 Validation
This section described the CADSS output using hybrid graph cut and colour
segmentation with the pathologist examination. During the validation, 40 random
samples of cervical biopsies existing in the pathology laboratory were selected and
digitised and graded using the developed algorithms. The graded samples were then
presented to the pathologist for confirmation. The selected samples were from a
batch not included in the 475 tagged data used in this project for evaluating the
algorithms. Table 7.6 presents the comparison system output with the pathologist’s.
It can be seen from Table 7.6 that the result of CADSS system offers three misclassifications of forty images. It is apparent the mis-classification occurred between
the pre-cancer cases and malignant which are classified into abnormal category, so
the system successfully identified the abnormal cases. Interestingly, the sensitivity of
the system is 92.5%.
Table 7.6 Comparison result hybrid CADSS output with the pathologist review
Image
Image 1
Image 2
Image 3
Image 4
Image 5
Image 6
Image 7
Image 8
Image 9
Image 10
Image 11
Image 12
Image 13
Image 14
Image 15
Image 16
Image 17
Image 18
Image 19

CADSS hybrid
output
CIN2
CIN3
CIN3
CIN3
Normal
CIN2
CIN1
CIN1
CIN3
CIN1
CIN3
CIN3
Normal
CIN2
CIN2
Normal
CIN3
Normal
CIN3
175

Pathologist
review
CIN2
CIN3
CIN3
CIN3
Normal
CIN2
CIN1
CIN1
CIN3
CIN1
CIN3
CIN3
Normal
CIN2
CIN2
Normal
CIN3
Normal
CIN3

Correct
classification




















Image

CADSS hybrid
output
Image 20
CIN3
Image 21
CIN2
Image 22
CIN3
Image 23
Normal
Image 24
Normal
Image 25
Normal
Image 26
Normal
Image 27
Normal
Image 28
Normal
Image 29
Normal
Image 30
CIN2
Image 31
CIN1
Image 32
CIN3
Image 33
Malignant
Image 34
Malignant
Image 35
CIN1
Image 36
Normal
Image 37
Malignant
Image 38
CIN2
Image 39
CIN2
Image 40
Normal
 = correct X= incorrect
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Pathologist
review
CIN3
CIN1
CIN3
Normal
Normal
Normal
Normal
Normal
Normal
Normal
CIN2
CIN2
Malignant
Malignant
Malignant
CIN1
Normal
Malignant
CIN2
CIN2
Normal

Correct
classification

X









X
X









Chapter 8
COMPARISON OF THE
CLASSIFICATION THREE PROPOSED
CADSS METHODS
8.0 Introduction
This chapter presents a comparison of the performance of the K-means clustering
algorithm based on colour, the Gabor wavelet method, and the hybrid graph cut and
colour segmentation method for the purpose of the CADSS for cervical cancer
classification. It includes analysis of the performance of each of the three methods of
segmentation, as well as the processing time for the entire CADSS implemented in
the work. In order to analyse the segmentation process, a comparison of the global
and local ROI is included. The performance is assessed quantitatively, including
metrics of accuracy, sensitivity, FP and FN rates. In the final section, a comparison
of the system processing time for each of the three methods is provided. The aim of
this analysis is to measure the efficacy of each of the proposed methods.

8.1 Analysis of the Segmentation Processes
Cervical histology images consist of a number of complex natural objects that have
to be segmented. The segmentation process aims to identify the key components or
ROI within these medical images. In order to segment the image data, it is necessary
to determine the main cellular component of the cervical histology image. There are
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three main components of the cervical histology image: the background, squamous
epithelium and stroma. The squamous epithelium consists of nuclei and cytoplasm.
Two approaches for segmenting the image data include the global approach and the
local approach. The global approach aims to segment the squamous epithelium
image from the entire cervical histology image, whereas the local approach is aimed
at analysing the content of the squamous epithelium within the cervical histology
image, with subsequent grading and identification of the disease. The three
algorithms: K-means clustering, Gabor wavelet, and the hybrid of graph cut and
colour segmentation, use different segmentation methods. Two diverse properties are
used in relation to the segmentation process in this research: colour,
and texture. Graphical representation is also used in squamous epithelium
segmentation. The segmentation of the cervical histology image using K-means
clustering aims to segment the cervical histology image into the components of
background, stroma, nuclei and cytoplasm. The segmentation method processes the
image according to the colour of these components. The colours are the outcome of
H&E staining in the cervical histology slide. Once the ROI has been identified in the
segmentation process, a local evaluation and analysis is made easier, and
segmentation is applied to the local area of each component. Using this multicoloured method, the characteristic of each component can be extracted. The aim is
to obtain an exact diagnosis.
A Gabor wavelet for texture feature extraction can also be applied to the cervical
histology image. The method analyses the texture of the image by decomposing it
into variations of frequencies and orientations. Textures are extracted using twenty
four filters which consist of a combination of frequencies and orientations. Similar to
K-means clustering, the Gabor wavelet looks at the local areas of background,
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stroma, basal cell, abnormal nuclei and normal nuclei. However, the Gabor wavelet
has a much finer analysis, since the filters that are used in this study vary from low to
high frequencies. A low frequency results in better performance at a global analysis
level whereas a high frequency is better for identification of detail and for more
specific recognition of textures.
In the hybrid of graph cut and colour segmentation, two segmentation level methods
are implemented. The global level segmentation uses the graph cut segmentation
method for segmenting the squamous epithelium. Using this approach, the image is
segmented into the squamous epithelium, the background and the stroma. The
process focuses on the extraction of the squamous epithelium and the local approach
is used for analysing the content of this component. The colour segmentation used in
this approach clearly segments the nuclei in the squamous epithelium layer which
comprise more than 90% and the nuclei are accurately segmented as discussed in
Chapter Five. The proposed CADSS process is designed to correspond as closely as
possible to a pathologist’s examination technique. In a fact, the pathologist examines
the slide from the tissue level then analyses the cellular level [11, 72]. In our
proposed methods, two distinct evaluation methods are applied, at the global level
and at the local level. It is similar to the pathologist examination: at a global level the
system analyses the whole image and at the local level it analyses the cellular level.
Some images representing the results of the segmentation algorithms are shown in
Figure 8.1.
As shown in Figure 8.1 (a2, b2 and c2), the K-means clustering result reveals the
cervical image being segmented into background, stroma, nuclei and cytoplasm.
However, it is important to recognise that the use of colour properties is influenced
by staining the cervical histology slide in the preparation stage. Uniform treatment in
179

the staining process is fundamental for more accurate and consistent results. It can be
seen in Figure 8.1 (c2) the result of K-means clustering, that there is a circle showing
a thick stain (darker than the others) in the original image which is the non-uniform
staining of the slide. The thick stain influences the result of the K-means clustering,
the cytoplasm and nuclei are identified by the system as the stroma. Thus, the system
mis-classifies the components of the cervical histology image because of the nonuniformity of the staining process. In some histology images, the colours are hard to
discriminate. In this study, the K-means clustering works on the entire image
simultaneously to segment the cervical histology component.
A hybrid of graph cut and colour segmentation uses both global and local
approaches. Figure 8.1 (a3, b3, c3) show the results of graph cut segmentation
wherein the squamous epithelium is segmented from the entire image. In the graph
cut segmentation the pixels image is translated to a graphical representation that
consists of a vertex and edge that shows the coordinate (location of the pixel). It can
be seen that the graph cut segments the squamous epithelium. The shape of the
squamous epithelium varies greatly, depending on the location of its content.
The local approach segments the nuclei according to the colour of nuclei. In order to
segment the nuclei in the squamous epithelium, the local approach divides the
squamous epithelium into a set of blocks. The colour segmentation in this method is
different from K-means clustering in the way that it segments the nuclei from the
squamous epithelium. In K-means clustering, the colour segmentation is applied to
the entire image, whereas, in this method, it segments the nuclei per image block and
so the nuclei presence is analysed in finer detail. The role of the sliding block is
important as it moves every ten pixels and this result in a finer identification of
nuclei in the squamous epithelium.
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Original Image

K-means clustering

A hybrid Graph cut

Gabor wavelet

and Colour
Segmentation

a1

a2

a3

a4

b1

b2

b3

b4

c1

c2

c3

c4

Figure 8.1 A comparison of sample results for the three methods of segmentation.
The cervical histology image contains varying
varying degrees of textural heterogeneity. The
result of applying a Gabor wavelet in a cervical histology image is shown in Figure
8.1 (a4, b4 and c4). It can be seen that the Gabor wavelet can classify the texture of
the background, normal nuclei, abnormal nuclei, stroma and basal membrane. It was
determined in the work that twenty four filters can distinguish the texture of different
types of cervical components with high sensitivity. The result is supported by the use
of various filters with different frequencies
frequencies and orientations. The proposed Gabor
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wavelet performs better to identify a number of components in the cervical histology
image than K-means clustering. These filters are particularly exciting tools as they
are optimal for texture classification that work in a time-frequency domain and for
pre-attentive texture discrimination.

8.2 Analysis of CADSS System Performance
A total of 475 cervical histology images were processed for cervical cancer
diagnosis. As previously stated, three methods were applied to analyse the images:
K-means clustering based on colour, a Gabor wavelet, and a hybrid of graph cut and
colour segmentation. Comparing the results of these three methods, the accuracy or
sensitivity of K-means clustering and Gabor wavelet was 100%, and the hybrid of
graph cut and colour segmentation was 99.75%. Using the hybrid of graph cut and
colour segmentation, one case of CIN 2 was incorrectly diagnosed as a normal case.
A comparison of the performance of the three systems, including specificity,
sensitivity, FP and FN are summarised in Table 8.1. The results of each image for
three methods are presented in Appendix B.
Table 8.1. Comparison of results of the CADSS performance using K-means
clustering, Gabor wavelet, and hybrid graph cut and colour segmentation methods.
K-means

Gabor wavelet

Graph cut and colour

Specificity (TN)

80%

87%

97%

Sensitivity(TP)

100%

100%

99.75%

False Positive (FP)

20%

13%

3.35

False Negative (FN)

0

0

0.24%

It can be seen that the FP rate for K-means clustering was 20%, Gabor wavelet 13%,
and the FP rate for the hybrid of graph cut and colour segmentation was 3.3%.
Therefore, the FP rate of K-means clustering is the highest, whereas the hybrid of the
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graph cut and colour segmentation has the highest rate of FN. It is important to note
that in medical diagnosis, the consequences of FN are far more severe than FP. In
this case, if the doctor indicates that the results are normal, the doctor will not
prescribe any treatment to the patient. The false classification of abnormal as normal
diagnosis will affect the doctor’s diagnosis and treatment and it becomes dangerous
for the patient. The sensitivity of the hybrid of graph cut and the colour segmentation
method is 0.25% lower than other methods. The fact that a hybrid of a graph cut and
colour segmentation method accurately classified 97% of the normal cases means
that it outperformed the other two methods in specificity. The hybrid of graph cut
and colour segmentation performed less effectively in terms of sensitivity and FN
rate, however, it outperformed the other two methods in terms of minimising the FP
rate and maximising specificity. In this case, the hybrid of graph cut and a colour
segmentation system more accurately identifies normal conditions than the other
methods examined in this work.

8.3 Analysis of Processing Time
Three methods of segmentation for CADSS of cervical cancer within histology
images have been proposed in this thesis. An analysis of execution time is required to
measure the time criticality performance of the algorithms. The CADSS currently
runs on a PC with an Intel (R) core(TM) 293 GHz processor and 3.55 GB of RAM.
The execution time for the whole process in the CADSS for cervical cancer depends
on the methods implemented in the work. The process starts with the segmentation
phase and continues until the grading and disease identification. During the
experiment, segmentation takes longer than the other processes. For example, in the
K-means clustering method, segmentation takes 33.556 seconds whereas the
classification process takes 1.426 seconds. The size of the image is 3072 x 4080
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pixels in terms of spatial resolution. The processing time to segment all three
methods varies from 33.556 seconds to 1 hour and 22 minutes. The execution time of
each stage and model is described in the following paragraph.
The CADSS using K-means clustering involves seven stages which are executed to
process the cervical image: pre-processing, segmentation (partitioning the image into
its components), separating the nuclei and cytoplasm, morphological operations,
feature extraction, matching method, grading and disease identification. A flow
diagram of the implementation of K-means clustering in the CADSS system is
shown in Figure 8.2 and the description of the processing time in the CADSS system
using K-means clustering for each stage is shown in Figure 8.3.
Figure 8.3 shows the time period for each stage: stage one, image pre-processing,
took 0.227364 seconds. In stage two, which included partitioning of five regions of
cervical histology images, took the longest time (33.556 seconds), which is 86% of
the entire processing time. A reason for the slow speed of this stage is that the images
are quite large, so it takes a long time to process and analyse the image pixel by
pixel. The processing of the nuclei and cytoplasm (stage 3) is 0.728 seconds, which
is 1.8% of the entire processing time. In stage four, the morphological operation took
around 1.496 seconds, whereas, the matching method in stage five took 0.91866
seconds. In stage six, application of feature extraction took 0.9172 seconds. In the
last process, grading and disease identification took 1.426 seconds. It is evident from
Figure 8.3 that the entire process for K-means clustering based on colour and as
applied to the cervical histology image dataset, took approximately 38.904 seconds.
It required a short time to process the CADSS using K-means clustering.
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Figure 8.2 Flow diagram of CADSS using K-means clustering
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Figure 8.3 A graph of processing time of every stage in K-Means clustering CADSS
The execution time of CADSS using the Gabor wavelet is explained in the following
paragraph and the block diagram of that system is shown in Figure 8.4. In stage one,
the image is processed using twenty four filters that aim to extract the texture
features. This stage took 1 hour and 10 minutes which occupied 82 % of the total
time. Comparison of the output filter to the template occurred in stage two and took
52.104 seconds. The process in stage three took 13 minutes and 54 seconds. In order
to identify the normal and abnormal cells, the image results from stage three are
classified using K-means clustering based on colour and this took 36.293 seconds.
The final stage is the grading and disease identification which took 2.375 seconds.
The entire process took 1 hour and 26 minutes of which the texture feature extraction
process was the longest, because the system analyses the image texture pixel by pixel
for twenty four filters. Figure 8.5 shows the processing time for each stage in
CADSS using the Gabor wavelet.
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Figure 8.4 Block diagram of Gabor wavelet in CADSS
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Figure 8.5 Graph processing time in Gabor wavelet
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5

There are three main stages in the hybrid graph cut and colour segmentation for
CADSS of cervical cancer within the histology image. The total processing time for
the CADSS using this method was 1 hour and 23.4 minutes. The first stage was the
global approach that segmented the squamous epithelium using graph cut
segmentation. This process took 61.689 seconds. The squamous epithelium
segmentation using graph cut is quite fast. In stage two the sliding block is
implemented, the nuclei is segmented using colour segmentation, the features are
extracted that are derived from DT and the normal and abnormal regions are
classified. All the processes in stage two took 1 hour and 22 minutes which occupied
98% of total processing time and it was the longest time in the CADSS using hybrid
graph cut and colour segmentation. The last stage was grading and disease
classification and this took the shortest processing time, approximately 0.002283
seconds. The system classifies and grades the image into their category in a short
time so it is not time consuming. The block diagram of the hybrid graph cut and
colour segmentation is shown in Figure 8.6 and the graph of processing time is
presented in Figure 8.7.
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Stage 1: Global
Approach

Stage 2: Local
Approach

Stage 3:
Grading and Disease
Identification

Figure 8.6 Block Diagram of hybrid graph cut and colour segmentation
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Figure 8.7 Graph of processing time in hybrid graph cut and colour segmentation
CADSS

8.4 Summary
The performances of the three methods were reviewed including segmentation,
classification and processing time. In the analysis, the performance of the different
methods of segmentation revealed that the Gabor wavelet, and the hybrid graph cut
and colour segmentation performed better than K-means clustering. According to the
quantitative measurement of those methods that are discussed in the Chapter Five,
Six and Seven, two of three methods segmented the cervical histology in fine detail
and provided more accurate results. As discussed in Chapter Six, the selection of
filters influenced the capability of the Gabor wavelet. In the hybrid graph cut and the
colour segmentation, the analysis revealed that the sliding block produced finer
images with its ten pixel steps movement which is showed in the presentation of the
squamous epithelium segmented image.
According to the performance of the classification system, the hybrid graph cut and
colour segmentation performed better than the others. It can be seen that sensitivity,
specificity and the FP rate of the hybrid graph cut and the colour segmentation is the
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highest. However, it has a FN rate greater than 0 which influences the performance
of CADSS.
In the application of CADSS using these three methods, K-means clustering had the
fastest processing time. Comparing all stages in the three methods, the stage in the
process of K-means clustering is the simplest because only several steps are
involved. However, the performance of the K-means clustering including
segmentation and classification performance is the worst of the three implemented
including segmentation, classification performance and processing time. The hybrid
graph cut and colour segmentation provides more appropriate performance in
segmentation, classification and processing time.
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Chapter 9
SUMMARY, CONCLUSION AND
FUTURE WORK
9.0 Introduction
This final chapter presents a summary of this thesis and the conclusions it draws.
This is followed by some suggestions for alternative methods and improvements for
future work. The thesis presents the outcome of a PhD program that focussed on the
development of a CADSS for cervical cancer classification using histology images of
cervical biopsies. Conventionally, pathologists examine a sample of a biopsy under a
microscope to identify and classify an abnormality. The pathologist examines the
slides of sample manually. As a result, the diagnoses from pathologists may vary in
terms of interpretation, since there is a considerable amount of subjectivity that
influences the examination. The main goal of this thesis is to report on the
development of a CADSS for cervical cancer classification, with quantitative
measurements, to identify and grade the disease and to make its diagnosis more
consistent, objective and repeatable.
The interpretation of diagnostic measurements is designed to correspond as closely
as possible to the interpretation of expert pathologists, that is, in reference to the
standard nomenclature of cervical cancer disease. A CADSS for cervical cancer
consists of three major steps: segmentation of a cervical histology image into its
components, analysis and extraction of the features of the nuclei, and grading and
identification of the disease. The first step aims to segment the cervical histology
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components from an irregular form of squamous epithelium and complex tissue
background. The second step aims to classify nuclei as normal or abnormal
according to the quantitative diagnostic features. The third step involves the
diagnosis and grading of a cervical histology image. By quantifying the ratio of
abnormal cells to the total number of cells, a histology image is graded and the
disease is identified. By following these steps, the aims and objectives of this study
have been successfully realised. The summary of the achievements and the
conclusion of this thesis are presented in the following section.
This thesis has addressed three important issues in CADSS for cervical histology
images: 1) segmentation of the irregular form of squamous epithelium and complex
components of cervical histology, 2) analysis and extraction of nuclei features and 3)
grading and disease identification. A CADSS for cervical cancer classification was to
be designed, implemented and validated in order to produce a systematic,
quantitative, accurate, repeatable and objective system. There are major challenges
facing any CADSS based on medical images including segmentation, feature
extraction, classification, grading and disease identification steps that are described
in following section.
Underpinning all the processes proposed in this study is the availability of an
extensive, reliable, well-tagged, well-represented and consistent database of relevant
medical images. Toward this end, the project undertook an extensive process of data
collection and tagging in close collaboration with an expert pathologist. Once the
image database was established, a rigorous validation process was carried out, once
more in close collaboration with the medical experts. The creation of this database
and the validation processes are some of the exceptional contributions of this work to
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the relevant fields of research. It was a challenge to create the database as it was
difficult to acquire the cervical histology images required.

9.1 Segmentation of Cervical Histology Images
There are two diverse properties that are used in this research for segmentation of
cervical histology components: colour and texture. Graphical representation is also
involved in this study for segmenting the cervical histology images. The work
focused on the segmentation of the cervical histology image into its components
including the squamous epithelium (containing the nuclei), stroma and background.
The literature relating to the segmentation methods was evaluated. The edge based
segmentation method was implemented first including Canny edge detection.
However, the result presented unwanted and discontinuous edges. As such, it became
difficult to distinguish between regions belonging to noise or the boundaries. It was
therefore concluded that the edge based segmentation method was not effective for
segmentation of cervical histology images. The region growing method was also
tested and proved to suffer from noticeable amounts of over-segmentation. The
segmentation methods that produced acceptable performance and were implemented
for this research were the K-means clustering based on colour, Gabor wavelet and
hybrid graph cut and colour. By reviewing these methods, it was confirmed that in
terms of global segmentation, the graph cut produces the best performance in
accurately partitioning the squamous epithelium region of the cervical histology
image. The graph cut method was tested on 475 histology images producing
negligible errors in all except three images that were over segmented and two images
that were mis-segmented. However, in the local segmentation where nuclei are
segmented, the mis-segmentation errors were 2.91% for all blocks that were analysed
and the over segmentation error was 1.92% for all blocks. The results were provided
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in Chapter Seven. Application of the hybrid graph cut and local segmentation to the
cervical histology images produced the best results in partitioning the image at the
macro and micro levels.

9.2 Feature Extraction
Following the segmentation process, the feature extraction process is designed to
capture all the diagnostic characteristics contained in the image. From the outset,
input from medical practitioners was vital in deciding features essential for
diagnosis. In this work, texture, morphological features and topological features are
used for the diagnostic and grading processes. Morphological features included those
based on size and shape characteristics, whereas the topological or structural features
measure the density or spatial distribution of the ROI. Furthermore, the texture
features are extracted from the textured image where regions with complex textures
can be distinguished. The purpose of this process is to extract appropriate
characteristics suitable for a diagnostic decision. In this study, texture characteristics
are extracted using a Gabor wavelet. Based on the selection of the filters’ frequencies
and orientations, fine or coarse features could be extracted. Fine textures are more
visible at higher frequencies and carry most of the important diagnostic information.
The morphological features of nuclei and the features derived from the DT also
provide diagnostic characteristics useful in the diagnostic processes.
In this work, a unique approach was developed for local analysis of nuclei. Sliding
windows were used to analyse the morphological and topological characteristics of
each block in fine detail. These features produced the best diagnostic tools for
histological image classification.
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9.3 Classification
The classification method was implemented to categorise the image based on the
features that sufficiently characterise each class. In this study, the classification
method categorises the image into regions of normal and abnormal. Two processes
were involved: training and testing. The classification tree and nearest
neighbourhood were applied in this study. The classification results using the Gabor
wavelet features and nearest neighbourhood were efficient in that they were able to
classify the normal and abnormal cells. During the training process the reference
feature vectors (template) for five categories of textures including background,
stroma, basal cell, normal and abnormal, were determined. In the testing process, the
feature vector of each pixel and its neighbouring pixels were calculated and each
pixel was assigned to one of the aforementioned categories, based on the nearest
neighbour classification method. The classification tree method was applied in the
classification step in the K-means clustering and hybrid graph cut and colour
segmentation methods. The purpose of the classification tree is to classify the regions
into normal and abnormal based on the extracted features. The classification tree
performed well with an error rate of 0.0357.

9.4 Gradation and Disease Identification
The analysis of cervical histology in terms of image segmentation, gradation and
disease classification has previously been discussed in Chapters Five, Six and Seven.
In this study, the grading and disease classifications that were performed imitated the
processes used by pathologists. Thus, the quantitative measurement of gradation and
disease classification were performed as close as possible to the pathologists’
diagnostic processes. The ratio of the total number of abnormal cells or regions to the
total number of cells or regions was calculated in order to grade and classify the
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cervical cancer according to the standard nomenclature classification of cervical
cancer described by Richart [190]. The classification results from all of the proposed
methods were highly successful with the graph cut method producing the best results.
It shows that the FP and specificity of the hybrid graph cut and colour segmentation
are better than the others.
In conclusion, this thesis has presented several novel techniques for CADSS of
cervical cancer using histology images. The novel techniques have led to significant
improvement in CADSS performance. Results have proven that the specificity has
been increased from 80% to 97% and the FP has been decreased from 20% to 3.3%.

9.5 Future Work
A number of significant issues related to CADSS using cervical histology images
have been addressed. However, there are a still a number of corrections and
challenges that require further investigation. The following describes some directions
for further research in this area.
• The K-means clustering method was applied to cervical histology images, as
explained in Chapter Five. In this research, the K-means clustering method based
on colour segmentation was used. Colour is a relative variable in which the colour
properties are influenced by the cervical histology slide staining process. It is
suggested that a uniform staining process or automatic stainers be used. This
would ensure a uniform rendition of colours in cervical histology slides and better
quality images.
• Chapter 6 considers the complex nature of cervical histology image structures
which presents a challenge to the development of CADSS using texture features.
In this study, a simple procedure to select the Gabor wavelet parameters is
proposed. In the future, better analysis of the process of the wavelet filter design
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could reduce the classification time and increase performance. Furthermore, it is
possible to analyse the texture of the squamous epithelium using sliding window
blocks which could analyse the texture abnormalities in more detail.
• In order to achieve optimal performance of hybrid graph cut and colour
segmentation, the image acquisition process including the way tissues are spread
and stretched, tissue fixation, slide staining and image capture are all of
importance. These affect the quality of the image, especially the image colour,
contrast and luminance parameters.
• Due to the usual large size of cervical histology images, processing time is
significant. Perhaps in the future, the whole image may be divided into blocks and
each block processed in parallel.
• It may be possible to apply the three methods (K-means clustering, Gabor
wavelet, as well as hybrid graph cut and colour segmentation) to other types of
histopathology images such as breast and prostate images.
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APENDIX A1
PROGRAM OF CADSS USING K-MEANS CLUSTERING
% Computer Aided Decision Support System
% using K-means clustering based on colour
%Select the image from data base
file=uigetfile({'*.jpg'},'Select the image','s');
rgb=imread(file);
figure,imshow(rgb), title(' original image');
% Pre-processing
%Filtering the image using Median Filter
A1= medfilt2 (rgb);
figure;imshow(A1);
% Convert rgb image to L*a*b color space
cform = makecform('srgb2lab');
lab_he = applycform(A1,cform);
%Classify the Colors in 'a*b*' Space Using K-Means Clustering
ab = double(lab_he(:,:,1:2));
nrows = size(ab,1);
ncols = size(ab,2);
ab = reshape(ab,nrows*ncols,2);
%The image is dominated by 4 colours
nColors = 4;
%clustering into four component
[cluster_idx cluster_center] =
kmeans(ab,nColors,'distance','sqEuclidean', ...
'Replicates',4);
pixel_labels = reshape(cluster_idx,nrows,ncols);
figure, imshow(pixel_labels,[]);

%Segment the image based on the colour
segmented_images = cell(1,3);
rgb_label = repmat(pixel_labels,[1 1 3]);
for k = 1:nColors
color = A1;
color(rgb_label ~= k) = 0;
segmented_images{k} = color;
end
%Segment and display the nuclei image in different image
mean_cluster_value = mean(cluster_center,3);
[tmp, idx] = sort(mean_cluster_value);
purple_cluster_num = idx(1);
L = lab_he(:,:,1);
purple_idx = find(pixel_labels == purple_cluster_num);
L_purple = L(purple_idx);
nuclei_labels = repmat(uint8(0),[nrows ncols]);
nuclei_labels(purple_idx) = 1;
nuclei_labels = repmat(nuclei_labels,[1 1 3]);
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purple_nuclei = A1;
purple_nuclei(nuclei_labels ~= 1) = 0;
figure, imshow(purple_nuclei), title('nuclei region');
% In order to enhance the result, the morphological operation is
applied
% Dilation operation
se90 = strel('line', 3, 30);
se0 = strel('line', 3, 0);
BWsdil = imdilate(purple_nuclei, [se90 se0]);
figure, imshow(BWsdil), title('dilated nuclei');
%Erode Image
seD = strel('diamond',1);
A = imerode(BWsdil,seD);
figure, imshow(A), title('eroded nuclei');
seD = strel('diamond',1);
AB = imerode(A,seD);
figure, imshow(AB), title('eroded2 nuclei');
%Convert and threshold the nuclei
I = rgb2gray(A);
threshold = graythresh(I);
bw = im2bw(I,threshold);
figure,imshow(bw);title('nuclei threshold');
bw = bwareaopen(bw,10);
%fill a gap in the nuclei image
se = strel('disk',2);
bw = imclose(bw,se);
%Extract the nuclei features using morphological features
%fill any holes, so that regionprops can be used to estimate
%the area enclosed by each of the boundaries
bw = imfill(bw,'holes');
figure,imshow(bw);
%create the boundary region of nuclei
[B,L] = bwboundaries(bw,'noholes');
%Display the label matrix and draw each boundary
imshow(label2rgb(L, @jet, [.5 .5 .5]));
hold on
for k = 1:length(B)
boundary = B{k};
plot(boundary(:,2), boundary(:,1), 'w', 'LineWidth', 2)
end
%Extracting the features (area,centroid,diameter,shape, roundness)
stats = regionprops(L,'Area','Centroid');
threshold = 0.94;
%loop over the boundaries
for k=1:length(B)
%obtain (X,Y) boundary coordinates corresponding to label 'k'
boundary = B{k};
%compute perimeter of nuclei
delta_sq = diff(B{k}).^2;
perimeter= sum(sqrt(sum(delta_sq,2)));
%Compute diameter of nuclei
diameter=perimeter/pi
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%Compute shape factor
shape= (perimeter)^2/(stats (k).Area);
%Measure the area of each nuclei
area = stats(k).Area;
g=[stats.Area];
%find centroid of each nuclei
C=stats(k).Centroid;
u=[stats.Centroid];
t=reshape(u,[],2);
%compute the roundness metric
metric=(4*pi*(stats (k).Area))/(perimeter^2);
if metric > threshold
centroid = stats(k).Centroid;
plot(centroid(1),centroid(2),'ko');
end
end

%Segment and display the cytoplasm from the entire image
mean_cluster_value = mean(cluster_center,5);
tmp, idx] = sort(mean_cluster_value);
pink_cluster_num = idx(2);
L = lab_he(:,:,1);
pink_idx = find(pixel_labels == pink_cluster_num);
L_pink = L(pink_idx);
is_light_pink = im2bw(L_pink,graythresh(L_pink));
nuclei_labels = repmat(uint8(0),[nrows ncols]);
nuclei_labels(pink_idx(is_light_pink==false)) = 1;
nuclei_labels = repmat(nuclei_labels,[1 1 3]);
pink_nuclei = A1;
pink_nuclei(nuclei_labels ~= 1) = 0;
figure, imshow(pink_nuclei), title('cyto region');
%threshold cytoplasm
bw = im2bw(pink_nuclei, graythresh(pink_nuclei));
figure, imshow(bw), title('Thresholded (bw)')
% Create the bondary of cytoplasm
[Q,L] = bwboundaries(bw,'noholes');
% Display the label matrix and draw each boundary
imshow(label2rgb(L, @jet, [.5 .5 .5]));
hold on
for k = 1:length(Q)
boundary = Q{k};
plot(boundary(:,2), boundary(:,1), 'w', 'LineWidth', 2)
end
% Measuring the area of cytoplasm
stats = regionprops(L,'Area','Centroid');
threshold = 0.94;
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% loop over the boundaries
for j = 1:length(Q)
boundary = Q{j};
% obtain the area of cytoplasm
area1 = stats(j).Area;
v=[stats.Area];
% find centroid of the cytoplasm
D= stats (j).Centroid;
w=[stats.Centroid];
n=reshape(w,[],2);
end
% Matching position nuclei and cyto to find the area
P=zeros(1,2);
l=1;
for i=1:length(t)
for j=1:length(n)
c= t(i,1)-n(j,1);
d= t(i,2)-n(j,2);
if ((abs(c) <8)&&(abs(d)<8))
P(l,2)=j;
P(l,1)=i;
l=l+1;
end
end
end

h=P(:,1);
% Showing the area of the nuclei from the same or close centroid
for m=1:length(P)
h(m);
g(h(m));
end
f=P(:,2);
for m=1:length(P)
f(m);
v(f(m));
end

% calculation the ratio between the area of nuclei to the total of
the cell
% area
for m=1:length (P)
nb(m)=g(h(m))>v(f(m));
na(m)=g(h(m))<v(f(m));
gg=find (nb(:)==1);
nn=numel(gg);
jj=find (na(:)==1);
nl= numel(jj);
prosen=(nn/(nn+nl));
prosen1=(nl/(nn+nl));
end
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APENDIX A2
PROGRAM OF CADSS USING GABOR WAVELET
%Gabor wavelet
% Extracting the texture feature of the image
% Read the image from data base
I=rgb2gray(imread('273a.jpg'));
% filter 1;
Sx=25;Sy=25;theta=0;f=0.022184;
if isa(I,'double')~=1
I = double(I);
end
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime = x * cos(theta) + y * sin(theta);
yPrime = y * cos(theta) - x * sin(theta);
j=1/(2*pi*Sx*Sy);
G(fix(Sx)+x+1,fix(Sy)+y+1)=j*(exp(.5*((xPrime/Sx)^2+(yPrime/Sy)^2)))
*
(exp(i*2*pi*f*xPrime));
end
end
% Calculate the Gabor response
Imgabout = conv2(I,double((imag(G))),'same');
Regabout = conv2(I,double((real(G))),'same');
% Calculate the magnitude
gabout = sqrt(Imgabout.*Imgabout + Regabout.*Regabout);
% finding the nearest neigbourhood pixel that the close distance
indicates
% one of component (basal,background,stroma,normal and abnormal
cell)
for m=1:5:3072
for n=1:5:3072
r21(m,n)=gabout(m,n)-0.944475513;
r22(m,n)=gabout(m,n)-4.628240492;
r23(m,n)=gabout(m,n)-3.587199738;
r24(m,n)=gabout(m,n)-7.284059177;
r25(m,n)=gabout(m,n)-3.313445348;
end
end
%filter 2
theta1=2*pi/9;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime1 = x * cos(theta1) + y * sin(theta1);
yPrime1 = y * cos(theta1) - x * sin(theta1);
j=1/(2*pi*Sx*Sy);
G1(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime1/Sx)^2+(yPrime1/Sy)^2)))*(exp(i*2*pi*f*xPrime1));
end
end
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% the Gabor response
Imgabout1 = conv2(I,double((imag(G1))),'same');
Regabout1 = conv2(I,double((real(G1))),'same');
gabout1 = sqrt(Imgabout1.*Imgabout1 + Regabout1.*Regabout1);
% The nearest neigbourhood pixel;
for m=1:5:3072
for n=1:5:3072
r26(m,n)=gabout1(m,n)-8.962007208 ;
r27(m,n)=gabout1(m,n)-6.67611483 ;
r28(m,n)=gabout1(m,n)-4.874579703;
r29(m,n)=gabout1(m,n)-7.579718484 ;
r30(m,n)=gabout1(m,n)-5.111939091;
end
end
% filter 3
theta2=pi/2;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime2 = x * cos(theta2) + y * sin(theta2);
yPrime2 = y * cos(theta2) - x * sin(theta2);
j=1/(2*pi*Sx*Sy);
G2(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime2/Sx)^2+(yPrime2/Sy)^2)))*(exp(i*2*pi*f*xPrime2));
end
end
% Gabor response
Imgabout2 = conv2(I,double((imag(G2))),'same');
Regabout2 = conv2(I,double((real(G2))),'same');
% Magnitude of Gabor
gabout2 = sqrt(Imgabout2.*Imgabout2 + Regabout2.*Regabout2);
% Nearest neighbourhood pixel
for m=1:5:3072
for n=1:5:3072
r31(m,n)=gabout2(m,n)-0.949069329
;
r32(m,n)=gabout2(m,n)-4.783226929;
r33(m,n)=gabout2(m,n)-4.573089219;
r34(m,n)=gabout2(m,n)-5.600386443;
r35(m,n)=gabout2(m,n)-4.006777024;
end
end
%filter 4
theta3=13*pi/18;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime3 = x * cos(theta3) + y * sin(theta3);
yPrime3 = y * cos(theta3) - x * sin(theta3);
j=1/(2*pi*Sx*Sy);
G3(fix(Sx)+x+1,fix(Sy)+y+1)=j*(exp(.5*((xPrime3/Sx)^2+(yPrime3/Sy)^2
)))*(exp(i*2*pi*f*xPrime3));
end
end
% the Gabor response
Imgabout3 = conv2(I,double((imag(G3))),'same');
Regabout3 = conv2(I,double((real(G3))),'same');
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% Magnitude
gabout3 = sqrt(Imgabout3.*Imgabout3 + Regabout3.*Regabout3);
% Nearest neigbourhood response
for m=1:5:3072
for n=1:5:3072
r36(m,n)=gabout3(m,n)-8.953818881;
r37(m,n)=gabout3(m,n)-5.072723336;
r38(m,n)=gabout3(m,n)-5.654052937;
r39(m,n)=gabout3(m,n)-4.071596601;
r40(m,n)=gabout3(m,n)-6.086503025;
end
end
% Calculate the mean square root of each filter for each component
region
for m=1:5:3072
for n=1:5:3072
b2(m,n)=sqrt((r21(m,n)^2+r26(m,n)^2+r31(m,n)^2+r36(m,n)^2)/4);
c2(m,n)=sqrt((r22(m,n)^2+r27(m,n)^2+r32(m,n)^2+r37(m,n)^2)/4);
d2(m,n)=sqrt((r23(m,n)^2+r28(m,n)^2+r33(m,n)^2+r38(m,n)^2)/4);
e2(m,n)=sqrt((r24(m,n)^2+r29(m,n)^2+r34(m,n)^2+r39(m,n)^2)/4);
f2(m,n)=sqrt((r25(m,n)^2+r30(m,n)^2+r35(m,n)^2+r40(m,n)^2)/4);
end
end
%filter 5
Sx=13;Sy=13;theta=0;f=0.044367;
if isa(I,'double')~=1
I = double(I);
end
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime = x * cos(theta) + y * sin(theta);
yPrime = y * cos(theta) - x * sin(theta);
j=1/(2*pi*Sx*Sy);
G(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime/Sx)^2+(yPrime/Sy)^2)))*(exp(i*2*pi*f*xPrime));
end
end
Imgabout = conv2(I,double((imag(G))),'same');
Regabout = conv2(I,double((real(G))),'same');
gabout = sqrt(Imgabout.*Imgabout + Regabout.*Regabout);clear
theta

for m=1:5:3072
for n=1:5:3072
r41(m,n)=gabout(m,n)-4.264793617;
r42(m,n)=gabout(m,n)-4.285417581;
r43(m,n)=gabout(m,n)-4.177943484;
r44(m,n)=gabout(m,n)-5.047901175;
r45(m,n)=gabout(m,n)-3.736152645;
end
end
% filter 6
theta1=2*pi/9;
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for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime1 = x * cos(theta1) + y * sin(theta1);
yPrime1 = y * cos(theta1) - x * sin(theta1);
j=1/(2*pi*Sx*Sy);
G1(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime1/Sx)^2+(yPrime1/Sy)^2)))*(exp(i*2*pi*f*xPrime1));
end
end
Imgabout1 = conv2(I,double((imag(G1))),'same');
Regabout1 = conv2(I,double((real(G1))),'same');
gabout1 = sqrt(Imgabout1.*Imgabout1 + Regabout1.*Regabout1);
for m=1:5:3072
for n=1:5:3072
r46(m,n)=gabout1(m,n)-6.63028368;
r47(m,n)=gabout1(m,n)-4.394377721;
r48(m,n)=gabout1(m,n)-3.662172625;
r49(m,n)=gabout1(m,n)-4.836212171;
r50(m,n)=gabout1(m,n)-3.853620927;
end
end
%filter 7
theta2=pi/2;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime2 = x * cos(theta2) + y * sin(theta2);
yPrime2 = y * cos(theta2) - x * sin(theta2);
j=1/(2*pi*Sx*Sy);
G2(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime2/Sx)^2+(yPrime2/Sy)^2)))*(exp(i*2*pi*f*xPrime2));
end
end
Imgabout2 = conv2(I,double((imag(G2))),'same');
Regabout2 = conv2(I,double((real(G2))),'same');
gabout2 = sqrt(Imgabout2.*Imgabout2 + Regabout2.*Regabout2);
for m=1:5:3072
for n=1:5:3072
r54(m,n)=gabout2(m,n)-4.564408334;
r55(m,n)=gabout2(m,n)-4.337975784;
r51(m,n)=gabout2(m,n)-4.27529466;
r52(m,n)=gabout2(m,n)-3.329230564;
r53(m,n)=gabout2(m,n)-3.026605215;
end
end
%filter 8
theta3=13*pi/18;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime3 = x * cos(theta3) + y * sin(theta3);
yPrime3 = y * cos(theta3) - x * sin(theta3);
j=1/(2*pi*Sx*Sy);
G3(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime3/Sx)^2+(yPrime3/Sy)^2)))*(exp(i*2*pi*f*xPrime3));
end
end
Imgabout3 = conv2(I,double((imag(G3))),'same');
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Regabout3 = conv2(I,double((real(G3))),'same');
gabout3 = sqrt(Imgabout3.*Imgabout3 + Regabout3.*Regabout3);
for m=1:5:3072
for n=1:5:3072
r56(m,n)=gabout3(m,n)-6.623865265;
r57(m,n)=gabout3(m,n)-4.084809578;
r58(m,n)=gabout3(m,n)-4.486263054;
r59(m,n)=gabout3(m,n)-3.488412525;
r60(m,n)=gabout3(m,n)-3.128885983;
end
end
for m=1:5:3072
for n=1:5:3072
b3(m,n)=sqrt((r41(m,n)^2+r46(m,n)^2+r51(m,n)^2+r56(m,n)^2)/4);
c3(m,n)=sqrt((r42(m,n)^2+r47(m,n)^2+r52(m,n)^2+r57(m,n)^2)/4);
d3(m,n)=sqrt((r43(m,n)^2+r48(m,n)^2+r53(m,n)^2+r58(m,n)^2)/4);
e3(m,n)=sqrt((r44(m,n)^2+r49(m,n)^2+r54(m,n)^2+r59(m,n)^2)/4);
f3(m,n)=sqrt((r45(m,n)^2+r50(m,n)^2+r55(m,n)^2+r60(m,n)^2)/4);
end
end
%filter 9
Sx=7;Sy=7;theta=0;f=0.088735;
if isa(I,'double')~=1
I = double(I);
end
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime = x * cos(theta) + y * sin(theta);
yPrime = y * cos(theta) - x * sin(theta);
j=1/(2*pi*Sx*Sy);
G(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime/Sx)^2+(yPrime/Sy)^2)))*(exp(i*2*pi*f*xPrime));
end
end
Imgabout = conv2(I,double((imag(G))),'same');
Regabout = conv2(I,double((real(G))),'same');
gabout = sqrt(Imgabout.*Imgabout + Regabout.*Regabout);
clear Imgabout
clear Regabout
for m=1:5:3072
for n=1:5:3072
r61(m,n)=gabout(m,n)-8.916454465;
r62(m,n)=gabout(m,n)-6.41646558;
r63(m,n)=gabout(m,n)-4.886212336;
r64(m,n)=gabout(m,n)-6.749951454;
r65(m,n)=gabout(m,n)-4.876157001;
end
end
% filter 10
theta1=2*pi/9;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime1 = x * cos(theta1) + y * sin(theta1);
yPrime1 = y * cos(theta1) - x * sin(theta1);
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j=1/(2*pi*Sx*Sy);
G1(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime1/Sx)^2+(yPrime1/Sy)^2)))*(exp(i*2*pi*f*xPrime1));
end
end
Imgabout1 = conv2(I,double((imag(G1))),'same');
Regabout1 = conv2(I,double((real(G1))),'same');
gabout1 = sqrt(Imgabout1.*Imgabout1 + Regabout1.*Regabout1);
for m=1:5:3072
for n=1:5:3072
r66(m,n)=gabout1(m,n)-3.554187387;
r67(m,n)=gabout1(m,n)-1.602592605;
r68(m,n)=gabout1(m,n)-3.200425411;
r69(m,n)=gabout1(m,n)-1.790381088;
r70(m,n)=gabout1(m,n)-1.829007757;
end
end
%filter 11
theta2=pi/2;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime2 = x * cos(theta2) + y * sin(theta2);
yPrime2 = y * cos(theta2) - x * sin(theta2);
j=1/(2*pi*Sx*Sy);
G2(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime2/Sx)^2+(yPrime2/Sy)^2)))*(exp(i*2*pi*f*xPrime2));
end
end
Imgabout2 = conv2(I,double((imag(G2))),'same');
Regabout2 = conv2(I,double((real(G2))),'same');
gabout2 = sqrt(Imgabout2.*Imgabout2 + Regabout2.*Regabout2);
for m=1:5:3072
for n=1:5:3072
r71(m,n)=gabout2(m,n)-10.87343198;
r72(m,n)=gabout2(m,n)-5.711088927;
r73(m,n)=gabout2(m,n)-5.072553463;
r74(m,n)=gabout2(m,n)-6.614374987;
r75(m,n)=gabout2(m,n)-4.914711148;
end
end
%filter 12
theta3=13*pi/18;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime3 = x * cos(theta3) + y * sin(theta3);
yPrime3 = y * cos(theta3) - x * sin(theta3);
j=1/(2*pi*Sx*Sy);
G3(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime3/Sx)^2+(yPrime3/Sy)^2)))*(exp(i*2*pi*f*xPrime3));
end
end
Imgabout3 = conv2(I,double((imag(G3))),'same');
Regabout3 = conv2(I,double((real(G3))),'same');
gabout3 = sqrt(Imgabout3.*Imgabout3 + Regabout3.*Regabout3);
for m=1:5:3072
for n=1:5:3072
r76(m,n)=gabout3(m,n)-2.410115669;
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r77(m,n)=gabout3(m,n)-1.623003314;
r78(m,n)=gabout3(m,n)-1.375150065;
r79(m,n)=gabout3(m,n)-1.136063374;
r80(m,n)=gabout3(m,n)-3.069552431;
end
end
for m=1:5:3072
for n=1:5:3072
b4(m,n)=sqrt((r61(m,n)^2+r66(m,n)^2+r71(m,n)^2+r76(m,n)^2)/4);
c4(m,n)=sqrt((r62(m,n)^2+r67(m,n)^2+r72(m,n)^2+r77(m,n)^2)/4);
d4(m,n)=sqrt((r63(m,n)^2+r68(m,n)^2+r73(m,n)^2+r78(m,n)^2)/4);
e4(m,n)=sqrt((r64(m,n)^2+r69(m,n)^2+r74(m,n)^2+r79(m,n)^2)/4);
f4(m,n)=sqrt((r65(m,n)^2+r70(m,n)^2+r75(m,n)^2+r80(m,n)^2)/4);
end
end

%filter 13
Sx=3;Sy=3;theta=0;f=0.17747;
if isa(I,'double')~=1
I = double(I);
end
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime = x * cos(theta) + y * sin(theta);
yPrime = y * cos(theta) - x * sin(theta);
j=1/(2*pi*Sx*Sy);
G(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime/Sx)^2+(yPrime/Sy)^2)))*(exp(i*2*pi*f*xPrime));
end
end
Imgabout = conv2(I,double((imag(G))),'same');
Regabout = conv2(I,double((real(G))),'same');
gabout = sqrt(Imgabout.*Imgabout + Regabout.*Regabout);
for m=1:5:3072
for n=1:5:3072
r81(m,n)=gabout(m,n)-6.272212304;
r82(m,n)=gabout(m,n)-3.39977754;
r83(m,n)=gabout(m,n)-2.747364202;
r84(m,n)=gabout(m,n)-3.899138397;
r85(m,n)=gabout(m,n)-3.403200866;
end
end
%filter 14
theta1=2*pi/9;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime1 = x * cos(theta1) + y * sin(theta1);
yPrime1 = y * cos(theta1) - x * sin(theta1);
j=1/(2*pi*Sx*Sy);
G1(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime1/Sx)^2+(yPrime1/Sy)^2)))*(exp(i*2*pi*f*xPrime1));
end
end

226

Imgabout1 = conv2(I,double((imag(G1))),'same');
Regabout1 = conv2(I,double((real(G1))),'same');
gabout1 = sqrt(Imgabout1.*Imgabout1 + Regabout1.*Regabout1);
for m=1:5:3072
for n=1:5:3072
r86(m,n)=gabout1(m,n)-6.804620399;
r87(m,n)=gabout1(m,n)-3.732460346;
r88(m,n)=gabout1(m,n)-3.233501802;
r89(m,n)=gabout1(m,n)-4.018450182;
r90(m,n)=gabout1(m,n)-3.004616708;
end
end
%filter 15
theta2=pi/2;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime2 = x * cos(theta2) + y * sin(theta2);
yPrime2 = y * cos(theta2) - x * sin(theta2);
j=1/(2*pi*Sx*Sy);
G2(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime2/Sx)^2+(yPrime2/Sy)^2)))*(exp(i*2*pi*f*xPrime2));
end
end
Imgabout2 = conv2(I,double((imag(G2))),'same');
Regabout2 = conv2(I,double((real(G2))),'same');
gabout2 = sqrt(Imgabout2.*Imgabout2 + Regabout2.*Regabout2);
for m=1:5:3072
for n=1:5:3072
r91(m,n)=gabout2(m,n)-6.526563472;
r92(m,n)=gabout2(m,n)-3.11492726;
r93(m,n)=gabout2(m,n)-2.786980441;
r94(m,n)=gabout2(m,n)-3.846429858;
r95(m,n)=gabout2(m,n)-3.143335319;
end
end
%filter 16
theta3=13*pi/18;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime3 = x * cos(theta3) + y * sin(theta3);
yPrime3 = y * cos(theta3) - x * sin(theta3);
j=1/(2*pi*Sx*Sy);
G3(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime3/Sx)^2+(yPrime3/Sy)^2)))*(exp(i*2*pi*f*xPrime3));
end
end
Imgabout3 = conv2(I,double((imag(G3))),'same');
Regabout3 = conv2(I,double((real(G3))),'same');
gabout3 = sqrt(Imgabout3.*Imgabout3 + Regabout3.*Regabout3);
for m=1:5:3072
for n=1:5:3072
r96(m,n)=gabout3(m,n)-6.775633839;
r97(m,n)=gabout3(m,n)-3.80511127;
r98(m,n)=gabout3(m,n)-2.59207051;
r99(m,n)=gabout3(m,n)-3.819573049;

227

r100(m,n)=gabout3(m,n)-2.87836149;
end
end
%
for m=1:5:3072
for n=1:5:3072
b5(m,n)=sqrt((r81(m,n)^2+r86(m,n)^2+r91(m,n)^2+r96(m,n)^2)/4);
c5(m,n)=sqrt((r82(m,n)^2+r87(m,n)^2+r92(m,n)^2+r97(m,n)^2)/4);
d5(m,n)=sqrt((r83(m,n)^2+r88(m,n)^2+r93(m,n)^2+r98(m,n)^2)/4);
e5(m,n)=sqrt((r84(m,n)^2+r89(m,n)^2+r94(m,n)^2+r99(m,n)^2)/4);
f5(m,n)=sqrt((r85(m,n)^2+r90(m,n)^2+r95(m,n)^2+r100(m,n)^2)/4);
end
end
%filter 17
Sx=2;Sy=2;theta=0;f=0.354;
if isa(I,'double')~=1
I = double(I);
end
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime = x * cos(theta) + y * sin(theta);
yPrime = y * cos(theta) - x * sin(theta);
j=1/(2*pi*Sx*Sy);
G(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime/Sx)^2+(yPrime/Sy)^2)))*(exp(i*2*pi*f*xPrime));
end
end
Imgabout = conv2(I,double((imag(G))),'same');
Regabout = conv2(I,double((real(G))),'same');
gabout = sqrt(Imgabout.*Imgabout + Regabout.*Regabout);
for m=1:5:3072
for n=1:5:3072
r101(m,n)=gabout(m,n)-11.83690029;
r102(m,n)=gabout(m,n)-6.570645899;
r103(m,n)=gabout(m,n)-4.762426582;
r104(m,n)=gabout(m,n)-6.846055642;
r105(m,n)=gabout(m,n)-5.343706547;
end
end
%filter 18
theta1=2*pi/9;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime1 = x * cos(theta1) + y * sin(theta1);
yPrime1 = y * cos(theta1) - x * sin(theta1);
j=1/(2*pi*Sx*Sy);
G1(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime1/Sx)^2+(yPrime1/Sy)^2)))*(exp(i*2*pi*f*xPrime1));
end
end
Imgabout1 = conv2(I,double((imag(G1))),'same');
Regabout1 = conv2(I,double((real(G1))),'same');
gabout1 = sqrt(Imgabout1.*Imgabout1 + Regabout1.*Regabout1);
for m=1:5:3072
for n=1:5:3072
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r106(m,n)=gabout1(m,n)-0.273553979;
r107(m,n)=gabout1(m,n)-0.207181808;
r108(m,n)=gabout1(m,n)-0.216806659;
r109(m,n)=gabout1(m,n)-0.178319231;
r110(m,n)=gabout1(m,n)-0.314252405;
end
end
%filter 19
theta2=pi/2;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime2 = x * cos(theta2) + y * sin(theta2);
yPrime2 = y * cos(theta2) - x * sin(theta2);
j=1/(2*pi*Sx*Sy);
G2(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime2/Sx)^2+(yPrime2/Sy)^2)))*(exp(i*2*pi*f*xPrime2));
end
end
Imgabout2 = conv2(I,double((imag(G2))),'same');
Regabout2 = conv2(I,double((real(G2))),'same');
gabout2 = sqrt(Imgabout2.*Imgabout2 + Regabout2.*Regabout2);
for m=1:5:3072
for n=1:5:3072
r111(m,n)=gabout2(m,n)-9.318923023;
r112(m,n)=gabout2(m,n)-4.379939812;
r113(m,n)=gabout2(m,n)-3.427309111;
r114(m,n)=gabout2(m,n)-4.084831393;
r115(m,n)=gabout2(m,n)-3.870934749;
end
end
%filter 20
theta3=13*pi/18;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime3 = x * cos(theta3) + y * sin(theta3);
yPrime3 = y * cos(theta3) - x * sin(theta3);
j=1/(2*pi*Sx*Sy);
G3(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime3/Sx)^2+(yPrime3/Sy)^2)))*(exp(i*2*pi*f*xPrime3));
end
end
Imgabout3 = conv2(I,double((imag(G3))),'same');
Regabout3 = conv2(I,double((real(G3))),'same');
gabout3 = sqrt(Imgabout3.*Imgabout3 + Regabout3.*Regabout3);
for m=1:5:3072
for n=1:5:3072
r116(m,n)=gabout3(m,n)-0.269631573;
r117(m,n)=gabout3(m,n)-0.194790057;
r118(m,n)=gabout3(m,n)-0.19978424;
r119(m,n)=gabout3(m,n)-0.201797302;
r120(m,n)=gabout3(m,n)-0.169576501;
end
end
for m=1:5:3072
for n=1:5:3072
b6(m,n)=sqrt((r101(m,n)^2+r106(m,n)^2+r111(m,n)^2+r116(m,n)^2)/4);
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c6(m,n)=sqrt((r102(m,n)^2+r107(m,n)^2+r112(m,n)^2+r117(m,n)^2)/4);
d6(m,n)=sqrt((r103(m,n)^2+r108(m,n)^2+r113(m,n)^2+r118(m,n)^2)/4);
e6(m,n)=sqrt((r104(m,n)^2+r109(m,n)^2+r114(m,n)^2+r119(m,n)^2)/4);
f6(m,n)=sqrt((r105(m,n)^2+r110(m,n)^2+r115(m,n)^2+r120(m,n)^2)/4);
end
end
%filter 21
I=rgb2gray(imread('273a.jpg'));
Sx=51;Sy=51;theta=0;f=0.011092;
if isa(I,'double')~=1
I = double(I);
end
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime = x * cos(theta) + y * sin(theta);
yPrime = y * cos(theta) - x * sin(theta);
j=1/(2*pi*Sx*Sy);
G(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime/Sx)^2+(yPrime/Sy)^2)))*(exp(i*2*pi*f*xPrime));
end
end
Imgabout = conv2(I,double((imag(G))),'same');
Regabout = conv2(I,double((real(G))),'same');
gabout = sqrt(Imgabout.*Imgabout + Regabout.*Regabout);
for m=1:5:3072
for n=1:5:3072
r1(m,n)=gabout(m,n)-1.796690106;
r2(m,n)=gabout(m,n)-7.1647807161;
r3(m,n)=gabout(m,n)-4.545200988;
r4(m,n)=gabout(m,n)-3.72660295;
r5(m,n)=gabout(m,n)-5.492513075;
end
end
%filter 22
theta1=2*pi/9;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime1 = x * cos(theta1) + y * sin(theta1);
yPrime1 = y * cos(theta1) - x * sin(theta1);
j=1/(2*pi*Sx*Sy);
G1(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime1/Sx)^2+(yPrime1/Sy)^2)))*(exp(i*2*pi*f*xPrime1));
end
end
Imgabout1 = conv2(I,double((imag(G1))),'same');
Regabout1 = conv2(I,double((real(G1))),'same');
gabout1 = sqrt(Imgabout1.*Imgabout1 + Regabout1.*Regabout1);
for m=1:5:3072
for n=1:5:3072
r6(m,n)=gabout1(m,n)-8.265241211;
r7(m,n)=gabout1(m,n)-4.141472956;
r8(m,n)=gabout1(m,n)-4.330315704;
r9(m,n)=gabout1(m,n)-6.585053239;
r10(m,n)=gabout1(m,n)-5.486505242;
end
end
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%filter 23
theta2=pi/2;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime2 = x * cos(theta2) + y * sin(theta2);
yPrime2 = y * cos(theta2) - x * sin(theta2);
j=1/(2*pi*Sx*Sy);
G2(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime2/Sx)^2+(yPrime2/Sy)^2)))*(exp(i*2*pi*f*xPrime2));
end
end
Imgabout2 = conv2(I,double((imag(G2))),'same');
Regabout2 = conv2(I,double((real(G2))),'same');
gabout2 = sqrt(Imgabout2.*Imgabout2 + Regabout2.*Regabout2);
for m=1:5:3072
for n=1:5:3072
r11(m,n)=gabout2(m,n)-1.746059051;
r12(m,n)=gabout2(m,n)-5.697137467;
r13(m,n)=gabout2(m,n)-4.463328014;
r14(m,n)=gabout2(m,n)-6.746733905;
r15(m,n)=gabout2(m,n)-5.742777727;
end
end
%filter 24
theta3=13*pi/18;
for x = -fix(Sx):fix(Sx)
for y = -fix(Sy):fix(Sy)
xPrime3 = x * cos(theta3) + y * sin(theta3);
yPrime3 = y * cos(theta3) - x * sin(theta3);
j=1/(2*pi*Sx*Sy);
G3(fix(Sx)+x+1,fix(Sy)+y+1)
=j*(exp(.5*((xPrime3/Sx)^2+(yPrime3/Sy)^2)))*(exp(i*2*pi*f*xPrime3));
end
end
Imgabout3 = conv2(I,double((imag(G3))),'same');
Regabout3 = conv2(I,double((real(G3))),'same');
gabout3 = sqrt(Imgabout3.*Imgabout3 + Regabout3.*Regabout3);
for m=1:5:3072
for n=1:5:3072
r17(m,n)=gabout3(m,n)-3.581621761;
r18(m,n)=gabout3(m,n)-5.892417147;
r19(m,n)=gabout3(m,n)-3.166456583;
r20(m,n)=gabout3(m,n)-3.932491472;
r16(m,n)=gabout3(m,n)-8.174864211;
end
end
for m=1:5:3072
for n=1:5:3072
b1(m,n)=sqrt((r1(m,n)^2+r6(m,n)^2+r11(m,n)^2+r16(m,n)^2)/4);
c1(m,n)=sqrt((r2(m,n)^2+r7(m,n)^2+r12(m,n)^2+r17(m,n)^2)/4);
d1(m,n)=sqrt((r3(m,n)^2+r8(m,n)^2+r13(m,n)^2+r18(m,n)^2)/4);
e1(m,n)=sqrt((r4(m,n)^2+r9(m,n)^2+r14(m,n)^2+r19(m,n)^2)/4);
f1(m,n)=sqrt((r5(m,n)^2+r10(m,n)^2+r15(m,n)^2+r20(m,n)^2)/4);
end
end

231

APENDIX A3
PROGRAM OF CADSS USING HYBRID GRAPH CUT AND
COLOUR SEGMENTATION
%% Global segmentation for segmenting the squamous epithelium
I = imread_ncut('604e.jpg',160,160);
% Segment the image into three region stroma, squamous epithelium
and background
nbSegments = 3;
[SegLabel,NcutDiscrete,NcutEigenvectors,NcutEigenvalues,W,imageEdges
]= NcutImage(I,nbSegments);
bw = edge(SegLabel,0.01);
J1=showmask(SegLabel,bw); axis off;
%Local approach
count=0;
count1=0;
data = imread('604esquamousbar.jpg');
%
p
q
s

the sliding
= 500;
%
= 500;
%
= 10;
%

block
number of row
number of column
number of sliding block

for a =1:250;
for b = 1:250;
segment_image(1:p,1:q,:) = data((s*(a-1)+1:s*(a-1)+p),(s*(b1)+1:s*(b-1)+q),:); % row
%%Colour segmentation
[rows columns numberOfColorBands] = size(segment_image);
if strcmpi(class(segment_image), 'uint8')
% Flag for 256 gray levels.
eightBit = true;
else
eightBit = false;
end
if numberOfColorBands == 1
if isempty(storedColorMap)
%compose the image into three RGB colour
segment_image
=
cat(3,
segment_image,
segment_image,
segment_image);
else
%
Labeling
each
image
based
on
the
colour
segmentation
segment_image
=
ind2rgb(segment_image,
storedColorMap);
% Convert back to uint8 in the range 0-255, if
needed.
if eightBit
segment_image = uint8(255 * segment_image);
end
end
end
%% Separating the image based on three component colour
red = segment_image(:, :, 1);
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green= segment_image(:, :, 2);
blue = segment_image(:, :, 3);
% Give the low and high threshold for each colour between 0-255
redThreshLow = graythresh(red);
redThreshHigh = 255;
greenThreshLow = 0;
greenThreshHigh = graythresh(green);
blueThreshLow = 0;
blueThreshHigh = graythresh(blue);
if eightBit
redThreshLow = uint8(redThreshLow * 255);
greenThreshHigh = uint8(greenThreshHigh * 255);
blueThreshHigh = uint8(blueThreshHigh * 255);
end
%% Segment the red component that is identified as nuclei
nuclei = (red>= redThreshLow) & (red <= redThreshHigh);

%%Remove noise
se90 = strel('line', 8, 45);
se0 = strel('line', 8,45);
BWsdil = imdilate(nuclei, [se90 se0]);
% Dilation process for nuclei
bw = BWsdil;
bw1=~bw;
%% Finding the boundaries image for finding area, perimeter and
centroid
[B,L] = bwboundaries(bw1,'noholes');
%Display the label matrix and draw each boundary
% imshow(label2rgb(L, @jet, [.5 .5 .5]));
hold on
for k = 1:length(B)
boundary = B{k};
%
plot(boundary(:,2), boundary(:,1), 'w', 'LineWidth', 2)
end
stats = regionprops(L,'Area','Centroid');
% loop over the boundaries
for k = 1:length(B)
%

obtain

(X,Y)

boundary

coordinates

corresponding

to

label 'k'
boundary = B{k};
% compute a simple estimate of the object's perimeter
delta_sq = diff(boundary).^2;
perimeter = sum(sqrt(sum(delta_sq,2)));
% obtain the area calculation corresponding to label 'k'
area = stats(k).Area;
g=[stats.Area];
mean_area=mean(g);
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% compute the roundness metric
metric = 4*pi*area/perimeter^2;
diameter=perimeter/pi;
% finding centroids
centroid = stats(k).Centroid;
% plot(centroid(1),centroid(2),'ko');
% Delaunay Triangulation
centers=cat(1,stats.Centroid);
a_centers=centers(:,1);
b_centers=centers(:,2);
dt=DelaunayTri(a_centers,b_centers);
end
hold on
%triplot(dt);
if dt.Triangulation == 0
plot (b,a,'g.');
elseif dt.Triangulation ==dt(:,:)
[K AV] = convexHull(dt) ;% measure the area and edge length
of DT

% %Classification of the block
hold on
axis([1 250 1 250])
if (mean_area< 996.649) && (AV<105294)
plot (b,a,'g.');
elseif (mean_area< 996.649) && (AV>105294)
plot (b,a,'g.');
count=count+1;
hold on
axis off
elseif (mean_area>= 996.649) && (AV >= 105294)
plot(b,a,'r.');
count1=count1+1;
hold on
end
end
end
end
Grade=count1/(count1+count)
if Grade <= 0.1
disp ('normal')
elseif Grade>=0.1 && Grade<=0.33
disp('CIN1')
elseif Grade>=0.34 && Grade<=0.66
disp('CIN2')
elseif Grade >=0.67&& Grade<=0.8
disp('CIN3')
elseif Grade>=0.81
disp('malignant')
end
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APPENDIX B
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APPENDIX C
The filter template of each region using Gabor wavelet
Frequency
F1
F2
F3
F4
F5
F6
F7
F8
F9
F10
F11
F12
F13
F14
F15
F16
F17
F18
F19
F20
F21
F22
F23
F24

Background
1.79669
8.26524
1.74605
8.17486
0.94447
8.962
0.94906
8.95381
4.26479
6.6302
4.5644
6.62386
8.91645
3.55418
10.8734
2.41011
6.27221
6.80462
6.52656
6.77563
6.57064
0.27355
9.31892
0.26963

Stroma
7.16478
4.14147
5.69713
3.58162
4.62824
6.6761
4.78322
5.07272
4.28541
4.39437
4.33797
4.0848
6.4164
1.60259
5.71108
1.623
3.3997
3.73246
3.1149
3.8051
4.76242
0.20718
4.3799
0.19479

Region
Basal
4.5452
4.33031
4.46332
5.89241
3.58719
4.87457
4.57308
5.65405
4.17794
3.66217
4.27529
4.48626
4.88621
3.20042
5.07255
1.37515
2.74736
3.2335
2.78698
2.592
6.84605
0.2168
3.4273
0.1997
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Normal Abnormal
3.7266
5.49251
6.58505
5.4865
6.7467
5.74277
3.16645
3.93249
7.28405 3.313445
7.57971
5.11193
5.60038
4.00677
4.07159
6.0865
5.0479
3.73615
4.83621
3.85362
3.3292
3.0266
3.48841
3.12888
6.74995
4.87615
1.79038
1.829
6.61437
4.91471
1.13606
3.06955
3.89913
3.4032
4.01845
3.00461
3.84642
3.14333
3.8195
2.8783
5.3437
11.8369
0.17831
0.31425
4.08483
3.87093
0.20179
0.16957

Appendix D
The samples of calculation ratio between number of abnormal cells to the total number of cells
and predicted classes
The
number of
abnormal
cells
10
6
15
12
7
8
14
11
14
19
4
5
7
5
16
12
10
2
5
6
4
7
3
4
6
4
7
9
12
15
16
12
4
7

The
The
number of
number
System
of normal prediction abnormal
cells
cells
576
normal
23
415
normal
24
624
normal
31
523
normal
43
612
normal
32
475
normal
21
616
normal
49
538
normal
34
578
normal
35
742
normal
42
467
normal
42
653
normal
32
512
normal
44
443
normal
35
623
normal
42
554
normal
47
664
normal
35
712
normal
51
525
normal
34
534
normal
37
624
normal
35
453
normal
36
469
normal
32
523
normal
33
566
normal
34
443
normal
34
657
normal
54
754
normal
47
552
normal
44
565
normal
47
467
normal
42
634
normal
44
487
normal
35
662

normal

39
248

The
number
of normal
cells
176
154
243
345
224
123
312
265
234
315
275
234
312
254
312
298
256
312
245
224
254
232
276
254
264
237
225
324
317
321
311
278
256
245

System
prediction
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
CIN1
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CIN1
CIN1
CIN1
CIN1
CIN1
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CIN1
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CIN1
CIN1
CIN1
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The
number of
abnormal
cells
8
5
6
3
19
21
6
14
18
21
16
16
22
17
12
7
8
12
32
52
23
25
28
15
33
42
47
44
35
46
37
36
38
42
42
37
46
44
29

The
The
System
number
number of
of normal prediction abnormal
cells
cells
643
normal
38
578
normal
35
475
normal
42
432
normal
33
716
normal
36
743
normal
44
541
normal
42
616
normal
45
647
normal
47
734
normal
43
689
normal
51
574
normal
64
586
normal
113
634
normal
749
543
normal
728
527
normal
867
632
normal
878
553
normal
928
223
normal
867
213
normal
775
176
normal
684
165
normal
804
212
normal
925
112
normal
1304
124
normal
657
354
CIN1
978
321
CIN1
889
276
CIN1
678
245
CIN1
579
299
CIN1
725
265
CIN1
675
276
CIN1
580
287
CIN1
615
312
CIN1
713
334
CIN1
825
276
CIN1
723
289
CIN1
815
287
CIN1
778
234
CIN1
709
249

The
number
of normal
cells
237
278
290
265
234
297
227
276
323
276
287
122
221
398
351
445
423
487
436
339
327
189
215
224
134
216
204
156
134
287
296
256
312
365
334
312
287
285
290

System
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The number
of abnormal
cells
698
578
645
712
587
698
728
724
789
806
712
648
754
597
608
623
604
402
564
796
768
802
944
1304
999
845
797
612
1021
824
848
678
234
345
287
312
285
333
287

The
number of
normal
cells
354
296
274
267
287
342
385
321
331
352
326
295
298
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127
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136
184
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221
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354
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321
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512
623
435
534
612
432
545
512
621
524
432
512
645
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613
589
712
498
587
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546
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