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Abstract
World records in athletics capture the attention of both the general public and the academic community.
Athletics records provide a wealth of quantifiable data, which represent the pinnacle of human ability at
the time of the record. This research discusses modelling the progression of athletics world records using
a compound distribution model which is found in actuarial statistics. Compound distributions allow for
the simultaneous modelling of the frequency of record breaking and of the amount by which the record is
improved at each record-breaking performance.
A number of assumptions accompany the use of the compound distribution model. This research evaluates
the athletics data for adherence to these assumptions, before carrying out distribution-fitting and goodness-
of-fit testing. Forecasts of future performance are obtained by means of a simulation method. The forecasts
obtained from the compound model are compared to forecasts obtained from non-linear models which have
been proposed in literature. This research focuses on short-term forecasts, however, a modification to the
compound model which allows for longer-term forecasts is also illustrated.
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Chapter 1
Introduction
“The more restricted our society and work become, the more necessary it will be to find some outlet for this
craving for freedom. No one can say, ‘You must not run faster than this, or jump higher than that.’ The
human spirit is indomitable.” Sir Roger Bannister.
The performances achieved by top athletes pushing themselves to the limits of their ability have captivated
public attention since the ancient Olympic Games. As an Olympic year, 2012 has renewed interest in the
spectre of top-level competition. For track and field events, quantifiable measures of top performances are
freely available and have been used for analysis extensively in literature. Top athletic performance represents
the peak of human ability, and the progression of world records over time may be considered a measure
of the progression of physical, physiological and societal factors, such as gender issues, which influence the
development of sports performance (Lippi et al., 2008). The study of athletics performance allows for the
investigation into the factors which have influenced the progression of top performances.
The progression of top performances over time also raises the question of how much more athletes can improve.
What is the ultimate record which human beings are able to set? Have we reached the peak of natural athletic
development already? Attempts to address these issues have been made extensively in literature through
the development of predictive models aiming to forecast future development of top athletics performances.
Besides being of academic interest, such forecasts may help to provide targets for athletes to meet in order
to be eligible to represent national teams or to compete at the highest levels of international competition
(Heazlewood, 2006). According to Banister and Calvert (1980), estimates of future performance are valuable
when identifying future talent, planning long and short-term goals and designing training programs.
Reliable forecasts of performance are also valuable in assessing the validity of records which are unusually
strong. Forecasts allow researchers to investigate whether there is evidence that the record performance is
within the realms of human capability – or whether some other factor such as performance enhancing drugs
or questionable track conditions may have influenced the record. Forecasting trends in performance may also
be used to investigate the gender gap in athletics performance, and to determine the relative strength of
records set in different events.
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The theory of records has also received a large amount of attention in literature. It is often the most
extreme observation which has the greatest consequence and consequently is the most important to forecast
well. Athletics data provide a good application for the theoretical results derived for records. Data on
best performances in athletics are easily quantifiable and are freely available over a long period of time.
Competitions are held frequently and under regulated conditions, and provide an up-to-date indication of
current human athletic ability (Carbone and Savaglio, 2001). In particular running events are well-developed,
competitive and not unduly affected by technological innovations (Kuper and Sterken, 2008).
However, predictive research in athletics performance still provides an interesting challenge. Athletics per-
formance is a function of complex trends in human evolution and training adaptation, and forecasting future
performance is far from a trivial exercise (Heazlewood, 2006). Records represent extreme observations and
as such are also inherently difficult to model well.
This research proposes a compound distribution model for the progression of world records for track and
field events. The compound model allows for the amount by which the record is broken and the frequency
with which the record is broken to be modelled as separate variables. It is believed that this leads to a more
flexible model, which is better able to describe the processes which underlie the record progressions. The aim
of this research is to investigate the feasibility and utility of compound distributions for modelling athletics
world records. Factors which have significantly affected the record progression are investigated in the process
of testing the data for the compound model assumptions. This research investigates those events in which the
record has been broken relatively frequently, and focuses on obtaining short-term forecasts of future world
records. For comparative purposes, a non-linear model proposed in literature is also applied to the record
progressions of the events analysed in this research.
A review of literature concerning athletics performance is provided in Chapter 2. The data used for analysis
and the means by which it was obtained are described in Chapter 3. Chapter 4 discusses the proposed
compound model as well as the statistical methods used in the analysis. The results of the analysis are
presented and discussed in Chapter 5. Conclusions and recommendations for future research are provided in
Chapter 6.
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Chapter 2
Literature Review
Forecasting athletics performance, athletics records and the theory of records are all extremely well docu-
mented in literature. Athletic performance data provide many challenges to the researcher as many complex
and interacting factors have influenced the development of athletics performance over time. These include
factors which contribute to the development of athleticism as well as those which have dampened athletic
development, such as political boycotts, wars, amateurism of early competition, poverty and famine in third
world countries and gender issues. Major boycotts include the USA-led boycott of the Moscow Olympics in
1980 and the Soviet-led boycott of the Los Angeles Olympics in 1984 (Hilbe, 2008).
While factors of negative influence abound, much effort has been supplied to the improvement of the standard
of athletics performance. As a result, the rate at which records are broken in athletics is greater than theory
would predict for records arising from an independent and identically distributed (i.i.d.) sequence of attempts
on the record (Glick, 1978).
Factors responsible for the improvement in athletics performance include the development of better technique
for running, jumping and throwing, the development of more scientific training programs, the improvement
of national development and talent identification programs, the improvement of diet and nutritional sup-
plements, increased financial incentives for athletes from advertising and endorsements (there was an influx
of money into athletics after 1984 (Hilbe, 2008)), physiological evolutionary changes in the population such
as increased height and weight, the development of performance enhancing drugs more sophisticated than
current testing methods and the development of sports psychology and other supporting fields (Heazlewood,
2006). The introduction of the Fosbury flop in the high jump is an example of a significant change in tech-
nique (Lippi et al., 2008). An example of improved training is the inclusion of strength and weight training
for both sprinters and middle distance athletes since the 1980s (Hilbe, 2008). The influence of performance
enhancing drugs is believed to have peaked at the end of the 1980s (Berthelot et al., 2010).
Technological advances in equipment have also furthered the development of athletics performance and ex-
amples include better padding in jumping events, fibreglass poles in the pole vault, more ergonomically
efficient and wind-resistant clothing and improved running shoes (Lippi et al., 2008). Also, track surfaces
have improved from dirt to artificial surfaces (Hilbe, 2008).
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Intense political pressure and the Soviet institutionalisation of sport also contributed to improvements in the
standard of athletics (Nevill and Whyte, 2005). Over time there has also been an increase in the number of
competing athletes due to an increase in the world’s population, professionalisation of sport (which allows
more athletes and coaches to make a career from sport) and globalisation which has increased the number
of countries participating in world events (Nevill and Whyte, 2005). With a larger population of athletes it
is more likely that an athlete of exceptional ability will emerge (Yang, 1975). In particular, the increased
level of participation of athletes from central African countries has influenced running events (Nevill and
Whyte, 2005). Further factors which have improved athletics performance are the passing of knowledge and
experience about athletics through the generations (Scully, 2000) and surpassing psychological barriers, such
as the four-minute mile (Gembris et al., 2007).
Factors such as population growth, evolutionary changes in physiology and the passing of expertise through
generations have had a gradual influence on athletics progression over a long period of time. Other factors,
such as the introduction of new equipment or a change in the standard technique can have a revolutionary
effect on the progression of athletics performance, and their effect often has a defined start and end time
(Balmer et al., 2012). The effect of such revolutionary factors is often limited to a single event (such as
the introduction of fibreglass poles in pole vaulting). Most of the work done in literature focuses on the
developmental factors which operate slowly and over a long period of time. Balmer et al. (2012) however
specifically investigate the effect of the revolutionary changes.
Of the developmental changes which affect all events over a long period of time, certain patterns emerge
for events with a long history. According to Nevill and Whyte (2005) the development of performance was
relatively slow in the early 1900s, and was much more rapid in the period between the late 1940s and mid
1960s when many of these developmental factors were most pronounced. The slow initial development and
subsequent increase as developmental factors become more pronounced was also discussed by Berthelot et al.
(2010). There was also more variability among the early top performances. In the initial phase the social
and economic conditions experienced by athletes were very different. With the internationalisation of sport
in later years (from the 1960s and onwards) more similar organisational structure, competition calenders
and regulations were implemented in countries around the world resulting in less performance variability
(Berthelot et al., 2010).
However, the developmental factors which contribute to the improvement of athletic performance must
eventually experience diminishing returns (Scully, 2000). This is expected as athletics performance can-
not continue to improve indefinitely as maximum speed attainable is subject to the bounds of mechanics
and physiology (Denny, 2008). The fact that running times cannot possibly decrease to, or below, zero and
that jumps and throws cannot grow to infinite length, provides an intuitive argument that improvement in
performance cannot continue at the same rate indefinitely and that there is a level beyond which performance
will not improve significantly. Since there are many factors which have contributed to the improvement of
athletics performance, it is possible that the benefit of one factor may reach its limits but others will still
further the progression of performance (Denny, 2008). However, when no new factors can be developed to
renew improvement, the progress of performance will diminish and the data would begin to show concavity
and develop an asymptote (Scully, 2000). Once overall performance has levelled off records may still be
broken, but only by “extremely exceptional individuals at the frontier of our genetic condition” (Berthelot
et al., 2010).
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Future advancements in technology, doping strategies and genetic manipulation may postpone the arrival of
a levelling off of performance (Scully, 2000). Lippi et al. (2008) also pointed to the significant contribution
of scientific and technological advancements in determining the limit to performance, fuelling the debate
as to what may be considered natural and what may be considered artificial improvement. According to
Berthelot et al. (2010) artificial enhancements will depend on economic incentives and a lot of research will
be required to develop materials which are sufficient to fend off stagnation in performances. Another factor
which may contribute to increased record breaking frequency is future refinements to measurement accuracy
(Lippi et al., 2008).
Further variables which affect athletic performance are environmental and track conditions at the time of
each competition. Factors such as altitude, wind speed, venue (indoor or outdoor), nature of the event (world
championship or Olympic competition) and method of timing (hand-held or electronic) have an effect on each
performance (Hollings et al., 2011). These are discussed in Chapter 3.
In addition to the complex factors affecting athletic development, if the data set used for analysis comprises
solely of record data, further challenges arise for the researcher. Since records represent extreme performances
the number of records and consequently sample size available for analysis is small. The frequency with which
records are broken is often highly inconsistent, resulting in discontinuity in the data. A record may remain
unbroken for a long period of time and thereafter be broken many times in quick succession. According
to Katz and Katz (1999), the primary source of error in athletic data is a result of the erratic arrival of
records. Despite these challenges many researchers still address the modelling of record data (for both world
and Olympic records) as this data is the most readily available. There is merit in developing methods for
analysis based solely on record data as there are applications in which only record data is available, such as
destructive materials testing, hydrology and meteorology (Carlin and Gelfand, 1993).
Many other researchers prefer to use the best annual or Olympic time for each event (Denny, 2008), the best
k annual or Olympic times for each event (Robinson and Tawn, 1995), the best personal times of a number
of top athletes (Einmahl and Magnus, 2008 and Einmahl and Smeets, 2011) or the best performances of all
time (Godsey, 2012). Using a number of top performances rather than the single best performance reduces
the effect of outliers caused by exceptional athletes who are far better than the rest of the population of elite
athletes, and is consequently a more robust estimate of elite athletic performance than the record (Hilbe,
2008 and Balmer et al., 2012). However such models predict the general growth of elite athletes rather than
the extreme outliers, and this is often the quantity of interest (Balmer et al., 2012). However, only using
a record value (which may remain unbroken for a long time) does not take into account how close other
athletes are to the record (Hilbe, 2008). Hilbe (2008) also advocated the use of data from Olympic years as
top athletes train to attain peak performance in the Olympic trials and the Olympic Games.
The forecasts obtained in literature differ greatly due to the wide variety of models, data sets and assumptions
made about the data (Schutz and Liu, 1993). Liu et al. (2012) provide a comprehensive (although not
exhaustive) review of the research which has been performed in modelling and forecasting performances
in track and field. In what follows methods proposed to forecast athletics performance are discussed. An
attempt is made to categorise the various strategies employed and, where possible, to relate them to the
theory of records. Models based on the general record model, and which include a trend in this framework
are discussed in Sections 2.1 and 2.1.1 respectively. The trend component is discussed in detail, both in
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the context of normal or unspecified error distribution and in the context of generalised extreme value error
distribution. Results obtained from models which assume that the trend component is no longer significant
are discussed in Section 2.1.2. Alternative strategies are also discussed, including models which consider
record arrival as a point process (Section 2.2), those which consider best performance without reference to
historic date (Section 2.3), those which relate performance to event distance (Section 2.4) and those which
relate performance to physiological factors (Section 2.5). Lastly, the context of this research within the
reviewed literature is provided in Section 2.6.
2.1 Models Based on the General Record Model
As mentioned previously, there is also a large amount of literature concerning the development of a theoretical
framework for records. The study of records was introduced by Chandler (1952). Arnold et al. (1998) provide
a thorough review of the subsequent studies and findings.
Initial development in the theory of records assumed that records arise from an infinite sequence of inde-
pendent and identically distributed random variables, Y1, Y2, . . . which have cumulative distribution function
denoted by F (often assumed to be continuous). The sequence of upper records in n observations is given
by {Zi, 1 ≤ i ≤ n} where Zi = max (Y1, Y2, ..., Yi) , 1 ≤ i ≤ n. For lower records the formulation is similar,
but with records defined as minima instead of maxima. This is known as the basic or classic record model.
Under these assumptions the distributions of record time sequence, the record value sequence, the record in-
crement process, the inter-record time sequence and the record counting process may be derived. In addition,
inferential methods have been developed which allow for the estimation of the parameters of the cumulative
distribution function F (Arnold et al., 1998). Review of theoretical results derived for records from a random
sample (i.i.d. observations) is also provided in Glick (1978).
In an athletics setting the sequence Y1, Y2, . . . would represent attempts made on the record. Often best annual
times are used as the Yi’s. The basic classical record model is however of limited use in practical athletic
applications, due to the restrictive assumption of an independent and identically distributed underlying
sequence. Athletics records are an example of an application in which the classical record model fails to
explain observed data. World and Olympic records have been broken more frequently than the classical
record model would suggest (Glick, 1978). Extensions to the classical record model which relax the i.i.d.
assumption to better reflect reality are known as general record models (Arnold et al., 1998).
Yang (1975) proposed an extension to the classical record model in which it is assumed that the population
size is increasing geometrically. The larger the population, the more likely it is that there will be an athlete
of exceptional ability able to contest the record (Yang, 1975). The sequence of random variables from which
the records are observed Y1, Y2, . . . are modelled as independent but not identically distributed. It is assumed
that each Yi is the maximum of α (i) independent and identically distributed random variables, where α (i) is
the size of the population in the ith year. A geometric increasing function was used for α (i) as it was noted
that the world’s population was growing at a geometric rate. It was however found that this modification
still failed to account sufficiently for the rapid rate at which world records are broken. The model proposed
by Yang (1975) is part of a more general class of models, the Fα record model, in which α (i) is any positive
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value (i.e. not restricted to integer values). For α (i) = 1 for all i the Fα model is the classical model (Arnold
et al., 1998).
Noubary (2005) adjusted athletic data by applying models for population growth which were calibrated
specifically such that it would account for the difference between the observed record frequency and the
frequency of records expected from a sequence of i.i.d. attempts. The results obtained for records from i.i.d.
sequences were then applied to the adjusted data to forecast future record-breaking probabilities. The models
used for population growth were the geometric, arithmetic and logistic models. In an application to the long
jump, the geometric model yielded the largest probabilities of short-term records. Long-term prediction of
ultimate records was also considered using extreme value theory applied to the best annual performance in
the long jump and the men’s 400 metres.
Tryfos and Blackmore (1985) considered an application of the classical record model to athletics data in which
the data analysed were selected for a period of time during which no major changes occurred in training,
technique or diet. By considering only a subset of the data for which conditions of competition remained
stable the authors argued that the sequence from which the records are observed (the sequence of attempts
on the record Y1, Y2, . . .) were identically distributed. The data analysed were world records for running
events, which were considered censored values of the sequence {Yi}, as the values of {Yi} were known when
they exceeded the current record, but were unknown when they did not. It was assumed that the Yi’s were
independent and a method for generalised least squares, which takes into account the inherent dependence
between the record values, was derived.
The classical record model can also be adapted to include dependence among the Yi’s. The Pfeifer model
allows for the distribution of the population to change after each record and demonstrated an application
to shock testing data (Arnold et al., 1998). Records in the Pfeifer model are generated from a sequence of
dependent variables determined by record history (Arnold et al., 1998). Other means by which dependence
among the variables generating the record sequence can be included is to model the Yi’s as a Markov process.
Both stationary and non-stationary transition distributions have been considered in literature (Arnold et al.,
1998). Dependent models based on Archimedean copula have been proposed in which the Fα model is applied
to Yi’s which are dependent (Arnold et al., 1998). The most general class of Fα models is the Random Fα
model in which it is assumed that α (i) are random variables. The standard fixed case Fα model is a special
case of the Random Fα model (Arnold et al., 1998).
2.1.1 Models Including a Trend Component
The model introduced by Yang (1975) which included only world population growth failed to account for the
rapidity with which records were broken in athletics. This may be due to the athletic population growing faster
than the general population, as well as other developmental factors (such as improved training, technique,
equipment, diet etc.) (Arnold et al., 1998). This has led to the development of models which include
an improving population. In these models it is assumed that Yi, the attempt made on the record, is an
additive function of a deterministic trend component and an error component which represents fluctuations
about the trend. That is Yi = Xi + ci, where Xi is an i.i.d. random variable representing stochastic error
and ci is the trend component which represents the improvement in the population over time. The trend
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component captures the developmental factors discussed previously and the random fluctuations captures
variables such as climatic conditions, track conditions or the distribution of competitions throughout the
year (Gembris et al., 2007). A particularly exceptional athlete with unusual physiological traits particularly
suited to athletics may also represent random fluctuations about the overall trend in performance.
An early application of this model to athletics data was performed by Ballerini and Resnick (1985), in which
it was assumed that the trend component was linear. Further, if it is assumed that the distribution of the
Yi’s is Gumbel, it can be shown that the model is an Fα model with α (i) = exp (ci) and is referred to as the
linear drift Gumbel record model (Arnold et al., 1998).
Smith (1988) generalised the linear drift model by considering the random error component (the Xi’s) to
follow either a normal, Gumbel or generalised extreme value (GEV) distribution and considering a linear,
quadratic or exponential decay model for the trend component. This produced a total of nine candidate
models which were fitted by maximum likelihood. The data used for the attempts on the record (the Yi’s)
were the best annual times and the events analysed were the mile and the marathon. Smith (1988) concluded
that the linear model fitted small parts of the data well, and while the fit was not particularly good over the
entire data set, it still outperformed the non-linear models for trend. It was found that the GEV distribution
fitted the error term well, but led to computational difficulties, that the normal did almost as well as the
GEV but without the computational issues and that the Gumbel distribution performed poorly. Smith (1988)
concluded that the linear trend with normal errors is reasonable for short-term forecasts of future best annual
performance.
As an alternative to the additive model proposed above, Dargahi-Noubary (1994) investigated a multiplicative
model to the best annual times. This takes into account dependency among the Yi’s and the relationship
between changes in the trend and random error component, leading to smaller standard errors of parameter
estimators and hence better estimates of future performance (Dargahi-Noubary, 1994). Most research however
makes use of the additive model.
The majority of studies focus on investigating the functional form of the trend component, and either assume
the errors to be normally distributed, or do not specify an error term. Some of the studies which do not
include an error term pre-date the study of Smith (1988). With the increase in computational ability, later
work has made use of the GEV distribution for error terms. Feuergerver and Hall (1996) considered the
specification of the error distribution to be so important when using maximum likelihood to fit models to
record data with a linear trend, that they developed distribution free methods to estimate the slope and
intercept of the trend, the asymptotic variance of the estimators and the distribution of the errors. If the
error distribution is not chosen correctly, the estimator for the intercept parameter may not be consistent
and the estimator for the slope parameter may converge at a rate that is different to what is expected under
the specified error distribution. The case where trend increases faster than linearity was also considered
but was not viewed as important as in this case the properties of the estimators are not unduly affected by
miss-specification of the error distribution (Feuergerver and Hall, 1996).
In what follows the models which focus on the trend component assuming normal errors or not making
reference to the error term are presented. Thereafter models which make use of the GEV distribution for the
error term are discussed. Both linear and non-linear models have been proposed for the trend component.
8
While linear models have been found to provide an adequate fit to the data, non-linear models are more in
keeping with biological considerations as they include a levelling off of performance to an asymptote. The
asymptote provides an estimate of the ultimate possible level of performance, and many authors contend
that current performance is already approaching asymptotic level. The asymptote provides a deterministic
estimate of the limit of performance. Records will however continue to be broken when the trend has
levelled off due to random variation. Models to forecast records under these circumstances are discussed in
Section 2.1.2.
2.1.1.1 Normal or Unspecified Error Distribution
Investigation into the functional form of the trend component without including a random error component, or
assuming a normally distributed error component, constitutes a large portion of the analysis and forecasting
of athletics performance found in literature. The earliest attempts made to explain the trend in athletics
data involved fitting deterministic models to the data, and extrapolating the curve into the future to obtain
forecasts. The models have been fitted to the trend in both world records and the sequence of attempts on
the record (such as best annual times). While models which fit a curve to the trend do not explicitly model
factors which govern athletics performance they capture the trends present in the data which have been
generated by all factors influencing the progression of performance (Baxter, 2009). Lucy (1958) and Deakin
(1961) fitted an exponential decay model to a set of mile records in order to estimate a lower bound for the
one mile time. Deakin (1967) went on to fit a sigmoidal model to the mile data to attempt to show that the
estimated lower bound does not depend on the choice of model. Unfortunately, this model fitting had to be
performed by eye, without the aid of computers, and later authors such as Blest (1996) were unable to find
convergence for this model using a variety of data sets.
Chatterjee and Chatterjee (1982) fitted an exponential decay model to the winning Olympic times, which was
the subject of criticism as Wooton and Royston (1983) and Maher (1983) were unable to re-create the results
obtained. The choice of a non-linear model with a horizontal asymptote was intuitive, as from a physiological
point of view a limit to human performance must exist (Chatterjee and Chatterjee, 1982). Wooton and
Royston (1983) however argued that the data did not justify non-linear models and that a simple linear
model was a better fit to the data. Morton (1984), however, showed that the non-linear model of Chatterjee
and Chatterjee (1982) could be successfully fit to world record data (as opposed to Olympic data) and that
the non-linear model is a better fit to the world record data than a straight line.
While the use of non-linear models when the data did not justify more complex models than linear has lead
to criticism, the use of linear models for long-term forecasting has also been the subject of much scrutiny.
Intuitively, linear improvement cannot continue indefinitely due to biological considerations and the models
are thus inappropriate for long-term forecasts and lead to questionable results. For example Whipp and
Ward (1992) fit linear models to the mean velocities of world records and found that the slope of women’s
linear model was much steeper than that of men’s. Women’s performance experienced an extremely rapid
rate of improvement, far greater than that of men’s over a similar period of time (Lippi et al., 2008). Whipp
and Ward (1992) extrapolated the models fitted to the progressions of men’s and women’s performance and
estimated the years in which women’s performance would equal that of men’s for each event. It was predicted
that in 1998 women would equal men’s performance in the marathon event and that the performances would
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be equal for other events within the first half of the twenty-first century, which is a counter-intuitive result
from a biological standpoint. In addition, further extrapolation leads to negative running times, an impossible
result.
Another example is the paper in which Tatem et al. (2004) fitted linear models to the winning times at
Olympic finals. The authors acknowledged that the simplistic linear model does not take into account all
factors such as boycotts and performance-enhancing drugs but point out that it fits the data well and there
was no evidence that a more complicated model improved the fit significantly. The authors claim that in
the 100 metre Olympic final data there is no evidence of a levelling off of performance in either men’s or
women’s events, and extrapolate the model to obtain forecasts. The forecasts obtained predict that men’s
and women’s performance will be the same in the year 2156.
In a more complex approach, Carlin and Gelfand (1993) used a time series model which allows for non-
constant mean and an additive normally distributed error term with zero mean and constant variance to
model the underlying sequence of attempts on the records (the Yi’s). This allowed for dependence among
the Yi’s. The authors made use of Olympic record data and assumed that the sequence of Yi’s (the winning
time for each Olympiad) was unobserved. Their model thus involved missing data corresponding to those
Olympiads in which the record was not broken or the games were not held. The missing data may lead to
high-dimensional integrals in the likelihood function and so iterative Monte-Carlo integration was used to
obtain approximations to the likelihood function.
Simple curve fitting to the trend component has however remained a popular approach and subsequent in-
vestigations into the use of non-linear models for this purpose obtained better results than those of Chatterjee
and Chatterjee (1982). This may be due to more recent data beginning to display non-linear rate of increase
and indicates that the factors which have contributed to the improvement in performance may be beginning
to experience diminishing return. Non-linear models which allow for a decrease in the rate of improvement,
ultimately an asymptote, are intuitively more appropriate, and more recent data appears to be justifying
their complexity.
Liu and Schutz (1998) fitted linear, exponential and polynomial models to world record data and annual
best times and found that the exponential model provided the best fit for most events. For those events
in which the exponential model provided the best fit, the asymptote of the model provided an estimate of
the limit to performance. It was also found that the annual best times data yielded better results than the
world record data, which is not unexpected due to the discontinuity present in record data. Liu and Schutz
(1998) also modelled both time and average speed against date for comparative purposes. No significant
differences were found in the results. According to Balmer et al. (2012) polynomial models do not provide
biological interpretation of the parameters and do not reach an asymptote and consequently are not suited
to extrapolation beyond the observed data.
Scully (2000) made use of the Olympic record progression and fitted exponential and logistic models, as well
as difference and a differential equation, with an asymptote as an integral, to the trend component. It was
assumed that the random error component was normally distributed. The differential model yielded results
similar to the logistic model and mostly similar to the exponential model. The difference equation model
did not agree with the other models and in some cases yielded implausible results. In estimating the limit of
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athletic performance, frontier limits were calculated, in addition to the asymptotic limits, by subtracting the
largest appropriate (as decided by the researcher) residual from the estimate of ultimate time. Baxter (2009)
criticised the results obtained on the basis that over half of the ultimate records predicted were subsequently
surpassed. Baxter (2009) proposed that for events in which a levelling off of performance is evident, an
asymptote estimated intuitively from a visual inspection of the data would do as well as a statistical model.
Dargahi-Noubary and Shi (1998) also examined linear, exponential, extended Chapman-Richards, logistic,
four-parameter Gompertz, re-parametrised four-parameter Gompertz models and antisymmetric exponential
models for the trend in records. The authors show that these models may be expressed as difference equation
models and show a numerical method for estimating the models’ parameters. The authors also show that the
models are of the same type as they can all be converted to the exponential model by making an appropriate
substitution. These models are commonly used in growth models where the rate of growth increases to a
maximum before slowing to zero (Balmer et al., 2012). Dargahi-Noubary and Shi (1998) argued that since
the number of records being broken is likely to increase with increased population size, growth models are
suitable for athletics record data.
The use of s-shaped or sigmoidal curves with an asymptote such as the logistic and Gompertz models, usually
used in population growth models, subsequently gained popularity for modelling the trend in athletics records
(Nevill and Whyte, 2005; Kuper and Sterken, 2008; Denny, 2008; Berthelot et al., 2010 and Volf, 2011). The
s-shaped models are more suitable biologically and are more robust statistically (Nevill and Whyte, 2005).
The s-shaped curve accommodates the period of slow development in the early 1900s (due to amateurism and
a lower level of competition), an inflection point at the period of rapid development from the late 1940s to the
mid-1960s (when professionalisation in sport emerged, globalisation started, rewards increased for athletes
etc.) and a levelling off of performance which represents a period of saturation where only exceptional
athletes are able to improve the record (Nevill and Whyte, 2005 and Kuper and Sterken, 2008). For most
well-developed events, the s-shaped pattern may be observed from the progression of records over time (Kuper
and Sterken, 2008). Not all events display this pattern, often due to the late introduction of the event and
subsequent cross-fertilisation (Kuper and Sterken, 2008). Cross-fertilisation refers to the situation where
knowledge and technique honed over years of competition in related events are applied to a newly-contested
event.
On the basis that a visual inspection of the data revealed an s-shaped pattern, Nevill and Whyte (2005)
investigated a four parameter logistic model for the progression of world records and concluded that it
provides a better fit than a linear model (except in the men’s 800 metres). The parameters of the logistic
curve have biological interpretation. Parameters (or simple functions thereof) represent initial performance,
peak performance as time reaches infinity and the maximum growth rate. The curve is symmetrical about
the point of inflection (period of maximum growth). The results obtained by Nevill and Whyte (2005) show
that current performances were nearing the asymptotic limit to performance.
Kuper and Sterken (2008) reviewed a variety of biological growth models for the trend component in perform-
ance, and ultimately fitted a Gompertz model to the world record time at the end of each year for a number
of track events. The models reviewed were the linear, exponential, Von Bertalanffy, modified Weibull, an-
tisymmetric exponential, Hill curve, Chapman-Richards, logistic, Gompertz, Schnute and Janoschek curves.
The commonly used exponential model was criticised for not having a point of inflection which is evident
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from a visual examination of many events’ world record progressions. It also possesses the undesirable prop-
erty of monotonic change over time. The Gompertz curve which was used by Kuper and Sterken (2008) is
based on the logistic curve. The Gompertz curve also has parameters with biological interpretation (limit
of performance, growth rate and time of inflection) and is more flexible than the logistic model as it is not
necessarily symmetrical about its point of inflection.
Hilbe (2008) criticised the fitted Gompertz model of Kuper and Sterken (2008), stating that observed per-
formance was not close to their predictions for 2008. Hilbe (2008) also claimed that the predictions obtained
by Kuper and Sterken (2008) are inconsistent across different events, with a large magnitude of improvement
forecasted for the 1500 metres but a very small improvement for the 800 metres. Hilbe (2008) also believed
that the rate at which the 1500 metres would have to be run in order to attain the predicted ultimate record is
implausibly fast (without artificial physiological development). Despite these criticisms Hilbe (2008) acknow-
ledged the model of Kuper and Sterken (2008) as one of the best found in literature. However, like Baxter
(2009), Hilbe (2008) stated that intuition and expert opinion may provide better estimates than statistical
models.
According to Balmer et al. (2012), the logistic curve is an adequate representation of the general evolutionary
growth of athletics progression as a result of factors such as increased population size, improved diet etc.,
which have a gradual effect on the progression over time. However, when a factor arises which rapidly
and significantly affects the record progression (such as the introduction of a new technique or equipment
technology) a second phase of growth is identifiable which may be better described by a double logistic model.
The form of the double logistic model used was the sum of two logistic functions and a constant term. The
parameters of the double logistic model have biological interpretation. Such models have been utilised in
human growth models to capture the effect of adolescent growth spurts (Balmer et al., 2012).
Balmer et al. (2012) fitted both the logistic and double logistic curves to the finalists’ times at the Olympic
Games from the Second World War in four jumping events (the high jump, pole vault, triple jump and
long jump). Of these events the high jump has experienced a change in technique (the Fosbury flop), the
pole vault a change in equipment (the introduction of the fibre-glass pole), while the other two events have
not experienced any major changes. Balmer et al. (2012) aimed to estimate the extent to which progress is
affected by the introduction of the changes in technique or equipment. The identification of a second phase of
growth was taken as an indication that the change had a significant impact on the progression over a defined
time period. A second phase of growth was identified for the pole vault and the high jump, although due to
a non-significant parameter the slope of the second phase was uncertain. A second phase of growth could not
be identified in the triple jump. In the long jump a second phase of growth was identified but two parameters
were insignificant and consequently both the size and slope of the second growth period were uncertain. The
double (or multiple) logistic curve represents a promising area of research for events in which more than one
distinct growth period can be observed. The double Gompertz curve is also promising as it is more flexible
than the double logistic curve.
Balmer et al. (2012) found that when fitting either a logistic or double logistic curve to the data that current
performance was within a centimetre of the asymptotic performance value. This implies that performance
has reached its ultimate level. Records may still continue to be broken by exceptional athletes, but the results
indicate that general improvement of the population of athletes is not likely (Balmer et al., 2012). This is in
agreement with the conclusion reached by Nevill and Whyte (2005).
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Many other authors have also suggested that current performance is close to asymptotic levels. Liu and
Schutz (1998) proposed that some events’ data (particularly the 1500 meters) showed evidence of a levelling
off in performance. Lippi et al. (2008) also hypothesised that performance has become static, and that records
will require exceptional athletes out of keeping with the general level of performance (extreme outliers).
Berthelot et al. (2008) analysed world record data using a piecewise exponential decay model, and found
evidence of a levelling off in performance and that world records in 1998 were at 99% of their possible value.
Hilbe (2008) analysed Olympic data of the tenth best athlete in each event and found that improvements in
male track and field events in the last forty years has been marginal (with the exception of the 100 metres).
Berthelot et al. (2010) fitted the Gompertz curve to the best performance of the top ten athletes each year
in 70 events, including both track and field and swimming. They defined the limit of performance for each
event as the year which attained 99.95% of the asymptotic value of the Gompertz curve. Those events in
which the limit of performance was reached before 2008 were considered “halted” events. It was found that
63.9% of track and field events have stopped progressing since 1993±8 years, with a larger percentage of
these events being women’s. This is 34 years earlier than predicted by Berthelot et al. (2008). Of the events
which still showed progression (thirteen), most (nine) are in middle and long distance races. Berthelot et al.
(2010) concluded that their results imply that human athletics performance has attained its physiological
limit, and that the pinnacle of atypical performances occurred in 1988.
While the asymptote of the trend component represents a deterministic limit to performance, records will
still continue to be broken once performance has levelled due to fluctuations around the trend. Such an event
may be due to an athlete with exceptional physiological characteristics suited to the event, coupled with ideal
track conditions. A stochastic limit, which is the limit of the distribution of best results, is more appropriate
and can be found if there are finite limits of the trend and the variance of the error component (Volf, 2011).
In this case the classical record model will again be applicable and the sequence of records will behave as
it would arising from a sequence of i.i.d. random variables (Volf, 2011). A number of methods have been
developed for forecasting records under the assumption that the trend component is no longer present. These
are discussed in Section 2.1.2.
2.1.1.2 Generalised Extreme Value Error Distribution
Robinson and Tawn (1995) proposed a model for track events where the stochastic component is i.i.d. ac-
cording to the GEV distribution and the trend component is described by an exponential decay function.
The data consisted of the five best times for each year and these were considered as the five smallest order
statistics of the GEV distribution to be fitted to the data. One of the purposes of the analysis was to invest-
igate an unusually strong record in the women’s 3000 metre race. In order to do this, observations on another
related variable (the 1500 metres) were utilised to obtain more information on the event under investigation.
This approach has great value, especially for extreme data (such as top athletic performance) where there
are typically few observations. Barao and Tawn (1999) developed the approach further by fitting a bivariate
extreme value model to the 1500 and 3000 metre races which better modelled the dependence between the
races.
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Denny (2008) also made use of extreme value theory to model the stochastic component of performance in
track events. Performance was measured as best annual time in each event, expressed as average speed over
the distance contested. Three different methods were employed to take the trend in performance into account.
In the first, the data for each event were examined to ascertain whether there was evidence of a levelling off
of performance. For those events in which a plateau was evident, the GEV distribution was applied to the
plateau years.
In the second method, Denny (2008) examined the full data set for those events in which trend was found to
be present. A logistic model was fitted to the data to account for the trend and then the best-fitting logistic
model was subtracted. The GEV distribution was applied to the resulting trend-adjusted data. The estimate
of the maximum speed was obtained from the asymptote of the logistic model and the maximum absolute
deviation of observations from the fitted logistic model.
In the third method, Denny (2008) made use of the increase in population size as an indication of the
improving trend in athletics, an idea first employed by Yang (1975) over thirty years previously. For those
events in which evidence was found of a relationship between speed and population size, the generalised
Pareto family of equations (GPE) was used for the trend in the data, with the GEV distribution again
representing deviations from the trend. It was concluded that population size is not a major indicator of
prediction of future best speeds, in agreement with the conclusion made by Yang (1975).
Denny (2008) found that while all women’s events of 1500 metres and shorter show evidence of a plateau,
men’s events have not yet reached a plateau and that the logistic model provided a good fit to the historic
data. It was however found that the ultimate speed predicted by the logistic model is close to the current
top speed. The estimates of maximum speed obtained by Denny (2008) are on average higher than those
obtained by Nevill and Whyte (2005), who also employed a logistic model in their analysis. Denny (2008)
attributed this to the use of the GEV distribution to take variation in the best annual speeds about the trend
into account, instead of the logistic curve fitted directly to the record progression used by Nevill and Whyte
(2005).
Denny (2008) also found that the predictions for increase in speed were similar for the different distances
contested. This is unexpected as the optimal physical attributes (in terms of height and mass) for runners
differs according to event. Also the influence of aerobic capacity in the prediction of speed differs across events.
Denny (2008) suggested that there is a higher-order constraint which governs the variety of physiological and
mechanical factors which have been found to predict speed in each of the events. Unfortunately, while the
models imply that there is a limit to speed, they are unable to describe what physiological and mechanical
factors account for these limits.
2.1.2 Models Assuming the Trend Component is No Longer Present
As mentioned in Section 2.1.1.2, Denny (2008) made use of the GEV distribution of the random error
component to forecast records in the case where the trend component is no longer present. Other authors
have also investigated obtaining forecasts under the assumption that the trend has levelled off significantly.
Liu and Schutz (1998) suggested that best annual times for the 1500 metres event for the fifteen year-period
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preceding their study showed evidence of stability, and made use of a random sampling method to forecast
the next three records and the waiting times to each of the records. The random sampling method utilised
Monte Carlo simulation and extreme value theory to simulate fifty best performances for each year (based
on the empirical distribution of the observed fifty best annual performances for the fifteen-year period for
which the data were stable). The simulated best performances were compared to the current record value.
The simulation continued until the specified number of records (three) had been obtained.
Gembris et al. (2002) examined annual best times for both the German Championships and international
competition in order to investigate the presence of a trend. Forecasts obtained by assuming no trend compon-
ent exists were compared with the results actually observed. It was assumed that the sequence of best times
is strongly stationary, with subsequent observations independent, and that the observations are normally
distributed. Forecasts of the expected value of a record in a period of N years following the analysed data,
assuming no trend component, were obtained using a stochastic variation model which gives estimates of the
maxima of stochastic time series. It was found that in the German Championships only 4 out of 22 events
showed evidence of trend or systematic improvement. The world best annual time data showed evidence of
stronger increasing trend, but the improvements decreased with time (Gembris et al., 2002).
2.2 Models Based on the Record Arrival Process
Models have been proposed in which either the sequence of attempts on the record, or the arrivals of records,
are governed by a point process.
Carbone and Savaglio (2001) investigated the arrival times of records in order to determine whether records
follow a purely random pattern. The distribution of times in between records was tested to ascertain whether
the records arise from a Poisson process. If the records are from a Poisson process, then there is no correlation
between one event and the next. It was found that the data were not from a Poisson process and the authors
concluded that the sequence of records was not completely random and there was a possible correlation
between record observations. According to Lippi et al. (2008) this could be influenced by cyclical training or
to regularity in the discovery of top athletes in consecutive generations.
Other investigations into the rate at which records arrive have focused on predicting the length of time that
a record might be expected to last. Noubary and Noubary (2004) calculated the probabilities of records
surviving a given period of time under the assumptions that the number of attempts made on a record is
generated by a non-homogeneous Poisson process, that the process generating the number of attempts is
independent of the values of the attempts, and that the record is a random variable. By making use of a
non-homogenous Poisson process the change in number of attempts made on a record over time is captured.
Developmental effects (such as improved financial incentives, diet, technology, training or technique) could
also be included by expressing them in terms of an increase or decrease in the number of attempts and
adjusting the parameter of the Poisson process accordingly. Also the fluctuations in number of attempts
which occurs due to the calendar of athletic events may be captured in the time-dependent parameter. The
survival probabilities of records could also be used to predict an ultimate record, as it would be the record
with survival probability close to one (Noubary and Noubary, 2004) .
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Gutiérrez et al. (2011) also focused on record duration. The methodology used was based on survival analysis
for recurrent events. Both non-parametric estimation of the survival function with recurrent events and a
number of multivariate survival models with recurrent events were used for the duration of Olympic records
in athletics. The models included dependence between the durations. A number of covariates were considered
in the models applied, such as whether the event was track or field, the gender of the participants, whether
the event involved team or individual participation, the year of the record, the record rank order, and the
improvement that the record represented on previous Olympic and world records and the first Olympic record
respectively.
Other authors have extended the investigation of the record frequency to include the amount by which the
record is broken. Terpstra and Schauer (2007) modelled the record time as a one-sided random walk model
with a mixture distribution for the random error term. For upper records the current record was expressed as
an additive function of the previous record and the error term. For lower records the current record was the
previous record less the error term. The error term assumed a value of zero when the record was not broken
or, if the record was broken, assumed some positive value representing the amount by which the record was
broken. The error terms were assumed to be independent but not necessarily identically distributed and were
modelled as a function of time. An inverse logit function was used to describe the probability of the record
being broken in a season (i.e. the probability of a positive error value). An exponential function in which
the mean could be a function of time was used to model the amount by which the record was broken. An
estimate of an ultimate limit was obtained by allowing time to go to infinity (since the probability of a record
and the distribution of the amount by which a record is broken were both functions of time). Monte Carlo
simulation was used to simulate repetitions of the next m records according to the distributions specified. A
limitation of this research was that it did not explicitly accommodate the case where the record was broken
more than once in each period (which was considered as a year). Methods proposed by Terpstra and Schauer
(2007) to account for the fact that records may be broken more frequently than once a year were to divide
the year into smaller intervals, or to consider the amount by which the record is improved in a season as a
sum of random variables. The second method is pursued in this research.
Volf (2011) proposed a method which expanded on the work of Terpstra and Schauer (2007). A regression
model, consisting of an exponential trend component and normally distributed errors with non-constant
variance, was fitted to the logarithm of the best annual performances. The standard deviation was also
modelled by an exponential decay function. The model was applied to the 100 metres and the long jump.
The distribution of best annual performance was extrapolated to obtain an estimate of the distribution of best
annual performance for periods in the future. Based on the forecasted distributions of best annual performance
the probability of a record being broken in a specific period was obtained, as well as the distribution of the
improvement in the record in a period. The record progression was considered as a Markov chain with
discrete time and continuous state space. At a time period t, the probability of no change occurring is given
by the probability of the record not being broken in the period. The probability of a transition to a new
record level is determined by the density of the record improvement for that period, as determined by the
forecasted distribution of the best annual performance. A large number of random trajectories of the Markov
process were simulated, and from these sample characteristics of the future record progression were obtained.
An advantage of the approach of Volf (2011) is that it takes into account information that is available from
athletes who are contesting the record (via annual best times) as well as properties of record values. However,
since this method is based on discrete time Markov chains, it also does not explicitly account for the case in
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which the record is broken more than once in a year. It is however noted that the random walk process used
(where it is simply registered whether or not a record was broken in each period) is the discrete time case
of a compound process. A compound process describes the process of random increments at random times
(where time is considered continuously). The use of compound processes for athletics records is an area for
future research.
Volf (2011) made use of the limit of the best results distribution in order to obtain a stochastic limit for the
record. This may be calculated when the trend and variance of the annual best performances have finite
limits. Due to the choice of the exponential distribution, with negative coefficients of the variable for time
in the exponent, the distribution of the log best annual performance converges to a normal distribution.
When performance has levelled off, the records which arise from the sequence of best annual performance
will behave asymptotically as records from a sequence of log-normal i.i.d. random variables.
A theoretical review of records which arise from an underlying sequence of observations (the Yi’s) which arrive
at times determined by an independent point process is provided in Arnold et al. (1998). Here it is assumed
that the number of observations of the underlying sequence Yi is not infinite, but is a random variable N and
the process is observed over a finite time. This is known as the point process record model. It is assumed
that the observations are i.i.d. and are independent of the pacing process and the number of observations N
(Arnold et al., 1998).
2.3 Extreme Value Models not Related to Date of Performance
These models differ from most in literature in that the development of world records over time is not considered
- rather the best performances of top athletes without reference to date is evaluated. The data utilised
for analysis consists of the personal best performance for a number of athletes, or a number of the best
performances recorded for each event.
Einmahl and Magnus (2008) analysed personal best times of as many top athletes as could be obtained from
publicly available records for a number of track and field events. A non-parametric model using the probability
theory of extreme values was applied. The end point of the distribution was estimated as this represents the
ultimate possible performance, in the near future, given the present conditions of athletic competition (rules,
knowledge, technology, technique etc.). Hilbe (2009) however pointed to large discrepancies between what was
predicted by Einmahl and Magnus (2008) and what was observed subsequently, such as the men’s marathon
time being improved beyond the estimate of ultimate performance obtained by Einmahl and Magnus (2008)
shortly before the paper was published. Berthelot et al. (2010) also criticised the paper for not investigating
temporal tendencies of world records or the relationship between the best performer and other athletes.
Einmahl and Smeets (2011) refined the methods of estimating world records employed by Einmahl and
Magnus (2008), and only used personal best times obtained after 1991 in order to exclude times which
may have been affected by suspected drug abuse before the introduction of out-of-competition drug testing.
Henriques-Rodrigues et al. (2011) considered parametric and, in particular, semi-parametric extreme value
models for the personal best times of a set of athletes for a number of track and field events. The research of
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Henriques-Rodrigues et al. (2011) is similar to that of Einmahl and Magnus (2008), and again the right end
point of the distribution is an estimate of the best world record possible given current athletic conditions.
Noubary (2010) also made use of extreme value theory to obtain an estimate of the tail of the distribution
function of the best annual performances for long jump and men’s track events. From this the probabilities
of future exceptional performances were obtained. Although best annual performances were used, they were
considered as a random sample, rather than modelled as a function of time. However, the length of time
between the last and second last records, as well as the length of time the most recent record has remained
unbroken, was taken into account where possible. Long, medium and short tailed distributions were all
considered. It was found that long and medium tailed distributions performed better than short-tailed
distributions. Also reviewed and applied were a method based on the theory of records, as proposed by
Noubary (2005), and a method based on the distribution of consecutive order statistics which accounts for
dependency between records and the improvement of records over time. Noubary (2010) also used the tail
modelling method to estimate the ultimate world record. For both the estimation of probabilities of future
exceptional performances (in the 100 and 200 metres) and the estimation of the ultimate record (in the 100
metres), Noubary (2010) performed the calculation twice. The times set by Usain Bolt were included in
the initial calculation and thereafter were excluded. This was done in order to gauge the effect of Bolt’s
performances. It was found in each case that Bolt’s records were truly exceptional and unexpected.
Godsey (2012) analysed the top performances of all time that have been recorded in each event. One of the
aims of the analysis was to calculate scores for athletic performances so that performances in different events
may be compared. These were proposed as an improvement on the current IAAF scoring tables. The model
also allowed for the calculation of the expected improvement over a reference mark, the expected number
of performances exceeding a reference mark and the probability of the world record being broken in a given
time period. A log-normal distribution was fitted to the distribution of all performances for each event,
based on the top performance data which were considered as observations from the tail of the distribution
of all performances. Bayesian methods and Markov Chain Monte Carlo simulation are utilised in parameter
estimation. A number of different data sets were used for analysis, some utilising data up to the year 2000
and others up to the year 2008. The years between the end of the period used for the data set, and the end
of 2011 were used to assess the performance of the model. It was concluded that the model outperformed the
scoring tables of the IAAF. Godsey (2012) also calculated the probability of the record being broken in 2012
for a variety of both men’s and women’s track events. Godsey (2012) acknowledged that the model may be
improved by the addition of time as an explanatory variable. This would allow the history and development
of an event to be taken into account.
2.4 Models which Relate Performance to Distance
Much work has been performed in an attempt to model the relationship which exists between performance
(expressed as time achieved or average speed obtained) and an event’s distance. Early attempts include
Kennelly (1926) and Lietzke (1956) who proposed fitting a linear model to the log of the time and the log of
distance. This linear log-log model for time and distance is equivalent to a power function model relating time
and distance which has been used subsequently by authors such as Blest (1996) and Katz and Katz (1999).
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Other models which have been proposed are an exponential model relating speed and distance and linear
log-log model relating speed and distance (Liu and Schutz, 1998). The primary purpose of such models is to
assess the relationship which exists between different events, however, these models have also been exploited
for forecasting future performance by authors such as Blest (1996) and Grubb (1998).
Blest (1996) expressed world record times at each Olympiad as a function of event distance, using a power
law simplified to contain only a single parameter. The parameter was estimated at each Olympiad, and a
non-linear model with a horizontal asymptote was used to describe the parameter’s behaviour over time.
Various non-linear models with horizontal asymptotes were considered and the antisymmetric exponential,
logistic and re-parametrised Gompertz models were identified as the most suitable. The asymptote represents
the ultimate value for the parameter. This was estimated and used to forecast the ultimate time for each
event.
Grubb (1998) applied a similar method, but used a shifted power transformation of distance to describe the
relationship between performance and distance. Grubb (1998) used the average speed instead of time to
describe performance as it varies less in the different event distances. It was found that the longer events
were run in a different style to the sprint events (100 and 200 metre events) and the sprint events were
excluded from the analysis. Grubb (1998) did investigate the long-term behaviour of the parameters of the
shifted power transformation model in order to obtain long-term forecasts. However, because such forecasts
could become invalid by the effect of future changes in the conditions of athletic competition, Grubb (1998)
expressed serious reservations about calculating long-term forecasts. Grubb (1998) preferred to express the
current record as a percentage of the ultimate predicted record to identify those records which are stronger
(a greater percentage of the ultimate record) or weaker.
Katz and Katz (1999) fitted a power law to the relationship between time and distance for a number of
athletic events. They also considered the behaviour of the parameters of the power law over time but did
not attempt to forecast future records. The authors found that record times have a consistent pattern
about the log-log time distance plot over time and they attempt to explain this using models which relate
performance to biological and physiological factors, such as those developed by Peronnet and Thibault (1989)
(see Section 2.5).
Unfortunately, using the performance-distance relationship for forecasting has serious downfalls. Errors of
estimation are compounded as it is necessary first to estimate the parameter of the performance-distance
equation and thereafter estimate the ultimate value for the parameter. It is also necessary to assume that
the relationship between performance and distance may be captured by the same model for each event and
for each Olympiad - which may not hold in practice. According to Heazlewood (2006) the factors which
influence the development of athletic performance are either different in various events or are evolving in
different ways, as it has been found, by Heazlewood and Lackey (1996), that different models may provide
the best fits for different events.
Kuper and Sterken (2008) also made use of the relationship between performance and distance. Initially a
Gompertz curve was used to model the relationship between performance and date. The curve was used to
obtain estimates of ultimate performance for each of eight events. A linear log-log relationship was found
between the forecasted ultimate time and the distance of each event. This linear log-log relationship was
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then used to find estimates for the ultimate performance of the mile, which was not included in the original
analysis.
2.5 Models which Relate Performance to Physiological Factors
In these models, performance is expressed as a function of physiological and mechanical factors. These have
included factors such as energy loss, oxygen debt, depletion of glycogen, mass of the locomotory musculature,
the rate at which energy can be provided to the limbs, the ground force that muscles can produce, bone,
ligament and tendon strength and the tension of the spring system made up by the muscles, ligaments and
skeleton. The capacity of aerobic and anaerobic metabolism and the decrease in maximum aerobic power
with the logarithm of race duration have also been considered as factors (Peronnet and Thibault, 1989; Liu
and Schutz, 1998 and Denny, 2008). An understanding of both the mechanics and physiology of motion will
enable an estimate of the maximum speed of which the athlete is capable (Denny, 2008).
While these models are not typically applied for the prediction of future performance, some authors, for
example Peronnet and Thibault (1989), investigate their application to forecasting (Liu and Schutz, 1998).
Peronnet and Thibault (1989) expressed performance as a function of energy-supplying metabolic processes,
namely, the capacity of anaerobic metabolism, the maximal aerobic power and the decrease in maximum
aerobic power with the logarithm of race duration. The authors found that their model provided an accurate
description of running performance for a variety of distances and were able to estimate the biophysical
parameters of the model for world-class runners. The authors also applied their model to forecast improvement
in running performance by studying the changes observed in the metabolic parameters of the model over time.
Extrapolation of the trend in each of the parameters was used to obtain forecasts for the year 2000, 2028 and
2040.
Keller (1974) investigated how a runner should vary running speed during a race of set distance in order
to run it in the shortest possible time. Newtons laws of motion are utilised to relate the forces exerted by
the runner and those resisting the motion. Tibshirani (1997) made use of the Keller model in predicting the
speed for a distance which is not contested (150 metres). These models do not appear to have been utilised
for obtaining forecasts of future performances.
Since it is known that physiological and mechanical factors limit the ultimate performance of which man
is capable, models which account for these factors provide valuable insight into the estimation of ultimate
performances.
2.6 Current Research
The approach used in this research utilises record data but considers record increment (the differences between
adjacent records) and record frequency (the number of times the record is broken in a period) as the raw data
to which models are fitted. This differs from the approach employed by others in which the distribution of the
underlying sequence which generates the record sequence is estimated, or the trend in records or performance
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is modelled. This research will focus on short-term forecasting primarily, although an extension which allows
for the estimation of a limit to performance is proposed.
This research extends the work of Terpstra and Schauer (2007) who considered both the probability of the
record being broken and the distribution of the amount by which the record is broken. A shortcoming
identified in this research was that it did not explicitly accommodate records being broken more frequently
than once in a period. At the end of each period it was simply observed whether or not the record was broken
in the period, not how many times it had been broken in the period. Other research involving Markov chains
(Volf, 2011) also only allowed for transitions between states to occur at discrete intervals, consequently more
than one record-breaking occurrence within a period was not explicitly modelled. As suggested by Terpstra
and Schauer (2007) this research treats the improvement of the record in a period as a random sum of the
number of times that the record is broken in a period. Thus information regarding records broken more than
once in a single period is not lost.
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Chapter 3
The Data
In this chapter the source of the data used for analysis and the process by which the events to be included
for analysis were selected are discussed. Adjustments performed on the data to make it suitable for analysis
are presented.
3.1 Data Selection
This study investigated the progression of athletics world records. The events considered were those events
which are
• easily quantifiable (that is, times or distances are measured to determine the winner of the event),
• reliable and authenticated by a sports governing body, such as the International Association of Athletics
Federations (IAAF), and
• subject to reasonably frequent record-breaking.
The last requirement was to ensure a sample size sufficient for model-fitting and analysis. The data were
obtained from a publication of the IAAF which lists the progression of ratified world records1 for a number
of athletics events up until 21 June 2011 (IAAF World Championships: IAAF Statistics Handbook Daegu,
2011). It was chosen to consider the record progression up until 31 December 2010 for this study - and to
exclude records which were broken during the period over which this research was conducted (2011-2012).
Although Liu and Schutz (1998) obtained better performance forecasts using annual best times instead of
record times, Smith (1988) argues that it is a natural occurrence in athletics data for only the record data
to be readily available. Also there is merit in developing analytic methods for record data as there are many
1For men’s events the ratified world record progression comprises solely of outdoor records. Until 1998, only outdoor world
records were considered as absolute world records. As of 1998 the IAAF amended its rules such that world records can be set
at a facility with or without a roof. The rule was not applied retrospectively, and since 1998 no men’s performances set in an
indoor track have exceeded the world outdoor record.
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other applications in which only the record breaking observations are recorded, such as destructive materials
testing, hydrology and meteorology where the size of the data to be collected necessitates recording only the
record-breaking observations (Carlin and Gelfand, 1993).
The progression of men’s world records was considered. The motivation for omitting women’s events stems
from their shorter recorded history and consequently smaller amount of record data available. Record progres-
sions were obtained for the twenty-six track and nine field events listed in the IAAF publication (IAAF World
Championships: IAAF Statistics Handbook Daegu, 2011). Road events were not included in this analysis as
they have only been ratified as world records by the IAAF since 1 January 2004 (IAAF World Champion-
ships: IAAF Statistics Handbook Daegu, 2011). A progression of best times was maintained prior to this
date, but this analysis was restricted to IAAF-ratified records and so these best times were not considered.
The decathlon and javelin throw were not considered for analysis as their record progressions were affected
by changes to the scoring rules and javelin specification respectively (IAAF World Championships: IAAF
Statistics Handbook Daegu, 2011). These changes resulted in the record progressions not being increasing
sequences, causing these events to be unsuitable for this analysis.
With data available for thirty-three events (decathlon and javelin excluded), it was decided to omit events
which did not present a sufficient quantity of data for analysis. Ties present in the data were first omitted
(see Section 3.2) and thereafter all those events in which the record had been broken fewer than thirty
times were omitted. This resulted in the exclusion of fourteen track events and two field events. The five
track events remaining were the 1500 metres, one mile, 3000 metre steeplechase, 5000 metres and 10 000
metres. The field events remaining were the discus throw, hammer throw, high jump, pole vault and shot
put. During the course of the analysis it was found that the 3000 metre steeple chase, high jump and pole
vault were unsuitable for analysis and these too were excluded. The reasons for these exclusions are given in
Section 5.2.4.
3.2 Data Adjustments
The analysis included data for both timed (track) and distance (field) events. In timed events the record
is the smallest observation and in distance events the record is the largest observation. For the purposes
of this analysis the times of running events were re-expressed as average speed so that all records were the
largest observations. Liu and Schutz (1998) found that using average speed instead of time did not yield
significantly different results. It is not uncommon in literature for this approach to be used (Gembris et al.,
2002; Nevill and Whyte, 2005 and Einmahl and Magnus, 2008). The record progressions include times set
by athletes while en route to a longer distance. This is not common in the track events analysed in this
study, and has only occurred in the 1500 metres on two occasions (both in 1954). With the increased level
of competition and specialisation of training and strategy to event distance in modern competition, it has
become an increasingly unlikely occurrence.
As noted previously, factors such as altitude, wind speed, venue (indoor or outdoor), nature of the competition
(world championship or Olympic competition) and method of timing (hand-held or electronic) have an effect
on each performance (Hollings et al., 2011). Records are only ratified by the IAAF for horizontal jump events
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and short sprinting events (less than 400 metres) if the wind reading falls within an acceptable range (an
average wind speed of less than two metres per second) (Pritchard and Pritchard, 1994). For longer running
events, the track is circular and the effect of wind is thus less pronounced. Due to the measures in place to
reduce the effect of wind on the record progressions, the data were not adjusted to account for wind readings.
The data were also not adjusted to account for the effects of altitude. Although there is an advantage to
sprinting and jumping at altitude and a disadvantage to running long distance at altitude (Pritchard and
Pritchard, 1994), the IAAF ratifies records irrespective of the altitude at which the performance was achieved
(although records set at altitudes 1000 metres above sea level and higher are noted as altitude-assisted). It is
also believed that quantifying the effect of altitude on performance is beyond the scope of this study. Since
the record progressions comprise solely of outdoor world records it was not necessary to adjust for the effect
of the venue type. The data were also not adjusted to account for the type of competition, as it is believed
that a record is a valid representation of the best performance to date, regardless of the type of competition
at which it was set.
The data were adjusted to account for the difference between hand-held timing and electronic or fully-
automatic timing (FAT). The earliest records were recorded by hand, accurate to one decimal place. Between
1975 and 1977 the IAAF accepted both hand-held and electronic times, accurate to two decimal places, for
sprinting events (400 metres and less). From 1977 only electronic times were accepted for records in these
sprint events. For longer events (up to and including the 10 000m) automatic timing was used exclusively
for record ratification from 1981 (IAAF World Championships: IAAF Statistics Handbook Daegu, 2011). It
is widely acknowledged that hand-held timing tends to give faster times than electronic times ( Reid and
Sandland, 1983; Hilbe, 2008 and Denny, 2008). According to Denny (2008) this may be due to a slower
human response time when beginning to time a race, and possibly a premature termination of timing at the
end of the race.
There is little agreement over the best method with which to correct this imbalance. Most authors analysing
track data make no mention of a conversion factor being applied to their data. Einmahl and Magnus (2008)
and Chatterjee and Chatterjee (1982) simply added an additional decimal of zero to the hand-held times,
effectively not adding a conversion factor at all. Reid and Sandland (1983) however criticised this approach of
not accounting for the difference. Denny (2008) advised that the difference between hand-held and electronic
timing is negligible for races of 400 metres and longer, but that a conversion factor of 0.165 seconds should
be added to the 100 and 200 metre races. Hilbe (2008) stated that international rules advocate a conversion
factor of 0.24 seconds be added to hand-held times in the 100 and 200 metre races. Terpstra and Schauer
(2007) added a conversion factor of 0.24 to the hand-held times in their analysis of the 100 metres. Reid and
Sandland (1983) also mentioned 0.24 seconds as a common correction factor in the athletics community.
Lindstrom (2005) advocated that 0.24 seconds should be added to hand-held times for events which are
contested over distances of 200 metres or less. For events which are longer than 200 metres a conversion
factor of 0.14 seconds should be used. According to Hollings et al. (2011) the convention currently being
applied by athletics statisticians is the addition of 0.24 seconds to hand-held times for events of 400 metres
and shorter, and the addition of 0.14 seconds to hand-held times for events which are longer than 400 metres.
According to Hollings et al. (2011) there has been no recent documentation on the expected difference in
times recorded by hand-held and electronic timing and these conventions are based on calibration tests which
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were performed in the 1960s. For this analysis, the conversion advocated by Hollings et al. (2011) was utilised
and a conversion factor of 0.14 was applied to all of the track events analysed as they are all longer than 400
metres. The conversion factor was added to all record times set before 1981, the year from which automatic
timing was used for longer track events.
The data were also adjusted to remove ties in performance, as the focus of this research is on the breaking
and not equalling of records. It also ensured that the record progressions were strictly increasing and that
all increment amounts (the difference between two subsequent records) were strictly greater than zero. In
the event of a tie, the first record time was retained and subsequent speeds or distances equal to this record
were removed. A possible drawback of this approach is that ties are not equally likely throughout the data
set. Less accurate recording of times, during the early years of athletic performance, causes ties to be more
likely. With less accurate measurement of performances, small discrepancies in performance may fail to be
detected and performances which are marginally different will be recorded as equal. Thus, in this analysis,
early records are removed which may not have been removed had more accurate timing been available. This
may result in an artificially low frequency of record-breaking in early years of competition. Ties were found
to be especially prevalent in the record progressions of shorter distance sprinting events, such as the 100
metres. In some cases it was the removal of ties which caused the sample size to be too small for analysis.
Thus this research excluded those events in which the number of ties present was especially large, and thus was
not excessively affected by the uneven distribution of ties throughout the record progression. The exception
to this is perhaps the 1500 metres in which eight ties were removed. No ties were present in the 5000 and 10
000 metres, one tie was present in the one mile and two ties were present in the 3000 metres steeplechase.
For the field events, no ties were removed for the hammer throw, two ties were removed for each of the discus
throw and shot put, three ties were removed for the high jump and two ties were removed for the pole vault.
An alternative approach was adopted by Einmahl and Magnus (2008) who “smoothed” their data at points
where all the records had the same value. That is, if a number of records had the same value, the record
values were changed to be distributed throughout a small interval surrounding the original record value. This
is an approach which may be utilised should shorter distances with many ties be analysed in further research.
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Chapter 4
Methodology
In this chapter the compound distribution model fitted to the data is presented and an overview of the
analysis performed in this research is provided. Thereafter the statistical methods used in this research are
reviewed.
4.1 The Proposed Model
The use of compound distributions to model the progression of athletics world records was investigated in
this study. Compound distributions are the basis of the collective risk model used in actuarial statistics,
and consider both the record frequency and the amount by which the record is broken. Unlike other models
proposed which include both record frequency and increment (Terpstra and Schauer, 2007 and Volf, 2011),
the model utilised in this research is able to account for the record being broken more than once in a period.
4.1.1 Insurance Models
The aggregate or total claims for which an insurance company is liable is a quantity of interest for actuaries.
The collective risk model is one of the models which may be used to represent this quantity. In the collective
risk model the aggregate or total claims made on an insurance portfolio in a given period is expressed as
the sum of the amounts of the individual claims made in the period. The number of claims made on the
portfolio in the period determines the number of terms in the sum and is modelled as a random variable. The
aggregate claim amount is said to have a compound distribution as it is the sum of random variables (the claim
amounts), where the number of terms in the sum (number of claims) is also a random variable. A distribution
is fitted to the claim amounts, as well as to the number of claims per period (claim frequency). Because the
aggregate claim amount is a function of the claim amounts and the claim frequency, the distributions of these
two variables form the compound distribution of the aggregate claim amount.
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The collective risk model may be expressed as
S =
N∑
i=1
Xi (4.1)
where the variable S represents the aggregate claims made in a given period, the variable Xi represents the
amount of the ith individual claim and N is the number of claims which are made on an insurance portfolio
during a given time period (Klugman et al., 1998).
A number of assumptions are made with regard to the collective risk model presented in Equation 4.1, namely
• The claim amounts, X1, X2, ..., Xn are i.i.d. random variables, given N = n.
• The common distribution of X1, X2, ..., Xn is independent of n, given N = n.
• The distribution of the variable N is independent of the values of X1, X2, ... (Klugman et al., 1998).
These assumptions require the claim amounts to be independent and identically distributed, and the claim
amounts and number of claims to be independent of each other. For the purposes of fitting a distribution to
the number of claims per period, it is also assumed that the distribution of the number of claims in a period
does not change over time. Under these assumptions, the distribution of the aggregate claim amount in a
given period will be the same for any other period of the same length.
The aggregate claim amount after a number of periods has passed is also of interest to actuaries. The
aggregate claim amount after t periods (S(t)) is known as the aggregate claim process and may be expressed
as
S(t) =
N(t)∑
i=1
Xi. (4.2)
In Equation 4.2 the variable Xi is the amount of the ith claim and the variable N(t) is the number of claims
made after t periods have passed (also known as the claim number process)(Embrechts et al., 1997). If the
sequence {X1, X2, ...} consists of i.i.d. random variables and they are independent of all N(t), then S(t) will
also have a compound distribution for a fixed time period t (Klugman et al., 1998).
4.1.2 Athletics Models
In this study the use of the collective risk model for athletics data was investigated. Both track and field events
were considered. If the record progression of a track event is considered in terms of average speed attained at
each record performance, rather than the time recorded, the record progression is an increasing step function
as with each new track record the average speed attained increases. The record progression of field events
is an increasing step function, as with each new record the distance thrown or jumped increases. The graph
of the aggregate claim process over time is also an increasing step function as with each new claim the
aggregate claim amount increases. This similarity provided motivation for investigating the use of compound
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distributions, as used to model the aggregate claims process, for modelling world record progressions of track
and field events.
The improvement in the average speed (track) or distance (field) of a record over a given time period may
be expressed as the sum of the amounts by which the record increased at each record breaking performance
during the period. The number of terms in the sum is given by the number of times that the record was
broken during the period. If the number of times the record is broken in the period is considered to be a
random variable, then a compound distribution may be used to model the total improvement in the record
during the period. In this athletics model the total record improvement is analogous to the aggregate claim
amount of the insurance model, the record increment is analogous to the individual claim amount and the
number of times the record was broken is analogous to the number of claims made on the portfolio. The
athletics model is given by
I =
N∑
i=1
Di. (4.3)
In Equation 4.3 the variable I is the total improvement in the record for a given period, Di is the amount by
which the record speed (track) or distance (field) is increased at each record breaking performance (or record
increment) and N is the number of times that the record is broken in the period (or record frequency). The
assumptions made with regard to the collective risk model may be expressed in terms of the variables of the
athletics model as
• The record increments, D1, D2, ..., Dn are i.i.d. random variables, given N = n.
• The common distribution of D1, D2, ..., Dn is independent of n, given N = n.
• The distribution of the variable N is independent of the values of D1, D2, ...
If the assumptions listed above are assumed to be valid for the athletics data, then the distribution of the
total improvement in a given period will be the same for any other period of the same length. The total
improvement in the record after t periods have passed may then be expressed as
I(t) =
N(t)∑
i=1
Di. (4.4)
In Equation 4.4 the variable I(t) is the total improvement in the record after t periods, N(t) is the number of
records broken after t periods and Di is the amount by which the record is increased at each record breaking
performance (record increment). If each of the t periods is of the same length as the original period and
the assumptions of the collective risk model are made, then the total improvement in each of the t periods
will have the same distribution. Thus in order to obtain forecasts of future record values, the distribution of
the total record improvement per time period must be obtained. As expressed in Equation 4.3, the record
improvement per period is a function of the record increment and record frequency variables. To obtain
the distribution of the record improvement per period, distributions must thus be fitted to both the record
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increment and the number of records per period (record frequency). For the purposes of this research a single
period was considered as a calender year from 1 January to 31 December. Since the occurrence of records is
not necessarily evenly spaced throughout the year, only whole periods from 1 January to 31 December were
used for distribution fitting and forecasting in this research. Although the number of days in each year is
not strictly identical due to leap years, it was believed that the effect of an extra day on record breaking
probabilities for the year is negligible.
4.2 Overview of Analysis
Initially, a brief graphical analysis of the record progressions was carried out. Thereafter the observed record
progressions were decomposed into the two variables of interest, namely the record increment and record
frequency variables. The record increment was calculated as Di = Ri − Ri−1 for i = 2, 3, . . . nR where nR
is the number of observed records. The sample size of the record increment was then nR − 1, one less than
the number of records. Record frequency was represented by the number of records per period. The time
interval used for a period was a calender year from 1 January until 31 December. Observations of the record
frequency variables were obtained by observing the number of records broken per year over the duration of
the record progression.
Before distribution fitting was carried out, it was investigated whether the assumptions of the collective risk
model were satisfied by the athletics data. The methods used to investigate these assumptions are outlined
in Section 4.3.1. Thereafter, distribution-fitting was performed on each of the two variables representing
record increment and record frequency. The two best-fitting distributions thus identified together make up
the fitted compound distribution of the record improvement variable. The distribution function of the record
improvement was obtained by simulation and was used to obtain short-term forecasts of athletics records for
a period of ten years beyond the observed data.
Once short-term forecasts had been obtained from the compound model, a non-linear model proposed in
literature was fitted to each of the data sets used in this research. The non-linear models were used to obtain
forecasts which provided a comparison to the forecasts obtained from the compound distribution model.
To illustrate a modification to the compound distribution model in which an assumption of the collective risk
model is relaxed, longer-term forecasts were obtained for the 1500 metres.
The R statistical package (R Development Core Team, 2010) was used to perform the data analysis in this
study. A number of additional CRAN packages were also utilised in order to carry out the analysis and are
acknowledged in Section 4.3.
A background to the statistical methods used in this research is provided in Section 4.3 and the results of
the analysis follow in Chapter 5.
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4.3 Statistical Background and Methods
4.3.1 Testing the Model Assumptions
The assumptions of the collective risk model in terms of the variables of the athletics model defined in
Equation 4.3 are given by
• The record increments D1, D2, ..., Dn are i.i.d. random variables, given N = n.
• The common distribution of D1, D2, ..., Dn is independent of n, given N = n.
• The distribution of the variable N is independent of the values of D1, D2, ....
The first assumption requires that the observed increments are from the same underlying distribution. The
observed record increments were obtained from the record progression which is recorded over time. To obtain
an indication of whether the distribution of the record increment remains the same throughout the period
of observation, the behaviour of the mean and variance of the observed record increments were assessed as a
function of time. A mean or variance that changed dramatically over time would be evidence of the assump-
tions being violated. The first assumption also requires that the increments are independent. The observed
increments were thus tested for autocorrelation as an indication of dependence between the observations.
The methods used to test the requirements of the first assumption are discussed in Sections 4.3.1.1 to 4.3.1.3.
The last two assumptions require that the record increment and record frequency variables are independent
of each other. As a result, a number of tests of independence were performed, as discussed in Section 4.3.1.4.
In order to fit a distribution to the record frequency variable, it was necessary to obtain a sample of observa-
tions of the variable. To obtain this sample the number of records per year must be observed for a number
of years. In order for the sample thus obtained to be considered a random sample, it was necessary that
the distribution of the number of records per year does not change over time and that the observations were
independent. For this reason the observations of the record frequency variable were also tested for a constant
mean and variance over time as an indication of whether the distribution changes significantly over time.
The observations of record frequency were also tested for autocorrelation, as an indication of whether the
data were independent. For the record increment variable, it was also required that the observed increment
data form a random sample for the purposes of distribution fitting. However, the methods used to establish
whether the data form a random sample were the same as those employed to test the first assumption of the
collective risk model (as discussed in Sections 4.3.1.1 to 4.3.1.3) and the increment data were not re-tested.
4.3.1.1 Constant Mean over Time
To check for a constant mean of record increment over time, a scatter plot of increment against date of record
performance was drawn for each event. This enabled the identification of any significant trends or patterns
in the increment data. In addition a regression of record increment (D) versus date was performed. The
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regression equation is given by Di = β0 +β1ti + ei where Di is the ith increment, β0 and β1 are the intercept
and slope parameters respectively, ti represents the date of the ith record and ei is the random error term.
The significance of the slope parameter β1 was examined, as a slope parameter significantly different from
zero indicates a significant linear trend present in the data. In order to ascertain whether the parameter β1
was significantly different from zero a t-test was performed on the parameter and the p-value examined. The
t-test examines the null hypothesis βi = 0 against the alternative βi 6= 0. A p-value of less than 0.05 for the
t-test thus indicates a slope parameter which is significantly non-zero.
To check the record frequency for a constant mean, scatter plots of record frequency (number of records per
year) against year were drawn for each event. In addition, a regression was performed in which the number of
records per year was the response variable and the year was the predictor variable. The regression equation is
given by Ni = β0 +β1Yi+ei where Ni is the number of records in the ith year, β0 and β1 are the intercept and
slope parameters respectively, Yi represents the ith year and ei is the random error term. The significance of
the slope parameter β1 was again examined by means of a t-test.
The residuals of the regressions performed on the record increment and record frequency variables were
checked for constant variance by means of Koenker’s studentised Breusch-Pagan test. According to Breusch
and Pagan (1979) heteroscedasticity of residuals can lead to a decrease in the efficiency of the ordinary
least squares estimation and can introduce bias in estimated standard errors which may cause the inferences
drawn from the regression to be incorrect. The authors thus introduced a score test for homoscedasticity of
residuals known as the Breusch-Pagan test. This test is carried out by performing a linear regression in which
the residuals of the original regression model are the dependent variable and the predictor variables of the
original regression model are taken as the independent variables. If the variance of the residuals of the original
regression model can be explained by the original predictor variables, then the residuals are considered to
exhibit heteroscedasticity and the null hypothesis of homoscedasticity is rejected. The distribution of the
Breusch-Pagan test statistic (under the null hypothesis) is χ2 with the number of predictor variables providing
the degrees of freedom (Hothorn et al., 2011).
In the Breusch-Pagan test it is assumed that the residuals are normally distributed. The significance level
of the Breusch-Pagan test is not robust to this assumption (Koenker, 1981 and Lyon and Tsai, 1996). As
a result Koenker (1981) proposed a modified version of the test to improve the robustness of the test for
non-normal residuals, in which the test statistic is studentised (Lyon and Tsai, 1996).
Lyon and Tsai (1996) reviewed a number of different tests for constant residual variance, four of which were
likelihood ratio tests and four of which were score tests. The authors note that the score tests have an
advantage over likelihood ratio tests as it is necessary to estimate parameters under the null and alternative
hypothesis for the likelihood ratio tests. For score tests the parameters need only be estimated under the null
hypothesis and are thus more appropriate when it is unknown what form the heteroscedasticity may assume,
if it is in fact present (Lyon and Tsai, 1996). It was also found that Koenker’s studentised Breusch-Pagan
test is robust against residuals with outliers or long-tailed distributions. For these reasons it was elected to
make use of Koenker’s studentised Breusch-Pagan test. The test was carried out using the function bptest()
in the CRAN package lmtest (Zeileis and Hothorn, 2002).
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4.3.1.2 Homogeneity of Variance over Time
For both the record increment and record frequency, the stability of the variance over time was assessed
by means of Levene’s test for constant variance. Levene’s test is more robust to the assumption that the
underlying distribution of the observations being tested is normal than alternative tests (F -ratio and Bartlett’s
tests) (Brown and Forsythe, 1974). Levene’s test ascertains whether k samples or groups have equal variances.
The null hypothesis that the k groups have equal variance is tested against the alternative hypothesis that
the variance is unequal for at least one pair of groups (Hui et al., 2008).
Levene’s test, as originally proposed by Levene (1960), achieves this by performing a one-way ANOVA between
the groups, in which the absolute deviation between each observation and its group mean is used instead
of the actual observation (Brown and Forsythe, 1974). Brown and Forsythe (1974), however investigated
using the group median or group trimmed mean instead of the group mean to increase the robustness of the
test. According to Brown and Forsythe (1974) it is best to use the trimmed mean for heavy-tailed data and
the median for skewed data. Since the record increment and record frequency variables are both positively
skewed, the median was used as the measure of central tendency in this research. The version of Levene’s
test proposed by Brown and Forsythe (1974) will be referred to as Levene’s test (median) to reflect the use
of the median.
The ANOVA test used in the execution of Levene’s test (median) assumes that the data being tested are
normally distributed. The deviations between the observations and their corresponding group median are
not normally distributed; however, the ANOVA test is robust to the normality assumption (Gastwirth et al.,
2009). Due to the non-normality of the differences, the statistic of Levene’s test (median) (given in Equa-
tion 4.5) approximately follows a F(k−1,N−k) distribution (Gastwirth et al., 2009). The one-way ANOVA
statistic for Levene’s test (median) is given by
W =
(n− k)
k∑
i=1
ni
(
Z¯i, − Z¯,,
)2
(k − 1)
k∑
i=1
ni∑
j=1
(
Zij − Z¯i,
)2 . (4.5)
In Equation 4.5, n is the total sample size, k is the number of groups, ni is the size of the ith group where
i = 1, 2, ...k, Zi, =
ni∑
j=1
Zij
ni
, Z ,, =
k∑
i=1
ni∑
j=1
Zij
n and Zij is the absolute difference between observation j in the
ith group and the median of the ith group (Brown and Forsythe, 1974).
Levene’s test (median) has been criticised for being too conservative when the number of observations in each
group is small (less than ten) (Miller and Patil, 1972; Brown and Forsythe, 1974 and Gastwirth et al., 2009).
Miller and Patil (1972) identified the dependency among the Zij ’s within a group, which is stronger for small
group sizes, as the cause. Also, the power of Levene’s test (median) is negatively affected by uneven sample
sizes (Keyes and Levy, 1997).
Lim and Loh (1996) compared a number of tests for homogeneity of variances, together with their bootstrap
versions, in terms of power and ability to achieve the stated significance level of the test. They tested a variety
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of combinations of sample sizes for four groups, including small (five observations) and unequal sample sizes.
Lim and Loh (1996) found that the bootstrapped version of Levene’s test (median) increased the power of
the test, was less conservative than the original and was superior to all other types of tests studied. The
authors however noted that the results obtained in their study, which used four groups, may not generalise
to situations in which more than four groups are present.
Adjustments to Levene’s test (median) which specifically address the problems of small and uneven group
sample sizes have also been proposed. Hines and Hines (2000) proposed an adjustment to the test in which
Zij ’s which do not contribute information are removed or replaced. If the size of a particular group ni is odd,
then the median is one of the observations (say observation v) and its corresponding difference value Ziv must
be zero, which Hines and Hines (2000) called a “structural zero”. If ni is even, however, then the median is
the average of two of the observations (say observation v and v+ 1), and the corresponding difference values
Ziv and Zi(v+1) must be equal. In the version of Levene’s test (median) proposed by Hines and Hines (2000),
the structural zeros which arise in groups of odd sizes are removed and the two equal values which arise in
groups of even sizes are replaced by a single value equal to
√
2Ziv. Hines and Hines (2000) found that these
modifications rectified the conservative results of the unmodified test, and that the modifications were most
effective in cases where the sample sizes were small and the number of groups large. However, in cases where
the sample sizes were very unequal, it was found that the power of the test was reduced slightly.
Another limitation of Levene’s test (median) is that its power is affected by uneven sample sizes (Keyes and
Levy, 1997). By performing ANOVA on the absolute differences between an observation and its group median,
Levene’s test (median) is testing for significant differences in the mean of the differences for each group. The
mean difference however, depends not only on the population variance, but also on the sample sizes of the
groups. Thus large discrepancies in sample sizes may cause the mean difference values to be inconsistent even
when the variances are constant (Gastwirth et al., 2009). Keyes and Levy (1997) thus proposed a version
of Levene’s test (median) which adjusts the values of the differences between each observation and its group
median by dividing by
√(
1− 1ni
)
where ni is the sample size of the ith group (Gastwirth et al., 2009). When
sample sizes are the same Keyes and Levy (1997) found that their adjusted test gave the same results as the
ordinary Levene’s test (median). The adjusted test corrects for the effect of uneven sample size on power,
however it has been found to inflate the significance level of the test (Keyes and Levy, 1997).
In order to test the record increment for homogeneity of variance over time, the observed record increments
were divided into groups according to date. The question of how many groups to use was an important
consideration; too many groups causes extremely low sample sizes per group, while too few might fail to
capture fluctuations which occur over a shorter length of time. As a balance between these two conditions,
four groups were chosen for the record increment where possible. This also coincides with the number of
groups in the studies performed by Lim and Loh (1996) and Keyes and Levy (1997). Unfortunately, due to the
small sample size of the increment variable, four groups still resulted in fewer than ten observations per group
and uneven sample sizes. For this reason, the bootstrap method of Levene’s test (median) assessed by Lim
and Loh (1996) was employed as an improvement in terms of power and robustness, and the modifications of
Levene’s test (median) proposed by Hines and Hines (2000) and Keyes and Levy (1997) were used to account
for the small and uneven sample sizes respectively.
The variance of the frequency variable was checked for homogeneity of variance over time using Levene’s test
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(median). Because there are more observations of the record frequency variable than the increment variable,
it was possible to divide the data into a larger number of groups, while still maintaining an adequate number
of observations in each group. This allowed for trends which may occur over a shorter period of time to be
detected. In the division of the record frequency observations into groups, group sizes less than ten and not
equal to the other group sizes were obtained in a small number of cases. The modified versions of Levene’s
test (median) were again employed, although due to the lack of severity of the small and uneven group sizes
this was more as a precautionary measure. The various versions of Levene’s test (median), performed on
both record increment and frequency, were implemented using the CRAN package lawstat (Noguchi et al.,
2009).
Usually, in the classical set-up, Levene’s test (median) is applied to test the variance of k different populations.
In this research, however, it will be applied to data that has been observed over a period of time, and then
divided into k subgroups. Hui et al. (2008) also applied Levene’s test (median) to time-series data, in a similar
way, by dividing the data into subgroups by date. The authors note that Levene’s test (median) assumes
that the data are independent (since a random sample of size ni is drawn from k different populations in
the classical set-up). It is common for time series data to be correlated and as a result it is important to
check the autocorrelation for each of the periods. Tests for autocorrelation formed part of the tests of the
assumptions of the collective risk model, and thus the data were not re-tested when performing Levene’s test
(median).
4.3.1.3 Independence of Observations
The independence of the increment amounts was assessed both graphically, by means of the sample auto-
correlation function (ACF) and partial autocorrelation function (PACF) plots, and statistically, by means of
the Ljung-Box and Bartels’ test.
The sample ACF expresses the sample autocorrelation at lag j (that is the correlation between two values zt
and zt+j), as a function of j. The sample autocorrelation at lag j is given by
ρ(j) =
∑n−j
t=1 (zt − z) (zt+j − z)∑n
t=1 (zt − z)2
(4.6)
where zt is the observed data at time t (Box et al., 2008). The sample PACF expresses the sample partial
autocorrelation as a function of j, the number of lags. Sample partial autocorrelation measures the correlation
between two values zt and zt+j that is not accounted for by the correlation effects of the observations in
between zt and zt+j , that is the observations zt−1, zt−2, ..., zt−j+1, and may be calculated as a function of
the autocorrelations (Box et al., 2008) .
The sample ACF and PACF plots include a 95% confidence interval, which provides a visual indication of
whether individual lags are significant. For a Gaussian white noise series in which no autocorrelation is
present, the autocorrelations for a number of different lags are normally distributed with zero mean and
variance of 1n , where n is the sample size (Box et al., 2008). The boundaries of a two-sided 95% confidence
interval are thus calculated as ± 1.96√
n
.
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The Ljung-Box test was initially developed as an improvement on the Box-Pierce test, for the purpose of
testing for autocorrelation of residuals of fitted time series models (Ljung and Box, 1978). In this research,
it was however used to test for autocorrelation of the observed data. The Ljung-Box test allows for the
simultaneous testing of the significance of a number of lags, that is, it provides a test for “overall” randomness
(National Institute of Standards and Technology, n.d.). The number of lags to be tested may be specified by
the researcher and provides the number of degrees of freedom for the test. The null hypothesis states that
there is no correlation among the lags being tested and that the data are random. The alternative hypothesis
states that there is correlation present in the data. The test statistic is given by
QLB = n (n+ 2)
h∑
j=1
ρ2 (j)
n− j (4.7)
where n is the sample size, ρ (j) is the sample autocorrelation at lag j (given by Equation 4.6) and h is the
number of lags being tested. At a significance level of α, the null hypothesis is rejected if QLB > χ2α,h, where
χ2α,h is as such that P
(
X > χ2α
)
= α where X ∼ χ2 (h) (National Institute of Standards and Technology,
n.d.). The Ljung-Box test assumes that the data being tested are normally distributed, however Ljung
and Box (1978) claimed that the test is fairly robust to non-normal data as the asymptotic normality of
autocorrelations does not depend on the normality of the data, so long as the data have finite variance.
Ljung and Box (1978) found in their research that double exponential and uniform data gave similar results
to that of normal data. However, other authors have suggested that this is not the case. According to Bartels
(1982), for small samples, the distribution of the autocorrelation function is severely affected when the data
are not normal, and consequently tests based on the autocorrelations are also adversely affected. Bartels
(1982) stated that this is most marked for long-tailed data and recommends the use of non-parametric tests
for randomness should the normality assumption not be met by the data.
Bartels (1982) thus developed a non-parametric test which is a rank version of the Von Neumann’s ratio.
This test is known as Bartels’ test, and Bartels (1982) found that the power of this test compared favourably
to that of the runs test - a common non-parametric test for randomness. The test statistic for Bartels’ test
is given by
RVN =
∑n−1
i=1 (RKi −RKi+1)2∑n
i=1
(
RKi −RK
)2 (4.8)
where RKi is the rank of the ith observation (that is, the position of the ith observation when the data are
arranged in ascending order). The test statistic may be compared to critical values calculated by Bartels
(1982). A drawback of Bartels’ test is that it only tests for first order autocorrelation, that is, if two successive
observations are correlated (Hui et al., 2008). Also, the critical values calculated by Bartels (1982) are not
applicable when the number of ties in the data is large.
For the record increment data, the sample size is small and the tails of the data are long for some events (see
Figures 5.21 and 5.22). It is thus believed that violations to the normality assumption may have a significant
effect on the Ljung-Box test. As a result, Bartels’ test will be applied in addition to the Ljung-Box test. The
number of ties in the record increment data set is not too large, and as a result the critical values calculated
by Bartels (1982) can be applied with reasonable confidence. Exceptions to this are the high jump and pole
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vault events in which the increments assume discrete values and consequently many ties are present. For this
reason Bartels’ test was not applied for these two events.
For the record frequency data, the sample size is much larger and the tails not very long for most events (see
Figures 5.31 and 5.32). As a result, it is believed that violations to the normality assumption will not have
as severe an effect as for record increment data. Bartels’ test was not applied to the record frequency data
due to this reason, and also because the record frequency data are discrete and consequently have many ties.
The ties cause the critical values of Bartels’ test to be inaccurate.
A limitation of both the Ljung-Box and Bartels’ test is that it is assumed that the data are a regularly
observed time series. For the record increment variable this is clearly not the case as records are broken
irregularly over time, and there is no observation of the record increment variable when the record is not
broken. The record frequency data do form a regularly observed time series, as the number of records per year
is recorded each year, irrespective of whether the record was broken during that year or not. The observation
of record frequency is simply zero for the years in which the record was not broken. This limitation to the
tests applied is noted, but was not pursued further in this research.
Bartels’ test was implemented using the CRAN package lawstat (Noguchi et al., 2009), while the Ljung-Box
test is available in the base R package.
4.3.1.4 Independence of Record Increment and Record Frequency
Graphical methods were employed to obtain an indication of whether a relationship is present between a record
increment and the number of records which were set in the year of the increment. Since the increments are
positive, the number of records per year which corresponds to a given increment must also be positive (that
is no increments can occur in those years in which the record was not broken). Thus when examining for the
presence of a relationship between increment and record frequency only positive values of record frequency
were considered. Positive values of the record frequency are denoted by N+ = {N : N > 0}. A histogram
of increments for each value of N+ was constructed for each of the events. This provides an indication of
whether the shape of the distribution is different for different values of N+.
A regression of increment versus N+ was also performed. A slope parameter significantly different from zero
indicates a linear relationship between the variables. The regression was performed twice, initially considering
N+ as an integer value and thereafter as a factor. When N+ is considered as an integer value, the regression
equation is given by Di = β0 +β1N+i + ei where Di is the i
th record increment, N+i is the number of records
in the year which corresponds to the ith record increment, ei is the error term and β0 and β1 are the intercept
and slope parameters respectively. When N+ is considered as a factor, the regression equation is given by
Di = β0 + β1N
+
1 + . . .+ βqN
+
q + ei, where N
+
1 , N
+
2 , ..., N
+
q are the dummy variables to represent the q + 1
levels of the positive frequency variable (i.e. q + 1 is the maximum value of N+ in the data).
When N+ was considered as an integer, the significance of the parameter β1 was tested by means of the t-test.
A p-value of less than 0.05 for this test indicates that a significant linear relationship is present between the
record increment and positive record frequency. When N+ was considered as a factor, the overall significance
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of the coefficient parameters was tested by means of the F -test. The F -test tests the null hypothesis that
β1 = β2 = . . . = βq = 0 against the alternative hypothesis that at least one of the coefficient parameters
being tested is non-zero. A p-value smaller than 0.05 indicates that the null hypothesis may be rejected
at a significance level of 5%, and that there is a relationship present between the record increment and the
positive record frequency variable. The residuals of the regression analysis were checked for non-constant
variance by means of Koenker’s studentised Breusch-Pagan test as discussed in Section 4.3.1.1 on page 30.
Contingency tables, which are a further method for investigating the relationship between two variables (say
A and B), were also utilised in this research. In a contingency table, the possible outcomes of each of the
two variables A and B are each divided into mutually exclusive and exhaustive bins A1, A2, ..., Ak and B1,
B2, ..., Bl. The contingency table is constructed such that the columns correspond to the bins A1, A2, ...,
Ak and the rows correspond to the bins B1, B2, ..., Bl. Each cell of the table (ai, bj) thus represents the
number of outcomes which correspond to bin i of variable A and bin j of variable B (where i = 1, 2, . . . , k
and j = 1, 2, . . . l).
There are three types of studies which make use of contingency tables. The first type is called a cross-
sectional, naturalistic or double dichotomy experiment. In this type of study n observations are drawn from
a single population, and are then classified in terms of the two variables under investigation, A and B. In
this type of study the row and column totals (marginal totals) are not fixed by the researcher before the
experiment is performed. In the second type of study, which is called a comparative trial, a known number
of observations are drawn from each classification bin of the variable A and are then examined to see which
bin of B they belong to. In this way the totals for the variable A are predefined (marginal totals). The final
type of study is a two-by-two independence trial in which the row and column totals are fixed before the
experiment is performed (Campbell, 2007). This research is an example of a cross-sectional study in which
the observations are the records, and the variables of interest are the record increment and record frequency.
Due to the small sample size available for this study, it was elected to make use of two-by-two tables,
that is, where the possible outcomes of the variables are grouped into two bins. This was to ensure the
maximum possible number of expected observations in each cell. The expected observations are the number
of observations which are expected in each cell under the assumption that no relationship is present between
the variables.
The Chi-squared test for independence is often used to test contingency tables for significant differences
between the number of observations observed in each cell and the number of observations expected in each
cell under the assumption that A and B are independent. Although it is a commonly held belief that the
minimum expected count in each cell be five for the Chi-squared test to be accurate, this recommendation
has been criticised as arbitrary and not following from mathematical or empirical results (Roscoe and Byars,
1971 and Campbell, 2007). However, for very small samples, different versions of the Chi-squared test,
and alternative tests such as the Fisher-Irwin test have been proposed. Campbell (2007) reviewed the tests
available for two-by-two tables as well as recommendations with regard to sample size. Campbell (2007)
found if the minimum expected count in each cell is at least one, a modified version of the Chi-squared test,
namely the (n− 1) Chi-squared test, is optimal. If this condition is not met, the Fisher-Irwin test by Irwin’s
Rule should be used.
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The two-by-two contingency table for the (n− 1) Chi-squared test on variables A and B has the following
format
A1 A2 Total
B1 a b t
B2 c d q
Total r s n
where n is the sample size, a, b, c and d are the number of observations in each cell, r and s are the total
number of observations corresponding to bins A1 and A2 respectively, and t and q are the total number of
observations corresponding to bins B1 and B2 respectively. The test statistic for the (n− 1) Chi-squared
test is given by
QIndep =
(ad− bc)2 (n− 1)
tqrs
(4.9)
and the rejection rule states that the null hypothesis should be rejected if QIndep > χ2α,1.
The degrees of freedom for Chi-squared tests of independence is given by the product of one less than the
number of rows and one less than the number of columns. Thus for a two-by-two contingency table, the
degrees of freedom is one.
The Fisher-Irwin test recommended by Campbell (2007) for tables in which the minimum expected count in
each cell is not at least one was originally proposed independently by both Fisher and Irwin for the case of a
one-sided test (Campbell, 2007). In this test the p-value is obtained by adding the probability of obtaining
the observed table to the probabilities of all other tables which have the same row and column totals as the
observed table but “give a more extreme difference” than the observed table (Campbell, 2007). In the Fisher-
Irwin test it is assumed that the row and column totals are fixed (i.e. that the experiment is a two-by-two
independence test). However, when this is not the case (as in this research), the Fisher-Irwin test has still
been found to be more accurate than alternative tests when the expected count is very small (Campbell,
2007). Irwin extended the result for a two-sided test by adding the probability of all tables, in either tail,
which are equally or less likely than the observed table. This is known as the Fisher-Irwin test by Irwin’s
Rule (Campbell, 2007).
4.3.2 Distribution Fitting and Goodness-of-Fit
Since the record improvement is a function of the record increment and record frequency variables, the best-
fitting distribution for each of these two variables was identified. In order to achieve this, a brief descriptive
analysis of the observed data was carried out for each variable, in which histograms (for the record increments)
or bar plots (for the record frequency) were drawn up and sample statistics calculated. The sample statistics
included the skewness and kurtosis and these were calculated as the ratio of the third sample moment about
the mean and the cubed biased sample standard deviation, and the ratio of the fourth sample moment
about the mean and the squared biased sample variance respectively (Friskin and Mels, 2009). Thereafter,
a number of candidate distributions were fitted to the data for each of the variables using the method of
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maximum likelihood. The method of maximum likelihood was employed because its estimators have several
useful statistical properties which are not necessarily present in other parametric estimators (Klugman et al.,
1998). The maximum likelihood estimates are defined as the parameter values which maximise the likelihood
function.
4.3.2.1 Record Increment
With the exception of high jump and pole vault, the record increment for each of the events is a continuous
random variable. The increments of the high jump and pole vault may be regarded as discrete rather than
continuous. In these events the bar is set at a given height, the athlete attempts to clear it and, if successful,
the height of the bar is recorded rather than the actual height of the jump. The record can thus only take
on one of a number of discrete values. For all the other events, either the speed obtained by the athlete or
the distance thrown is measured as the record. Due to limitations in measurement accuracy, the record is
measured at discrete intervals and as a result the data for some of these events appears to cluster and exhibit
discrete behaviour. However, the underlying variable which the measurement is recording is continuous. It
was thus chosen to treat the increment variable as continuous for all events except the high jump and pole
vault. This approach allows for future refinements in the accuracy of measuring equipment. The use of
continuous distributions to model loss amounts in actuarial applications provides further motivation for this
strategy, as losses are paid in monetary units, which are also measured on a discrete scale.
Continuous Record Increments The candidate models considered for the continuous record increment
variable are the exponential (β), gamma (α,β), log-normal (µ,σ), Pareto (α,β) and Weibull (α,β) distri-
butions. The parametrisation of these distributions is provided in Appendix A. These distributions have a
number of properties identified by Klugman et al. (1998) as desirable. They have positive probability on all
non-negative numbers and are smooth (that is, probability changes steadily and continuously as the incre-
ment value changes). They also include distributions with heavier tails which would be appropriate for those
events in which unusually large increments have occurred or may be expected to occur. These distributions
all have two parameters or less, which is desirable given the small sample sizes and the principal of parsimony.
Should all of these distributions have been inadequate, the candidate distributions would have been expanded
to include three parameter models, however this was not necessary.
For the two parameter distributions, numerical optimisation must be performed in order to obtain the max-
imum likelihood estimates of the parameters. Method of moments estimation was utilised to obtain starting
values for the optimisation routine. Method of moments estimation equates the sample mean and variance
to the population mean and variance. The parameter estimates are found as the solutions to these equations.
For the Weibull distribution, the method of moments equations do not have closed form solutions and so the
method of percentiles was employed to provide starting values. The method of percentiles equates sample
percentiles to theoretical percentiles and finds parameter estimates as the solutions to these equations (the
number of equations being dictated by the number of parameters).
The adequacy of each candidate distribution was assessed using the Kolmogorov-Smirnov test. This tests the
null hypothesis that the distribution being tested fits the data against the alternative hypothesis that it does
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not. The test statistic for this test is defined as the maximum absolute difference between the cumulative
distribution function (CDF) of the distribution and the CDF of the data (the empirical CDF or ECDF).
Critical values for the Kolmogorov-Smirnov test are only applicable if the parameters of the distribution
being tested are known a priori (Klugman et al., 1998). As the parameters of the distributions being tested
in this study were estimated from the data and not pre-specified, the p-values for these tests were obtained
by a parametric bootstrap procedure, as suggested by Cowell et al. (2011).
The steps followed in the parametric bootstrap procedure are detailed below. (The code utilised to implement
the procedure may be found in Appendix B.) Suppose the p-value for a goodness-of-fit test of a distribution
F (θ), fitted to a data set of size n, is to be estimated, then the following steps must be carried out
1. Estimate the parameters of the distribution based on the observed data, i.e. obtain θˆ.
2. Calculate the value of the test statistic based on the observed data and the fitted distribution.
3. Simulate a number of samples of the same size as the original data set (n), using the parameters from
the fitted distribution in step 1 (θˆ).
4. For each of the simulated samples, fit the distribution to the simulated data and obtain parameter
estimates using the same estimation procedure as in step 1.
5. For each of the simulated samples, and the distribution fitted to them in step 4, compute the value of
the test statistic.
The proportion of test statistics calculated for each of the simulated samples which are larger than the
test statistic calculated from the observed data in step 2, is the estimated p-value for the test. Candidate
distributions which had p-values larger than 0.05 were deemed to be acceptable models for the observed data.
Once acceptable distributions had been identified, a model selection method was employed to determine
which of these distributions was most appropriate for the data. Akaike’s Information Criterion (AIC ) with a
correction for small samples was the selection method used. The AIC value is based on the Kullback-Leibler
information, which provides an indication of the information lost when a model is used to approximate reality
(Burnham and Anderson, 2004). The AIC value is calculated according to the following formula
AIC = −2 ln
{
L
(
θˆ | X
)}
+ 2r (4.10)
where L
(
θˆ | X
)
is the likelihood function of the model parameter(s) based on the observed data and r is
the number of parameters in the model (Burnham and Anderson, 2004). Burnham and Anderson (2004)
recommended that the small sample (second order bias correction) version of AIC, called AICc, must be used
whenever the ratio of sample size to number of parameters in the candidate model with the most parameters
is less than 40. The authors also recommended its use as a general rule in practice as AICc converges to AIC
as the sample size increases. For this reason AICc was used in this research. The formula for AICc includes
an additional term which more strongly penalises distributions with additional parameters and is given by
AICc = AIC +
2r (r + 1)
n− r − 1 . (4.11)
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The most appropriate model is the distribution with the smallest AICc value (Burnham and Anderson, 2004).
A number of graphical methods were then employed to assess the quality of the fit of the distribution
identified as best fitting. These include: a density histogram of the observed increment data, overlaid with
the probability density function (PDF) of the fitted distribution; a graph of the ECDF of the observed
increment data together with the CDF of the fitted distribution - which allows for the goodness-of-fit to
be assessed without the need to group the data; and a Q-Q plot showing a scatter plot of the observed
increment quantiles and the quantiles of the fitted distribution. The Q-Q plot includes a quartile reference
line drawn through the first and third quartiles as well as the reference line y = x. If the quantiles of the
fitted distribution and the data agree, the points of the Q-Q plot will be on or near the line y = x. This line
thus provides an indication of how well the distribution fits the data.
Discrete Record Increments For events in which the record increment is discrete, a number of candidate
discrete distributions were fitted. The candidate discrete distributions were from the (a, b, 1) class of distribu-
tions. The (a, b, 1) class of distributions is closely related to the (a, b, 0) class of distributions which consists
of the Poisson, binomial and negative binomial distributions. The (a, b, 0) class was used to model the record
frequency data (see Section 4.3.2.2). The (a, b, 0) class is defined as those counting distributions for which the
relative size of successive probabilities may be described by the recursive formula pkpk−1 = a+
b
k , k = 1, 2, . . .
where pk denotes the probability function for the random variable and a and b are constants (Klugman et al.,
1998). The values for a and b are functions of each distribution’s parameters, for example for the Poisson
distribution a = 0 and b = λ.
The (a, b, 1) class of distributions extends the (a, b, 0) class by allowing the probability of zero (p0) to be
modified. The recursive formula pkpk−1 = a +
b
k remains valid for the (a, b, 1) class, but only for k = 2, 3, . . ..
That is to say the recursion starts at p1and not p0. In this way the distribution of the (a, b, 1) class member
from k = 1 to k =∞ has the same shape as the distribution of the corresponding (a, b, 0) class member from
k = 0 to k = ∞ (Klugman et al., 1998). The (a, b, 1) class includes both zero-modified and zero-truncated
distributions. Zero-modified distributions have values for p0 which are different to those of the corresponding
(a, b, 0) distribution, and zero-truncated distributions have values for p0 which are equal to zero (Klugman
et al., 1998). Since the record increment only assumes values greater than zero, the candidate distributions
considered for this variable were all zero-truncated (ZT).
The zero-truncated distributions from the (a, b, 1) class fitted to the discrete increments were the ZT Pois-
son (λ), ZT binomial (m, p), the ZT geometric (β), the extended truncated negative binomial distribution
(ETNB (r, p)) and the logarithmic (β) distributions. The parametrisation of these distributions used in this
research is provided in Appendix A. The extended truncated negative binomial distribution is the zero-
truncated version of the negative binomial distribution but with an additional modification to increase the
parameter space. For the negative binomial distribution the parameters are restricted such that r > 0, for
the ETNB distribution the restriction is extended such that r > −1. The ZT geometric is a special case of
the ZT negative binomial distribution, with r = 1 and the logarithmic distribution is a limiting case of the
ZT negative binomial distribution as r →∞ (Klugman et al., 1998).
The candidate distributions were fitted to the discrete increments by means of maximum likelihood estimation.
According to Klugman et al. (1998) the log-likelihood function for the (a, b, 1) class, ` (θ | X), may be factored
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into two components `0 and `1, with `0 a function of only the parameter p0 and `1 a function of the parameters
a and b from the recursive formula. Since for the ZT distributions p0 is defined to be zero, maximisation
need only be performed on `1. For the ZT Poisson, ZT binomial and ETNB distributions the functions for
`1 are provided in Klugman et al. (1998). For the ZT geometric and logarithmic distributions the likelihood
function was obtained using the formula L (θ | X) = ∏∞k=1 [pTk ]nk , where pTk is the probability function of
the truncated distribution (Klugman et al., 1998). The log-likelihood function was then obtained by taking
the natural logarithm of the likelihood function and was maximised directly (without factorising into `0 and
`1).
For the ZT Poisson distribution `1 is given by Klugman et al. (1998) as
`1 =
∞∑
k=1
nk
[
ln
e−λλk
k!
− ln (1− eλ)]
=− n [λ+ ln (1− e−λ)]+ nx¯ lnλ+ c (4.12)
where x¯ = 1n
∑∞
k=0 knk is the sample mean, c is a value which does not depend on λ, n is the total sample
size and nk is the number of observations present in the data for each value of k (thus n =
∑∞
k=0 nk). Note
that for the discrete increment data the value of n0 is zero. Differentiating Equation 4.12 with respect to λ
and setting it equal to zero yields
d`1
dλ
∣∣∣∣
λ=λˆ
=
−n
1− e−λˆ +
nx¯
λˆ
= 0
⇒ λˆ− x¯
(
1− e−λˆ
)
= 0. (4.13)
Equation 4.13 was then solved for λˆ using the optimise function in R (R Development Core Team, 2010).
For the ZT binomial distribution `1 is given by Klugman et al. (1998) as
`1 =
m∑
k=1
nk
{
ln
[(
m
k
)
pk (1− p)m−k
]
− ln [1− (1− p)m]
}
=nx¯ ln p+mn ln (1− p)− nx¯ ln (1− p)− n ln [1− (1− p)m] + c (4.14)
where c is a value which does not depend on the parameter p. Differentiating Equation 4.14 with respect to
p and setting it equal to zero yields
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∂`1
∂p
∣∣∣∣
p=p̂
m=m̂
=
nx¯
pˆ
− mˆn
1− pˆ +
nx¯
1− pˆ −
nmˆ (1− pˆ)mˆ−1
1− (1− pˆ)mˆ
= 0
⇒ x¯ (1− pˆ)
[
1− (1− pˆ)mˆ
]
− mˆpˆ
[
1− (1− pˆ)mˆ
]
+ x¯pˆ
[
1− (1− pˆ)mˆ
]
− mˆpˆ (1− pˆ)mˆ = 0
⇒ x¯− x¯pˆ− x¯ (1− pˆ)mˆ+1 − mˆpˆ+ x¯pˆ− x¯pˆ (1− pˆ)mˆ = 0
⇒ x¯
[
1− (1− pˆ)mˆ
]
= mˆpˆ. (4.15)
Even when the value of mˆ is known, it is still necessary to solve Equation 4.15 numerically for pˆ. Since mˆ is
unknown, a number of different values were used for mˆ and Equation 4.15 was solved numerically to obtain
a corresponding value of pˆ for each value of mˆ. The value of `1 was then calculated for each pair of values
for mˆ and pˆ. The pair which yielded the largest value for `1 are the maximum likelihood estimates for the
parameters m and p (Klugman et al., 1998). The maximum value of the increment variable (measured in
centimetres) was used as the first value for mˆ and thereafter the value for mˆ was increased by one at each
subsequent repetition. The maximum value of the increment variable was used as the starting value for mˆ
since for the ZT binomial distribution pTk is only defined for values of k = 1, 2, . . . ,m (see Appendix A). Thus
it is not possible to obtain outcomes larger than the value of the parameter m and so the value of mˆ must be
at least as large as the maximum observed increment value or there will be observations of record increments
at values for which the fitted distribution has no probability assigned. The value for mˆ is increased by one at
each repetition as for the ZT binomial distribution the parameter m must be an integer. The procedure was
repeated a large number of times (approximately 1000) until the value for mˆ was believed to be implausibly
large. In addition, a graph of the values of the log-likelihood function for each iteration of the procedure was
drawn to give an indication of the behaviour of the log-likelihood function as the value for mˆ in the procedure
increased.
For the ZT geometric distribution the probability function is given by pTk =
βk−1
(1+β)k
(Klugman et al., 1998).
The likelihood function for a ZT geometric distribution may be expressed as L (β | X) = ∏∞k=1 [pTk ]nk =∏∞
k=1
[
βk−1
(1+β)k
]nk
. The log-likelihood was then obtained from the likelihood function as
` (β | X = x) =
∞∑
k=1
nk ln
{
βk−1
(1 + β)
k
}
=
∞∑
k=1
nkk lnβ −
∞∑
k=1
nk lnβ −
∞∑
k=1
nkk ln (1 + β)
=n (x¯− 1) lnβ − nx¯ ln (1 + β) . (4.16)
Differentiating Equation 4.16 and setting it equal to zero yields
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d`
dβ
∣∣∣∣
β=βˆ
=
n (x¯− 1)
βˆ
− nx¯(
1 + βˆ
) = 0
⇒ βˆ = x¯− 1. (4.17)
For the logarithmic distribution the probability function is given by Klugman et al. (1998) as pTk =
βk
k(1+β)k ln(1+β)
and the likelihood function is thus given by L (β | X) = ∏∞k=1 [ βkk(1+β)k ln(1+β)]nk . The log-likelihood was
then obtained as
` (β | X = x) =
∞∑
k=1
nk ln
{
βk
k (1 + β)
k
ln (1 + β)
}
=
∞∑
k=1
nkk lnβ −
∞∑
k=1
nk ln k −
∞∑
k=1
nkk ln (1 + β)−
∞∑
k=1
nk ln (ln (1 + β))
=nx¯ lnβ − n ln k − nx¯ ln (1 + β)− n ln (ln (1 + β)) . (4.18)
Differentiating Equation 4.18 and setting it equal to zero yields
d`
dβ
∣∣∣∣
β=βˆ
=
nx¯
βˆ
− nx¯(
1 + βˆ
) −
 n
ln
(
1 + βˆ
)
( 1
1 + βˆ
)
= 0
⇒ x¯
βˆ
− x¯
1 + βˆ
−
 1(
1 + βˆ
)
ln
(
1 + βˆ
)
 = 0. (4.19)
Equation 4.19 was solved numerically using the optimise function in R (R Development Core Team, 2010).
For the ETNB distribution, `1 is given by Klugman et al. (1998) as
`1 =
∞∑
k=1
nk ln
[(
k + r − 1
k
)
pr (1− p)k
]
− n ln [1− pr] . (4.20)
Since the function in Equation 4.20 provides challenges for differentiation, it was elected to maximise Equa-
tion 4.20 numerically over both r and p simultaneously, without making use of differentiation. The optim
function in R was used to achieve this (R Development Core Team, 2010). The code for this optimisation is
provided in Appendix B.
The adequacy of the fit of each of the candidate distributions was assessed by means of the Chi-squared
goodness-of-fit test. This test was also utilised in assessing goodness of fit for the record frequency variable
and is discussed in Section 4.3.2.2. Of the distributions found to be adequate based on the Chi-squared
goodness-of-fit test, the distribution which was most appropriate for use was identified by the AICc values.
The AICc values are discussed in Section 4.3.2.1. Once the best-fitting distribution had been identified for
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each event, a number of graphical methods were employed to assess the quality of fit of this distribution.
These include a bar plot of the observed frequency data, overlaid with the expected frequencies of the fitted
distribution, and a graph of the ECDF of the observed frequency data together with the CDF of the fitted
distribution.
4.3.2.2 Fitting Models to the Record Frequency
The record frequency variable, number of records per year, is a non-negative discrete random variable. The
candidate distributions to model this variable are from the (a, b, 0) class of distributions, namely the Pois-
son (λ), binomial (m,p) and negative binomial (r,p) distributions. The parametrisation of these distributions
used in this research are provided in Appendix A. The method of maximum likelihood was again employed
for distribution fitting. For the negative binomial distribution, numerical optimisation must be performed in
order to obtain the maximum likelihood estimates of the parameters. In order to provide starting values for
the optimisation procedure, method of moments estimators were obtained.
The binomial (m,p) distribution assumes that the data can only take values up to a maximum of m, and
theoretically the record frequency does not have an upper limit. However, it was believed that in a practical
sense there is some upper bound to the number of records which may be broken in a year and so the binomial
distribution was included as a candidate distribution. Fitting the binomial distribution using the method of
maximum likelihood requires some modification to the usual estimation procedure. This study utilised the
method suggested by Klugman et al. (1998), which is to construct a likelihood profile for the possible values
of mˆ. The smallest possible value for mˆ is the largest observed value for record frequency since binomial
variables can only take on values up to the value of the parameter m. Thus each possible value for mˆ must be
such that there are no observations in the data which are larger than mˆ. The parameter m is also restricted
to integer values. Thus possible values for mˆ are defined as the integer values which are greater than or equal
to the largest observed value for record frequency. For each of the possible values of mˆ the corresponding
estimate pˆ is calculated according to the maximum likelihood equation. For each pair of values mˆ and pˆ, the
corresponding value of the log-likelihood function is found. The pair of values for mˆ and pˆ which maximise
the log-likelihood function are the maximum likelihood estimators. Although the number of possible values
for mˆ is infinite, in practice only those values for mˆ which are plausible need be utilised when computing the
likelihood profile.
The adequacy of the fitted distributions was assessed using the Chi-squared goodness-of-fit test. This test
is one of the most commonly used generic tests of goodness-of-fit and it tests the null hypothesis that the
model is acceptable to be fitted to the data against the alternative hypothesis that it is not (Klugman et al.,
1998). The test requires that the data be grouped into cells or bins and the test statistic is given by
QGoF =
k∑
j=1
(nj − Ej)2
Ej
(4.21)
where k is the number of cells, n=
∑k
j=1 nj is the total sample size, nj is the number of observations which
fall into the jth cell, and Ej is the number of observations expected in the jth cell under the assumption that
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the null hypothesis is correct (Klugman et al., 1998). The test statistic has a χ2 distribution with k − r − 1
degrees of freedom (where r is the number of parameters of the distribution being tested).
The test requires that data be grouped and the results of the test depend on the grouping used for the data
(Rayner et al., 2009). It is required that the grouping of the data satisfy certain conditions such that the
test is valid, that is, it achieves the specified significance level. A commonly quoted guideline is for at least
five expected observations in each cell under the null hypothesis. According to Roscoe and Byars (1971),
however, this is an arbitrarily defined figure and lacks theoretical or empirical support. Campbell (2007) also
pointed to a lack of a definitive source of this recommendation. A number of alternative recommendations
have been proposed. These include
• all cells with an expected frequency not less than one and eighty percent with expected frequency not
less than five,
• an average expected frequency per cell of at least four when testing at a one percent significance level
and an average expected frequency of two when testing at a five percent significance level, or
• a sample size of ten or more, no less than three cells and the ratio of the square of the sample size to
the number of cells greater than or equal to ten (Klugman et al., 1998).
The second recommendation was initially proposed by Roscoe and Byars (1971) and was utilised in this
research. It is also a requirement of the Chi-squared goodness-of-fit test that parameter estimation be
performed by either of maximum likelihood estimation or minimum Chi-square estimation (Klugman et al.,
1998). This provided further motivation for the utilisation of the method of maximum likelihood for parameter
estimation.
The decision as to which of the candidate distributions deemed adequate by this test was best was made based
on the AICc values (see Section 4.3.2.1 on page 39). Once the best-fitting distribution had been identified,
a number of graphical methods were employed to assess the quality of fit of the identified distribution.
These include a bar plot of the observed frequency data, overlaid with the expected frequencies of the fitted
distribution, and a graph of the ECDF of the observed frequency data together with the CDF of the fitted
distribution.
4.3.3 Forecasting
Let Rcurrent denote the world record on the last day of the record progression used for distribution fitting.
The forecasted record after a further t periods (years) have passed (denoted by R(t)) is then given by
R(t) = Rcurrent + I(t), where I(t) is the improvement in the record after t periods have passed. Provided
the assumptions of the collective risk model are not violated, the distribution of the record improvement in a
single period (I) is the same for each of the t periods. Because of this, the distribution of I(t) may be found
based on the distribution of I. Forecasts of the record after t periods have passed may then be obtained from
the distribution of I(t).
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In the evolving conditions of modern athletic competition it is unlikely that the assumptions of the collective
risk model will remain valid in perpetuity. For this reason it was chosen to obtain only short-term forecasts
of the improvement variable, limiting the value of t to ten periods (years). That is, the distribution functions
were obtained for the variables I(1), I(2), ... and I(10). Adapting the compound model such that it no
longer relies on the somewhat tenuous assumption that the distributions of record frequency and increment
remain stable over time is an area of further research. An illustration of such a modification to the model
which allows for the mean record frequency to decrease over time is proposed in Section 4.3.5 on page 52 and
longer-term forecasts were obtained for this modified model.
The compound distribution of the record improvement in a single period I is composed of the best-fitting
distributions of each of the record increment and record improvement variables. The distribution function
of a compound distribution may be obtained by direct calculation, or approximated by means of recursion,
numerical inversion or simulation (Klugman et al., 1998). A simulation method was used in this study. An
advantage of simulation is that it can be used in situations where the assumptions of the collective risk
model are not met. The modification to the compound model which takes a decreasing linear trend in record
frequency into account, which is discussed Section 4.3.5 on page 52, necessitated the use of simulation.
The simulation method estimates the distribution function of the compound variable I by generating an
empirical sample of observations of I. In order to obtain a single simulated observation of I, a number nR
from the distribution fitted to N is generated. Thereafter nR values are generated from the distribution
fitted to D, the sum of which represents a single observation of the compound variable I. In this research,
this was repeated two million times, to obtain a sufficiently large sample of observations of I. With a large
number of simulated observations, the empirical distribution function of the simulated sample approximates
the distribution function of I closely and may be used in its place for calculations (Klugman et al., 1998).
Since the distribution of the record improvement per period is the same for each of the t periods, the
distribution of the total improvement after t periods (I(t)) was obtained based on the distribution of total
improvement per period, I. For each of the t periods, a sample of two million observations was simulated
from the distribution of I to represent the improvement in the given period. Let these be denoted by
IS1 =
{
iS11 , i
S1
2 , . . . , i
S1
δ
}
, IS2 =
{
iS21 , i
S2
2 , . . . , i
S2
δ
}
,..., ISt =
{
iSt1 , i
St
2 , . . . , i
St
δ
}
, where δ = 2 000 000. The
total improvement after t periods was then calculated as the sum of the corresponding elements of each of
the simulated samples. The simulated sample for I(t), the total improvement after t periods, is thus given by{
iS11 + i
S2
1 + . . .+ i
St
1 , i
S1
2 + i
S2
2 + . . .+ i
St
2 , . . . , i
S1
δ + i
S2
δ + . . .+ i
St
δ
}
. The simul function in the CRAN
package actuar (Dutang et al., 2008) was used to perform the simulation, and the code may be found in
Appendix B.
The empirical distribution function of this simulated data provides a close approximation to the distribution
function of I(t). Statistics of interest regarding I(t) can thus be approximated by the corresponding empirical
statistics of the simulated sample. Empirical estimators are consistent and will thus become arbitrarily close
to the true value of the population parameter as the sample becomes large (Klugman et al., 1998). These
statistics provide an indication of where future values of the record improvement are likely to lie. The
simulation method used in this study does restrict the times at which forecasts of future improvement may
be obtained to the termination of each period. The mean and median of the simulated data were calculated
as measures of central tendency of future improvement to the record. The variance was calculated to provide
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an indication of the level of dispersion of the future improvement values. Prediction intervals were used to
provide an indication of the interval in which the record improvement is most likely to lie.
When the population distribution of the random variable is known, the (1−α)×100% prediction interval for
a random variable, drawn at random from the population, is given by (pl, pu), where 0 ≤ α ≤ 1 and pl and
pu denote the
(
α
2
)
100th and
(
1− α2
)
100th percentiles of the population distribution. That is the probability
of the random variable falling within the interval (pl, pu) is (1 − α), or (1 − α) × 100% of the population
lies within the interval (pl, pu) (Preston, 2000). Since the empirical sample obtained from simulation forms
a close approximation to the true distribution of the record improvement variable, the sample percentiles of
the simulated data were used as the bounds of the prediction intervals. There are a number of definitions for
calculating sample percentiles which have been proposed and implemented in statistical software packages.
The definition used in this research was the median unbiased estimator which was recommended by Hyndman
and Fan (1996) and is implemented in R as type 8. According to Hyndman and Fan (1996) this estimator
is an approximately median unbiased estimator of the population percentile irrespective of the underlying
population distribution.
The prediction intervals used in this study were the 50% and the 95% prediction intervals. The 50% pre-
diction interval bounds were thus calculated as the 25th and 75th percentiles (first and third quartiles) and
the probability of the record improvement falling between these bounds is approximately 50%. The 95%
prediction interval bounds were calculated as the 2.5th and 97.5th percentiles and the probability of the
record improvement falling between these bounds is approximately 95%.
The mean and variance may aslo be obtained directly from the distributions fitted to the record increment
and record frequency variables without making use of the approximated distribution function. For the record
improvement after a single period the mean and variance may be calculated according to the following
formulae
E [I] = E [N ] E [D] (4.22)
V [I] = E [N ] V [D] + V [N ] {E [D]}2 (4.23)
(Klugman et al., 1998).
Since it is assumed that the periods are independent and identically distributed, the expected value and
variance of the record improvement for any whole period will be the same. Thus to obtain the expected value
and variance after t whole periods (from 1 January to 31 December), the expected value and variance of the
improvement in a single period can be added for each of the t periods. That is
E [I(t)] = tE [I] (4.24)
and
V [I(t)] = tV [I] . (4.25)
48
Theoretical values of the mean and variance were calculated at the end of each period using Equations 4.24
and 4.25, and compared to the means and variances at the end of each period estimated using the simulation
method. This enabled an assessment of the accuracy of the simulation method.
If it is assumed that the record frequency process may be described as a Poisson process, then it is also
possible to obtain these values not only for discrete values of t (i.e. at the end of a period) but for continuous
values of t (i.e. any point in time)1. If the record frequency process is a Poisson process, and it is further
assumed that {Xi}∞i=1 are independent and identically distributed and are independent of N(t) for all t > 0,
then I(t) will be a compound Poisson process and its mean and variance may be calculated according to the
following formulae
E [I(t)] = E [N(t)] E [D] = λtE [D] (4.26)
V [I(t)] = λtE
[
D2
]
(4.27)
(Friskin and Mels, 2009). When discrete values for t are used in Equations 4.26 and 4.27, the results obtained
are the same as those obtained using Equations 4.24 and 4.25. In this research only discrete values for t
are considered, however, the use of continuous values of t for those events modelled by a compound Poisson
distribution is an area of further research.
A further method of evaluating the level of accuracy of the simulation method is provided by assessing the
variance of the ECDF of the simulated sample data. Since the ECDF of the simulated sample was used to
approximate the CDF of I(t), an acceptably low level of variance of the ECDF FˆI (·) provides confidence in
the accuracy of the approximation method. According to Wasserman (2006) the variance of the ECDF is
given by V
[
FˆI (·)
]
= FI(·)(1−FI(·))n , where n is the sample size. Simple calculus reveals that this function
is maximised when FI (·) = 0.5, i.e. at the median. The maximum value of V
[
FˆI (·)
]
is thus given by
V
[
FˆI (·)
]
= 0.25n . Since two million repetitions were used in the simulations performed in this research, the
sample size is given by n = δ = 2 000 000 and the maximum variance of the ECDF is given by 1.25 × 10−7.
This was taken to be an acceptably small level.
4.3.4 Non-Linear Models
In order to obtain a comparative measure for the compound distribution forecasts, a method for forecasting
record performances which has been proposed in literature was applied to the same data set as used for the
compound distribution models. Although largely scathing of all statistical methods of forecasting records,
Hilbe (2008) singles out the Gompertz model of Kuper and Sterken (2008), which models the trend component
of track records, as “one of the best”. The Gompertz model may be fitted directly to the record progression.
It has an s- or sigmoidal shape which allows for an asymptote and hence the prediction of a limit to athletics
records. The Gompertz model was applied to the record progressions of both the track and field events (with
the exception of the hammer throw).
The form of the Gompertz model proposed by Kuper and Sterken (2008) is given by
1A record frequency process {N(t) : t ≥ 0} is a Poisson process with rate λ > 0 if the number of records at t = 0 is zero,
the process has stationary and independent increments and the number of records in a time interval of length t has a Poisson
distribution with mean equal to λt (Klugman et al., 1998).
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yt = θ1 + θ3 exp
{
−eθ2(t−θ4)
}
(4.28)
where yt is the record at point in time t, and θ1, θ2, θ3 and θ4 are parameters of the model which must
be estimated from the data. The parameter θ1 is the lower asymptote, and is thus responsible for shifting
the curve up or down the y-axis. The parameter θ2 reflects the smoothness of the curve, with small values
indicating a more linear curve and large values indicating a more prominent s-shape. In addition, the sign of
the parameter θ2 indicates whether the curve is monotonically decreasing (θ2 > 0) or monotonically increasing
(θ2 < 0). The parameter θ3 also reflects the smoothness of the curve and together with θ1 determines the
value of the upper asymptote, which is given by θ1 + θ3. Lastly, the parameter θ4 represents the time at the
point of inflection and shifts the curve left or right along the x-axis (Kuper and Sterken, 2008).
The interpretation of the parameters is important when finding reasonable starting values for the estimation
procedure. The first ratified world record was used as a starting value for the lower asymptote θ1. The current
record for a shorter event was chosen as a starting value for the upper asymptote, θ1 + θ3, and the starting
value for θ3 was calculated from this. The time of the point of inflection (where the rate of improvement
changes from increasing to decreasing) was estimated visually from a graph of the record progression over
time. This value was then used as the starting value for the parameter θ4. A small negative number was
chosen as the starting value for the parameter θ2, to reflect the slight s-shape of the record progression. The
parameters of the Gompertz curve were estimated based on these starting values using the function nls in
the R base package (R Development Core Team, 2010).
For the hammer throw the Gompertz curve did not yield a solution with the starting values selected. For
this reason other non-linear curves (namely the exponential, logistic and double logistic) were investigated
for this event. These curves were also fitted by means of the nls function in R (R Development Core Team,
2010). The form of the exponential growth model is given by
yt = θ1 − θ3e−θ2t (4.29)
where yt is the record at point in time t, and θ1, θ2 and θ3 are parameters of the model which must be
estimated from the data. The parameter θ1 represents the upper asymptote, the difference θ1− θ3 represents
the record when t = 0 and θ2 controls the shape of the curve. Suitable starting values for θ1 and θ3 can
be chosen based on the first record and an estimate of the ultimate record. Starting values for θ2 can be
obtained based on the following relationship: by t = 1θ2 approximately 67% of the total growth will have
occurred.
The form of the logistic curve considered is given by
yt =
θ1
1 + eθ2+θ3t
(4.30)
where yt is the record at point in time t, and θ1, θ2 and θ3 are parameters of the model which must be
estimated from the data. The parameter θ1 is the upper asymptote, the parameter θ2 is the initial record
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(relative to the ultimate record) when t = 0 and the parameter θ3 controls the rate of growth of the curve
(Fox, 2002). An intuitive estimate of the value of the ultimate record may be used as a starting value for θ1.
To obtain a starting value for θ2, the values y0 (the first record), t = 0 and the estimated starting value for
θ1 may be substituted into Equation 4.30. Since t = 0, the product θ3t is zero and the resulting equation
is in terms of a single unknown, namely the parameter θ2. The equation may then be solved to obtain a
reasonable starting value for this parameter. The starting value for θ3 may be found by substituting the
values y1 (the second record), t = 1 and the estimated starting values for θ1 and θ2 into Equation 4.30. This
equation may then be solved to obtain a reasonable starting value for θ3 (Fox, 2002).
The form of the double logistic curve considered is given by
yt = θ3 sin (t− θ1)
(
1− e−
(
t−θ1
θ2
)2)
(4.31)
where yt is the record at point in time t, and θ1, θ2 and θ3 are parameters of the model which must be
estimated from the data. The double logistic curve is essentially two identical logistic curves which have been
combined. Thus the centre of the curve refers to the point at which the two logistic curves are joined. The
parameter θ1 controls where the centre of the curve lies and θ2 controls the steepness of the curve (Pandey
et al., 2007). Pandey et al. (2007) used this double sigmoidal curve, without the parameter θ3, for score
normalisation of gene expression data. The range of the function used by Pandey et al. (2007) is [−1; 1], as
the range of the sine function is [−1; 1] and the range of
(
1− e−
(
t−θ1
θ2
)2)
is (0; 1]. The parameter θ3 was
included for the purposes of this study to allow the range of the function to be extended beyond [−1; 1]. Since
the parameter θ1 reflects the centre of the curve, all those values for t which are less than θ1 will result in
the expression sin (t− θ1) being negative. Values for t which are greater than θ1 will result in the expression
sin (t− θ1) being positive. The sign of the expression sin (t− θ1) determines the sign of the entire expression
for yt given in Equation 4.31. Thus when fitting the double logistic curve it is necessary that the observed
data for the response variable yt is scaled such that all those values less than yθ1are negative and all those
greater than yθ1are positive. When t = θ1 then the response variable yθ1 is zero. Thus the point at which the
two logistic curves which make up the double logistic curve are joined occurs when the response variable is
zero.
The double logistic curve allows for a period of rapid growth terminating in an initial or preliminary levelling
off of growth. This is then followed by an additional period of rapid development and a second levelling
off which culminates in a final saturation point. In the original function proposed by Pandey et al. (2007),
the upper asymptote was the upper limit of the range of the function, that is, one. The introduction of the
parameter θ3 in Equation 4.31 extends the upper limit of the range of the function to θ3 and thus the upper
asymptote of the double logistic curve used in this research is given by the value of the parameter θ3.
The double logistic curve is a promising curve for use on athletics events in which growth appears to have
reached saturation point, but thereafter additional development, perhaps as a result of new training methods
or techniques, took place. Few investigations into the use of double s-shaped curves (such as the double
logistic and double Gompertz curves) have been carried out, with the notable exception of the study of
Balmer et al. (2012) in which the double logistic curve was investigated for jumping events in order to assess
the effect of various modifications to technique and technology.
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4.3.5 Extending the Compound Distribution Model
In studies of athletics performance found in literature, many authors have found evidence of a levelling off of
athletic performance (Scully, 2000; Gembris et al., 2002; Nevill and Whyte, 2005 Berthelot et al., 2008 and
Berthelot et al., 2010). If it is assumed that no changes to the athletic domain are introduced which would
improve performances, it is a natural consequence that performances will eventually begin to level off as man
approaches the limit of human capability. The compound model proposed in Section 4.1.2 on page 27 does
not incorporate this levelling off in performance. An extension to the compound model which accounts for
such a levelling off in performance is thus of interest. An illustrative example of such a model was developed
for the 1500 metres, in which the mean of the record frequency variable was made to decrease linearly with
time. Short-term forecasts (for a ten-year period) were obtained from this model for comparison with the
original unmodified compound model fitted to the 1500 metres. The forecasts for the modified model were
again obtained by simulation, the code for which may be found in Appendix B. Under the assumption that
no major changes occur in the athletic domain, the modified model was used to obtain longer term forecasts
as well. Due to the increased computational capacity required to extend the forecast period, the number of
simulations was decreased for each period to 100 000. These long-term forecasts are for illustrative purposes,
to show how the model may be adapted, as it is acknowledged that it is likely that changes to the athletic
domain will occur in the future. Another method by which the levelling off in performance could have been
captured would be to impose a decreasing function on the mean of the record increment variable. This
however was not pursued in this research.
The levelling off of performance which is expected to occur is an example of a violation to the assumptions of
the collective risk model. Any major changes in technique, training method, rules, equipment, and political
and economic influences which may occur in the future which affect the record progression severely would
also result in the distributions of record increment and/or record frequency changing. This too represents
a violation of the assumptions of the compound risk model. Modifications to the compound model which
are able to take these violations of the assumptions into account are also of interest. Models which are able
to take violations of the independence assumptions into account are also of interest. For these situations
the model imposed on I(t) given in Equation 4.4 on page 28 may no longer be appropriate and must be
reconstructed, possibly with additional variables defined, to take any dependencies into account (Klugman
et al., 1998). Models taking into account these additional violations were not developed in this research and
are an area of future research.
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Chapter 5
Data Analysis and Discussion
In this chapter the analysis performed on the data is presented and discussed. All those events in which the
number of records was greater than thirty were included for analysis. For track events these consist of the
1500 metres, mile, 5000 metres, 3000 metre steeplechase and 10 000 metres and for field events these consist
of the discus throw, hammer throw, high jump, pole vault and shot put. In Section 5.1 the progressions of
the records are assessed graphically and thereafter re-expressed in terms of the record increment and record
frequency variables. In Section 5.2 the results of testing the assumptions of first the record increment, and
then the record frequency variable, are presented. The results of testing the assumptions showed that some
events were not suitable for further analysis. For some of the events where assumptions were violated, subsets
of the data were identified in which the assumptions were not violated. The results of testing assumptions
for the subsets of the data are presented in Section 5.3.
Distribution fitting and goodness-of-fit tests were performed on the record increment and record frequency
variables, for those events in which the data (or a subset thereof) were found not to be in violation of the
assumptions. These procedures are presented in Section 5.4. The best fitting distributions identified for each
of the record increment and record frequency variables together make up the compound distribution fitted
to the record improvement variable. The compound distributions identified for each event’s improvement
variable are recorded in Section 5.4.3.
In order to estimate the distribution function, mean, variance and predictive intervals of the compound
distributions used to model the record improvement variable, simulation methods were employed. Once
these were estimated, forecasts of future performance were obtained. These forecasts are presented and
discussed in Section 5.5.
Non-linear models fitted to the data are presented in Section 5.6, along with a comparison of the non-linear
forecasts and compound forecasts. In Section 5.7, a simple case of modifying the model to incorporate a trend
in the record frequency is presented, together with short- and long-term forecasts obtained for the modified
model.
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5.1 The Record Progressions
The record progressions were assessed graphically for all those events in which the number of records was
greater than thirty. Figures 5.1 and 5.2 display the record progressions for these track and field events
respectively. The record progressions extend from the first ratified world record until the end of 2010.
It can be seen from Figure 5.2 that on the whole, track events appear to have much smoother and more
regular record progressions than field events. The 3000 metre steeplechase, in which there is a long period
where the record was not improved between the late 1970s and early 1990s, is an exception to this observation.
For the 1500 metres, one mile and 5000 metres there is a period between 1940 and 1960 in which the record
was not broken for a time which appears to be slightly longer than average. In the 10 000 metres there is
also a slightly more lengthy period in which the record was not broken, but it occurs before 1940.
It is clearly visible that there has been very little progress in the record progressions of field events in the last
two decades. Most of the field events, with the exception of the pole vault, show a very slow initial growth
of the record progression when compared to the very rapid growth which occurs in the middle part of the
progression. For the discus and hammer throw, the period of rapid development which occurs between the
slow initial period and the levelling off after the late 1980s shows a reasonably regular pattern. The high
jump, pole vault and shot put show a preliminary levelling off of performance which was then followed by a
subsequent period of rapid growth. This is especially noticeable in the pole vault, which shows two distinct
patterns of growth on either side of a fairly lengthy period in which no improvement was made to the record.
The record progressions were decomposed into record increment and record frequency. For the record fre-
quency variable (number of records per year) the first year considered was the year in which the first record
was broken and the last year considered was 2010. This provided a sample size for the frequency variable
ranging from 98 to 102 for all events except the 3000 metre steeplechase. The record progression started
unusually late for this event (in 1954 compared to the early 1910s for most events) and consequently its
sample size for the frequency variable is only 54. The sample size for the record increment variable is much
less than that of the record frequency variable, as there is only an observation of record increment in the
years in which the record was broken. The field events exhibit more frequent record breaking with number
of increments 39, 44, 36, 68 and 48 for the discus throw, hammer throw, high jump, pole vault and shot put
respectively. There are fewer incidences of record breaking in the track events with the number of increments
29, 30, 29, 34 and 36 for the 1500 metres, one mile, 3000 metre steeplechase, 5000 metres and 10 000 metres
respectively.
5.2 Testing the Model Assumptions
5.2.1 Record Increment
5.2.1.1 Constant Mean over Time
In order to investigate the behaviour of the record increment variable, a scatter plot of increment against
date was drawn for each of the events. This enabled a graphical assessment of whether significant trends
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Table 5.1: Regression Summaries of Record Increment Versus Date: Track and Field
(a) Track Events
Di = β0 + β1t+ ei
Event β1 df p-value
1500 m 0.0000 27 0.8640
1 mile 0.0000 28 0.4850
3000 m SC 0.0000 27 0.9730
5000 m 0.0000 32 0.1990
10 000 m 0.0000 34 0.2360
(b) Field Events
Di = β0 + β1t+ ei
Event βˆ1 df p-value
DT 0.0000 37 0.4560
HT 0.0000 42 0.6000
HJ 0.0000 34 0.0465
PV 0.0000 66 0.0000
SP 0.0000 46 0.5920
or patterns exist in the data. There was no visible evidence of a curved relationship present, so the data
were only tested for a significant linear trend. In order to check for a linear trend, a simple linear regression
of increment versus date (as discussed in Section 4.3.1.1 on page 30) was performed for each event and the
regression line added to the relevant plot (see Figures 5.3 and 5.4). From Figure 5.3 it can be seen that the
track increments appear to show a fairly random scatter about the regression line. The regression lines are
mostly fairly flat for the track increments, with the mile, 5000 metres and 10 000 metres showing a slight
negative gradient.
From Figure 5.4 it can be seen that for the throwing events the increments appear to show a fairly random
scatter about the regression line. The regression line is also reasonably flat for these events. For the jumping
events a decreasing pattern in increments is more strongly evident. Increment values do not exceed 0.01
metres after 1960 in the high jump. In the pole vault the increments show a large scatter around the
regression line before 1940. After 1960 the increment values appear to cluster more closely together and
assume smaller values more regularly from around 1965.
Some events, most notably the 10 000 metres and the shot put, have increment values (both in 1965) which
are isolated from the rest of the data - indicating that they may be outliers. The increment in the 10 000
metres was set by Ron Clarke, an exceptional athlete whose name appears on the IAAF record progression
eight times across various distances (IAAF World Championships: IAAF Statistics Handbook Daegu, 2011).
The increment in the shot put was set by Randy Matson, who subsequently bettered the record two years
later, indicating that while the 1965 increment was unusually large, it was not unassailable. It was decided
not to omit these value as outliers. Due to the strict ratification process of the IAAF, it is not believed that
the records were recorded in error. It is believed that these observations are likely from the true distribution
of increments, and are simply evidence that the distributions may have fat tails. Because record data is by
its nature extreme, it is believed that unusual observations are to be expected and should be included for
modelling purposes.
The significance of the slope parameter β1 was examined by means of the t-test. A p-value of less than 0.05
for the t-test indicates a slope parameter significantly non-zero and hence a linear trend in the data. The
estimates of the β1 and the p-values for the t-test performed on the parameters are tabulated in Table 5.1.
Table 5.1a shows that there is insufficient evidence to conclude that there is a decreasing linear trend in the
increment variable over time for the track events. From Table 5.1b it can be seen that the high jump and
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Table 5.2: Studentised Breusch-Pagan Test on Regression Residuals of Record Increment Versus Date: Track
and Field
(a) Track Events
Event df p-value
1500 m 1 0.9280
1 mile 1 0.3871
3000 m SC 1 0.8575
5000 m 1 0.8327
10 000 m 1 0.6794
(b) Field Events
Event df p-value
DT 1 0.2422
HT 1 0.2151
HJ 1 0.3772
PV 1 0.0006
SP 1 0.9256
pole vault show evidence of a linear trend. For the rest of the field events there is insufficient evidence to
conclude that a linear trend is present.
The residual variance was tested using Koenker’s studentised Breusch-Pagan test for each of the regressions
fitted. The results are tabulated in Table 5.2. It can be seen from Table 5.2a that there is insufficient evidence
to conclude that the variance is non-constant for the track events. From Table 5.2b it can be seen that on
the whole, the p-values for the field events are less than those for the track events (the exception being
shot put). However, pole vault is the only event which has a p-value sufficiently low to conclude that the
residual variance is non-constant. This corroborates the observation made from Figure 5.2 that the scatter
of increments about the regression line shows a change in pattern over time.
5.2.1.2 Homogeneity of Variance over Time
In order to assess the presence of homogeneity of variance over time, the increments were grouped according
to date and several versions of Levene’s test (median) were applied to test whether the groups displayed
equal variances. As discussed in Section 4.3.1.2 on page 32, the data were divided into four groups according
to date. It was desired that each of the groups span an approximately equal length of time. All increments
which occur in the time period which defines a given group were then included in that group. The number
of years for each group to span was determined by taking the number of years between the first and the last
increment value and dividing by four. If this value was an integer, each group spanned an equal number of
years and all increments which occurred during those years were included in the given group. If this value
was not an integer, but consisted of an integer and a remainder portion, then all the groups were initially
assigned a number of years corresponding to the integer portion. Thereafter, an additional year was added
to the each of the groups (starting with the first group) until the remainder portion was used up. Thus the
number of years spanned by each group was still approximately equal. The division of the data into groups
is presented in Table 5.3.
Unfortunately, due to the small sample sizes and irregular occurrence of the record increments over time, four
groups still resulted in fewer than ten observations per group and uneven sample sizes (see Table 5.3) . For
this reason, the modified versions of the Levene’s test (median), proposed by Lim and Loh (1996), Hines and
Hines (2000) and Keyes and Levy (1997) as discussed in Section 4.3.1.2 on page 32 were used. The bootstrap
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Table 5.3: Division of Record Increment for Levene’s Test (Median): Track and Field
(a) Track Events
1500 m Group 1917-1937 1938-1958 1959-1978 1979-1998Number of Observations 7 11 3 8
1 mile Group 1915-1936 1937-1957 1958-1978 1979-1999Number of Observations 5 9 8 8
3000 m SC Group 1955-1967 1968-1970 1971-1992 1993-2004Number of Observations 12 3 9 5
5000 m Group 1922-1942 1943-1963 1964-1983 1984-2004Number of Observations 5 9 11 9
10 000 m Group 1921-1942 1943-1963 1964-1984 1985-2005Number of Observations 7 12 6 11
(b) Field Events
DT Group 1924-1939 1940-1955 1956-1971 1972-1986Number of Observations 8 10 12 9
HT Group 1938-1950 1951-1962 1963-1974 1975-1986Number of Observations 4 14 10 16
HJ Group 1914-1933 1934-1953 1954-1973 1974-1993Number of Observations 3 5 13 15
PV Group 1920-1938 1939-1957 1958-1976 1977-1994Number of Observations 11 4 27 26
SP Group 1928-1943 1944-1959 1960-1975 1976-1990Number of Observations 10 15 12 11
version uses the default value of 1000 repetitions as this was the value used by Lim and Loh (1996) in their
study. Table 5.4 summarises the p-values obtained using the different forms of Levene’s test (median).
It can be seen from Table 5.4a that there is insufficient evidence to conclude that there is a difference in
variance between any pair of the groups being tested for any of the track events. This agrees with the
observation made from Figure 5.3 that the track increments appear to exhibit a random scatter over time.
Table 5.4b shows that for most of the field events this is also the case. The discus and hammer throw both
exhibit extremely high p-values, which lends strong support to the null hypothesis of equal variance over
time. For the pole vault the p-values are much less than 0.05 for all of the versions of Levene’s test (median).
There is sufficient evidence to reject the null hypothesis of equal variances and to conclude that there is
non-constant variance over time for this event. This is unsurprising as from Figure 5.4d it can be seen that
the earlier pole vault records appear to display greater variability than those seen in more recent years. For
the high jump, it was observed from Figure 5.4c that the increments all assume the same value after 1960,
however, the p-values from Table 5.4b indicate that this decrease in variance is insignificant.
59
Table 5.4: P -Values for Levene’s Test (Median) on Record Increment: Track and Field
(a) Track Events
Event Levene’s Test(Median)
Bootstrapped
Version
Hines &
Hines Version
Keyes & Levy
Version
1500 m 0.6542 0.5220 0.2407 0.5621
1 mile 0.4891 0.3740 0.4924 0.5116
3000 m SC 0.6838 0.5730 0.7656 0.7603
5000 m 0.8460 0.8440 0.7686 0.8280
10 000 m 0.2165 0.1600 0.1218 0.2004
(b) Field Events
Event Levene’s Test(Median)
Bootstrapped
Version
Hines &
Hines Version
Keyes & Levy
Version
DT 0.9950 0.9960 0.9958 0.9966
HT 0.8982 0.9120 0.9237 0.9217
HJ 0.3824 0.3270 0.3314 0.3627
PV 0.0095 0.0050 0.0017 0.0051
SP 0.3460 0.3460 0.3235 0.3416
5.2.1.3 Independence of Observations
It was investigated whether there was evidence of significant correlation between the increment observations
both graphically, by means of sample ACF and PACF plots, and statistically, by means of the Ljung-Box
and Bartels’ tests. The presence of significant correlation would be evidence of dependence of the increment
variable. Figures 5.5 and 5.6 display the ACF and PACF plots for the track and field events respectively.
It can be seen from Figure 5.5 that while there are a number of track events in which spikes at individual
lags are close to the level of significance, no track events have spikes which actually cross the threshold. The
exception to this is the 10 000 metres in which the spike at lag eight just crosses the line. The extent to which
the spike is over the line is however marginal. From Figure 5.6 it can be seen that the discus throw, hammer
throw and shot put also have spikes close to the significance line, but none which exceed it. The high jump
has a single spike at lag four which may be considered significant, and the pole vault has a number of spikes
which are near or exceed the significance line.
The Ljung-Box test was performed to test the significance of the correlation for a number of lags simultan-
eously, under the assumption of normally distributed increments. The p-values for this test performed at
various lag-values are summarised in Table 5.5. The degrees of freedom for each test is equal to the number
of lags used in the test. It can be seen from Table 5.5a that, with the exception of the 10 000 metres,
there is insufficient evidence to conclude that the track increments show significant autocorrelation. The 10
000 metres does however have some evidence of correlation when 15 lags are tested simultaneously. From
Table 5.5b it can be seen that the pole vault exhibits strong evidence of a lack of independence between
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Table 5.5: Ljung-Box Test on Record Increment: Track and Field
(a) Track Events
p-value
Event 5 Lags 10 Lags 15 Lags
1500 m 0.5838 0.5493 0.4672
1 mile 0.7690 0.3274 0.5269
3000 m SC 0.5252 0.2024 0.1411
5000 m 0.4532 0.6738 0.8352
10 000 m 0.2315 0.0653 0.0158
(b) Field Events
p-value
Event 5 Lags 10 Lags 15 Lags
DT 0.6534 0.6360 0.6120
HT 0.0921 0.2547 0.5216
HJ 0.2895 0.3872 0.6413
PV 0.0003 0.0000 0.0000
SP 0.0760 0.1244 0.2668
Table 5.6: Bartels’ Test on Record Increment: Track and Field
(a) Track Events
Event p-value
1500 m 0.8444
1 mile 0.9961
3000 m SC 0.5462
5000 m 0.8474
10 000 m 0.5042
(b) Field Events
Event p-value
DT 0.4710
HT 0.3285
SP 0.7968
the observations of the record increment. The rest of the field events do not show significant evidence of a
relationship between the observations of record increment.
Since for the small sample of the record increment, violation of the normality assumption of the increment
data may affect the Ljung-Box test severely, Bartels’ test was employed as an additional measure (see Sec-
tion 4.3.1.3 on page 34). Bartels’ test was not carried out for the high jump and the pole vault. For these
events the record increment is discrete and the number of ties consequently large, which may cause Bartels’
test to be invalid. The results for Bartels’ test are shown in Table 5.6. It can be seen from Table 5.6a that
for both the track and field events, there is insufficient evidence to conclude that first order autocorrelation
is present in the data.
5.2.2 Record Frequency
5.2.2.1 Constant Mean over Time
As in Section 5.2.1.1 the behaviour of the record frequency variable over time was examined graphically by
means of scatter plots, and statistically, by means of a linear regression model in which the significance of
the slope parameter was examined. The scatter plots of number of records per year versus year, with the
regression lines are depicted in Figures 5.7 and 5.8.
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Table 5.7: Regression Summaries of Record Frequency Versus Year: Track and Field
(a) Track Events
Ni = β0 + β1Y + ei
Event βˆ1 df p-value
1500 m -0.0020 97 0.2882
1 mile -0.0016 96 0.4357
3000 m SC -0.0196 55 0.0018
5000 m 0.0021 97 0.4420
10 000 m 0.0016 98 0.4735
(b) Field Events
Ni = β0 + β1Y + ei
Event βˆ1 df p-value
DT -0.0032 97 0.2668
HT 0.0022 96 0.5230
HJ 0.0010 97 0.6883
PV 0.0043 97 0.2820
SP -0.0013 100 0.7230
From Figure 5.7 it can be seen for all of the track events, with the exception of the 3000 metre steeple chase,
the slope of the regression line is relatively flat. The 3000 metre steeple chase regression line shows a fairly
strong negative gradient. All the track events, with perhaps the exception of the 3000 metre steeplechase and
the 5000 metres, appear to show a fairly random scatter of observations around the regression line. For the
3000 metre steeplechase records appear to show more fluctuation around the regression line before 1980 than
after. The 5000 metres appears to have a larger scatter of frequency observations after the 1950s, however
this may not be significant. From Figure 5.8 it can be seen that for the throwing events, the non-zero record
frequency values appear to be confined to the middle of the record progression. For the high jump the largest
values of record frequency occur between the mid 1950s and mid 1990s. For the pole vault, there appears
to be two distinct periods of non-zero record frequency observations, the first ending in the 1940s and the
second, with larger values, occurring between 1960 and the mid 1990s. The scatter of observations of the
record frequency about the regression line thus does not appear to be random. The slope of the regression
line for field events does however appear to be reasonably flat.
The significance of the slope parameter β1 was examined, as a significant slope parameter indicates a signi-
ficant linear trend present in the data. A t-test was performed on the slope parameter, and a p-value of less
than 0.05 for this test indicates a slope parameter that is significantly different from zero. The estimates of
the slope parameters and the p-values for the t-tests performed thereon are summarised in Table 5.7. It can
be seen from Table 5.7 that, in keeping with the observations made from Table 5.7, the only event (either
track or field) which shows sufficient evidence to conclude a significantly non-zero slope parameter is the 3000
metre steeplechase. The p-value of less than 0.05 indicates that there is a significant decreasing linear trend
in record frequency present for this event.
The residuals were tested for constant variance using Koenker’s studentised Breusch-Pagan test for each of
the regressions fitted. The results are tabulated in Table 5.8. It can be seen from Table 5.8 that there is
insufficient evidence to conclude non-constant residual variance is present for all events (both track and field)
with the exception of the 3000 metre steeple chase and the pole vault. The visual impression of an increase in
residual variance after the 1950s in the 5000 metres was not found to be significant. However, the change in
scatter around the regression line observed in the 3000 metre steeplechase is significant. The significant non-
constant residual variance for the pole vault is not surprising as from Figure 5.8d there appears to be fairly
strong evidence of a non-random scatter. Non-constant residual variance causes the results of the regression
to be questioned. Although it was found that there is insufficient evidence to conclude a significant linear
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Table 5.8: Studentised Breusch-Pagan Test on Regression Residuals of Record Frequency Versus Year: Track
and Field
(a) Track Events
Event df p-value
1500 m 1 0.6513
1 m 1 0.9528
3000 m SC 1 0.0324
5000 m 1 0.7538
10 000 m 1 0.5138
(b) Field Events
Event df p-value
DT 1 0.7874
HT 1 0.3529
HJ 1 0.5081
PV 1 0.0338
SP 1 0.4611
relationship between record frequency and date for the pole vault, the non-constant variance indicates that
perhaps there is a more complex relationship present. It also suggests that the relationship found between
record frequency and year for the 3000 metre steeplechase may be better described by a model which is more
complex than linear.
5.2.2.2 Homogeneity of Variance over Time
In order to assess the presence of homogeneity of variance over time, the record frequency observations were
grouped according to year and several versions of Levene’s test (median) were applied to see whether the
groups displayed equal variances. Because there is an observation for each year for the record frequency
variable (whether the record is broken or not), the number of years spanned by a group corresponds to the
number of observations in the given group. Thus, choosing groups to span an approximately equal number of
years results in an approximately equal number of observations in each group. Also, the data set is larger for
the frequency variable than the increment variable, and the data could thus be divided into a larger number
of groups, each spanning a smaller number of years, with an adequate number of observations maintained in
each group.
For most events the record progressions begin in the early 1910s and end in 2010, a period of almost 100 years.
The exceptions are the 3000 metre steeplechase and the shot put, for which the record progressions begin in
1954 and 1909 respectively. The data were divided so that the number of years spanned by each group was
approximately ten. As a result, ten groups were used for all events except for the 3000 metre steeplechase,
for which six groups were used. Since the record progressions begin in different years for different events, the
first group was allowed to span fewer (or more) than ten years, so that all the subsequent groups could span
exactly ten years, ending with 2010 as the (inclusive) upper bound of the last group for all events. Since the
number of years spanned by a group determines the number of observations in the group for the frequency
variable, some groups thus had fewer than ten observations. The sizes of the first group are recorded with the
p-values of Levene’s test (median) in Table 5.9. The smallest size of the first group was seven observations,
which was not considered excessively small. As a precaution, however, modifications of Levene’s test (median)
which account for small and unequal sample sizes were again employed.
It can be seen from Table 5.9a that there is insufficient evidence to conclude that the groups have unequal
variance for track events as all the p-values are larger than 0.05. From Figure 5.7d it was observed that the
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Table 5.9: P -Values for Levene’s Test (Median) on Record Frequency: Track and Field
(a) Track Events
Event Levene’s Test(Median)
Bootstrapped
Version
Hines &
Hines
Version
Keyes &
Levy
Version
Group 1
Size
1500 m 0.3279 0.3010 0.2968 0.3291 9
1 mile 0.5268 0.4930 0.5415 0.5290 8
3000 m SC 0.0804 0.0680 0.0632 0.0764 7
5000 m 0.3329 0.3200 0.3165 0.3334 9
10 000 m 0.7495 0.7550 0.7285 0.7495 10
(b) Field Events
Event Levene’s Test(Median)
Bootstrapped
Version
Hines &
Hines
Version
Keyes &
Levy
Version
Group 1
size
DT 0.0225 0.0230 0.0198 0.0226 9
HT 0.0001 0.0010 0.0001 0.0002 8
HJ 0.0655 0.0580 0.0537 0.0659 9
PV 0.0516 0.0630 0.0415 0.0518 9
SP 0.0146 0.0210 0.0149 0.0145 12
variance in the record frequency might be increasing with time, however, the results of Table 5.9a suggest
that this may not be the case. The only event with a p-value close to the critical level is the 3000 metre
steeplechase. This may be due to the period in the 1980s in which the record was not broken, resulting in
a large number of zero values for the frequency variable. From Table 5.9b it can be seen that the situation
is very different for field events, with most of the events having p-values less than 0.05 for each version of
Levene’s test (median). The pole vault and high jump do have p-values which are greater than 0.05, but the
margin is small. The evidence of non-constant variance in field events is not surprising as it was observed
from Figure 5.8 that there appears to be a non-random pattern present in the record frequency variable.
From Table 5.9 it can be seen that the different versions of Levene’s test (median) provide very similar values
for the frequency variable, especially when the size of the first group is close to ten.
5.2.2.3 Independence of Observations
Independence of the observations of the record frequency variable was assessed graphically based on the
sample ACF and PACF plots, which are depicted in Figures 5.9 and 5.10.
It can be seen from Figure 5.9 that there is little graphical evidence of significant correlation for the track
events. Some of the track events have spikes which are near to or slightly exceed the significance line, but
this was minimal. From Figure 5.10 it can be seen that for field events there is visual evidence of correlation
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Table 5.10: Ljung-Box Test on Record Frequency: Track and Field
(a) Track Events
p-value
Event 5 Lags 10 Lags 15 Lags
1500 m 0.1617 0.2180 0.2365
1 mile 0.8310 0.6072 0.8198
3000 m SC 0.2783 0.7160 0.8005
5000 m 0.0669 0.0846 0.1060
10 000 m 0.8901 0.7952 0.9523
(b) Field Events
p-value
Event 5 Lags 10 Lags 15 Lags
DT 0.5176 0.7896 0.2136
HT 0.0004 0.0000 0.0004
HJ 0.0003 0.0056 0.0162
PV 0.0000 0.0000 0.0001
SP 0.0093 0.0158 0.0285
present among the observations of record frequency. With the exception of the discus throw, each event has
a number of lags which are clearly significant.
The Ljung-Box test was performed to test the significance of the correlation for a number of lags simul-
taneously, under the assumption of normally distributed increments. The p-values for this test performed
at various lag-values are summarised in Table 5.10a. The degrees of freedom for each test is given by the
number of lags being tested. From Table 5.10a it can be observed that for each of the track events there is
insufficient evidence to conclude that correlation is present among the observations of the record frequency
variable. It should however be noted that for the 5000 metres, the p-values are not particularly large and
the evidence for independence between the observations is consequently not strong.
From Table 5.10b it can be seen that with the exception of the discus throw, all of the field events exhibit
strong evidence of correlation between the observations of the record frequency variable. This confirms the
observations made from Figure 5.10.
5.2.3 Independence of Record Increment and Record Frequency
Visual assessment of the validity of this assumption was performed by plotting histograms of the increment
values for each positive value of the record frequency variable N , denoted by N+. The histograms are
displayed in Figures 5.11 and 5.12.
As the number of occurrences of increments is different for each value of N+, it is difficult to make a
comparison between the shapes of the distributions for different values of N+, since in some cases the
number of increments is too small for the shape of the distribution to be apparent. It can be seen from
Figures 5.11 and 5.12 that when the number of increment observations is reasonably large, the shape that
emerges most often is that of a positively skewed distribution, with perhaps one or two isolated observations
of an unusually large increment value. It would appear that this shape does not depend on the value for N+.
Examples of exceptions to the positively skewed shape include the mile when the record frequency is greater
than one and the 3000 metre steeple chase. Because of the small number of observations these may be due
to chance.
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(c) 3000 Metre Steeplechase
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Figure 5.11: Histograms of Record Increment for Positive Values of Record Frequency: Track
A regression with the record increment as the response variable and the positive record frequency variable,
N+, as the predictor variable, was also performed. The record positive frequency variable was considered as
both an integer value and a factor. If the number of levels that N+ takes on is given by q + 1, q is then the
number of dummy variables which represent the levels of the positive frequency variable in the regression
equation. When N+ was considered as an integer, the significance of β1 (as ascertained by a t-test) provided
an indication of whether a significant relationship was present. When N+ was considered as a factor, the
overall significance of the coefficient parameters (as ascertained by means of an F -test) provided an indication
of the presence of a significant relationship in the mean values of the increment variable over the levels of
N+. Figures 5.13 and 5.14 display the scatter plots of record increment versus positive record frequency,
together with the fitted regression lines. A summary of the parameter estimates and p-values of the t-test
and F -test are provided in Table 5.11.
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(e) Shot Put
Figure 5.12: Histograms of Record Increment for Positive Values of Record Frequency: Field
From Table 5.11a it can be seen that for all the track events there is insufficient evidence to conclude that
a significant relationship is present between the record increment and positive values of record frequency.
This observation applies when N+ is considered as either an integer or a factor. For the field events, it can
be observed from Table 5.11b that when N+ is considered as an integer, there is insufficient evidence of a
significant relationship between increment and positive record frequency. However, when N+ is considered
as a factor, pole vault does show evidence of a significant relationship between record increment and positive
record frequency.
The residuals of the regression were checked for constant variance by means of Koenker’s studentised Breusch-
Pagan test. The results are reported in Table 5.12. From Table 5.12a it can be seen that for the track events
when the record frequency variable is considered as an integer value there is insufficient evidence to conclude
that non-constant residual variance is present. However, when the record frequency variable is considered as
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Table 5.11: Regression Summaries of Record Increment Versus Positive Record Frequency: Track and Field
(a) Track Events
Integer Di = β0 + β1N+ + ei Factor Di = β0 + β1N
+
1 + . . .+ βqN
+
q + ei
Event βˆ1 df p-value βˆ1, βˆ2, . . . , βˆq df (n,d) p-value
1500 m -0.0068 27 0.5118 βˆ1 = −0.0068 1, 27 0.5120
1 mile -0.0047 28 0.4497 βˆ1 = 0.0017, βˆ2 = −0.0141 2, 27 0.5643
3000 m SC 0.0014 27 0.6833 βˆ1 = 0.0026, βˆ2 = 0.0039 2, 26 0.9077
5000 m -0.0043 32 0.2140 βˆ1 = −0.0012, βˆ2 = −0.0044
βˆ3 = −0.0137 3, 30 0.6482
10 000 m -0.0013 34 0.8139 βˆ1 = −0.0009, βˆ2 = −0.0026 2, 33 0.9725
(b) Field Events
Integer Di = β0 + β1N+ + ei Factor Di = β0 + β1N
+
1 + . . .+ βqN
+
q + ei
Event βˆ1 df p-value βˆ1, βˆ2, . . . , βˆq df (n,d) p-value
DT -0.0532 37 0.5525 βˆ1 = 0.0684, βˆ2 = −0.0021
βˆ3 = −0.2304 3, 35 0.8004
HT -0.0492 42 0.4727 βˆ1 = −0.3989, βˆ2 = −0.0347
βˆ3 = −0.0006, βˆ4 = −0.5371 4, 39 0.2590
HJ 0.0002 34 0.8680 βˆ1 = −0.0030, βˆ2 = 0.0020 2, 33 0.2957
PV -0.0037 66 0.1090 βˆ1 = −0.0213, βˆ2 = −0.0221
βˆ3 = −0.0107, βˆ4 = −0.0212 2, 63 0.0489
SP 0.0019 46 0.9175 βˆ1 = −0.1210, βˆ2 = −0.0668
βˆ3 = 0.0503, βˆ4 = −0.0365 4, 45 0.3488
a factor value there is sufficient evidence to conclude that non-constant residual variance is present for the
3000 metre steeplechase. This may lead to the validity of the results of the regression for the 3000 metre
steeplechase, as recorded in Table 5.11a, to be questioned.
From Table 5.12b it can be seen that when positive record frequency is considered as an integer there is
insufficient evidence for the non-constant residual variance conclusion to be made. However, when positive
record frequency variable is considered as a factor value there is sufficient evidence to conclude that non-
constant residual variance is present for the pole vault. This causes the results of the regression for the pole
vault, as reported in Table 5.11b, to be questioned.
Tests based on two-by-two contingency tables were also performed on the data. It was elected to make
use of two-by-two tables, that is, where each of the variables have two possible outcomes, due to the small
sample size available. For the record increment variable, all increments below the mean increment value were
classified into the first bin, and all those larger were classified into the second bin. For the record frequency
variable the first bin was all those records for which the number of records in that year was one, and the
second bin was all those records for which the number of records in that year was greater than one. This
division was chosen to ensure a relatively even number of observations in each cell, which also contributes to
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Table 5.12: Studentised Breusch-Pagan Test on Regression Residuals of Record Increment Versus Positive
Record Frequency: Track and Field
(a) Track Events
Integer Factor
Event df p-value df p-value
1500 m 1 0.8902 1 0.8902
1 mile 1 0.3003 2 0.4843
3000 m SC 1 0.7525 2 0.0475
5000 m 1 0.4479 3 0.6514
10 000 m 1 0.4396 2 0.6978
(b) Field Events
Integer Factor
Event df p-value df p-value
DT 1 0.1430 3 0.5350
HT 1 0.2748 4 0.0984
HJ 1 0.2153 2 0.0811
PV 1 0.2060 4 0.0485
SP 1 0.2819 4 0.5720
ensuring that the expected number of observations in each cell be as large as possible. Using this division it
was found that the expected cell count was greater than one in all cells of the table for each of the events.
According to the recommendations of Campbell (2007), the tables were assessed by means of the (n− 1) Chi-
squared test of independence. The results of the test are summarised in Table 5.13. Tests were performed
using a single degree of freedom as two-by-two tables were utilised for all events.
It can be seen from Table 5.13 that there is insufficient evidence to conclude that there is a relationship
between the record increment and record frequency variable for all the events considered. It is worth noting
that the lowest p-values for the track and field events are the 5000 metres and pole vault respectively, which
is consistent with the results of Table 5.11 in which these events also had the lowest p-values for track and
field respectively. It is interesting to note that the high jump has the second lowest Chi-square p-value of the
field events (see Table 5.13), while it has the second highest p-value in Table 5.11 when increment is regressed
against record frequency (integer). Since there are only three distinct values of the response variable, this
may point to a lack of confidence in the p-value of the regression.
5.2.4 Conclusions: Testing Model Assumptions
The results of the tests of the assumptions of the collective risk model performed on the track and field
events are summarised in Table 5.14. Dashes indicate that there is insufficient evidence to conclude that
the assumption was violated, while crosses indicate that there is sufficient evidence of a violation. From the
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Table 5.13: (n− 1) Chi-Squared Test of Independence of Record Increment and Positive Record Frequency:
Track and Field
(a) Track Events
Event p-value Minimum ExpectedFrequency
1500 m 0.7979 2.2759
1 mile 0.6953 4.5000
3000 m SC 0.8395 6.2795
5000 m 0.3073 7.5000
10 000 m 1 5.0000
(b) Field Events
Event p-value Minimum ExpectedFrequency
DT 0.8203 5.3333
HT 0.9524 5.9091
HJ 0.1391 2.6667
PV 0.0639 5.8235
SP 0.9654 4.0625
battery of hypothesis tests performed, it can be seen that there is insufficient evidence to conclude that the
1500 metres, one mile and 5000 metres are in violation of the collective risk model assumptions and hence
compound models will be fitted to the record progressions for these events and forecasts will be obtained from
the fitted models. The 10 000 metres did show evidence of significant correlation between observations of
record increment when fifteen lags were tested simultaneously. As this was the only violation of assumptions
found, it was decided to include the 10 000 metres for further analysis as it is possible that this single violation
is due to chance. The 3000 metre steeplechase showed evidence of violating a number of the assumptions of
the collective risk model and for this reason was excluded from further analysis.
The 3000 metre steeplechase is an atypical event in that the record progression only begins in 1954, approx-
imately 40 years after the record progressions for the other track events. Although the first steeplechase race
was held in 1890, and it was introduced to the Olympics in 1900, records were not ratified until 1954. Up
until this time there was a lack of standardisation over the length of the race, and the type and spacing of
the obstacles the athletes faced (3000 M Steeplechase - Introduction, n.d.). Because the steeplechase was
contested for a long period before records were ratified, it is not surprising that the record progression is
atypical for this event. Subsets of the 3000 metre steeplechase progression were tested in which an initial
“burning in” period was omitted. The subsets tested omitted the first two years of the record progression
and the first ten years of the record progression respectively. Each of these subsets still showed evidence of
violating a number of assumptions of the model upon testing.
During the period of time spanned by the track record progressions, changes in training methods were
introduced in the track events. It is believed that the effects of these changes were within the realms of
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“normal” development and the record progressions have not been unduly influenced. The different types of
training methods, namely natural and interval training, have alternated places as the most popular method
throughout the span of the record progression (5000 - 10 000 M - Introduction, n.d.). It is believed that this
shows that neither method offers a clear and definitive advantage over the other and consequently has not
affected the record progression significantly.
For the field events, the record progressions for each event shows evidence of violating at least one of the
assumptions of the collective risk model. The pole vault shows evidence of violating almost all of the
assumptions made about both the increment and frequency variables. For the other field events (with
the possible exception of the high jump) there is persuasive evidence that the record frequency shows non-
constant variance over time. There is also evidence of correlation among observations of record frequency for
all field events except the discus throw. From a visual assessment of the record progressions (see Figure 5.2)
it can be seen that for most of the events there is a period of initial development, a levelling off, then a
period of rapid development from the end of the Second World War until the late 1980s. For some events the
record progression has not continued beyond this point. These periods of irregular development, as opposed
to the more regular progressions of the track events, may provide an explanation for the violations of the
assumptions with regard to the record frequency for the field events.
It is suspected that the period of rapid development following the Second World War and ending in the late
1980s may in part be due to rampant abuse of performance enhancing drugs (particularly amphetamines
and anabolic steroids) during this time. Although doping has occurred in athletics in various forms since
the beginnings of the modern Olympic competition (Noakes, 2004), it is believed that this period of time
represents a stage in which the performance enhancing drugs in use had highly significant effects on athletics
performance, and the legislation and testing methods of the day were unable to curb their widespread use.
According to Drugs in Sports (n.d.) the presence of performance enhancing drugs in a large number of sports
was apparent shortly after the Second World War. Amphetamines were widely used by soldiers of all nations
during the Second World War. Amphetamines were then used in athletics competition in the early 1950s
and are considered the earliest “effective” performance enhancing drugs (Noakes, 2004). The first version of
an anabolic steroid was developed by the Nazi regime shortly before the Second World War and is believed
to have been brought into use by athletes after the 1948 Olympics (Noakes, 2004). In 1958 sale of Dianabol,
an anabolic steroid which produced the strength-building effect of testosterone, was approved by the FDA
(Historical Timeline, 2011).
Although the IAAF was the first international sports federation to ban doping as early as 1928 (Drugs in
Sports, n.d.), drug tests were conducted for the first time at the summer Olympic Games in 1968. These
initial tests were limited in scope and more full-scale testing only took place at the following summer Olympics
in 1972 (Historical Timeline, 2011). A method of testing for anabolic steroids was developed in 1974 and
anabolic steroids were only banned by the International Olympic Committee (IOC) in 1976 (A Brief History
of Anti-Doping, n.d.). After the development of testing methods and subsequent banning of steroids there
was an increase in doping disqualifications, especially in the strength events. However, despite these efforts
many allege that the use of steroids was not halted. Berthelot et al. (2008) maintain that individual and
team doping strategies have been in use for the duration of the Olympic era. According to Berthelot et al.
(2010) between 1950 and 1990 many Eastern European countries had state controlled doping protocols in
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place, which resulted in athletes’ drug abuse not being detected. Hilbe (2008) also maintains that there
was large-scale abuse of anabolic steroids in field events before 1984. According to A Brief History of Anti-
Doping (n.d.), by the 1970s the use of anabolic steroids was still rife, especially in strength events such as
throwing and weightlifting. Nevill and Whyte (2005) also allude to alleged systematic doping, particularly
of anabolic agents, during the 1970s. Berthelot et al. (2010) question the ability of monitoring procedures in
local competitions during this time.
Eventually, drug-testing protocols improved. Out-of-competition drug testing, considered the most effective
type of drug testing (Drugs in Sports, n.d.), was introduced in 1988 and were approved officially the next year
(Berthelot et al., 2010). According to A Brief History of Anti-Doping (n.d.) the 1990s showed evidence of
more effective testing methods and a corresponding decrease in level of performance of some sports. Berthelot
et al. (2010) also point to 1988 as the year after which a general decline is observable in athletics (with the
exception of middle and long distance running).
According to Noakes (2004) steroids increase strength, power and sprinting speed. It is believed that the use
of anabolic steroids during this period thus affected the throwing events to the greatest extent of the events
considered. It is also believed that an increase in strength and especially power had a significant influence
on the jumping events as well, in which an explosive burst of power is required to obtain a good height in
the jump.
While the sprinting events are affected significantly by increased strength and power, it is believed that the
middle and long distance events considered in this study are affected to a lesser extent. This would provide
an explanation for the record progression of the middle and longer distance track events considered in this
study not displaying such a rapid rate of improvement during this time and hence not providing evidence of
violations of the assumptions. It would also provide an explanation for middle and long distance running not
displaying the general decline evident in other events after 1988 (Berthelot et al., 2010).
For the field events, instead of omitting all of the events due to the violations present, an investigation into
this period of unusually rapid progression, and suspected steroid use was carried out. For each of the field
events the subset of the record progressions corresponding to the period 1948 to 1988 was isolated. The
assumptions of the collective risk model were tested for the subsets of the record progressions using the
same methods employed previously on the complete record progressions. The period of time was chosen to
coincide with the first Olympic Games following the end of the Second World War and the year in which
out of competition drug controls were introduced. It is believed by examining only those years in which it
is strongly suspected that performance enhancing drugs were undetected and in widespread use, their effect
on the record progression is relatively constant and the assumptions of the collective risk model may not
be violated. Because the number of records was initially relatively large for the field events, the number of
records which resulted from reducing the record progression were not prohibitively small. For the reduced
record progressions the number of records were 27, 43, 27, 46 and 37 for the discus throw, hammer throw,
high jump, pole vault and shot put respectively.
It should also be noted that the period 1948 to 1988 corresponds to the duration of the cold war, in which
intense political pressure was placed on athletes. While this pressure for performance would have been
applied to both track and field athletes it is believed that the field events are more vulnerable to artificial
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influences (specifically steroid use) than the middle to long distance track events. Thus the wide-spread abuse
of performance enhancing drugs during this period may have been exacerbated by political influences.
There are also other factors which could have influenced the field events’ record progressions, such as changes
in equipment and technique, which may also be responsible for the violations of the assumptions. By ex-
amining the record progression for the period 1948 to 1988 where it is believed that the effect of performance
enhancing drugs on the record progression was constant, the effect of performance enhancing drugs on the
record progression is taken into account. Violations evident in the period 1948 to 1988 would then indicate
the influence of other factors (such as equipment and techniques changes) on the record progression. Viol-
ations found in the record progression between 1948 and 1988 and possible causes thereof are discussed in
Section 5.3.4.
Field events for which the reduced record progression corresponding to the period 1948 to 1988 do not show
violations of the assumptions of the collective risk model will be included for further analysis. A compound
model will thus be fitted to the record progression extending from 1948 to 1988, and forecasts will be obtained
for the ten years which follow the record progression (1989 to 1999). These forecasts represent the expected
improvement had the conditions of drug abuse remained as they were in the period 1948-1988, and provide a
comparison to the actual improvement to the record which was observed once out-of-competition drug testing
had been introduced.
5.3 Testing Assumptions: Field Events Reduced Record Progres-
sion (1948-1988)
Subsets of the field record progressions, corresponding to the period from 1948 to 1988 were isolated for each
of the events. The methods implemented to test the assumptions of the collective risk model for the complete
record progressions were once again utilised to test the assumptions for the reduced record progressions.
5.3.1 Record Increment
5.3.1.1 Constant Mean over Time
A scatter plot of record increment versus date was drawn for each field event in order to identify any obvious
trend or pattern in the increment over time. A regression equation was also fitted to the record increment
variable against date. The scatter plots of record increment versus date, together with the fitted regression
lines are displayed in Figure 5.15.
The significance of the slope parameter was investigated by means of the t-test. The parameter estimate,
together with the p-value for the t-test, are provided in Table 5.15 for each event. It can be seen from
Table 5.15 that there is sufficient evidence to conclude that a negative linear trend is present for the pole
vault. For the rest of the events there is insufficient evidence for this conclusion to be reached, however the
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Figure 5.15: Regressions of Record Increment Versus Date: Field 1948-1988
Table 5.15: Regression Summaries of Record Increment Versus Date: Field 1948-1988
Di = β0 + β1t+ ei
Event βˆ1 df p-value
DT 0.0000 24 0.6830
HT 0.0000 40 0.6270
HJ 0.0000 24 0.0741
PV 0.0000 43 0.0026
SP 0.0000 34 0.8960
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Table 5.16: Studentised Breusch-Pagan Test on Regression Residuals of Record Increment Versus Date: Field
1948-1988
Event df p-value
DT 1 0.0837
HT 1 0.1890
HJ 1 0.0635
PV 1 0.1475
SP 1 0.9602
Table 5.17: Division of Record Increment for Levene’s Test (Median): Field 1948-1988
Group Discus Throw Hammer Throw High Jump Pole Vault Shot Put
1948-1957 5 13 2 NA 13
1958-1967 10 6 9 15 12
1968-1977 8 11 5 12 3
1978-1988 3 12 10 18 8
p-value for the high jump is fairly low. The residual variance was tested for each of the regressions fitted.
The results are tabulated in Table 5.16. From Table 5.16 it can be seen that there is insufficient evidence to
conclude that there is non-constant residual variance for any of the field events.
5.3.1.2 Homogeneity of Variance over Time
In order to assess whether the variance of the increment variable differed significantly over time, the increments
were grouped according to date and several versions of Levene’s test (median) were applied to assess whether
the groups displayed equal variances. Again the increment data for each event (with the exception of the
pole vault) were divided into four groups. The dates for each group were defined such that each group spans
a period of approximately ten years. For the pole vault, the first increment only occurred in 1960 and so
only three groups were used to classify the increments for this event. Table 5.17 records the groups and the
number of observations of record increment in each group. Unfortunately, due to the small sample size of the
increment variable, some ten-year periods contained fewer than ten observations per group and had an uneven
number of increments. For this reason, the modified versions of the Levene’s test (median), proposed by Lim
and Loh (1996), Hines and Hines (2000) and Keyes and Levy (1997) were also employed. The bootstrap
version uses the default value of 1000 repetitions as this is the value that was used by Lim and Loh (1996)
in their study.
The p-values obtained from the versions of Levene’s test (median) are recorded in Table 5.18. It can be seen
from Table 5.18 that there is insufficient evidence to conclude that the variance of the increments differs
across the groups defined for this test. The p-values for the pole vault are only marginally insignificant. For
the high jump the p-value for the Keyes and Levy version is only just insignificant, whereas the unmodified
and Hines and Hines versions are much higher. This may be due to the tendency of the Keyes and Levy
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Table 5.18: P -Values for Levene’s Test (Median) on Record Increment: Field 1948-1988
Event Levene’s Test(Median)
Bootstrapped
Version
Keyes & Levy
Version
Hines &
Hines Version Combination
DT 0.6122 0.5730 0.4729 0.2437 0.3902
HT 0.6051 0.5880 0.5609 0.4853 0.5276
HJ 0.1644 NA 0.0503 0.2015 0.1708
PV 0.0676 0.0590 0.0669 0.0517 0.0519
SP 0.4104 0.3810 0.4334 0.4646 0.4431
Table 5.19: Ljung-Box Test on Record Increment: Field 1948-1988
p-value
Event 5 Lags 10 Lags 15 Lags
DT 0.9305 0.5656 0.5990
HT 0.1074 0.2868 0.5833
HJ 0.2497 0.7479 0.951
PV 0.0370 0.2214 0.4415
SP 0.0657 0.0417 0.1168
version of the test to inflate the significance level of the test. Unfortunately the bootstrapped version resulted
in an error and did not yield a solution.
5.3.1.3 Independence of Observations
It was investigated whether there was evidence of significant correlation between the increment observations
both graphically, by means of the sample ACF and PACF plots, and statistically, by means of the Ljung-Box
and Bartels’ tests. Figure 5.16 displays the ACF and PACF plots.
It can be seen from Figure 5.16 that with the exception of the high jump, none of the lags have spikes which
cross the significance line, although a number are very close. For the high jump there is a single spike at lag
four which crosses the line, but only to a small extent.
The Ljung-Box test was performed to test the significance of the correlation for a number of lags simultan-
eously. The p-values for the Ljung-Box test performed at various lag-values are summarised in Table 5.19.
The degrees of freedom for each test is equal to the number of lags being tested. It can be seen from Table 5.19
that for the discus throw, hammer throw and high jump none of the lags being tested displayed sufficient
evidence to conclude that correlation was present between the observations of record increment. There is
thus no further statistical evidence that the spike at lag four is significant for the high jump. The pole vault
showed evidence of significant correlation when five lags were tested and the shot put showed evidence of
correlation when ten lags were tested.
The sample sizes of the record increment of each event is small for each event. As a result the Ljung-Box test
may not be robust to departures from normality and Bartels’ test was employed as an additional measure.
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Figure 5.16: ACF and PACF Plots of Record Increment: Field 1948-1988
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Table 5.20: Bartels’ Test on Record Increment: Field 1948-1988
Event p-value
DT 0.9583
HT 0.4628
SP 0.917
Table 5.21: Regression Summaries of Record Frequency Versus Year: Field 1948-1988
Ni = β0 + β1Y + ei
Event βˆ1 df p-value
DT -0.0124 39 0.3740
HT -0.0056 39 0.7470
HJ 0.0150 39 0.2030
PV 0.0429 39 0.0168
SP -0.0220 39 0.1908
The p-values obtained for each event (except the high jump and pole vault) using Bartels’ test are displayed
in Table 5.20. The high jump and pole vault were excluded as their increments are discrete and consequently
have too many ties to apply Bartels’ test. It can be seen from Table 5.20 that for all of the events tested
there is insufficient evidence to conclude that first order autocorrelation is present in the data.
5.3.2 Record Frequency
5.3.2.1 Constant Mean over Time
The behaviour of the record frequency variable over time was assessed graphically by means of scatter plots
of the number of records per year versus year. A regression equation was also fitted to the record frequency
variable against year. The scatter plots, together with the fitted regression line are displayed in Figure 5.17.
The significance of the slope parameter was investigated by means of the t-test. The parameter estimate and
the p-value for the t-test are provided in Table 5.21. It can be seen from Table 5.21 that for all events except
for the pole vault there is insufficient evidence to conclude that the slope parameter is significantly different
from zero.
The residual variance was tested for each of the regressions fitted by means of Koenker’s studentised Breusch-
Pagan test. The results are tabulated in Table 5.22. From Table 5.22 it can be seen that all the events have
p-values greater than 0.05 and hence there is insufficient evidence to conclude that the residual variance for
these events is non constant. It is interesting to note that again the pole vault displayed the smallest p-value,
only just insignificant at 0.0764.
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Figure 5.17: Regressions of Record Frequency Versus Year: Field 1948-1988
Table 5.22: Studentised Breusch-Pagan Test on Regression Residuals of Record Frequency Versus Year: Field
1948-1988
Event df p-value
DT 1 0.6496
HT 1 0.4129
HJ 1 0.8368
PV 1 0.0764
SP 1 0.2022
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Table 5.23: P -Values for Levene’s Test (Median) on Record Frequency: Field 1948-1988
Event Levene’s Test(Median)
Bootstrapped
Version
Keyes & Levy
Version
Hines &
Hines Version Combination
DT 0.5460 0.5530 0.5436 0.5193 0.5217
HT 0.6991 0.6670 0.7010 0.7114 0.6784
HJ 0.4138 0.3690 0.4141 0.3878 0.3874
PV 0.0317 0.0300 0.0317 0.0245 0.0222
SP 0.1387 0.1270 0.1376 0.1096 0.1106
5.3.2.2 Homogeneity of Variance over Time
The homogeneity of the variance of the record frequency variable was tested by dividing the frequency data
into groups according to date, and then applying Levene’s test (median) to assess whether the variance was
constant across the groups. The data were divided into four groups, with each group spanning a period of
approximately ten years. The same group divisions used when testing the homogeneity of the field increments
for the period 1948-1988 were again employed (see Table 5.17). Because there is an observation of the record
frequency variable for each year, division of the data in this fashion ensured ten observations in each of the
first three groups and eleven observations in the fourth group. Although the group sizes are approximately
equal and not smaller than ten, modified versions of Levene’s test (median) which account for small and
unequal sample sizes were again employed as a precautionary measure.
The p-values obtained from the versions of the Levene’s test (median) used are recorded in Table 5.23. It can
be seen from Table 5.23 that for all events except for the pole vault there is insufficient evidence to conclude
that the variance of the record frequency variable is the same in the groups defined for the test. For the
pole vault there is however sufficient evidence to make this conclusion as the p-values are below 0.05 for all
versions of Levene’s test (median) employed.
5.3.2.3 Independence of Observations
Independence of the observations of the record frequency variable was assessed graphically based on the
sample ACF and PACF plots, which are depicted in Figure 5.18. It can be seen from Figure 5.18 that each
of the events has spikes which are close to or just crossing the significance line, but none extended far beyond
the significance line.
To further the investigation, the autocorrelation of the observations was tested statistically by means of the
Ljung-Box test, the results of which are summarised in Table 5.24. The test was conducted using a variety of
lag periods and the degrees of freedom for each test is given by the number of lag periods. From Table 5.24
it can be observed that there is insufficient evidence to conclude that correlation is present between the
frequency observations for the field events in the period 1948-1988.
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Figure 5.18: ACF and PACF Plots of Record Frequency: Field 1948-1988
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Table 5.24: Ljung-Box Test on Record Frequency: Field 1948-1988
p-value
Event 5 Lags 10 Lags 15 Lags
DT 0.6267 0.8254 0.3995
HT 0.7613 0.2033 0.1440
HJ 0.6113 0.3414 0.3733
PV 0.1293 0.2958 0.2732
SP 0.2096 0.4527 0.5822
5.3.3 Independence of Record Frequency and Record Increment
Visual assessment of the validity of this assumption was performed by plotting a histogram of the increment
values for each positive value of the record frequency variable, denoted by N+. The histograms are displayed
in Figure 5.19. As the number of occurrences of increments is different for each value of N+, it is difficult to
make a comparison between the shapes of the distributions for different values of N+, since in some cases the
number of increments is too small for the shape of the distribution to become apparent. However, the overall
shape which appears to emerge, especially when the number of observations of record increment is large, is
that of a positively skewed distribution. While there are a few exceptions to the positively skewed shape
(such as the hammer throw when N+ is four), these may be due to chance as the number of observations
is so small. Overall, the shape of the distribution of increments does not appear to depend on the value of
positive record frequency.
A regression with the record increment as the response variable and the positive record frequency variable as
the predictor variable was also performed as a test of the existence of a linear dependency of the increment
variable on the value of the positive frequency variable. The positive record frequency variable, N+, was
considered as both an integer value and a factor. If the number of levels that N+ takes on is given by q+1, q
is then the number of dummy variables which represent the levels of the frequency variable in the regression
equation. When N+ was considered as an integer, the significance of β1 (as ascertained by a t-test) provided
an indication of whether a significant linear relationship was present. When N+ was considered as a factor,
the overall significance of the coefficient parameters (as ascertained by means of an F -test) provided an
indication of the presence of a significant relationship in the mean values of the increment variable over the
levels of N+.
Figure 5.20 displays the scatter plots of record increment and positive record frequency together with the
fitted regression lines. A summary of parameter estimates and p-values of the t-test and F -test are provided
in Table 5.25. It can be seen from Table 5.25 that for each of the events, when the record frequency is
considered as either an integer or a factor value, there is insufficient evidence to conclude that a significant
linear relationship is present between the record increment and positive values of the record frequency variable.
In keeping with the results of the complete record progression, as recorded in Table 5.11b, the pole vault
again has the lowest p-value of all of the field events.
The residuals of the regression were checked for constant variance by means of Koenker’s studentised Breusch-
Pagan test. The results are reported in Table 5.26. It can be seen from Table 5.26 that when record frequency
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Figure 5.19: Histograms of Record Increment for Positive Values of Record Frequency: Field 1948-1988
is considered as an integer value there is insufficient evidence to conclude that there is non-constant residual
variance present for all events. However, when the record frequency is considered a factor value, there is
evidence of non-constant residual variance for the pole vault.
Tests based on two-by-two contingency tables were also performed on the data. That is, the possible outcomes
of each of the record increment and record frequency variable were divided into two bins. For the record
increment variable, all increments below the mean increment value were classified into the first bin, and all
those larger were classified into the second bin. For the record frequency variable the first bin was all those
records for which the number of records in that year was one, and the second bin was all those records for
which the number of records in that year was greater than one. The motivation for this division was to ensure
a relatively even number of observations in each cell, and to ensure a sufficiently large number of expected
observations in each cell. The degrees of freedom for each of the tests is given by one, since the tables are
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Figure 5.20: Regressions of Record Increment Versus Positive Values of Record Frequency: Field 1948-1988
two-by-two. According to the recommendations of Campbell (2007), the tables were assessed by means of
the (n− 1) Chi-squared test of independence when the expected cell frequency was at least one in all cells,
and by means of the Fisher-Irwin test by Irwin’s rule when this condition was not met. It was found that
this condition was not met in only one instance - that of the high jump. The results of the tests performed
are summarised in Table 5.27. It can be seen from Table 5.27 that there is insufficient evidence to conclude
that there is a significant relationship between the record increment and record frequency variables for the
field events during the period 1948-1988.
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Table 5.25: Regression Summaries of Record Increment Versus Positive Record Frequency: Field 1948-1988
Integer Di = β0 + β1N+ + ei Factor Di = β0 + β1N
+
1 + . . .+ βqN
+
q + ei
Event βˆ1 df p-value βˆ1, βˆ2, . . . , βˆq df (n,d) p-value
DT -0.1120 24 0.3118 βˆ1 = 0.0423, βˆ2 = −0.1083
βˆ3 = −0.3367 3, 22 0.7109
HT -0.0538 40 0.4475 βˆ1 = −0.4367, βˆ2 = −0.0726
βˆ3 = −0.0384, βˆ4 = −0.5749 4, 37 0.2345
HJ 0.0012 24 0.5267 β1 = −0.0020, β2 = 0.0030 2, 23 0.3932
PV 0.0023 43 0.2924 βˆ1 = −0.0054, βˆ2 = −0.0008
βˆ3 = 0.0125, βˆ4 = −0.0055 4, 40 0.1562
SP -0.0069 34 0.7440 βˆ1 = −0.1243, βˆ2 = −0.0643
βˆ3 = −0.0143, βˆ4 = −0.0398 4, 31 0.7700
Table 5.26: Studentised Breusch-Pagan Test on Regression Residuals of Record Increment Versus Positive
Record Frequency: Field 1948-1988
Integer Factor
Event df p-value df p-value
DT 1 0.0651 3 0.3660
HT 1 0.0850 4 0.0915
HJ 1 0.3270 2 0.1812
PV 1 0.0954 4 0.0096
SP 1 0.2364 4 0.6182
Table 5.27: (n− 1) Chi-Squared Test of Independence of Record Increment and Positive Record Frequency:
Field 1948-1988
Event Test p-value Minimum ExpectedFrequency
DT (n− 1)Chi-squared 0.4027 1.8462
HT (n− 1)Chi-squared 0.9868 4.9762
HJ Fisher-Irwin(by Irwin’s rule) 1 0.7692
PV (n− 1)Chi-squared 0.7302 3.5556
SP (n− 1)Chi-squared 0.3130 3.6667
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5.3.4 Conclusions: Testing Model Assumptions for Reduced Record Progres-
sions (1948-1988)
For the period 1948-1988 it is believed that the use of performance enhancing drugs which significantly im-
proved performance was undetected and widespread. By considering only this period the effect of performance
enhancing drugs is taken into account, as the period was chosen such that the level of drug availability and
testing protocols were relatively constant. Violations to the assumptions of the collective risk model found for
the reduced data set thus suggest that other factors (such as technique or training changes) have influenced
the record progression significantly. The results of the tests of the assumptions of the collective risk model
performed on the reduced record progression for field events are summarised in Table 5.28. Dashes indicate
that there was insufficient evidence to conclude that the assumption was violated, while crosses indicate that
there was sufficient evidence of a violation.
Re-testing the assumptions for the reduced record progressions showed that the pole vault remained in
violation of a number of the assumptions of the collective risk model. The pole vault was thus excluded from
further analysis. It is unsurprising that the reduced record progression of the pole vault showed evidence of
violations of most of the assumptions as a major change in equipment occurred during this time. At the 1956
Olympics the fibre-glass pole was introduced into competition and is considered a dramatic improvement over
the previously-used rigid metal poles (Balmer et al., 2012). This provides an explanation for the increase in
the frequency of record breaking from the late 1950s for this event (see Figure 5.17 on page 84) and the larger
increment values which were observed immediately following the introduction of the new pole (see Figure 5.15
on page 79). The subsequent decrease in record increment, while the record frequency remained at high levels
may in part be due to the strategy of Sergey Bubka who is responsible for all the records broken from 1984.
Bubka deliberately improved his own record by minor increments in order to obtain the financial incentive
offered by the Soviet government and sponsors for breaking world records (Winters, 2004). This may have
led to the record frequency being unusually high and the increment values unusually low after 1984. The
pole vault data were also tested for evidence of violations of the assumptions for the period 1957 to 1988,
to account for the change in equipment. It was however found that this subset still displayed a significantly
negative slope in the regression of increment versus date. This provides further support that the strategy
of Sergey Bubka may have contributed to the violation of the assumptions for the pole vault data, or may
indicate a levelling off of performance for this event.
The high jump had p-values close to a 5% significance level in many cases, but none below, as a result it
was not excluded from the analysis. A new technique (the Fosbury flop) was introduced in the high jump
by Dick Fosbury at the 1968 Olympics, when he won the gold medal, and by the 1980 Moscow Olympics
almost all of the finalists made use of this technique (Balmer et al., 2012). Despite this change in technique,
the high jump does not show conclusive evidence of violating the assumptions of the collective risk model.
Although as noted earlier, in some cases the margin for this decision was very close. The slope of record
increment over time had a p-value of 0.0741 and the test for constant residual variance for this regression had
a p-value 0.0635. Also, the p-value for the Keyes and Levy version of Levene’s test (median) for increments
was only 0.0503. It is worth noting that the high jump shows a decrease in record increment over time.
The new technique (Fosbury flop) was in widespread use by the 1980s, and it would be expected that its
introduction would increase the record increment amount. Perhaps without the introduction of the new
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technique the decrease in record increment would have been more steep and significant. This would suggest
a levelling off of performance levels. These reservations regarding the assumptions for the high jump were
kept in consideration during further analysis.
The discus throw and hammer throw did not show significant evidence of violations of the assumptions. The
shot put showed evidence of significant correlation between observations of record increment when ten lags
were tested. Since the p-value for this test was only just significant (0.0417) and because it was the only
violation for this event, the shot put was not excluded from the analysis. There were minor refinements
in technique and equipment for the throwing events too. In the discus throw, a concrete throwing circle
was used from 1954 which increased the possible speed of rotation (Discus Throw - Introduction, n.d.). The
hammer throw also benefited from the introduction of the concrete throwing circle. In the 1950s tungsten
began to be used for the head of the hammer, which decreased the diameter of the hammer and improved
performance (Hammer Throw - Introduction, n.d.). Two new techniques were introduced in the shot put. In
1951 Parry O’Brien developed a “glide” technique and in the 1970s a “spin” technique was developed (Shot Put
- Introduction, n.d.). The adoption of the spin technique was gradual and is not used unanimously today, and
thus it cannot be concluded that its introduction “revolutionised” shot put or affected its record progression
to a large extent. While the spin technique has the potential to yield greater power, it is also more complex
than the glide technique and is more likely to result in erroneous throws (Belfiore, 2012). The glide technique
thus offers greater consistency, and was used by Ulf Timmermann to set the 1987 world record.
It is believed that the effects of the changes made in the throwing events are more within the realms of normal
development than the change of equipment introduced in the pole vault. Graphs of the record increment and
frequency over time for the throwing events do not display the distinct patterns which may be observed in
the pole vault, and conclusive evidence of violations of the assumptions of the collective risk model was not
found for the throwing events, as it was for the pole vault.
The reduced record progressions of all the field events except for the pole vault were thus included for further
analysis, specifically fitting distributions to the record increment and frequency variable so that forecasts
of future performance may be obtained. The forecasts obtained from the distributions fitted to reduced
record progressions represent the expected improvement in the ten years following 1988, that is the period
1989 to 1998. These provide an estimate of the level of performance had the level of drug use present up
until the late 1980s continued unabated by out-of-competition drug testing and the appeasement of political
pressure. While it cannot be denied that abuse of performance enhancing drugs continues to this day, it is
believed that the measures in place to control drug use are more effective than they were in the past and
state-sanctioned doping protocols are no longer suspected to be in place. It is of interest to see where the
projected performances based on the reduced record progressions will be, as only three records have been
observed subsequent to 1988 in the field events considered (two in the high jump and one in the shot put).
5.4 Distribution Fitting and Goodness-of-Fit
For each event identified being in keeping with the assumptions of the collective risk model, candidate
distributions were fitted to each of the record increment and frequency variables. Model selection was
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carried out and goodness-of-fit measures calculated in order to obtain the most suitable distribution for each
variable. For the track events (1500 metres, mile, 5000 metres and the 10 000 metres) the record progressions
are considered from the first ratified world record until the end of 2010. For the field events (discus throw,
hammer throw, high jump and shot put) the record progressions are considered from 1948 to 1988.
5.4.1 Record Increment
To assist the distribution-fitting process a histogram and descriptive statistics were computed for the incre-
ment variable of each event identified as suitable for analysis. The candidate distributions were then fitted to
the data, the Kolmogorov-Smirnov goodness-of-fit test was performed and the AICc values were calculated.
Figures 5.21 and 5.22 display the histograms of the increments for the track events (based on the complete
record progressions) and the field events (based on the reduced record progressions) respectively. From
Figure 5.21 it can be seen that the data exhibit positive skewness, with most observations being of lower
increment value. The 1500 metres and mile have a higher frequency of observations in the right tail than
the longer track events. There is a single, very large, observation of record increment for the 10 000 metres.
While this observation is isolated from the rest of the data, it was decided not to omit it as an outlier as there
is no evidence that it is not a genuine record. The increment corresponds to the record set by Ron Clarke in
1965, an exceptional athlete who set records for many distances. The unusually large increment value may
be an indication that the distribution of record increment for the 10 000 metres has a heavy tail, and should
be modelled accordingly.
From Figure 5.22 it can be observed that the data appear to be positively skewed for all the field events.
There is also an unusually large increment value for the shot put which is isolated from the rest of the
data. This increment corresponds to the record set in 1965 by Randy Matson, who went on to better the
record two years later. This indicates that while the increment value was unusually large, the record was
not unassailable, and there is no reason to suspect that it is not valid. As there is no reason to suspect the
record is not valid, it was not excluded from the data set as it provides useful information about the shape
of the distribution.
The descriptive statistics for the increment data are summarised in Table 5.29. It can be seen from Table 5.29
that both track and field increments exhibit positive skewness and positive kurtosis, in agreement with the
shapes of the distributions observed in Figures 5.21 and 5.22. For all events the variance is less than the
mean, indicating that the data are not over-dispersed. It is interesting to note that the mean increment for
the 10 000 metres is more than that of 5000 metres. This defies both expectation and the trend present for
the rest of the events in which average increment decreases with increasing event distance. This anomaly may
be due to the unusually high increment observation in the 10 000 metres which can be seen in Figure 5.21d.
For the track events, the 1500 metres and the mile have similar coefficients of variation, and the 5000 and 10
000 metres also have similar, but slightly larger coefficients of variation. The coefficient of variation values are
much more dissimilar for the field events. High jump has the smallest coefficient of variation, approximately
half the value of the shot put.
The exponential, gamma, log-normal, Pareto and Weibull distributions were fitted to the increments of each
event, with the exception of the high jump. For the high jump events a number of zero-truncated discrete
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Figure 5.21: Histograms of Record Increment: Track
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Figure 5.22: Histograms of Record Increment: Field 1948-1988
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Table 5.29: Record Increment Descriptive Statistics: Track and Field 1948-1988
(a) Track Events
Event Mean Variance StandardDeviation
Coefficient
of
Variation
Skewness Kurtosis
1500 m 0.0317 0.0005 0.0222 0.7003 0.4288 2.1551
1 mile 0.0297 0.0005 0.0220 0.7407 0.4239 2.0615
5000 m 0.0264 0.0006 0.0248 0.9394 0.9822 3.0147
10 000 m 0.0267 0.0006 0.0241 0.9026 2.1699 9.9979
(b) Field Events 48-88
Event Mean Variance StandardDeviation
Coefficient
of
Variation
Skewness Kurtosis
DT 0.7212 0.3007 0.5483 0.7603 1.1639 3.7915
HT 0.6600 0.3791 0.6157 0.9329 1.3045 4.2898
HJ 0.0119 0.0000 0.0069 0.5798 3.4022 13.0704
SP 0.1494 0.0288 0.1697 1.1359 2.3043 8.9326
distributions were fitted to the data (see Section 5.4.1.1). Once fitted, the Kolmogorov-Smirnov goodness-
of-fit test was performed and the AICc value was calculated for each distribution. It was found that for all
events except the shot put, the Pareto distribution yielded negative method of moments parameter estimates,
and did not converge to a consistent solution using maximum likelihood estimation. It was thus excluded as
a candidate distribution for all events except the shot put. The p-value of the Kolmogorov-Smirnov test was
used to assess whether the distribution is an acceptable fit to the data. Two million repetitions were used
to obtain the Kolmogorov-Smirnov test statistic values using the parametric bootstrap method described in
Section 4.3.2.1 on page 39. The AICc value was then used as the basis for deciding which of the distributions
identified as acceptable by the Kolmogorov-Smirnov test is the most appropriate to be fitted to the data.
The results for the remaining distributions are summarised in Tables 5.30 and 5.31. For the 1500 metres,
mile and 10 000 metres all the distributions except the log-normal distribution provided an acceptable fit to
the data. For the 5000 metres all the distributions were acceptable, although the log-normal p-value was only
marginally greater than 0.05. For the discus throw all distributions were adequate, for the hammer throw
the log-normal was found to be inadequate and for the shot put the gamma and Weibull distributions were
found to be inadequate. Based on the AICc values, it was found that the Weibull distribution provides the
best fit for the 1500 metres and the mile, the exponential distribution was the best fit for the 5000 metres,
10 000 metres and the hammer throw. The discus throw and shot put are best described by the gamma and
log-normal distributions respectively. The goodness-of-fit of the distribution identified as most appropriate
for each event was also assessed graphically by means of graphs of the empirical and theoretical density
function, the empirical and theoretical CDF, as well as the Q-Q plot. The Q-Q plot was drawn using the
function qqPlot in the package car (Fox and Weisberg, 2011). A quartile reference line was drawn through
the Q-Q plot to pass through the first and third quartile pairs. The line y = x was also drawn through the
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Table 5.30: Record Increment Distribution Fitting and Goodness-of-Fit Statistics: Track
(a) 1500 Metres
Distribution ParameterEstimates KS p-value
AICc
Value
Exponential βˆ = 31.39 0.1127 -139.74
ML Gamma αˆ = 1.65
βˆ = 51.71
0.1990 -141.19
ML Log-normal µˆ = −3.78
σˆ = 0.91
0.0433 -137.61
ML Weibull αˆ = 1.42
βˆ = 116.01
0.1332 -141.96
(b) 1 Mile
Distribution ParameterEstimates KS p-value
AICc
Value
Exponential βˆ = 33.71 0.2618 -148.92
ML Gamma αˆ = 1.42
βˆ = 47.89
0.1782 -148.67
ML Log-normal µˆ = −3.91
σˆ = 1.00
0.0305 -145.65
ML Weibull αˆ = 1.29
βˆ = 85.06
0.1962 -149.22
(c) 5000 Metres
Distribution ParameterEstimates KS p-value
AICc
Value
Exponential βˆ = 37.82 0.8482 -176.91
ML Gamma αˆ = 0.86
βˆ = 32.38
0.8366 -175.21
ML Log-normal µˆ = −4.32
σˆ = 1.51
0.0656 -165.04
ML Weibull αˆ = 0.93
βˆ = 30.45
0.7794 -174.90
(d) 10 000 Metres
Distribution ParameterEstimates KS p-value
AICc
Value
Exponential βˆ = 37.52 0.1335 -186.86
ML Gamma αˆ = 1.18
βˆ = 44.29
0.1339 -185.21
ML Log-normal µˆ = −4.10
σˆ = 1.16
0.0017 -178.49
ML Weibull αˆ = 1.13
βˆ = 56.41
0.1647 -185.39
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Table 5.31: Record Increment Distribution Fitting and Goodness-of-Fit Statistics: Field 1948-1988
(a) Discus Throw 48-88
Distribution ParameterEstimates KS p-value
AICc
Value
Exponential βˆ = 1.39 0.2401 37.1677
ML Gamma αˆ = 1.77
βˆ = 2.45
0.6336 35.2610
ML Log-normal µˆ = −0.64
σˆ = 0.85
0.2435 36.8239
ML Weibull αˆ = 1.39
βˆ = 1.38
0.3720 35.5204
(b) Hammer Throw 48-88
Distribution ParameterEstimates KS p-value
AICc
Value
Exponential βˆ = 1.52 0.4045 51.20
ML Gamma αˆ = 1.09
βˆ = 1.65
0.2044 53.21
ML Log-normal µˆ = −0.94
σˆ = 1.15
0.0188 56.65
ML Weibull αˆ = 1.06
βˆ = 1.52
0.1606 53.22
(c) Shot Put 48-88
Distribution ParameterEstimates KS p-value
AICc
Value
Exponential βˆ = 6.69 0.2127 -62.74
ML Gamma αˆ = 1.15
βˆ = 7.72
0.0187 -60.94
ML Log-normal µˆ = −2.39
σˆ = 1.00
0.3483 -65.90
ML Pareto αˆ = 8.88
βˆ = 1.18
0.3369 -60.96
ML Weibull αˆ = 1.02
βˆ = 6.92
0.0350 -60.53
plot to show how well the distribution fits the data. Points of the Q-Q plot falling on or near the line y = x
indicates that the distribution fits the data well. The graphical goodness-of-fit measures are depicted for each
of the track events in Figures 5.23, 5.24, 5.25 and 5.26 and for each of the field events in Figures 5.27, 5.28
and 5.29.
It can be seen from Figures 5.23a and 5.23b that the Weibull distribution provides an adequate overall
approximation to the shape of the increments for the 1500 metres, but that there are areas of over-estimation
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Figure 5.23: Record Increment Goodness-of-Fit Graphs: 1500 Metres (ML Weibull)
and under-estimation. This is in agreement with the p-value for the Kolmogorov-Smirnov test for this
distribution, which at 0.1332 (recorded in Table 5.30a), reflects a fit which is adequate, but not particularly
good. Up until increment values of 0.02 metres the curve under-estimates the data, it then mostly over-
estimates the data until increment values of 0.06 metres, and thereafter over-estimates slightly. The Q-Q
plot in Figure 5.23c shows that the relationship between the increment and fitted Weibull distribution’s
quantiles may only be considered approximately linear as there is a slight oscillating pattern around the line
y = x. The magnitude of the discrepancy between points and the line y = x increases towards the right tail.
The right tail points fall below the line which implies that the tail of the observed data is shorter than the
fitted Weibull distribution.
It can be seen from Figures 5.24a and 5.24b that the Weibull distribution appears to provide a slightly better
fit to the mile increments than the 1500 metres increments. This is in agreement with the higher p-value of
the Kolmogorov-Smirnov test of 0.1962 for this event, as recorded in Table 5.30b. The Weibull distribution
follows a similar pattern of under-estimating until increments of 0.02 metres, then over-estimating until 0.06
metres and then under-estimating slightly beyond 0.06 metres. The extent of the lack of fit does however
appear to be less than it was for the 1500 metres. The Q-Q plot in Figure 5.24c shows a similar shape to
that of the 1500 metres. The points are only approximately linear and show an oscillating pattern around
the line y = x. Again the right tail points fall below the line, indicating that the tail of the data is not as
long as that of the fitted distribution.
Figures 5.25a and 5.25b show that the exponential distribution is a fairly good approximation to the overall
shape of the increments for the 5000 metres. The curve does over-estimate the data slightly between increment
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Figure 5.24: Record Increment Goodness-of-Fit Graphs: 1 Mile (ML Weibull)
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Figure 5.25: Record Increment Goodness-of-Fit Graphs: 5000 Metres (Exponential)
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Figure 5.26: Record Increment Goodness-of-Fit Graphs: 10 000 Metres (Exponential)
values of 0.03 and 0.06 metres but the extent is not too great. This is in agreement with the good p-value for
the Kolmogorov-Smirnov test of 0.8482 as recorded in Table 5.30c. Figure 5.25c shows a fairly strong linear
pattern, with the lower quantiles matching particularly well. There is however some deviation at the right
tail. The right tail points fall below the line which indicates that the fitted distribution has a longer tail than
that of the data.
Figure 5.26a shows that for the 10 000 metres, the exponential curve approximates the overall shape of
the data reasonably, but under-estimates the largest, unusual increment value of 0.12 metres. The under-
estimation at the right tail may also be observed in Figure 5.26c, where the last point falls above the line
y = x. This indicates that the data has a longer tail than the fitted distribution. Figure 5.26b shows
that initially the curve is more convex than the data as it bulges further outwards until increment values of
approximately 0.04 metres. Thereafter the curve levels out too quickly and under-estimates the data. Both
Figure 5.26a and Figure 5.26c show that this observation is unusual and isolated from the rest of the data
set. This unusual observation may be influencing the fit of the distribution at the expense of the remaining
data. This is also reflected by the relatively low, but still acceptable, p-value of 0.1335 for the Kolmogorov-
Smirnov test, as recorded in Table 5.30d. It can be seen from Figure 5.26c that the data, with the exception
of the last observation, appears to follow a linear pattern, with slope different to that of the line y = x.
This provides an indication that the exponential distribution is appropriate for the data, but that perhaps
a different parameter value would provide a superior fit. A different parameter value would be obtained if
the unusual observation were omitted from the data, and it is likely that this would improve the fit of the
exponential distribution. However, as discussed in Section 5.2.1.1 on page 54, it was elected not to omit the
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Figure 5.27: Record Increment Goodness-of-Fit Graphs: Discus Throw1948-1988 (ML Gamma)
observation as there is no evidence that it is not a genuine observation.
For the discus throw, Figures 5.27a and 5.27b show that the gamma distribution is an approximate match
of the shape of the record increment data, especially in the tails of the data. This is in agreement with the
relatively high p-value of 0.6336 for the Kolmogorov-Smirnov test, as recorded in Table 5.31a. There are
some areas in Figures 5.27a and 5.27b which show a lack of fit. These mostly occur around the mid-sized
increments. Figure 5.27c shows an approximately linear pattern, which again reflects a good overall fit of
the distribution to the data. There is an oscillating movement around the line y = x towards the lower end
of the graph, but the magnitude of the oscillations’ departures from the reference line is not too great. The
upper tail points are also close to the line y = x which reflects the good fit of the gamma distribution to the
tail of the data, as observed in Figures 5.27a and 5.27b.
For the hammer throw, Figure 5.28a shows that the exponential distribution captures the overall shape of
the data - with some isolated areas showing a lack of fit. This is in agreement with the reasonable p-value
of 0.4045 for the Kolmogorov-Smirnov test (see Table 5.31b). The lack of fit is most notable in the fourth
bar of the histogram which extends well beyond the rest of the data and the fitted curve. Further evidence
of this area of lack of fit is provided in Figure 5.28b which shows the greatest disparity between the data
and the fitted curve for increment values just below one metre. Other than this area, Figure 5.28b reflects
that the exponential distribution captures the overall shape of the data relatively well. The lack of fit for
increments between half a metre and one metre can also be seen in Figure 5.28c, where there is a departure
from linearity between these values. The right tail of the distribution shows a more significant departure
from linearity than observed in the discus throw. The near-linearity of the points on the left-hand side show
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Figure 5.28: Record Increment Goodness-of-Fit Graphs: Hammer Throw 1948-1988 (Exponential)
a good fit of the distribution to the lower tail of the data.
Figures 5.29a and 5.29b show that the log-normal distribution is reasonably adept at providing an adequate
approximation to the overall shape of the shot put data. This is in agreement with the p-value for the
Kolmogorov-Smirnov test of 0.3483, as recorded in Table 5.31c. However, an area of lack of fit can be seen
for increments of values just less than 0.4 metres. It would appear from Figure 5.29b that the tail of the
log-normal distribution is an adequate reflection of the behaviour of the tail of the data. Figure 5.29c again
shows an area of lack of fit for increments between 0.2 and 0.4 metres, as the most significant departure from
linearity are apparent in this range. Figure 5.29c however also reflects a good fit of the distribution to both
the lower and upper tails of the data. Particularly, increments up to a value of 0.2 metres show a strong
linear trend.
While all the events (with the exception of the discus throw and shot put) showed that there was an issue
with lack of fit at the tail of the distribution, it is worth noting that when the data or distribution have
no upper bound (i.e. long tails) the Q-Q plot will place more emphasis on the tails, where the number of
observations is usually low, than in the middle of the data where the number of observations is usually much
higher. This is due to the fact that the quantile changes quickly as a function of the increment value when
the density is low and changes slowly as a function of the increment value when the density is high (Wilk
and Gnanadesikan, 1968).
Despite areas of lack of fit exhibited by some events’ distributions (in particular the 1500 metres and the
mile), it was decided that the distributions provided a sufficiently adequate fit to the increment data in order
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Figure 5.29: Record Increment Goodness-of-Fit Graphs: Shot Put 1948-1988 (ML Log-Normal)
to be used for constructing the compound distributions with which the record improvement variable is to be
modelled.
5.4.1.1 High Jump
Because the increments for the high jump may be regarded as a discrete random variable, a number of discrete
distributions (from the zero truncated (a, b, 1) class of distributions) were fitted to the increment data for this
event (see Section 4.3.2.1 on page 41). The goodness-of-fit was assessed by means of the Chi-squared test and
the AICc values were calculated to decide which of the distributions was most appropriate for modelling the
increment variable. The record increment values for the high jump range from 0.01 to 0.04 metres. Since the
zero truncated (a, b, 1) distribution all have support on the positive integers, the values for record increment
were multiplied by 100 (that is expressed in terms of centimetres) for the purposes of distribution fitting.
The results of the distribution fitting, for all distributions except the ZT binomial distribution, are recorded
in Table 5.32. It was found that the ZT binomial distribution could not be fitted to the high jump data.
When performing maximum likelihood estimation (according to the method discussed in Section 4.3.2.1 on
page 41), the likelihood function did not reach a maximum but continued to increase as mˆ increased and pˆ
decreased. The product of the two parameter estimates mˆ and pˆ approached the value of λˆ, the estimated
parameter of the ZT Poisson distribution fitted to the high jump increment data. For this reason the results
of the ZT binomial distribution are excluded from Table 5.32.
It can be seen from Table 5.32 that, based on the AICc values, the logarithmic distribution provides the best
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Table 5.32: Record Increment Distribution Fitting and Goodness-of-Fit Statistics: High Jump 1948-1988
Distribution ParameterEstimates
Chi-squared
Test
Statistic
Chi-squared
p-value df
Average
Expected
Frequency
AICc
Value
ML ZT Poisson λˆ = 0.36 24.4631 0.0000 2 6.5 31.96
ML ZT
Geometric βˆ = 0.19 11.3434 0.0034 2 6.5 29.56
ML Logarithmic βˆ = 0.41 7.5022 0.0235 2 6.5 28.35
ML ETNB rˆ = 0.00
pˆ = 0.71
7.5015 0.0062 1 6.5 30.52
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Figure 5.30: Record Increment Goodness-of-Fit Graphs: High Jump 1948-1988 (ML Logarithmic)
fit to the increment data. For the ETNB distribution (see Appendix A on page 181) the estimate rˆ was very
close to zero (assuming a value of 8.8979×10−8), and the value for pˆ was such that the value 1−pˆpˆ approached
that of the parameter estimate βˆ of the logarithmic distribution, which provides support for the logarithmic
distribution being the most appropriate of the candidate models. However, the results of the Chi-squared
goodness-of-fit test show that the fit of this distribution to the increment variable is not adequate. In fact,
none of the distributions show an adequate fit to the data. The fit of the logarithmic distribution is shown
in Figure 5.30.
It is believed that the lack of fit of the logarithmic distribution may be due to chance, as a result of the small
sample size. It is unexpected that no observations of the value 0.02 metres should be present in the data when
there are observations of larger increment values present in the data. If two observations of record increment
are changed from 0.01 to 0.02 metres, the p-value for the logarithmic distribution improves to 0.3660. In
addition, if the complete data set is considered (from the beginning of the record progression until 2010), the
logarithmic distribution is again identified as the best-fitting distribution based on the AICc values and has
a p-value for the Chi-squared goodness-of-fit test of 0.6017. This suggests that the logarithmic distribution
is a good fit to the increments of the complete record progression. However, due to the lack of evidence that
the logarithmic distribution fits the increment data for the period considered, a compound model was not
fitted to the record improvement variable and the high jump was excluded from all further analysis.
It is surprising that the ZT binomial distribution did not yield a solution as the sample mean is greater than
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the sample variance for the high jump increments. The lack of 0.02 metre increments in the reduced data set
may however be an explanation for the lack of success in fitting the ZT binomial distribution to the high jump
increments. Changing a single increment value from 0.01 metres to 0.02 metres resulted in the log-likelihood
function reaching a maximum. Also, considering the entire data set yielded a maximum likelihood solution.
However, the fit of the resulting ZT binomial distribution in both cases was still poor.
5.4.2 Record Frequency
To assist the distribution-fitting process a bar plot and descriptive statistics were computed for observations
of the frequency variable for each event. The candidate distributions were fitted to each event, thereafter the
Chi-squared goodness-of-fit test was performed and the AICc values calculated.
Figures 5.31 and 5.32 display the bar plots of the record frequency for the track events (based on the complete
record progression) and the field events (based on the reduced record progression) respectively. The record
frequency distributions for all of the events are positively skewed. On the whole, the number of values which
the record frequency variable assumes is larger for the field events than for the track events. This indicates that
there is more variability in the data for the field events. Of the track events, the 5000 metres exhibits a larger
number of values of record frequency, and thus has a longer tail than the rest of the track events. The shot
put, high jump and 5000 metres data all have the slightly unexpected property of the number of observations
of each value of record frequency not decreasing with the value of the record frequency. Intuitively, it would
be expected that a larger number of records per year is less likely to occur. This unexpected behaviour may
simply be as a result of chance, as the number of observations of positive record frequency values is very
small.
Table 5.33 summarises the descriptive statistics for each event. It can be seen from Table 5.33 that the
variance of the data is greater than the mean for all the events except the 1500 metres. This suggests
that the record frequency variable may be over dispersed. For those events in which the variance of the
data is considerably larger than the mean, the negative binomial distribution may be the most appropriate
distribution. For events in which the variance of the data is closer to the mean, the Poisson distribution may
provide the best fit to the data.
All the events exhibit positive skewness and positive kurtosis. It also appears that the record is broken
less frequently for track events than for field events, as the mean record frequency is far less for track than
for field. This is not unexpected as the statistics for the field events are calculated based on the reduced
record progression, which corresponds to a period of extremely rapid development (from 1948 to 1988). From
Table 5.33a it can be seen that the mean record frequency increases with the length of the race, that is, the
record appears to be broken more often for longer events. This may however be in part due to more ties
having been removed from the shorter races1. Ties are more commonly found in the early data for shorter
races, because the unit of measurement was too large to capture minute differences in performance. Longer
races are affected by this to a lesser extent. While the variance is greater for field events than for track
1Eight ties were removed from the 1500 metres and one tie was removed from the mile. No ties were present in the 5000 and
10 000 metres
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Figure 5.31: Bar Plots of Record Frequency: Track
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Figure 5.32: Bar Plots of Record Frequency: Field 1948-1988
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Table 5.33: Record Frequency Descriptive Statistics: Track and Field 1948-1988
(a) Track Events
Event Mean Variance StandardDeviation
Coefficient
of
Variation
Skewness Kurtosis
1500 m 0.3030 0.2746 0.5240 1.7294 1.4814 4.2587
1 mile 0.3163 0.3422 0.5850 1.8495 1.9876 7.2493
5000 m 0.3535 0.5982 0.7735 2.1881 2.8914 12.3574
10 000 m 0.3700 0.4173 0.6460 1.7459 1.9615 7.1558
(b) Field Events 48-88
Event Mean Variance StandardDeviation
Coefficient
of
Variation
Skewness Kurtosis
DT 0.6585 1.0805 1.0395 1.5786 1.5303 4.5206
HT 1.0488 1.6476 1.2836 1.2239 1.3447 4.2588
SP 0.9024 1.5902 1.2610 1.3974 1.5481 4.7445
events, the coefficient of variation is larger for track events due to the larger mean record frequency for the
field events.
The Poisson, binomial and negative binomial distributions were fitted to the record frequency variable for
each of the events. It was found, for all events except the 1500 metres, that the binomial distribution could
not be fitted to the data. Method of moments estimation yielded negative parameter estimates and when
maximum likelihood estimation was used the likelihood function did not reach a maximum but continued to
increase as mˆ increased and pˆ decreased. The product of the two parameter estimates mˆ and pˆ approached
the value λˆ, the estimated parameter of the Poisson distribution fitted to the same event. For this reason
the results of the binomial distribution are excluded for all events except the 1500 metres.
For the 1500 meters it was found that the binomial distribution could be fitted to the data and the negative
binomial distribution could not. For the negative binomial distribution the method of moments yielded a
negative value for rˆ and the method of maximum likelihood did not converge to a consistent solution. The
negative binomial distribution is thus excluded from the results for the 1500 metres. It is not unexpected that
the binomial distribution could be fitted to the 1500 metres and the negative binomial could not, as the 1500
metres is the only event in which the variance is less than the mean. The binomial distribution was fitted
to the 1500 metres record frequency data using maximum likelihood estimation together with a likelihood
profile for possible values of mˆ, as discussed in Section 4.3.2.2. The value obtained for mˆ from this procedure
(three) was one more than the maximum observed value of record frequency of two records per year. The
parameter m represents the maximum records possible in a year, and thus this maximum likelihood estimate
restricts the value of the record frequency to three or less if the binomial distribution is used for forecasting.
Theoretically there is no upper limit to the number of records which may be broken in one year, however
practical considerations dictate that some reasonable boundary must exist. This provided the motivation for
considering the binomial distribution, even though it does restrict the value of the record frequency to the
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Table 5.34: Record Frequency Distribution Fitting and Goodness-of-Fit Statistics: Track
(a) 1500 Metres
Distribution ParameterEstimates
Chi-
squaredTest
Statistic
Chi-
squared
p-value
df
Average
Expected
Frequency
AICc
Value
Poisson λˆ = 0.30 0.3110 0.5771 1 33 137.84
ML Binomial nˆ = 3
pˆ = 0.10
0.0132 NA 0 33 139.21
(b) 1 Mile
Distribution ParameterEstimates
Chi-
squared
Test
Statistic
Chi-
squared
p-value
df
Average
Expected
Frequency
AICc
Value
Poisson λˆ = 0.32 0.9683 0.6162 2 24.5 143.14
ML Negative
Binomial
rˆ = 4.66
pˆ = 0.94
0.4423 0.5060 1 24.5 145.02
(c) 5000 Metres
Distribution Parameter
Estimates
Chi-
squared
Test
Statistic
Chi-
squared
p-value
df Average
Expected
Frequency
AICc
Value
Poisson λˆ = 0.35 81.3460 0.0000 3 19.8 165.28
ML Negative
Binomial
rˆ = 0.56
pˆ = 0.61
2.6343 0.2679 2 19.8 157.07
(d) 10 000 Metres
Distribution ParameterEstimates
Chi-
squared
Test
Statistic
Chi-
squared
p-value
df
Average
Expected
Frequency
AICc
Value
Poisson λˆ = 0.37 3.5346 0.1708 2 25 160.94
ML Negative
Binomial
rˆ = 3.41
pˆ = 0.90
1.7803 0.1821 1 25 162.48
value of the parameter m. It is however believed that the maximum likelihood estimate obtained for m of
three records per year, which represents the upper limit, is prohibitively small as in all other track events the
record has been broken more frequently than three times in a year. As a result the binomial distribution is
not considered appropriate to model the record frequency for the 1500 metres.
Once the candidate distributions had been fitted to the record frequency data for each event, the Chi-squared
goodness-of-fit test statistic was performed and the AICc value was calculated for each of the distributions.
These results are summarised in Tables 5.34 and 5.35. The number of bins for each Chi-squared test was
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Table 5.35: Record Frequency Distribution Fitting and Goodness-of-Fit Statistics: Field 1948-1988
(a) Discus Throw 48-88
Distribution ParameterEstimates
Chi-
squared
Test
Statistic
Chi-
squared
p-value
df
Average
Expected
Frequency
AICc
Value
Poisson λˆ = 0.66 8.9923 0.0294 3 13.6667 99.11
ML Negative
Binomial
rˆ = 0.77
pˆ = 0.54
1.0976 0.5777 2 13.6667 95.55
(b) Hammer Throw 48-88
Distribution ParameterEstimates
Chi-
squared
Test
Statistic
Chi-
squared
p-value
df
Average
Expected
Frequency
AICc
Value
Poisson λˆ = 1.05 8.1058 0.0878 4 8.2000 121.78
ML Negative
Binomial
rˆ = 1.79
pˆ = 0.63
0.6973 0.8738 3 8.2000 119.82
(c) Shot Put 48-88
Distribution ParameterEstimates
Chi-
squared
Test
Statistic
Chi-
squared
p-value
df
Average
Expected
Frequency
AICc
Value
Poisson λˆ = 0.90 16.0237 0.0030 4 13.6667 116.74
ML Negative
Binomial
rˆ = 1.12
pˆ = 0.55
3.2275 0.3579 3 13.6667 112.20
chosen to equal the number of distinct values observed for the frequency variable, subject to this number of
bins satisfying the recommendations suggested by Roscoe and Byars (1971). These recommendations suggest
that the average number of expected observations in each bin exceed two when testing at a 5% level of
significance and four when testing at a 1% level of significance. It was found that using a separate bin for
each observed value of the record frequency variable did not contravene the recommendations of Roscoe and
Byars (1971).
Distributions which showed Chi-squared p-values greater than 0.05 were considered to provide an adequate
fit to the data. For each event, the distribution which had the lowest AICc value was chosen as the most
appropriate to be fitted to the data, subject to this distribution having a Chi-squared p-value greater than
0.05. It was found that the track events, with the exception of the 5000 metres, were better described by the
Poisson distribution, while the negative binomial distribution provided the better fit for all of the field events
and the 5000 metres. Because of the small number of distinct outcomes for the 1500 metres, the number of
bins did not provide sufficient degrees of freedom for the p-value to be calculated for the binomial distribution.
However, this distribution has already been identified as unsuitable due to the value of parameter estimate
mˆ being prohibitively small. Also, the AICc value is larger for the binomial distribution than for the Poisson
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Figure 5.33: Record Frequency Goodness-of-Fit Graphs: 1500 Metres (Poisson)
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Figure 5.34: Record Frequency Goodness-of-Fit Graphs: 1 Mile (Poisson)
distribution which indicates the Poisson distribution is the superior choice for modelling the 1500 metre
frequency data.
The goodness-of-fit of the distribution identified as most appropriate for each event was also assessed graphic-
ally by means of a bar plot of record frequency overlaid with the expected frequencies of the fitted distribution
and a graph of the empirical and theoretical cumulative distribution functions. These are depicted for each
event of the track events in Figures 5.33, 5.34, 5.35 and 5.36 and for each of the field events in Figures 5.37, 5.38
and 5.39.
It can be seen from Figures 5.33a and 5.33b that the Poisson distribution appears to fit the 1500 metre
frequency data well. This is in agreement with the high p-value of 0.5771 for the Chi-squared goodness-of-fit
test as recorded in Table 5.34a. From Figure 5.33a it can be seen that the Poisson distribution predicts
slightly fewer observations of one record per year and slightly more observations of two or more records per
year than were present in the data, but the extent of this discrepancy is not large. The observed data and
the fitted distribution show a good match in terms of number of observations of zero records in a year.
Figures 5.34a and 5.34b show that the Poisson distribution is a good fit to the mile frequency data as well.
This is in agreement with the high p-value of 0.6162 for the Chi-squared goodness-of-fit test as recorded in
Table 5.34b. Figure 5.34a shows that the expected frequencies predicted by the fitted distribution match the
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Figure 5.35: Record Frequency Goodness-of-Fit Graphs: 5000 Metres (ML Negative Binomial)
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Figure 5.36: Record Frequency Goodness-of-Fit Graphs: 10 000 Metres (Poisson)
frequencies of observations in the actual data set very well. Figure 5.34b shows that the observed data and
fitted distribution exhibit very similar shapes in terms of cumulative densities.
Figures 5.35a and 5.35b show that the negative binomial distribution provides a fairly good fit to the 5000
metres frequency data, although not as good as the fit of the Poisson distribution to the 1500 metres and
mile frequency data. This is in agreement with the lower, but still reasonable p-value of 0.2679 for the
Chi-squared goodness-of-fit test for the 5000 metres, as recorded in Table 5.34c. Figure 5.35a shows that
the distribution predicts more observations of two and three records per year than were present in the data,
and fewer observations than were observed for the values of one and four or more records per year. The
distribution does match the data in terms of observations of zero records per year. Figure 5.35b also lends
support to the conclusion that the fit is reasonably good. In Figure 5.35b the distribution and data appear
to have very similar shape overall, with slight mismatches occurring between one and two records per year,
and three and four records per year.
It can be seen from Figures 5.36a and 5.36b that the fit of the Poisson distribution to the 10 000 metre
frequency data appears to be acceptable, but again not as good as the fit of the Poisson distribution to the
1500 metre and mile data. Figure 5.36a shows good agreement between the data and the fitted distribution
for lower values of record frequency (zero and one) with more discrepancy in the upper tail. Figure 5.36b
again shows that the overall pattern of the data and distribution is very similar, but that there are areas of
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Figure 5.37: Record Frequency Goodness-of-Fit Graphs: Discus Throw 1948-1988 (ML Negative Binomial)
slight lack of fit in the upper tail. These observations are in agreement with the p-value of 0.1708 for the
Chi-squared goodness-of-fit test recorded in Table 5.34d, which reflects a reasonable fit.
Figure 5.37a shows that the negative binomial distribution provides a good overall fit to the discus throw data,
but with disparity between observed and expected frequencies occurring at values of one and two records per
year. This can again be seen in Figure 5.37b which reflects a good overall match of the data and distribution,
but with an area of mismatch between one and two records per year. The Chi-squared goodness-of-fit p-value
of 0.5777 for this event (as recorded in Table 5.35a) indicates an acceptable fit of the distribution to the data.
The p-value for this event is higher than some of the track events which graphically appear to have a better
fit to the frequency data. The degrees of freedom used for the Chi-squared tests is not the same for all of the
events and does affect the p-values obtained. However, the 5000 metres had the same distribution fitted to
the record frequency variable, and the same number of degrees of freedom used for the Chi-squared test, as
the discus throw. From Figures 5.35 and 5.37 it appears that the fit is better for the 5000 metres than the
discus throw, even though the p-value is better for the discus throw. In addition, from Figures 5.35a and 5.37a
it appears that the extent to which the observed and expected values differ is greater for the discus throw
than the 5000 metres. It should however be noted that the number of observations of record frequency is far
smaller for the discus throw than the 5000 metres and as a result the differences (even if they are of a similar
magnitude) are more clearly visible, and appear larger, for the discus throw than the 5000 metres. The values
for the differences were calculated2 and for zero and one record per year, the discus throw does have slightly
larger discrepancies between observed and expected frequencies, however, the margin is not large. For all the
other values of number of records per year the 5000 metres shows the larger discrepancies. This is especially
true for four or more records per year, where the difference is far larger for the 5000 metres. The Chi-squared
test statistic divides the square difference between the observed and expected number of observations by the
expected number of observations (see Section 4.3.2.2). For higher values of record frequency the number
of expected observations is far smaller than for lower values of record frequency. As a result, discrepancies
between observed and expected number of observations which occur at high values of record frequency are
penalised more strongly in the calculation of the Chi-squared test statistic, leading to a lower p-value. It can
2For the 5000 metres the values for the absolute differences between the observed and expected number of observations for
each level of the record frequency variable are 0.2770, 1.6983, 1.9232, 0.6271 and 1.1290 for values of N of zero, one, two, three
and four or more respectively. For the discus throw the values for the absolute differences between the observed and expected
number of observations for each level of the record frequency variable are 0.5355, 2.0532, 1.3078, 0.42987 and 0.2200 for values
of N of zero, one, two, three and four or more respectively.
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Figure 5.38: Record Frequency Goodness-of-Fit Graphs: Hammer Throw 1948-1988 (ML Negative Binomial)
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Figure 5.39: Record Frequency Goodness-of-Fit Graphs: Shot Put 1948-1988 (ML Negative Binomial)
be seen from Figures 5.35b and 5.37b that the 5000 metres has a worse fit in the tail than the discus throw,
which is where lack of fit is penalised more strongly.
Figure 5.38a shows a strong agreement between the observed values and expected frequencies of the fitted
distribution for lower values of the hammer throw record frequency variable. There are some discrepancies
present for values of three and four records per year. Figure 5.38b also reflects the strong agreement in shape
of the observed data and fitted distribution for lower values of record frequency and with slight discrepancies
present at values of record frequency of three and four records per year. The overall shape of the two curves
depicted in Figure 5.38b does however reflect a good fit, which is in agreement with the high p-value of 0.8738
for the Chi-squared goodness-of-fit test, as recorded in Table 5.35b. The p-value for the hammer throw is
higher than all the track events, despite Figure 5.38a displaying more obvious disparities between observed
and expected number of observations than was observed in Figures 5.33a, 5.34a, 5.35a and 5.36a for the track
events. However, the smaller number of observations for field events results in discrepancies being far more
visible. The higher p-value obtained for the hammer throw may also be due to the larger number of degrees
of freedom which could be utilised due to the larger number of levels of the record frequency variable for this
event.
Figures 5.39a and 5.39b both show that there is a reasonable agreement between the shot put data and the
fitted negative binomial distribution at record frequency values of zero, four and five and greater, but that
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there is disagreement occurring at values of the record frequency between one and three. The fit of the
negative binomial distribution to the shot put data appears to be the worst of the field events based on the
graphical evidence. This is further corroborated by the p-value of the shot put being the lowest of all the
field events at 0.3579 (as recorded in Table 5.35c), despite being carried out at a similar number of degrees of
freedom. The shot put frequency data does have the somewhat unexpected property that three records per
year occurred more frequently than two records per year. This unexpected trait in the data automatically
results in discrepancies between the fitted distribution and the observed values as all of the fitted candidate
distributions have probabilities which decrease as the value of the variable increases. It is believed that this
pattern in the shot put data is due to chance, perhaps due to the small number of observations of positive
values of record frequency. It is expected intuitively that the true probability of obtaining three records per
year is not greater than two records per year, and thus this unexpected pattern in the data is not considered
as an indication that the negative binomial is an inappropriate choice of model. The p-value for the shot put
is higher than that of the track events despite showing more graphical evidence of a lack of fit based on the
barplots. This may be due to the scaling issues caused by the differences in sample size. However, there is
also more graphical evidence of a lack of fit for the shot put than the track events based on the empirical and
fitted distributions’ CDFs. This graph is not affected by scaling differences which arise due to the different
sample sizes. The higher p-value for the shot put may be due to larger number of degrees of freedom used
for the Chi-squared goodness-of-fit test.
Although there are some areas of lack of fit between the identified distributions and the corresponding data
sets for some events, it is believed that overall, the identified distributions provide a reasonably good fit to
the frequency data and are acceptable for modelling purposes.
5.4.3 Record Improvement
The compound distribution fitted to the record improvement in a single period, I, for each of the events
identified as suitable for analysis is given in Table 5.36. The compound distribution is composed of the
distributions fitted to the record increment and frequency variables. For each event the distribution function
of the compound variable I was obtained and this was used to forecast future improvements to the record,
and consequently, the future value of the record. For the track events the compound Poisson distribution
was found to provide the most appropriate fit for the improvement variable, with the exception of the 5000
metres in which the compound negative binomial provided a superior fit. The compound negative binomial
distribution provided the best fit for the improvement variable for all of the field events. The distribution
identified for the record increment component was the same for the 1500 metres and the mile, which is
unsurprising considering the similar distances of the events. For the longer track distances (the 5000 metres
and the 10 000 metres) it was also found that the same distribution (exponential) best described the increment
component. Different distributions were identified as best-fitting for the increment component for each of the
field events. In the study conducted byHeazlewood (2006) different models were found to be most appropriate
for the different events analysed. Heazlewood (2006) concluded that this may be due to each of the events
depending on different factors and requiring different training methods. It was also suggested that the factors
which influence the development of athletic performance had evolved slightly differently for each of the events
(Heazlewood, 2006).
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Table 5.36: Best Fitting Distributions for Record Improvement: Track and Field 1948-1988
(a) Track Events
Event Distribution
1500m I∼CPoisson(0.30,F (Di)) where Di∼Weibull(1.42, 116.01)
1 mile I∼CPoisson(0.32,F (Di)) where Di∼Weibull(1.29, 85.06)
5000 m I∼CNBinom(0.56, 0.61,F (Di)) where Di∼Exp(37.82)
10 000 m I∼CPoisson(0.37,F (Di)) where Di∼Exp(37.52)
(b) Field Events 1948-1988
Event Distribution
DT I∼CNBinom(0.77, 0.54,F (Di)) where Di∼Gamma(1.77, 2.45)
HT I∼CNBinom(1.79, 0.63,F (Di)) where Di∼Exp(1.52)
SP I∼CNBinom(1.12, 0.55,F (Di)) where Di∼LNorm(-2.39, 1.00)
5.5 Forecasting
Forecasts of future performance obtained from the compound model require that the distribution function of
the compound distribution fitted to each event be estimated. In Section 5.5.1 the simulation performed to
obtain the distribution function of the record improvement per period, I, and the record improvement after
t periods I(t) is presented. The distribution functions obtained are displayed graphically and summarised
numerically in Sections 5.5.2 and 5.5.3. The forecasts obtained from the distribution function are presented
and discussed in Section 5.5.4. The forecasts obtained from the compound model are compared to those
obtained from a linear model in Section 5.5.5, and in Section 5.5.6 the track forecasts adherence to scaling
laws is assessed.
5.5.1 Obtaining the Distribution of Record Improvement
Let Rcurrent denote the world record on the last day of the record progression used for distribution fitting.
For the track events the last day of the record progression used for distribution fitting is 31 December
2010, and for field events the last day of the record progression used for distribution fitting is 31 December
1988. The forecasted record after a further t periods (years) have passed (denoted by R(t)) is then given by
R(t) = Rcurrent + I(t), where I(t) is the improvement in the record after t periods have passed. In order
to obtain forecasts of the future value of the record, the distribution function of the compound variable I(t)
must be estimated. The distribution function of I(t) was estimated by simulation, using the distribution
fitted to the record improvement in a single period (I) , as described in Section 4.3.3 on page 46. Each of
the t periods for which forecasts were obtained are all full calender years from 1 January to 31 December,
the time period used for distribution fitting. Since the occurrence of record breaking is not necessarily evenly
spaced throughout the year, forecasts were not obtained for time intervals shorter than a calender year, or
for a year-long interval beginning on any other date.
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In order to estimate the distribution function of the compound distribution fitted to I, the record improvement
in a single period, two million observations were simulated from the compound distribution fitted to I. The
empirical distribution of this simulated sample provides a close approximation to the distribution function of
I. Under the assumptions of the collective risk model, the distribution of the record improvement in a single
period will be the same in any period of equal length. Thus further samples were generated from the compound
distribution fitted to I to represent the record improvement in further periods of time. Since the assumptions
of the collective risk model are unlikely to remain valid indefinitely, the number of years for which forecasts
were obtained was restricted to ten. Thus ten sets of two million simulated observations were generated
from the distribution of I, each set representing the empirical distribution of the record improvement in a
single period. A matrix was constructed from the ten sets of simulated observations such that each set of
simulated observations formed a column of the matrix. The matrix was thus of dimension two million by ten
and each column contained the simulated observations of the record improvement in a single period. The
row totals of the first t columns then represent simulated observations of I(t), the record improvement after t
periods, where 1 ≤ t ≤ 10 is the number of columns being added. The empirical distribution of the simulated
observations of I(t) thus obtained provide a close approximation to the distribution function of I(t).
5.5.2 Graphical Depiction of the Record Improvement Distribution
The shape of the distribution of I(t), the record improvement after t periods have passed, was assessed
graphically by means of graphs of the CDF and the PDF of I(t). Since the empirical distribution of the
simulated observations of I(t) provides a close approximation to the distribution of I(t), the empirical CDF
of the simulated data may be used to approximate the CDF of the variable I(t) and the histogram of
the simulated observations of I(t) may be used to approximate the PDF of the variable I(t). Statistics of
interest regarding I(t), which provide an indication of the expected improvement and variability of the record
improvement, may also be approximated by the corresponding statistics of the simulated observations.
For the track events the record progressions used for distribution fitting extend until the end of the year
2010, and as a result the variables I(1), I(2), ... and I(10) represent the record improvement at the end
of each of the years 2011, 2012, ... , 2020. For the field events the last year of the record progression used
for distribution fitting is 1988 and as a result the variables I(1), I(2), ... and I(10) represent the record
improvement at the end of each of the years 1989, 1990, ... , 1998. It is known that no records were broken
during (and beyond) this period for the discus and hammer throw, and there was only one further record
during this period for the shot put (in 1990). It is believed that forecasts obtained by the compound model for
this period will provide an indication of where the record may have been, had the conditions of competition
remained the same as they were during the period of analysis (1948 to 1988). The period 1948 to 1988 is
believed to represent a period of unusually rapid development in field performance, and that external factors
such as widespread abuse of anabolic steroids, exacerbated by political pressure, may have influenced the
record progression significantly. Forecasts from the compound model which are inconsistent with the drought
of records which occurred after 1988 would provide support for this theory.
The CDF of I(t) (as approximated by the empirical CDF of the simulated data) is shown in Figure 5.40 for
each track event and in Figure 5.41 for each field event. The variable I(t) is a mixed random variable, with a
discrete probability at zero (if the record is not broken) and a continuous portion for positive values of record
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(a) 1500 Metres
(b) 1 Mile
(c) 5000 Metres
(d) 10 000 Metres
Figure 5.40: CDF of I(t) for t = 1, t = 5 and t = 10: Track
frequency. The values used for t in Figures 5.40 and 5.41 are t = 1, t = 5 and t = 10, so that the change in
the shape of the distribution of the improvement variable as the number of periods increases may be seen.
From Figure 5.40 it can be seen that for all the track events, when t = 1, there is a large probability associated
with there being no improvement to the record. As the number of time periods being considered increases,
this probability becomes smaller. For t = 5 it can be seen that the probability of the record not being broken
at all is decreased and for t = 10 it has decreased further to a very small amount - becoming close to zero
for the 10 000 metres. The probability of larger values of record improvement also increases as the number
of periods increases.
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(a) Discus Throw 48-88
(b) Hammer Throw 48-88
(c) Shot Put 48-88
Figure 5.41: CDF of I(t) for t = 1, t = 5 and t = 10: Field 1948-1988
From Figures 5.40a and 5.40b it can be seen that the shape of the curves of the 1500 meters and the one mile
are very similar. This is not unexpected as the distances are very similar in length with only an additional
106.34 metres being contested in the mile. The shapes of the curves for the longer distance events (the 5000
and 10 000 metres) are also reasonably similar to that of the 1500 metres and the mile. However, it may
be observed from Figure 5.40c that the probability of a record improvement of zero is higher for the 5000
metres than for the rest of the track events for all of the time periods considered, and that the gradient of
the curves for this event appears to be steeper than that of the other track events.
From Figure 5.41 it can be seen that for the field events there is a substantial probability associated with the
record not being broken after a single period, but that this probability is smaller than for the track events.
When the number of time periods being considered is increased, it can be seen that the probability of the
record not being broken decreases much more quickly for the field events than it did for the track events.
After a period of five years (t = 5) all of the track events had probability in the vicinity of 0.2 that the record
would not be broken. For the field events this probability was much lower, and in some cases equal to zero.
After a period of ten years all events have zero probability that the record will not be broken. It is known
that during the ten-year period 1989-1998, the record was not broken in the discus throw and the hammer
throw. This discrepancy between the compound model prediction and what transpired in reality may be
considered as evidence of the atypical nature of the record progression during the period 1948 to 1988 which
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was used to construct the model.
It can be seen from Figure 5.41 that the curves of discus throw and hammer throw have a fairly similar shape,
but that the curves of the shot put differ appreciably. Figure 5.41c shows that the shot put cumulative
probabilities go to one much more quickly than for the other field events and consequently have a much
steeper gradient. This is not unexpected as the average increment was much lower for the shot put than for
the other two field events. It can be seen from Figure 5.41 that for all three events, the CDF when t = 10
begins to assume a more symmetrical s-shape. This is most noticeable for the hammer throw.
Frequency histograms of the simulated observations of the record improvement variable I(t) are displayed for
each of the track and field events in Figures 5.42 and 5.43 respectively. These provide an approximation of
the shape of the density function of I(t). The histograms were constructed for t = 1, t = 5 and t = 10. These
time periods were utilised so that the change in shape of the distribution of the record improvement variable
as time period increases can be observed. The mixture distribution of I(t) (with a discrete probability at
I(t) = 0 and a continuous distribution for positive values of record improvement I(t) > 0) is clearly observable
from Figures 5.42 and 5.43.
It can be seen from Figure 5.42 that the shapes of the distributions of record improvement are similar for
the 1500 metres and the mile for each of the time periods illustrated. From Figure 5.42 it can be seen
that for t = 1 the frequency of observations of zero for record improvement dwarfs the frequency of positive
improvement values (the frequency of zero is observed by the single point on the top left of the plot). This
is a result of the high probability of N = 0 in the record frequency distribution. It is in agreement with the
large probability of the record not being broken after a single period, which may be observed from the CDFs
in Figure 5.40. The distribution of the positive record improvements can be observed to have a positively
skewed shape with a long tail extending to the right.
After five periods have passed, it can be seen that zero is still the most frequently observed value but there
are more observations of positive values of record improvement. This allows for the shape of the distribution
of the positive record improvement to be observed more easily. For the 1500 metres and mile the positively
skewed shapes of the positive record improvement values are similar. The shape formed by the positive
improvement values increases quickly to a maximum and then has a tail extending to the right. The shapes
of the positive record improvements of the 5000 metres and 10 000 metres are similar to each other. They
are also both positively skewed, however they show a decrease in frequency from the first bin, without the
initial increase observed in the shorter events.
From Figure 5.42, when t = 10 it can be seen that the frequency of the value zero does not dominate the
positive values for record increment, and for the mile and the 10 000 metres it is no longer more frequent
than each interval of positive values in the histogram. It can be seen that for all events the distribution of
the continuous component is still positively skewed, but to a lesser extent than observed for t = 5. A slightly
more symmetrical shape is becoming evident, particularly in the 1500 metres, the mile and the 10 000 metres.
The positive record improvement remains the most positively skewed for the 5000 metres.
For the field events it can be observed from Figure 5.43 that the smaller distances which are thrown in the
shot put has resulted in smaller values for the positive record improvement variable. The longest distances
are thrown in the hammer throw, followed closely by the discus throw, and this is reflected in the larger values
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(d) 10 000 Metres
Figure 5.42: Frequency Histograms of I(t) for t = 1, t = 5 and t = 10: Track
of positive record improvement for the discus throw, and to a greater extent the hammer throw. It can be
seen from Figure 5.43 that when t = 1 the frequency of a record improvement of zero dwarfs the frequencies
of positive values of record improvement (the frequency of zero is observed by the single point on the top
left of the plot). The extent to which the frequency of zero is larger than the frequencies of each interval of
the positive values of record improvement is less for the field events than it was for the track events. The
distribution of the positive record improvements is positively skewed, with a tail extending to the right. The
first spike of the positive record improvement values is the highest and the tails are the shortest for the shot
put. This may be due to the smaller range of observations of record increment for this event (a maximum
increment of 0.84 metres, compared to the maximum increments of 2.48 and 2.22 metres for the hammer
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Figure 5.43: Frequency Histograms of I(t) for t = 1, t = 5 and t = 10: Field 1948-1988
throw and discus throw respectively), which is most likely as a result of the smaller distances thrown in the
shot put.
From Figure 5.43 it can be seen that for t = 5 the frequency of a record improvement of zero becomes much
smaller relative to the frequencies of the positive values. The discus throw is the only event for which the
frequency of zero remains the highest of all observations. The distribution of the positive record improvements
is still positively skewed for all the events, however it can be observed that the hammer throw is beginning
to exhibit a more symmetrical shape. The shot put again shows a much higher peak and shorter tails for the
distribution of positive record improvement than either of the discus or hammer throw, which is likely to be
a result of the smaller scale of the shot put records.
From Figure 5.43 it can be seen that for t = 10 the frequency of a record improvement of zero is now very
close to zero for both the hammer throw and shot put, and has decreased substantially for the discus throw.
The distributions for all events are beginning to appear more symmetrical and bell-shaped. This is especially
evident for the hammer throw and the shot put. A slight increase in symmetry after ten periods was also
noted for the track events in Figure 5.42. The increase in symmetry is much more pronounced for the field
events than it was for the track events.
The emergence of a more symmetrical and normally-shaped distribution as the number of time periods
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increases is not unexpected. The record improvement is the sum of random variables (the record increments)
which, according to the assumptions of the collective risk model, are i.i.d. and have been modelled by
distributions with finite mean and variance. According to the central limit theorem the sum of a large number
of random variables (which are i.i.d. and have a finite mean and variance) will follow a normal distribution
if the number of terms in the sum is sufficiently large. The collective risk model involves a random number
of terms in the summation, and consequently the central limit theorem is not directly applicable due to the
larger variance as a result of the uncertainty over the number of terms in the sum. However, as the number
of periods increases the expected number of records increases and consequently the increase in symmetry is
not unexpected. The more symmetrical and s-shaped curve seen for the CDF of record improvement after
ten periods (from Figure 5.41 for field events, and to a slightly lesser extent, from Figure 5.40 for the track
events) also suggests that the distribution of record improvement is becoming more symmetrical.
The discrete probability that I(t) takes on a value of zero can be directly calculated from the compound
distribution fitted to I(t). Since when N(t) is zero (i.e. the record is not broken) it follows that I(t), the
improvement in the record, will be zero too. Thus the probability of I(t) = 0 is the same as the probability of
N(t) = 0, which can be calculated from the distribution fitted to the frequency component of the compound
distribution. For t = 1, P (N(1) = 0) may be calculated by substituting zero into the probability function
of the distribution fitted to the frequency variable N . For values of t > 1, the record remains unbroken
for t successive periods and the probability of I(t) = 0 may be calculated as {P (N(1) = 0)}t since it has
been assumed that periods are independent of each other and are identically distributed. In addition, the
probability of zero may be estimated from the simulated dataset as the frequency of observations of zero
relative to the number of simulations. The theoretical probability of zero, together with the estimated
probability from the simulated data, are provided in Table 5.37 for t = 1, t = 5 and t = 10. This provides an
indication of the accuracy of the simulation method.
In agreement with what was observed in Figures 5.40, 5.41, 5.42 and 5.43, it may be seen from Table 5.37
that the probability of the record remaining unbroken decreases with time period. It may be observed from
Table 5.37a that for the track events the probability of the record not being broken is greatest for the 5000
metres and smallest for the 10 000 metres for all the time periods considered. The probabilities are very
similar for the 1500 metres and the mile for all of the time periods considered, with the mile slightly less
likely to remain unbroken. The probability of the record remaining unbroken is much smaller for field events
than for track events. For the field events, it may be observed from Table 5.37b that for all the time periods
considered the hammer throw is the event for which the record is the least likely to remain unbroken, and
the discus throw is the event in which it is most likely that the record will not be broken.
The probabilities estimated from the simulation are all relatively close to those calculated from the frequency
distribution, with the largest discrepancy being 0.0005 in the 1500 metres. The hammer throw and the shot
put show particularly good agreement. This provides confidence in the accuracy of the approximation to the
distribution of the compound variable provided by the simulation method.
5.5.3 Numeric Summary of the Record Improvement Distribution
Pertinent statistics for the compound variable I(t), as approximated by the empirical statistics of the sim-
ulated observations of I(t), are provided in Tables 5.38 and 5.39 for the track and field events respectively.
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Table 5.37: Theoretical and Estimated Probabilities of Zero: Track and Field 1948-1988
(a) Track Events
Event 1500m 1 mile 5000 m 10 000 m
Theoretical (t = 1) 0.7386 0.7288 0.7604 0.6907
Estimated (t = 1) 0.7387 0.7292 0.7607 0.6910
Theoretical (t = 5) 0.2198 0.2056 0.2542 0.1572
Estimated (t = 5) 0.2203 0.2065 0.2542 0.1574
Theoretical (t = 10) 0.0483 0.0423 0.0646 0.0247
Estimated (t = 10) 0.0484 0.0425 0.0647 0.0247
(b) Field Events 1948-1988
Event DT HT SP
Theoretical (t = 1) 0.6211 0.4379 0.5157
Estimated (t = 1) 0.6207 0.4378 0.5157
Theoretical (t = 5) 0.0924 0.0161 0.0365
Estimated (t = 5) 0.0921 0.0161 0.0365
Theoretical (t = 10) 0.0085 0.0003 0.0013
Estimated (t = 10) 0.0084 0.0003 0.0013
The statistics are presented for t = 1, 2, . . . , 10, that is at the end of each of the periods 2011, 2012, ...,
2020 for track events and at the end of each of the periods 1989, 1990, ..., 1998 for field events. Statistics
approximated from the simulated observations of I(t) are denoted by (S ) in the relevant tables. The theory of
compound distributions also provides a means by which the mean and the variance of the compound variable
I(t) may be calculated from the distributions fitted to the record frequency and record increment variables
(see Section 4.3.3). These “theoretical” statistics are also included in the tables so that the accuracy of the
simulation approximation may be assessed. These statistics are denoted by (T ) in the relevant tables. It
can be seen from Tables 5.38a, 5.38b, 5.38c and 5.38d that the mean and variance calculated using simulated
data match the values calculated using the theoretical formula closely for all of the track events.
It can be seen from Tables 5.39a, 5.39b and 5.39c that there is more discrepancy between the simulated and
theoretical statistics for the field events than for the track events. The hammer throw shows the largest total
absolute difference between the theoretical and simulated values for both the mean and the variance, followed
by the discus throw. The shot put shows much smaller discrepancies than the other two field events. The
larger scale of measurement of records in the field events, in particular the hammer throw and the discus, may
be responsible for the larger discrepancies between the theoretical and observed means and variances. When
the theoretical probability and estimated probability of zero record improvement were calculated (recorded
in Table 5.37) the field events did not display greater discrepancies than the track events. The calculation of
the probability of zero did not depend on the scaling of the record increment.
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Table 5.38: Record Improvement Statistics: Track
(a) 1500 Metres
Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Mean (S ) 0.0096 0.0193 0.0289 0.0386 0.0482 0.0578 0.0674 0.0771 0.0867 0.0963
Mean (T ) 0.0096 0.0193 0.0289 0.0385 0.0482 0.0578 0.0675 0.0771 0.0867 0.0964
Median (S ) 0.0000 0.0000 0.0147 0.0267 0.0370 0.0469 0.0566 0.0663 0.0759 0.0856
Variance (S ) 0.0005 0.0009 0.0014 0.0019 0.0023 0.0028 0.0032 0.0037 0.0042 0.0046
Variance (T ) 0.0005 0.0009 0.0014 0.0019 0.0023 0.0028 0.0032 0.0037 0.0042 0.0046
Std Deviation (S ) 0.0216 0.0305 0.0373 0.0431 0.0481 0.0527 0.0570 0.0609 0.0645 0.0680
Std Deviation (T ) 0.0215 0.0304 0.0373 0.0431 0.0481 0.0527 0.0570 0.0609 0.0646 0.0681
25th Percentile (S ) 0.0000 0.0000 0.0000 0.0000 0.0064 0.0155 0.0231 0.0304 0.0377 0.0450
75th Percentile (S ) 0.0043 0.0312 0.0469 0.0606 0.0740 0.0867 0.0993 0.1117 0.1238 0.1358
2.5th Percentile (S ) 0 0 0 0 0 0 0 0 0 0
97.5th Percentile (S ) 0.0753 0.1033 0.1272 0.1484 0.1681 0.1870 0.2051 0.2226 0.2397 0.2562
(b) Mile
Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Mean (S ) 0.0093 0.0187 0.0281 0.0374 0.0468 0.0561 0.0655 0.0748 0.0842 0.0936
Mean (T ) 0.0094 0.0187 0.0281 0.0375 0.0468 0.0562 0.0656 0.0749 0.0843 0.0937
Median (S ) 0.0000 0.0000 0.0139 0.0251 0.0351 0.0448 0.0543 0.0637 0.0731 0.0825
Variance (S ) 0.0004 0.0009 0.0013 0.0018 0.0022 0.0027 0.0031 0.0036 0.0040 0.0045
Variance (T ) 0.0004 0.0009 0.0013 0.0018 0.0022 0.0027 0.0031 0.0036 0.0040 0.0045
Std Deviation (S ) 0.0211 0.0299 0.0366 0.0422 0.0472 0.0518 0.0559 0.0597 0.0633 0.0668
Std Deviation (T ) 0.0211 0.0299 0.0366 0.0423 0.0472 0.0517 0.0559 0.0598 0.0634 0.0668
25th Percentile (S ) 0.0000 0.0000 0.0000 0.0000 0.0069 0.0148 0.0219 0.0289 0.0360 0.0431
75th Percentile (S ) 0.0051 0.0293 0.0448 0.0584 0.0713 0.0840 0.0962 0.1082 0.1201 0.1318
2.5th Percentile (S ) 0 0 0 0 0 0 0 0 0 0
97.5th Percentile (S ) 0.0738 0.1019 0.1251 0.1462 0.1657 0.1844 0.2019 0.2189 0.2355 0.2519
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(c) 5000 Metres
Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Mean (S ) 0.0093 0.0187 0.0281 0.0374 0.0468 0.0561 0.0655 0.0748 0.0841 0.0935
Mean (T ) 0.0093 0.0187 0.0280 0.0374 0.0467 0.0561 0.0654 0.0748 0.0841 0.0935
Median (S ) 0.0000 0.0000 0.0059 0.0171 0.0274 0.0372 0.0468 0.0563 0.0658 0.0752
Variance (S ) 0.0007 0.0013 0.0020 0.0026 0.0033 0.0039 0.0045 0.0052 0.0058 0.0065
Variance (T ) 0.0007 0.0013 0.0020 0.0026 0.0033 0.0039 0.0046 0.0052 0.0059 0.0065
Std Deviation (S ) 0.0255 0.0361 0.0442 0.0510 0.0570 0.0625 0.0675 0.0721 0.0765 0.0806
Std Deviation (T ) 0.0255 0.0361 0.0442 0.0510 0.0570 0.0625 0.0675 0.0722 0.0765 0.0807
25th Percentile (S ) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0061 0.0125 0.0189 0.0253 0.0319
75th Percentile (S ) 0.0000 0.0232 0.0411 0.0564 0.0708 0.0843 0.0974 0.1102 0.1227 0.1350
2.5th Percentile (S ) 0 0 0 0 0 0 0 0 0 0
97.5th Percentile (S ) 0.0885 0.1251 0.1531 0.1773 0.1995 0.2202 0.2400 0.2591 0.2775 0.2950
(d) 10 000 Metres
Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Mean (S ) 0.0098 0.0197 0.0296 0.0394 0.0493 0.0592 0.0690 0.0788 0.0887 0.0986
Mean (T ) 0.0099 0.0197 0.0296 0.0395 0.0493 0.0592 0.0690 0.0789 0.0888 0.0986
Median (S ) 0.0000 0.0017 0.0140 0.0247 0.0350 0.0452 0.0551 0.0650 0.0749 0.0848
Variance (S ) 0.0005 0.0010 0.0016 0.0021 0.0026 0.0032 0.0037 0.0042 0.0047 0.0053
Variance (T ) 0.0005 0.0011 0.0016 0.0021 0.0026 0.0032 0.0037 0.0042 0.0047 0.0053
Std Deviation (S ) 0.0229 0.0324 0.0397 0.0459 0.0513 0.0562 0.0607 0.0649 0.0689 0.0726
Std Deviation (T ) 0.0229 0.0324 0.0397 0.0459 0.0513 0.0562 0.0607 0.0649 0.0688 0.0725
25th Percentile (S ) 0.0000 0.0000 0.0000 0.0018 0.0086 0.0154 0.0223 0.0293 0.0365 0.0438
75th Percentile (S ) 0.0068 0.0284 0.0449 0.0597 0.0737 0.0872 0.1003 0.1131 0.1259 0.1383
2.5th Percentile (S ) 0 0 0 0 0 0 0 0 0 0.0001
97.5th Percentile (S ) 0.0799 0.1122 0.1382 0.1611 0.1824 0.2022 0.2211 0.2393 0.2572 0.2744
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Table 5.39: Record Improvement Statistics: Field 1948-1988
(a) Discus Throw 1948-1988
Year 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998
Mean (S ) 0.4749 0.9503 1.4248 1.8994 2.3752 2.8499 3.3257 3.8008 4.2762 4.7510
Mean (T ) 0.4749 0.9498 1.4247 1.8996 2.3745 2.8494 3.3243 3.7992 4.2742 4.7491
Median (S ) 0.0000 0.4616 0.9738 1.4535 1.9333 2.4110 2.8872 3.3622 3.8369 4.3113
Variance (S ) 0.8268 1.6568 2.4848 3.3097 4.1378 4.9610 5.7887 6.6184 7.4516 8.2833
Variance (T ) 0.8283 1.6566 2.4849 3.3132 4.1414 4.9697 5.7980 6.6263 7.4546 8.2829
Std Deviation (S ) 0.9093 1.2872 1.5763 1.8192 2.0342 2.2273 2.4060 2.5726 2.7298 2.8781
Std Deviation (T ) 0.9101 1.2871 1.5763 1.8202 2.0351 2.2293 2.4079 2.5742 2.7303 2.8780
25th Percentile (S ) 0.0000 0.0000 0.0969 0.4941 0.8287 1.1697 1.5222 1.8826 2.2496 2.6211
75th Percentile (S ) 0.6327 1.4547 2.1490 2.8030 3.4312 4.0448 4.6435 5.2361 5.8229 6.3998
2.5th Percentile (S ) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1055 0.3034 0.4868
97.5th Percentile (S ) 3.1187 4.4469 5.5421 6.5179 7.4354 8.3024 9.1424 9.9491 10.7400 11.5206
(b) Hammer Throw 1948-1988
Year 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998
Mean (S ) 0.6928 1.3849 2.0764 2.7698 3.4624 4.1537 4.8445 5.5366 6.2280 6.9200
Mean (T ) 0.6922 1.3844 2.0766 2.7688 3.4610 4.1532 4.8454 5.5376 6.2298 6.9220
Median (S ) 0.1502 0.9223 1.6276 2.3243 3.0180 3.7117 4.4023 5.0998 5.7897 6.4807
Variance (S ) 1.1843 2.3624 3.5399 4.7306 5.9151 7.0913 8.2752 9.4550 10.6354 11.8156
Variance (T ) 1.1808 2.3615 3.5423 4.7231 5.9038 7.0849 8.2654 9.4461 10.6269 11.8076
Std Deviation (S ) 1.0882 1.5370 1.8815 2.1750 2.4321 2.6630 2.8767 3.0749 3.2612 3.4374
Std Deviation (T ) 1.0866 1.5367 1.8821 2.1733 2.4300 2.6617 2.8750 3.0735 3.2600 3.4362
25th Percentile (S ) 0.0000 0.1556 0.6293 1.1219 1.6367 2.1671 2.7113 3.2665 3.8317 4.3998
75th Percentile (S ) 1.0176 2.0786 3.0270 3.9284 4.8020 5.6583 6.4983 7.3271 8.1465 8.9592
2.5th Percentile (S ) 0.0000 0.0000 0.0000 0.0000 0.1047 0.3292 0.5866 0.8845 1.1988 1.5400
97.5th Percentile (S ) 3.7696 5.4259 6.8276 8.1222 9.3322 10.4801 11.5978 12.6878 13.7528 14.7985
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(c) Shot Put 1948-1988
Year 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998
Mean (S ) 0.1357 0.2711 0.4069 0.5425 0.6782 0.8139 0.9499 1.0858 1.2220 1.3577
Mean (T ) 0.1357 0.2714 0.4070 0.5427 0.6784 0.8141 0.9497 1.0854 1.2211 1.3568
Median (S ) 0.0000 0.1386 0.2674 0.3983 0.5305 0.6631 0.7967 0.9302 1.0649 1.1991
Variance (S ) 0.0716 0.1431 0.2146 0.2858 0.3569 0.4283 0.5005 0.5724 0.6444 0.7165
Variance (T ) 0.0717 0.1433 0.2150 0.2867 0.3584 0.4300 0.5017 0.5734 0.6450 0.7167
Std Deviation (S ) 0.2677 0.3783 0.4632 0.5346 0.5974 0.6545 0.7075 0.7565 0.8028 0.8464
Std Deviation (T ) 0.2677 0.3786 0.4637 0.5354 0.5986 0.6558 0.7083 0.7572 0.8031 0.8466
25th Percentile (S ) 0.0000 0.0000 0.0820 0.1629 0.2513 0.3442 0.4419 0.5418 0.6444 0.7491
75th Percentile (S ) 0.1649 0.3788 0.5742 0.7595 0.9388 1.1137 1.2861 1.4559 1.6230 1.7880
2.5th Percentile (S ) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0264 0.0637 0.1063 0.1540 0.2069
97.5th Percentile (S ) 0.8799 1.2951 1.6284 1.9278 2.2032 2.4633 2.7117 2.9533 3.1873 3.4160
5.5.4 Improvement Forecasts
A graphical depiction of the statistics from Tables 5.38 and 5.39, which provide an estimate of future levels
of record improvement, is provided in Figures 5.44 and 5.45. These figures show, for the ten years following
the data set, the expected record improvement as given by the measures of central tendency (mean and
median), as well as the 50% and 95% prediction intervals for the random variable I(t), as given by the
relevant population percentiles. It can be seen from both Figures 5.44 and 5.45 that there is a linear trend
in the forecasts. This is expected as the distribution of record improvement was assumed to be the same in
each period.
For track events, the increase in symmetry of the record improvement distribution as the number of time
periods increases, observed from the histograms of record improvement in Figure 5.42, is again evident
in Figure 5.44. As the number of time periods increases the difference between the mean and the median
decreases and the prediction intervals become more symmetrical about the measures of central tendency. The
mean remains above the median for all events and time periods, reflecting that although the distributions
are becoming more symmetrical as the number of periods increases, they remain positively skewed for the
ten-year forecast period. A record improvement value of zero is within the 95% prediction interval for all of
the track events. A record improvement value of zero is within the 50% prediction interval up until 2014 for
the 1500 metres and the mile, up until 2015 for the 5000 metres and up until 2013 for the 10 000 metres.
This finding implies that the records will not be improved in the very near future.
From Figure 5.45 it can be seen that improvement to the record is more likely for field events than for track
events. By 1991 the 50% interval no longer includes a record improvement of zero for any of the events and,
by the late 1990s, zero is excluded from the 95% prediction interval as well. This again contradicts what
actually occurred during this period. The increase in symmetry of the distribution of record improvement as
number of time periods increased, which was observed in Figure 5.43, can again be observed in Figure 5.45.
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As the number of time periods increases the difference between the mean and the median decreases and the
prediction intervals become more symmetrical about the measures of central tendency. This occurs more
quickly (i.e. after fewer periods) and to a greater extent for the field events than for the track events.
The expected improvements to the record for track events (in metres per second) - as given by the mean
of I(t) calculated from the simulated data - and the corresponding record times (in seconds) are provided
in Table 5.40. Also recorded in Table 5.40 are values for relative improvement, which were calculated as
the expected improvements as a percentage of the “current” record value Rcurrent, the record on the last
day of the record progression used for distribution fitting. With the exception of the mile, the improvement
percentage increases with event distance. This is an indication that the longer events are developing more
rapidly. The anomalous behaviour of the mile may be due to it no longer being regularly contested at major
competitions.
In 2011 and 2012 the record was not broken for any of the track events considered. Although the expected
improvement is non-zero for all track events, the medians of the improvement variable are zero for 2011 and
2012, and the 50% prediction intervals include zero until approximately 2014. The record not being broken in
2011 or 2012 is thus not inconsistent with the results of the compound model. If however the record continues
to remain unbroken for a number of years in the future, it may be an indication that athletics performance is
no longer improving at the same rate that it has in the past, and a levelling off in improvement is occurring.
Whether this would represent a preliminary levelling off to be followed by further development, or an ultimate
level of performance, is a matter of debate.
The expected improvements to the record for the field events (in metres) - as given by the mean of I(t)
calculated from the simulated data - and the corresponding record mark (in metres) are provided in Table 5.41.
The relative improvements, calculated as the expected improvements as a percentage of the record on the
last day of the record progression used for distribution fitting (31 December 1988), are also provided. The
relative improvement values are much higher for the field events than for the track events. This agrees with
the observation from Figure 5.45 that improvements to the record are more likely for the field events than
for the track events. The hammer throw shows the largest relative improvement values and the shot put the
lowest. Since it is known that no records were broken in the discus and hammer throw in the period 1989
to 1998 the expected improvements are not in keeping with what transpired in reality. The 50% and 95%
prediction intervals also excluded zero by the end of the forecast period for the discus and hammer throw,
indicating that the observed lack of improvement is inconsistent with the forecasts of the compound models.
A record was broken in the shot put during the forecast period. In 1990 a throw of 23.12 metres was recorded
as the world record, an improvement of 0.06 metres on the record as it stood on 31 December 1988. This
improvement still falls short of the expected improvement of 0.2711 by the end of 1990. It is however within
the 50% prediction interval for the record improvement at the end of 1990. No records were broken in the
shot put subsequent to the 1990 record, and consequently the total observed improvement to the shot put
record over the entire forecast period remained 0.06. The improvement value of 0.06 is outside of the 50%
prediction interval by the end of 1991 and outside of the 95% prediction interval by the end of 1995. This
indicates that the observed shot put improvement is inconsistent with the forecasts of the compound models.
For all three field events there is strong evidence that the compound models fitted to the record progression
for the period 1948 to 1988 produce forecasts of improvement which far exceed those actually observed. It
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Table 5.40: Performance Forecasts: Track
(a) 1500 Metres
Year
Expected
Improve-
ment
(m/s)
Relative
Improve-
ment
(%)
Expected
Record
(s)
2011 0.0096 0.1324 205.73
2012 0.0193 0.2650 205.46
2013 0.0289 0.3975 205.18
2014 0.0386 0.5295 204.92
2015 0.0482 0.6619 204.65
2016 0.0578 0.7940 204.34
2017 0.0674 0.9262 204.11
2018 0.0771 1.0585 203.84
2019 0.0867 1.1907 203.58
2020 0.0963 1.3231 203.31
(b) 1 Mile
Year
Expected
Improve-
ment
(m/s)
Relative
Improve-
ment
(%)
Expected
Record
(s)
2011 0.0093 0.1296 222.84
2012 0.0187 0.2593 222.55
2013 0.0281 0.3889 222.27
2014 0.0374 0.5185 221.98
2015 0.0468 0.6482 221.69
2016 0.0561 0.7784 221.41
2017 0.0655 0.9080 221.12
2018 0.0748 1.0371 220.84
2019 0.0842 1.1671 220.56
2020 0.0936 1.2971 220.27
(c) 5000 Metres
Year
Expected
Improve-
ment
(m/s)
Improve-
ment
(%)
Expected
Record
(s)
2011 0.0093 0.1415 756.28
2012 0.0187 0.2834 755.21
2013 0.0281 0.4249 754.15
2014 0.0374 0.5663 753.09
2015 0.0468 0.7083 752.02
2016 0.0561 0.8498 750.97
2017 0.0655 0.9915 749.91
2018 0.0748 1.1326 748.87
2019 0.0841 1.2742 747.82
2020 0.0935 1.4156 746.78
(d) 10 000 Metres
Year
Expected
Improve-
ment
(m/s)
Relative
Improve-
ment
(%)
Expected
Record
(s)
2011 0.0098 0.1552 1575.08
2012 0.0197 0.3106 1572.65
2013 0.0296 0.4663 1570.21
2014 0.0394 0.6219 1567.78
2015 0.0493 0.7777 1565.36
2016 0.0592 0.9337 1562.94
2017 0.0690 1.0887 1560.54
2018 0.0788 1.2439 1558.15
2019 0.0887 1.3997 1555.75
2020 0.0986 1.5548 1553.38
is believed that external factors (notably suspected abuse of anabolic steroids, exacerbated by high levels of
political pressure) caused the record progression during the period 1948-1988 to be unusually rapid, and that
the difference in the models’ forecasts beyond this period, and the actual drought of records which ensued,
provides evidence for this hypothesis. An explanation of the lack of records from the 1990s could then be as a
result of the introduction of effective out-of-competition drug testing and an appeasement of intense political
pressure. An alternative explanation for the difference in the models’ forecasts and the lack of records may
be that the level of performance in field events reached the limit of natural human capability at the end of
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Table 5.41: Performance Forecasts: Field 1948-1988
(a) Discus Throw
Year
Expected
Improve-
ment
(m)
Relative
Improve-
ment
(%)
Expected
Record
(m)
1989 0.4749 0.6411 74.55
1990 0.9503 1.2828 75.03
1991 1.4248 1.9234 75.50
1992 1.8994 2.5640 75.98
1993 2.3752 3.2062 76.46
1994 2.8499 3.8470 76.93
1995 3.3257 4.4893 77.41
1996 3.8008 5.1306 77.88
1997 4.2762 5.7724 78.36
1998 4.7510 6.4133 78.83
(b) Hammer Throw
Year
Expected
Improve-
ment
(m)
Relative
Improve-
ment
(%)
Expected
Record
(m)
1989 0.6928 0.7987 87.43
1990 1.3849 1.5966 88.12
1991 2.0764 2.3938 88.82
1992 2.7698 3.1933 89.51
1993 3.4624 3.9917 90.20
1994 4.1537 4.7887 90.89
1995 4.8445 5.5851 91.58
1996 5.5366 6.3830 92.28
1997 6.2280 7.1801 92.97
1998 6.9199 7.9778 93.66
(c) Shot Put
Year
Expected
Improve-
ment
(m)
Relative
Improve-
ment
(%)
Expected
Record
(m)
1989 0.1357 0.5883 23.20
1990 0.2711 1.1757 23.33
1991 0.4069 1.7643 23.47
1992 0.5425 2.3527 23.60
1993 0.6782 2.9411 23.74
1994 0.8139 3.5294 23.87
1995 0.9499 4.1194 24.01
1996 1.0858 4.7086 24.15
1997 1.2219 5.2987 24.28
1998 1.3577 5.8876 24.42
the 1980s without the aid of artificial enhancements. The lack of records after this time would then be as a
result of further improvement to the record not being within the bounds of human capability. The compound
forecasts obtained for the field events do not take a levelling off of performance into account. However, it
seems likely that the introduction of out-of-competition drug controls did influence the observed drought of
records in the 1990s. If performance had levelled off simply due to physiological limits, the best annual times
during the period 1989 to 1998 should still be similar to the best annual times set before 1989. However,
for all field events the average best annual times over the period 1989 to 1998 are less than the average best
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annual times from 1980 to 1988. Also, if the performances at the end of the 1980s represent the limit of
human capability, it is likely that the record progression would have shown signs of levelling off in the 1980s
as the limit was approached. It is likely that such a levelling off would have led to the assumptions of the
collective risk model being violated. Evidence of violations of the assumptions was not found for the period
1948 to 1988.
5.5.5 A Comparison of Compound Forecasts and Linear Model Forecasts
A linear trend in the forecasts obtained from the compound model for both track and field events was
observed in both Figures 5.44 and 5.45. Linear models, fitted directly to the record progression, have been
found to fit short periods of the data well, but their use for long-term forecasting by extrapolation has been
widely criticised in literature (Whipp and Ward, 1992 and Tatem et al., 2004). A linear shape of future
forecasts is not appropriate for long-term forecasts in athletics, as it is inevitable that a levelling off of
performance must occur some time in the future due to physiological limitations, and a linear model cannot
take this into account. Also, long-term forecasts from any model are somewhat tenuous, as it is likely that
conditions of athletic competition will change in the future if a new technique, rule or type of equipment
is introduced, which may invalidate forecasts. However, these limitations do not discount the use of the
compound distribution model for short-term forecasts for periods of time in which no major changes are
anticipated.
Due to the linearity of the forecasts obtained from the compound model, a simple linear model was fitted
directly to the record progression of each event for comparative purposes. The number of days since the first
record was used as the predictor variable. Figures 5.46 and 5.47 show the record progression for each track
and field event respectively, together with the ten-year forecasts of the compound model, as well as a linear
model fitted to the record progression. The fit of the linear model fitted directly to the record progression is
good for the track and field events, with the possible exception of the shot put in which there is an area of
poor fit from the mid 1960s to mid 1970s. For the fitted linear models the smallest adjusted R2 value was
0.9351 (for the shot put) and the adjusted R2 values were above 0.96 for the rest of the events.
For both the track and field events the predictions of the linear model are greater than those of the compound
distribution model. For the track events the difference between the linear and compound models’ predictions
are much greater than those of the field events. This is particularly true for the 1500 metres and the mile,
in which the linear models’ forecasts are above the upper bound of the 95% prediction interval from the
compound model for all periods. The larger discrepancy observed for the track events may in part be due to
the length of time between the last observed record and the start of the forecast period being greater for the
track events than the field events. This is particularly true of the 1500 metres and the mile. The compound
model is able to take into account the information that the record was not broken in the period between the
most recently observed record and the start of the forecast period. Consequently, this may contribute to the
compound forecasts showing greater deviation from the linear model forecasts when the time period between
the most recently observed record and the start of the forecast period is large.
The similarity in the forecasts obtained for the field events using the linear and compound models implies
that the predictions of the linear model are also not in keeping with the observed values for the record for
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the forecast period 1989 to 1998. This provides further evidence for the hypothesis that a major change in
the conditions of athletic competition occurred after 1988 (such as a significant change in the levels of drug
abuse) as linear models are unable to include the effects of such a change.
From Figures 5.46 and 5.47 it appears that the gradients of the linear models are greater than the rate of
increase in the compound model forecasts for track events, and are much more similar for field events. In
order to investigate this a simple linear regression was drawn through the improvement forecasts from the
compound model, with the number of days since the first record as the predictor variable. For the track
events, the slopes of the improvement forecasts of the compound distribution models are much smaller than
those obtained from a linear model fitted directly to the record progressions. The gradients of the linear
increase in the compound forecasts for the track events are estimated as 2.64×10−5, 2.56×10−5, 2.56×10−5
and 2.70× 10−5 for the 1500 metres, mile, 5000 metres and 10 000 metres respectively. The p-values for the
slope parameters are all approximately zero, which shows that the slopes are significantly different from zero.
The gradients of the linear model fitted directly to the record progression for the track events are estimated
as 3.08 × 10−5, 3.05 × 10−5, 2.97 × 10−5 and 3.03 × 10−5 for the 1500 metres, mile, 5000 metres and 10
000 metres respectively. The p-values for the slope parameters are also all approximately zero for the linear
model. The compound models thus predict a more gradual linear improvement in performance for each of
the track events.
For the field events the forecasts of the compound model and the linear model fitted directly to the record
progression have very similar gradients, in agreement with what was observed from Figure 5.47. The gradients
of the linear increase in the compound forecasts for the field events are estimated as 1.30×10−3 , 1.89×10−3
and 3.71 × 10−4 for the discus throw, hammer throw and shot put respectively. The p-values for the slope
parameters are all approximately zero, which shows that the slopes are significantly different from zero.
The gradients of the linear model fitted directly to the record values for the field events are estimated as
1.38 × 10−3, 1.90 × 10−3 and 3.70 × 10−4 for the discus throw, hammer throw and shot put respectively.
The p-values for the slope parameters are also all approximately zero for the linear model. Thus the rate of
improvement of the compound forecasts is similar to that of the linear model for the field events.
5.5.6 Scaling Laws for Track Records
It has been observed in literature that a linear relationship exists between the logarithm of event distance and
logarithm of record time (Kennelly, 1926; Lietzke, 1954; Katz and Katz, 1999 and Kuper and Sterken, 2008).
In order to ascertain whether this relationship is preserved for the forecasted record times obtained from the
compound model, the relationship between logarithm of the expected record time after ten periods and the
logarithm of event distance for each of the distances analysed (1500 metres, mile, 5000 metres and 10 000
metres) was investigated. A scatter plot of the logarithms of expected record time after ten periods (at the
end of 2020) for each of the events and the logarithms of the distance of each event was constructed. A linear
function was fitted to the scatter plot and the adjusted R2 value was used to determine how well the linear
log-log relationship was preserved for the compound forecasts. Figure 5.48 shows the log-log relationship
between expected record time after ten periods have passed and event distance. The plot suggests that the
linear log-log relationship is preserved well for the forecasts as the fit of the linear model through the scatter
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Figure 5.48: Log-Log Relationship Between Expected Record After Ten Years
and Event Distance
plot appears to be good. This is confirmed by an adjusted R2 value of 0.9991. These results support the
argument that the short-term forecasts of track records obtained from the compound model are reasonable.
5.6 Non-Linear Models
In this section a non-linear model proposed in literature is fitted to the record progressions for each event
in order to obtain forecasts which may be compared to those obtained from the compound model. The
Gompertz curve proposed by Kuper and Sterken (2008) in their analysis of world record running times was
selected as the non-linear model to use for this purpose. However, in the course of fitting the Gompertz curve
to the record progressions, it was found that suitable starting values could not be identified such that the
Gompertz curve could be fitted to the hammer throw record progression. Alternative non-linear models were
thus considered for this event. For this reason non-linear modelling of the hammer throw record progression
is presented separately to the other events.
The Gompertz curve and non-linear models considered for the hammer throw all have an upper asymptote,
which may be used to estimate the limit of performance or ultimate record. In Section 5.6.1 the fitted
Gompertz curves together with a forecast of ultimate record are presented for all the events except the
hammer throw. Short-term forecasts are obtained from the fitted Gompertz curves and are compared to
the forecasts of the compound model in Section 5.6.2. The compound forecasts are compared to the fitted
Gompertz curve and ultimate record forecasts in Section 5.6.3. For the hammer throw, the fitted non-linear
curve and estimate of the ultimate record are presented in Section 5.6.4. In Section 5.6.5 short-term forecasts
obtained from the non-linear curves are presented and are compared to the short-term forecasts obtained from
the compound model. The compound forecasts are compared to the fitted non-linear model and estimate of
the ultimate record in Section 5.6.6. Conclusions of the comparison between non-linear model forecasts and
compound forecasts for all events are presented in Section 5.6.7.
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5.6.1 Fitted Gompertz Models and Estimation of the Ultimate Record
The Gompertz curve proposed by Kuper and Sterken (2008) (see Equation 4.28 on page 50) was fitted to the
record progressions of each of the track and field events with the exception of the hammer throw. In order
to fit the Gompertz curve, the date on which each record was set was expressed as the number of days since
the first ratified world record for that event. That is the date of the first record would have an x -value of
zero, and each subsequent record would have an integer value representing the number of days since the first
record as its x -value. The y-value for each record was the value of the record in metres per second (for track
events) or metres (for field events). Kuper and Sterken (2008) standardised their y-values using zero mean
and unit standard deviation. According to Lipovetsky (2010) standardising the data allows for non-linear
estimation of parameters to be performed with more accuracy. However, it was found in this study that
performing this standardising procedure had no effect on the values of the ten-year forecasts. As a result the
record values were left unstandardised.
Figures 5.49 and 5.50 display the record progressions with the fitted Gompertz curves and estimates of
ultimate record for the track and field events respectively (with the exception of the hammer throw). The
value of the Gompertz asymptote is calculated as θ1 + θ3 (see Section 4.3.4). According to the method used
by Kuper and Sterken (2008), the estimate of the ultimate record was calculated by adding a correction
factor to the asymptote value. The correction factor was calculated as the largest amount by which the curve
under-estimated the data, that is max (yi − yˆi), where yi is the observed record and yˆi is the Gompertz curve
prediction which corresponds to the ith record. The correction factor was added to the asymptote of the
fitted Gompertz curve, so that the limit of performance would not be underestimated. The time at which the
limit of performance is reached is still determined by when the Gompertz curve levels off to an asymptote.
For the track events, it can be seen from Figure 5.49 that the Gompertz curve shows a levelling off between
the years 2100 and 2160 for the 1500 metres, mile and 10 000 metres. The levelling off of the Gompertz curve
appears to occur later for the 5000 metre race, with the curve only reaching an asymptote after the year
2160. This suggests that there is a lot more improvement which must still occur in the 5000 metres, which
will consequently take a longer time to come to fruition, or alternatively that the development which is still
to occur in the 5000 metres will occur more slowly than for the other events. The former explanation seems
more likely as from Figure 5.49 the difference between the limit value and the current record appears to be
the greatest for the 5000 metres.
Figure 5.50 shows that the Gompertz curve levels off to an asymptote much earlier for the field events than for
track events. The record progression levels off at around the year 2025 for the discus throw and even sooner
(at around the year 2000) for the shot put. Since it is known that the record progression has not progressed
since 1986 for the discus throw and 1990 for the shot put, it would appear that levelling off of performance
predicted by the Gompertz curve may be occurring in reality. However, it is worth noting that the Gompertz
curve (without the added correction factor) under-estimates the last records of the field events to a significant
extent. This leads to nonsensical forecasts of record values which are less than the current world record. For
the shot put even the asymptote of the Gompertz curve is below the current world record. The addition of
the correction factor does prevent this from occurring, however this technique lacks theoretical basis, and
the forecasts obtained cast doubt on the appropriateness of the fit of this model to the data. It can be seen
from Figure 5.50b that the fit of the Gompertz curve to the latter half of the shot put record progression
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Figure 5.49: Gompertz Curve Fitted to Record Progressions: Track
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Table 5.42: Gompertz Curve Parameter Estimates and Significance: Track and Field 1948-1988
(a) Track Events
Event θ1
p-
value θ2
p-
value θ3
p-
value θ4
p-
value
Residual
Standard
Error
1500
m 6.31 ≈ 0 −8.25× 10
−5 0.0001 1.19 ≈ 0 1.38× 10−4 ≈ 0 0.0385(26 df )
1 mile 6.31 ≈ 0 −9.00× 10−5 ≈ 0 4.26 ≈ 0 1.37× 10−4 ≈ 0 0.0283(27 df )
5000
m 5.66 ≈ 0 −6.84× 10
−5 0.0011 1.35 0.0001 1.86× 10−4 ≈ 0 0.0416(31 df )
10 000
m 5.41 ≈ 0 −9.85× 10
−5 ≈ 0 1.07 ≈ 0 1.65× 10−4 ≈ 0 0.0393(33 df )
(b) Field Events 48-88
Event θ1 p-
value
θ2 p-
value
θ3 p-
value
θ4 p-
value
Residual
Standard
Error
DT 561.50 ≈ 0 −2.42× 10−4 0.0002 19.73 ≈ 0 5687 ≈ 0 0.9338 (23 df )
SP 175.30 ≈ 0 −3.20× 10−4 ≈ 0 5.36 ≈ 0 4074 ≈ 0 0.2789 (33 df )
is particularly poor. The Gompertz curve proposed by Kuper and Sterken (2008) was only applied to track
events in their paper, and perhaps is an inappropriate model for field events. Alternative non-linear models,
such as those investigated for hammer throw, may provide a better fit.
The estimated parameters of the Gompertz models depicted in Figures 5.49 and 5.50 are summarised in
Table 5.42. The p-values are also provided for each parameter estimated. It may be observed from Table 5.42
that all the p-values are well below a 5% significance level, indicating that all of the parameters are significantly
non-zero.
Table 5.43 provides the value of the asymptote of the fitted Gompertz curve as well as the estimate of the
ultimate record (performance limit) calculated by adding the correction factor to the asymptote value. Also
included in Table 5.43 is a figure for the relative improvement that the predicted ultimate record represents.
This is the total improvement in the record (the difference between the estimated ultimate record and the
record on the last day of the record progression) as a percentage of the record on the last day of the record
progression.
It may be observed from Table 5.43 that for the track events, the 5000 metres shows the largest relative
improvement. This implies that the magnitude of possible improvement relative to the current record is
greatest for this event and agrees with the observation from Figure 5.49 that the difference between the
estimated ultimate record and the current record value is the greatest for the 5000 metres. It also provides
an explanation for the asymptote occurring later for the 5000 metres than for the other track events. The
remaining track events show more similar relative improvement values, with the mile displaying the smallest
value. This implies that further improvement to the mile is likely to be the smallest relative to the current
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Table 5.43: Gompertz Curve Asymptote and Estimated Ultimate Performance: Track and Field 1948-1988
(a) Track Events
Event AsymptoteValue (θ1 + θ3)
Correction Factor
Estimated
Ultimate Record
(m/s)
Relative
Improvement (%)
1500 m 7.5004 0.0806 7.5810 4.1125
1 mile 7.3973 0.0503 7.4476 3.2590
5000 m 7.0080 0.0835 7.0915 7.4152
10 000 m 6.4797 0.1008 6.5805 3.8100
(b) Field Events 48-88
Event AsymptoteValue (θ1 + θ3)
Correction Factor
Estimated
Ultimate Record
(m)
Relative
Improvement (%)
DT 75.8746 2.2585 78.1331 4.0531
SP 22.8892 0.7472 23.6364 2.4388
record. This agrees with the opinion of Kuper and Sterken (2008) that the development of the mile will not be
in keeping with the other track events as it is no longer contested on a regular basis. The relative improvement
percentages of the short term forecasts obtained from the compound model (recorded in Table 5.40 on
page 132) also show that the mile has the smallest relative improvement value but, unlike the Gompertz
relative improvement percentages, show that the relative improvement of the 5000 metres is smaller than that
of the 10 000 metres. However since the gradient of the Gompertz curve changes over time the improvement
percentages of the short-term Gompertz forecasts may be very different to those of the long-term forecasts,
and may be more in keeping with those of the compound model. This is discussed in Section 5.6.2 on the
following page.
For the field events modelled by the Gompertz curve, it may be observed that the relative improvement for
the shot put is the smallest of all the events. This is not unexpected as it may be observed from Figure 5.50
that the limit value is closest to that of the current record for this event. The improvement percentage for
the discus throw is of similar magnitude to that of the 1500 metres and the 10 000 metres, however the time
at which the curve levels off at an asymptote occurs much sooner for the discus throw than for the track
events. This implies that the gradient of increase of the Gompertz curve for the discus throw is steeper than
for the track events. The ultimate record predicted by the Gompertz curve for the discus throw and the shot
put are both smaller than the forecast after ten years obtained from the compound model. Also the relative
improvement percentages are larger for the compound forecasts after ten years than the ultimate record from
the Gompertz curve. This shows that there is a large discrepancy in the forecasts obtained by the compound
model and the Gompertz model for field events.
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(a) 1500 Metres
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(b) 1 Mile
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(c) 5000 Metres
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(d) 10 000 Metres
Figure 5.51: Ten-Year Forecasts of Record Improvement Using Compound Model and Gompertz Curve: Track
5.6.2 Comparison of Short-Term Forecasts from the Compound and Gompertz
Models
In order to compare the forecasts of the compound model and the Gompertz model, short-term forecasts
from the Gompertz model were obtained at the points in time at which compound forecasts were calculated.
The total improvement forecasted by the Gompertz curve was thus obtained on 31 December of each year
(2011 to 2020 for track events and 1989 to 1998 for field events). The total improvement forecast from the
Gompertz model on a given date was calculated as the difference between the value of the Gompertz curve
on the date (the forecasted record for the date) and the record on the last day of the record progression used
for data analysis.
Figure 5.51 provides a graphical representation of the short-term forecasts from the compound and Gom-
pertz models for the track events. Table 5.44 records the values of the short-term compound and Gompertz
forecasts for the track events which are depicted in Figure 5.51. Also provided in Table 5.44 are the per-
centage improvement on the current record which each forecasted improvement value represents (relative
improvement). The gradient of the relative improvement values are also provided for both the compound
and Gompertz models so that rate of improvement in the record, relative to the current record, may be
compared for the different events. This gradient was obtained by construction of a linear model with the
relative improvement values as the response variable and the number of the forecast period (one to ten) as
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the predictor variable. The period number was used as the predictor variable so that the predictor variable
would be the same for all of the events, allowing for a better comparison between the gradients for the differ-
ent events. Because the expected improvement from the compound model is theoretically the same in each
period (as a consequence of the assumptions of the collective risk model) the gradient of relative improvement
of the compound forecasts should be equal to the relative improvement in the first period. However, small
discrepancies were observed, as the expected improvement values in each period were obtained by simulation
which provides an approximation of the theoretical values. The discrepancies are largest in those events in
which a larger scale of measurement is used for the record values (that is for the field events). Although
the Gompertz curve is non-linear, short-term forecasts from the Gompertz curve display a sufficiently lin-
ear pattern that the gradient of the relative improvements is meaningful for comparison with that of the
compound forecasts. Evidence of the linearity of relative improvements of the short-term forecasts from the
Gompertz curve is provided by the high adjusted R2 values3 for the linear model drawn through the relative
improvement forecasts. The gradients of the relative improvements are provided in the last row of Table 5.44
for each of the compound and Gompertz models.
From Figure 5.51 and Table 5.44 it may be observed that for the 1500 metres, mile and 5000 metres the
Gompertz forecast is initially larger than the compound forecast. The compound forecasts have a steeper
gradient, and by the end of the ten-year forecast period the Gompertz and compound forecasts are of
similar magnitude. From Table 5.44 it can be observed that the expected improvement of the compound
model is slightly larger than the Gompertz model forecast at the end of 2012 for the 1500 metres and the
mile. Figure 5.51 shows that the Gompertz forecasts are very close to the median of the compound model
improvement at the end of 2012 for these events. For the 5000 metres the Gompertz forecast after ten years
is larger than both the mean and median improvement for the compound model, but still lies within the
50% prediction interval. For the 10 000 metres, the Gompertz and compound forecasts begin with a similar
value (with the Gompertz forecast only slightly smaller than that of the compound model) and thereafter the
compound forecasts increase in size more rapidly. As a result, at the end of the ten-year period the compound
forecasts are greater than those of the Gompertz curve, with the Gompertz forecasts just below the lower
bound of the 50% prediction interval of the compound model. It is worth noting that one of the observations
of record increment for the 10 000 metres was unusually large. This observation may have influenced the
fitting of the compound distribution to a larger extent than it did for the fitting of the Gompertz curve. This
would provide an explanation for the compound model’s forecasts for the 10 000 metres being larger than
the Gompertz forecasts, out of keeping with what was observed for the other track events.
For the short-term Gompertz model forecasts, it may be observed from Table 5.44 that the 5000 metres shows
the largest values for relative improvement. The 1500 metres and mile show similar relative improvement
values, both less than that of the 5000 metres. The 10 000 metres shows the lowest values for relative
improvement. The relative improvement of the ultimate record was greatest for the 5000 metres, followed
by the 1500 metres, 10 000 metres and finally the mile (as recorded in Table 5.43 on page 142). It is thus
evident that while the short-term forecasts for the mile represent a large improvement on the current record,
the gradient of relative improvement is smaller than that of the other events such that the ultimate record
for this event represents the smallest improvement relative to the current record. This is in agreement with
Table 5.44 in which the mile has the smallest gradient of relative improvement. It is also evident that while
3The adjusted R2 values for the track events are 0.9988, 0.9985, 0.9994 and 0.9982 for the 1500 metres, the mile, the 5000
metres and the 10 000 metres respectively.
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Table 5.44: Ten-Year Forecasts of Record Improvement Using Compound Model and Gompertz Curve: Track
(a) 1500 Metres
Year
Expected
Improvement
Compound
Model (m/s)
Relative
Improvement
Compound
Model (%)
Improvement
Forecast
Gompertz
Model (m/s)
Relative
Improvement
Gompertz
Model (%)
2011 0.0096 0.1324 0.0478 0.6561
2012 0.0193 0.2650 0.0525 0.7208
2013 0.0289 0.3975 0.0571 0.7838
2014 0.0386 0.5295 0.0615 0.8451
2015 0.0482 0.6619 0.0659 0.9049
2016 0.0578 0.7940 0.0701 0.9633
2017 0.0674 0.9262 0.0743 1.0200
2018 0.0771 1.0585 0.0783 1.0753
2019 0.0867 1.1907 0.0822 1.1291
2020 0.0963 1.3231 0.0860 1.1817
Gradient 0.1323 0.0584
(b) 1 Mile
Year
Expected
Improvement
Compound
Model (m/s)
Relative
Improvement
Compound
Model (%)
Improvement
Forecast
Gompertz
Model (m/s)
Relative
Improvement
Gompertz
Model (%)
2011 0.0093 0.1296 0.0477 0.6619
2012 0.0187 0.2593 0.0519 0.7195
2013 0.0281 0.3889 0.0559 0.7754
2014 0.0374 0.5185 0.0598 0.8296
2015 0.0468 0.6482 0.0636 0.8824
2016 0.0561 0.7784 0.0673 0.9337
2017 0.0655 0.9080 0.0709 0.9835
2018 0.0748 1.0371 0.0744 1.0318
2019 0.0842 1.1671 0.0778 1.0787
2020 0.0936 1.2971 0.0811 1.1244
Gradient 0.1297 0.0513
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(c) 5000 Metres
Year
Expected
Improvement
Compound
Model (m/s)
Relative
Improvement
Compound
Model (%)
Improvement
Forecast
Gompertz
Model (m/s)
Relative
Improvement
Gompertz
Model (%)
2011 0.0093 0.1415 0.0587 0.8888
2012 0.0187 0.2834 0.0661 1.0010
2013 0.0281 0.4249 0.0733 1.1108
2014 0.0374 0.5663 0.0805 1.2188
2015 0.0468 0.7083 0.0875 1.3248
2016 0.0561 0.8498 0.0944 1.4292
2017 0.0655 0.9915 0.1011 1.5314
2018 0.0748 1.1326 0.1077 1.6317
2019 0.0841 1.2742 0.1142 1.7301
2020 0.0935 1.4156 0.1206 1.8270
Gradient 0.1416 0.1042
(d) 10 000 Metres
Year
Expected
Improvement
Compound
Model (m/s)
Relative
Improvement
Compound
Model (%)
Improvement
Forecast
Gompertz
Model (m/s)
Relative
Improvement
Gompertz
Model (%)
2011 0.0098 0.1552 0.0032 0.0504
2012 0.0197 0.3106 0.0077 0.1222
2013 0.0296 0.4663 0.0121 0.1916
2014 0.0394 0.6219 0.0164 0.2588
2015 0.0493 0.7777 0.0205 0.3240
2016 0.0592 0.9337 0.0246 0.3873
2017 0.0690 1.0887 0.0284 0.4485
2018 0.0788 1.2439 0.0322 0.5077
2019 0.0887 1.3997 0.0358 0.5651
2020 0.0986 1.5548 0.0394 0.6208
Gradient 0.1555 0.0633
the 10 000 metres begins with the smallest relative improvement, its steeper gradient of relative improvement
results in the relative improvement of the ultimate record for the 10 000 metres being larger than that of the
mile. Although the gradient of improvement of the 10 000 metres is also steeper than that of the 1500 metres,
the relative improvement of the ultimate record for the 10 000 metres remains less than that of the 1500
metres. It may also be observed that the gradient of relative improvement for the 5000 metres is the largest
of all the track events. Thus the 5000 metres is predicted to show the largest initial relative improvement,
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Figure 5.52: Ten-Year Forecasts of Record Improvement Using Compound Model and Gompertz Curve: Field
1948-1988
which increases at the most rapid rate, resulting in an ultimate record forecast which represents the largest
improvement relative to the current record.
For the compound model forecasts it may be observed from Table 5.44 that the relative improvement values
and the gradients of the relative improvement values are greatest for the 10 000 metres, followed by the 5000
metres, the 1500 metres and finally the mile. The gradients of the relative improvement of compound model
forecasts show much less variation among the events than they did for the Gompertz forecasts.
It can be see from Table 5.44 that both the magnitude of relative improvement, and the gradient of relative
improvement is different for the compound and Gompertz models. There is a discrepancy between the
compound and Gompertz models in predicting which event has the potential for the greatest development.
Both the long and short-term Gompertz forecasts indicate that the 5000 metres is the event which shows
the largest relative improvement. In addition the gradient of the short-term relative improvement forecasts
from the Gompertz model show that the 5000 metres is increasing quickest in the ten years following 2010.
This indicates that the Gompertz curve is predicting the largest amount of development at the most rapid
initial rate in the 5000 metres. The compound forecasts show that the relative improvement is greatest for
the 10 000 metres and that the gradient of relative improvement is steepest for the 10 000 metres. This
indicates that the compound model is predicting the largest amount of development in the 10 000 metres at
the most rapid rate. As noted previously a highly unusual observation was identified in the increment data
set for the 10 000 metres. It was elected not to omit this observation as there was no evidence that it was not
a legitimate record. It is possible that the compound model is more sensitive to the presence of this unusual
observation than the Gompertz model. This merits further investigation and a comparison of the forecasts
obtained from the compound and Gompertz models fitted to the data with the unusual observation removed
may provide some elucidation.
Figure 5.52 provides a graphical representation of the short-term forecasts from the compound and Gompertz
models for the discus throw and shot put. Table 5.45 records the values of the short-term compound and
Gompertz forecasts for these events, together with the percentage improvement on the current record which
each forecast represents (relative improvement). The gradient of the relative improvement values are also
provided for each of the compound and Gompertz models so that the rate of improvement in the record,
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relative to the current record, may be compared for different events. This gradient was obtained by con-
struction of a linear model with the relative improvement values as the response variable and the number
of the forecast period (one to ten) as the predictor variable. As for track events, the Gompertz curves are
non-linear, however the short-term forecasts obtained from the models display an approximately linear pat-
tern. Evidence of the linearity of short-term forecasts from the Gompertz curve for the discus throw and shot
put is provided by the high adjusted R2 values4 for the linear functions of the relative improvement values
versus the number of forecast period constructed for each event. Stronger evidence of linearity is observed
for the track events than the field events. This indicates that the short-term forecasts for the field events
are beginning to show signs of a departure from linearity. This is in agreement with what is depicted in
Figures 5.49 and 5.50 where it was observed that the Gompertz curves level off much sooner for the field
events than for the track events. The gradients of the linear function of relative improvement versus the
number of the forecast period are provided in the last row of Table 5.45.
From Figure 5.52 it may be observed that there is a marked difference between the short-term forecasts
obtained from the compound model and the fitted Gompertz curve for the discus throw and, to an even
greater extent, the shot put. The discus throw improvement forecast for the end of 1989 obtained from the
Gompertz curve is negative. For the years thereafter the forecasted improvement values are positive, but still
far lower than those of the compound model. For the years 1990 and 1991 the Gompertz forecasts lie within
the 50% prediction interval of the compound model, thereafter they lie beyond the 50% prediction interval
but within the 95% interval. The gradient of relative improvement for the Gompertz forecasts is much less
steep than that of the forecasts from the compound model. This is confirmed by the gradients recorded in
Table 5.45 of 0.1555 and 0.6414 for the Gompertz and compound relative improvements respectively. Since it
is known that no records were broken in the period 1989 to 1998 for the discus throw, the more conservative
forecasts of the Gompertz model are more in keeping with what transpired in reality.
For the shot put, it may be observed from Figure 5.52b that the improvements forecast by the Gompertz curve
at the end of each period are all negative and lie outside of the 95% prediction interval for the compound
model. In addition the gradient of relative improvement of the Gompertz forecasts for the shot put is
extremely slight, much less steep than observed for the discus throw in Figure 5.52a. This is in agreement with
the observations made from Figure 5.50 in which it was seen that the shot put curve levels off substantially in
the late 1990s and that the asymptote of the Gompertz curve is less than the current record. It is known that
the shot put record has not been broken since 1990, which indicates that the early asymptote of the Gompertz
curve and the very slight rate of improvement of forecasts are accurate reflections of reality. However, the
negative values for record improvement are impossible and indicate that the asymptote of the Gompertz
curve for shot put is too low for meaningful forecasts to be obtained.
The compound and Gompertz forecasts recorded in Table 5.45 both reflect that the improvement percentages
are larger for the discus throw than the shot put and that the gradient of relative improvement is larger for
the discus throw than the shot put. This is also in agreement with the results of Table 5.43b in which the
relative improvement of the ultimate record from the Gompertz curve was larger for the discus throw than the
shot put. It can thus be concluded that both the compound and Gompertz models predict more development
in the discus throw than the shot put.
4The adjusted R2 values for the discus throw and shot put are 0.9881 and 0.9771 respectively.
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Table 5.45: Ten-Year Forecasts of Record Improvement Using Compound Model and Gompertz Curve: Field
1948-1988
(a) Discus Throw
Year
Expected
Improvement
Compound
Model (m)
Relative
Improvement
Compound
Model (%)
Improvement
Forecast
Gompertz
Model (m)
Relative
Improvement
Gompertz
Model (%)
1989 0.4749 0.6411 -0.1544 -0.2084
1990 0.9503 1.2828 0.0024 0.0032
1991 1.4248 1.9234 0.1471 0.1985
1992 1.8994 2.5640 0.2810 0.3793
1993 2.3752 3.2062 0.4041 0.5454
1994 2.8499 3.8470 0.5175 0.6986
1995 3.3257 4.4893 0.6220 0.8396
1996 3.8008 5.1306 0.7184 0.9698
1997 4.2762 5.7724 0.8069 1.0893
1998 4.7510 6.4133 0.8883 1.1991
Gradient 0.6414 0.1555
(b) Shot Put
Year
Expected
Improvement
Compound
Model (m)
Relative
Improvement
Compound
Model (%)
Improvement
Forecast
Gompertz
Model (m)
Relative
Improvement
Gompertz
Model (%)
1989 0.1357 0.5883 -0.3203 -1.3889
1990 0.2711 1.1757 -0.3040 -1.3184
1991 0.4069 1.7643 -0.2895 -1.2555
1992 0.5425 2.3527 -0.2765 -1.1992
1993 0.6782 2.9411 -0.2650 -1.1492
1994 0.8139 3.5294 -0.2547 -1.1045
1995 0.9499 4.1194 -0.2455 -1.0647
1996 1.0858 4.7086 -0.2373 -1.0292
1997 1.2219 5.2987 -0.2300 -0.9976
1998 1.3577 5.8876 -0.2235 -0.9694
Gradient 0.5889 0.0461
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5.6.3 Comparison of Compound Forecasts and the Ultimate Record from the
Gompertz Model
In order to obtain a visual indication of both the data, and the forecasts of the compound and Gompertz
models, Figures 5.53 and 5.54 display the record progression together with the compound distribution fore-
casts, the fitted Gompertz curve and the estimate of ultimate record obtained from the Gompertz model for
each of the track and field events respectively.
It can be observed from Figure 5.53 that the 1500 metres and the 5000 metres are the only events in which
the forecasted ultimate record from the Gompertz curve is greater than the 95% prediction interval for the
compound forecast after ten years. It can be observed from Figure 5.53 that the Gompertz curve fitted to the
5000 metres is the most linear of all the Gompertz curves. This provides an explanation for the forecasted
ultimate record from the Gompertz curve lying far further above the data for this event than any other. Of
the track events the 10 000 metres shows the strongest non-linearity in the Gompertz curve, and consequently
the most conservative record forecasts. This provides an alternative explanation for the compound model
producing short-term forecasts in each period which are larger than the corresponding Gompertz forecasts
in this event only. Upon close examination, a double s-shaped pattern with a second period of rapid growth
occurring in the 1990s is discernible in the 10 000 metres. A double logistic or double Gompertz curve may
be more appropriate for this event and may provide short term forecasts more in keeping with those of the
compound model.
It can be seen from Figures 5.53 and 5.54 that the fitted Gompertz curves show a distinct non-linearity and
are showing signs of levelling off to their asymptotic value in the latter part of the record progression to a
greater extent in the field events than in the track events (in particular in the shot put). This is expected
as the Gompertz curve reach their asymptote much sooner for field events than for track events, as can be
observed from Figures 5.49 and 5.50. The Gompertz curve severely under-estimates the last few observed
records of the record progressions for discus throw and shot put. It would appear that the Gompertz curve
is over-emphasising whatever levelling off (if any) is present in the data. The impossible negative forecasts
of record improvement obtained from the Gompertz curve are a consequence of this over-emphasis.
It is a matter for debate whether the observed record progression (from 1948 to 1988) shows signs of levelling
off. From Figure 5.54 it can be observed that there does not appear to be strong evidence of performance
levelling off at the end of the period 1948 to 1988 for the discus throw. For the shot put, it appears that the
record progression remains fairly level for the period from 1965 to 1982, however it undergoes more rapid
development thereafter. In addition, it would be expected that a levelling off of the record progression would
be accompanied by a decrease in the means of the record increment and/or frequency variables, which both
represent violations of the assumptions of the collective risk model. It was found that there was insufficient
evidence to conclude that the assumptions of the collective risk model were violated when the field events
(from 1948 to 1988) were tested in Section 5.35. It is however acknowledged that the tests implemented
may have lacked the sensitivity to detect the violations which would result from a subtle levelling off of
performance.
5The exception to this is the test for autocorrelation at ten lags for the shot put. The test showed a p-value which was just
significant. Since this was the only violation identified for this event it was included for forecasting.
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(b) 1 Mile
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(c) 5000 Metres
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Figure 5.53: Record Progressions with Compound Forecasts, Fitted Gompertz Curve and Gompertz Asymp-
tote: Track
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It is known that no records were broken in the discus throw after 1988 and the record was only broken once
in the shot put in 1990. Thus a distinct levelling off of performance has occurred in the years following the
1990s. Since the beginning of the 1990s marked a change in the conditions of athletic competition (specifically
the introduction of out-of-competition drug testing and the end of the cold war), it should be noted that the
observed drought in records does not necessarily imply that there was levelling off present in the data used
for model fitting (pre-1988). The marked difference between the compound forecasts and what transpired in
reality may be as a result of the change in the conditions of athletic competition.
If however, there was already some evidence of a levelling in the data set from 1948 to 1988, it cannot be
argued that the Gompertz curve was able to reflect this levelling off, while the tests of the assumptions of
the collective risk model employed in this Section 5.3 were not. However, the Gompertz curve has clearly
over-emphasised whatever evidence of levelling off is present in the data, resulting in impossible negative
forecasts which cause the validity of the model to be questioned.
5.6.4 Fitted Non-Linear Models and Estimation of the Ultimate Record: Ham-
mer Throw 1948-1988
Since it was found that the Gompertz curve could not be fitted to the hammer throw, other non-linear curves
were assessed. It was found that the exponential growth model and the three parameter logistic models (as
defined in Equations 4.29 and 4.30 respectively) both yielded parameter estimates for which the corresponding
p-values indicated insignificance. When the double logistic curve, as described in Equation 4.31, was fitted
to the data it was found that the parameter estimates were all significantly non-zero. The double s-shape
of the double logistic curve is appropriate for the hammer throw data as on close examination two distinct
periods of rapid growth can be identified in the record progression (see Figure 5.55).
From a visual examination of the record progression, the centre of the double logistic curve was estimated to
occur at a record value which lies approximately half way through the record progression (i.e. at the mean of
the record values). The data were standardised by applying the following formula to the record progression
Standardised mark = mark−mean(mark)standard deviation(mark) . This standardising ensured that all record values below the
centre record value were standardised to have negative values and all those record values above the centre
record value were standardised to have positive values. With the standardisation, the point at which the
two logistic curves (which constitute the double logistic curve) join, occurs when the standardised response
variable is at zero. Time was again measured as number of days since the first record. The time variable
was not standardised, as it was found that this did not have a significant effect on the forecasts of the fitted
curve, the estimate of its asymptote or its residual standard error.
The estimated parameters of the double logistic curve fitted to the standardised record progression are given
in Table 5.46. Table 5.47 records the value of the asymptote of the double logistic curve and the estimate of the
ultimate limit of performance. The value of the asymptote of the standardised double logistic curve is given
by the value for the parameter θ3. The estimate of the ultimate limit of performance was obtained by adding
a correction factor to the value of the double logistic asymptote. According to the method used by Kuper and
Sterken (2008), the correction factor was calculated as the largest amount by which the curve under-estimated
the standardised data, that is max (ysi − yˆsi ), where ysi is the standardised observed record and yˆsi is the
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Table 5.46: Double Logistic Curve Parameter Estimates and Significance: Hammer Throw 1948-1988
Event θ1 p-value θ2 p-value θ3 p-value
Residual
Standard
Error
HT 7004.39 ≈ 0 5785.67 ≈ 0 2.25 ≈ 0 0.131 (40 df )
Table 5.47: Double Logistic Curve Asymptote and Estimated Ultimate Performance: Hammer Throw 1948-
1988
Event AsymptoteValue (θ3)
Correction
Factor
Estimated
Ultimate Record
(Standardised)
Estimated
Ultimate Record
(De-
standardised)
(m)
Relative
Improvement
(%)
HT 2.2472 0.2826 2.5298 93.97 8.3375
prediction of the double logistic curve, applied to the standardised data, which corresponds to the ith record.
Once the correction factor had been added to the parameter θ3, the total was then de-standardised to obtain
the estimate of the limit of performance in terms of the original units of measurement of the record progression.
Application of the formulaMark = standardised mark∗standard deviation(mark)+mean(mark) converts
the standardised data back to the original units of measurement.
Figure 5.55 shows the record progression in the original units of measurement, together with the fitted double
logistic curve and the estimate of the ultimate record. The fitted double logistic curve was obtained in terms
of the original units of measurement by de-standardising each of the fitted double logistic values. It may
be observed from Figure 5.50 that the double logistic curve fits the last records of the record progression
closely, and thereafter extends above the record progression. Thus the fitted double logistic curve will not
result in nonsensical negative forecasts of short-term improvement, as seen in the other field events. It may
be observed from Figure 5.55 that the double logistic curve levels off to an asymptote around the year 2000.
This early levelling off to an asymptote is in agreement with what was observed in Figure 5.50 for the other
field events. Unlike the other field events, the record value at the asymptote of the double logistic curve is
much higher than the record progression and consequently the ultimate record (asymptote plus correction
factor) is much higher above the record progression than for the discus throw and shot put. This is confirmed
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Figure 5.56: Ten-Year Forecasts Using Compound Model and Double Logistic Curve: Hammer Throw 1948-
1988
by the relative improvement of the ultimate record for hammer throw being much higher than that of the
shot put and discus throw. The relative improvement for the ultimate record for hammer throw is 8.34%,
compared to 4.05% and 2.44% for the discus throw and the shot put respectively (see Tables 5.43b and 5.47).
The relative improvement of the ultimate record for hammer throw is in fact larger than all of the track
events as well.
5.6.5 Comparison of Short-Term Forecasts from the Double Logistic and Com-
pound Models: Hammer Throw 1948-1988
Table 5.48 records the expected total improvement at the end of each of the ten forecast periods (1989 to
1998) for the compound model as well as the double logistic forecast for total improvement at the same point
in time. Also recorded in Table 5.48 are the figures for the relative improvement in the record which each
forecast represents (that is, the total improvement expressed as a percentage of record on the last day of the
record progression used for model fitting). The gradients of the increase in the relative improvement values
are also provided for each of the compound and double logistic forecasts. These gradients were obtained by
construction of a linear model with the relative improvement values as the response variable and the number
of the forecast period (one to ten) as the predictor variable. Although forecasts the double logistic model
is non-linear, short-term forecasts from the model display a sufficiently linear pattern that the gradient of
improvement is meaningful for comparison with that of the compound forecasts. Evidence of the linearity
of the short-term double logistic forecasts is provided by the high adjusted R2 value (0.9509) for the linear
function of the relative improvements of the double logistic forecasts versus the number of the forecast period.
It is worth noting that although the adjusted R2 value for the double logistic forecasts does provide evidence
of linearity, the evidence is not as strong as for the other events. The gradients of the linear functions of
relative improvement from the compound and double logistic models versus the number of the forecast period
(one to ten) are provided in the last row of Table 5.48.
Figure 5.56 provides a graphical representation of the expected compound forecasts and the double logistic
forecasts recorded in Table 5.48, as well as an indication of the median compound improvement forecasts
and the 50% and 95% prediction intervals for the compound improvement forecasts. It can be seen from
Figure 5.56 that the double logistic curve initially forecasts record values that are larger than those of the
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Table 5.48: Ten-Year Forecasts of Record Improvement Using Compound Model and Gompertz Curve: Ham-
mer Throw 1948-1988
Year
Expected
Improvement
Compound
Model (m)
Relative
Improvement
Compound
Model (%)
Improvement
Forecast
Double Logistic
Model (m)
Relative
Improvement
Double Logistic
Model (%)
1989 0.6928 0.7987 2.3538 2.7136
1990 1.3849 1.5966 2.7776 3.2022
1991 2.0764 2.3938 3.1451 3.6259
1992 2.7698 3.1933 3.4615 3.9907
1993 3.4624 3.9917 3.7299 4.3001
1994 4.1537 4.7887 3.9560 4.5608
1995 4.8445 5.5851 4.1448 4.7784
1996 5.5366 6.3830 4.3013 4.9589
1997 6.2280 7.1801 4.4292 5.1063
1998 6.9199 7.9778 4.5331 5.2261
Gradient 0.7977 0.2741
compound model. The double logistic forecasts increase very slowly and the compound forecasts increase
more rapidly. As a result, the compound and double logistic forecasts are approximately equal in the middle
of the period, and by the end of the period the compound forecasts are larger than those of the double
logistic model. The double logistic forecasts of total improvement after ten periods have passed is still within
the 50% prediction interval of the compound improvement forecast. The steeper increase in the compound
improvement forecasts is also reflected by the gradient of compound model relative improvements being
greater than that of the double logistic improvements, as recorded in Table 5.48. It is interesting to note
that the pattern of forecasts from the compound and double logistic models is much more similar to what
was observed for track events in Figure 5.51.
The gradient of the relative improvements of the double logistic forecasts is much larger than the gradients
of the relative improvements of the Gompertz forecasts obtained for the discus throw and the shot put.
This is not unexpected as the ultimate record forecast for the hammer throw represents the largest relative
improvement on the current record out of all the field events. The gradient of relative improvement of the
compound forecasts for hammer throw is also greater than the gradients of relative improvement of the
compound forecasts for the discus throw and shot put. Thus both of the double logistic and compound
models predict more rapid relative development in the hammer throw than the discus throw and the shot
put.
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Asymptote: Hammer Throw 1948-1988
5.6.6 Comparison of Compound Forecasts and the Ultimate Record from the
Double Logistic Model
In order to obtain a clear indication of both the data and the compound and double logistic forecasts,
Figure 5.57 displays the hammer throw record progression together with the compound distribution forecasts,
the fitted double logistic curve and the estimate of the ultimate record obtained from the double logistic
model (the asymptote of the double logistic curve with the correction factor added). It can be seen from
Figure 5.57 that while the estimated ultimate record from the double logistic curve is larger than the expected
improvement (mean) from the compound model at each period, by the end of 1998 the ultimate record
estimate is similar to the expected improvement from the compound model. Also, the ultimate record from
the double logistic model is within the 95% prediction interval of the compound forecasts for most of the
years.
The double logistic curve predicts very little growth in performance in the forecast period and is close to the
asymptotic level, whereas the compound model predicts a far steeper improvement in performance in the
forecast period. A levelling off of performance did occur during the forecast period as the last hammer throw
record occurred in 1986. However, this does not necessarily imply that the data were beginning to show signs
of levelling off in the period 1948 to 1988, since it is known that the end of the 1980s represented a change
in the conditions of athletic competition (specifically the introduction of out-of-competition drug testing).
From a visual assessment of the record progression in Figure 5.57 there does not appear to be strong evidence
that the observed record progression (from 1948 to 1988) is levelling off significantly, and in addition the tests
of the assumptions of the collective risk model in Section 5.3 did not provide sufficient evidence to conclude
that the assumptions of the collective risk model were violated. It is however possible that the tests of the
collective risk model employed in Section 5.3 lack the sensitivity to have detected a subtle levelling off of the
data should it have occurred in the period 1948 to 1988.
If the assumptions of the collective risk model cannot be made, perhaps due to a subtle levelling off of the data
or because it is believed that a levelling off will occur in the future, then the double logistic curve represents
a promising non-linear curve for describing athletics records. Events for which the record progression shows
a double s-shaped pattern in which there is a period of slow development, followed by a period of rapid
growth, then levelling off and thereafter an additional period of rapid growth and subsequent levelling off are
156
candidates for having a double logistic curve fitted. Such a pattern may be observed for some of the events
which did not satisfy the assumptions of the collective risk model (see Figures 5.1 and 5.2). The double
logistic curve may be used to model events in which significant changes in technique or equipment were
introduced which result in the second period of rapid growth. Balmer et al. (2012) investigate the use of the
double logistic model (using a different parametrisation) to show the effect of new technology and techniques
on athletics development. The double logistic curve used by Balmer et al. (2012) comprised of the sum of
two logistic curves and a constant term to represent the baseline or beginning of the record progression. A
number of other parametrisations are proposed and evaluated by Lipovetsky (2010). In addition, since the
Gompertz curve allows more flexibility than the logistic curve (it is not necessarily symmetrical about its
point of inflection), a double Gompertz curve warrants further investigation and may provide a more flexible
model for events in which a double s-shape is present in the record progression.
5.6.7 Conclusion: Comparing Compound and Non-Linear Forecasts
The asymptote of the Gompertz and double logistic curves allow for long-term forecasts and an estimate of
an ultimate record (limit to performance) to be obtained, whereas the compound forecasts are reliant on the
assumptions of the collective risk model and consequently result in linear forecasts which are inappropriate
for long-term forecasting. Although the asymptote of the non-linear models does account for a levelling off
of performance, the curves are still unable to take into account changes to conditions of athletic competition
which may be introduced in the future and the validity of long-term forecasts obtained from non-linear
models remains questionable. It has been suggested by some authors (Hilbe, 2008 and Baxter, 2009) that the
forecasting of an ultimate record is a futile exercise and attempts in literature, even with correction factors
added, have resulted in ultimate record forecasts which have been bettered in subsequent years. It has also
been found that non-linear models can result in nonsensical short-term record forecasts. Specifically, the
Gompertz curve resulted in negative record improvement values for the discus throw and shot put. Since the
record increment is modelled by positive distributions negative improvement forecasts cannot be obtained
from the compound model.
Although a limitation identified for the compound model is the linear nature of forecasts obtained, it is worth
noting that the alternative non-linear models produced short-term forecasts which are also linear in nature.
This may be observed graphically in Figures 5.51 and 5.52 where the linear trend is evident, and is confirmed
by the high R2a values obtained when a linear model was fitted to the relative improvement values. This
indicates that for short-term forecasting even non-linear models produce short-term forecasts that are linear,
and consequently in the short term the linearity of compound forecasts is not a disadvantage. The gradient
of the relative improvements was however much steeper for the compound models than for the non-linear
models. This was particularly true for the field events. However, since some of the forecasts obtained from
the Gompertz curve for field events were impossible, the forecasts obtained from the Gompertz model may
be too conservative for these events. The double logistic curve did not result in negative record improvement
forecasts, but also reflected a very slight gradient of relative improvements.
Since non-linear models do not rely on the assumptions of the collective risk model, they have wider applic-
ability than the compound model. For events in which a very distinct s-shape or double s-shape and levelling
off of performance may be observed in the data, it is likely that the assumptions of the collective risk model
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will be violated and the non-linear models (which result in more conservative forecasts) may provide the
more accurate method of forecasting. For events analysed in this study in which the assumptions of the
collective risk model were not violated and there was no visual evidence of performance levelling off, the
compound model may be used to provide reasonable short-term forecasts. Modifications to the compound
model which allow for the assumptions of the compound model to be relaxed may increase the applicability
of the compound model and allow it to be applied to a greater number of events.
Non-linear models fitted to the record progression offer the advantage of continuous-time forecasts, whereas
the compound model used in this study only provides forecasts of record improvement at the end of each period
(calender year). The compound model does however provide the distribution of the record improvement at
the end of each period, and consequently interval estimates and probabilities regarding the improvement
variable may be obtained.
Kuper and Sterken (2008) used the record as it stood on the 31 December of each year as the data set
to which the Gompertz curve was fitted. In this research, the Gompertz curve was fitted directly to the
record progression. Fitting the Gompertz curve directly to the record progression has the disadvantage of
not having any data points between the most recent record and the beginning of the forecast period, as well
as not having data points at regular intervals. However, it has the advantage of specifically taking records
which were broken more than once in a year into account. If the record value is only considered at the end
of the year, multiple records will be reflected as a single value and information is lost. The compound model
is able to take into account the situation where records are broken more than once in a year, and to utilise
the information that the record has not been broken up until the beginning of the forecast periods (through
observations for record frequency of zero).
5.7 Extending the Compound Distribution Model
The compound model was constructed on the basis that the assumptions of the collective risk model were
not violated. Forecasts were obtained from the compound models under the assumption that no major
changes would occur in the future which would significantly affect the record progression and would cause
the assumptions of the collective risk model to be violated. For this reason the events to which the compound
model could be fitted were limited to those which did not show evidence of violating the assumptions, and
the forecasts obtained were limited to short-term forecasts. As a result of the assumptions of the collective
risk model, the forecasts obtained were linear in nature.
In order to increase the applicability of the compound model and allow for longer-term forecasts to be obtained
it is necessary that the compound models be adaptable to changes in the athletic environment, such as new
rules, equipment or training techniques. It is also expected that a levelling off of performance will occur as
humans reach the limit of their athletic capability. It is necessary that the models can be adapted to reflect
such trends, as well as other violations of the assumptions of the compound models, such as dependencies
between and within the increment and frequency variables.
For this research a simple method to adapt the model to reflect a decreasing trend in the frequency variable
was investigated. Specifically, a linear decreasing function was imposed on the mean of the record frequency
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Figure 5.58: Linear Decrease in λ
variable. This is an example of a method by which the expected levelling off of performance can be incor-
porated into the model. The other modifications to the model were not investigated in this research as they
were considered beyond the scope of an initial study. Thus the assumptions that no major changes be made
in the athletic domain in the future, and that no other violations of the compound loss model arise (such
as dependency between or within the increment and frequency variables, or trend in the increment variable)
were maintained.
The 1500 metres was chosen to illustrate the modified model. This event was chosen as the record frequency
variable followed a simple, single parameter Poisson distribution. A decreasing linear function was imposed
on λ. This function is given by
λt = 0.3030− 0.001967t (5.1)
where t = 1, 2, . . . , 10. The intercept of Equation 5.1 is the original estimated parameter value of the Poisson
distribution fitted to the record frequency variable in Section 5.4.2. The slope of Equation 5.1 was obtained
from the slope of the regression of record frequency versus date performed in Section 5.2.2.1 on page 62.
Although the slope of this graph was found to be insignificant, it was used to extend the compound model
for illustrative purposes. Alternative functions may be applied according to the opinion of the researcher.
Figure 5.58 displays the decay in the value of λ over the time period considered (ten years ahead). For the
purposes of the model imposed on λ in this research, it was taken that λ assumes a new value on 1 January of
each year, maintains this value throughout the year until 31 December, and on 1 January the level decreases
to assume its value for the following year.
Short-term forecasts (for a ten-year period) were obtained from this model for comparison with the original
unmodified compound model fitted to the 1500 metres. The forecasts were again obtained by simulation, the
code for which may be found in Appendix B. For each of the ten years for which forecasts were to be obtained
(2011 to 2020), a sample of two million observations of record improvement in a single period was generated.
The values for lambda used to generate observations of record improvement for each of the periods 2011
to 2020 were λ1, λ2, . . . , λ10 . A matrix was constructed with simulated improvement values in each period
constituting the columns of the matrix. The row totals of the first t columns of the matrix then represent
the total improvement after t periods, according to the method described in Section 5.5 on page 116.
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Figure 5.59: CDF of I(t) for t = 1, t = 5 and t = 10: 1500 Metres (λ Decreasing)
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Figure 5.60: Frequency Histograms of I(t) for t = 1, t = 5 and t = 10: 1500 Metres (λ Decreasing)
Figure 5.59 shows the ECDF for the record improvement variable for t = 1, t = 5 and t = 10, so that the
change in shape of the distribution can be seen as the number of time periods increases. These curves show
a similar shape to those of the 1500 metres with λ fixed, as seen in Figure 5.40a on page 118. The gradual
decay imposed on λ appears not to have had too great an effect on the shape of the distribution.
Frequency histograms of the record improvement variable I(t) for t = 1, t = 5 and t = 10 are shown in
Figure 5.60. Again, it may be observed that the shape of the distribution when λ is decreasing is similar
to the shape observed for λ fixed in Figure 5.42a on page 121. The tails of the distribution for λ fixed in
Figure 5.42a on page 121 appear to be slightly longer than those observed for λ decreasing in Figure 5.60.
This is expected as with a smaller value for λ, fewer records would be expected, resulting in smaller values
of the record improvement variable.
Table 5.49 records the pertinent statistics of the improvement variable, as estimated by the empirical statistics
of the simulated observations of I(t). Also provided in Table 5.49 are the theoretical mean and variance
calculated using Equations 4.24 and 4.25. If it is assumed that the periods are independent of each other
given λi, and the distribution of record increment does not change, then the mean improvement in period t
may be calculated as E [It] = λtE [D] and the variance may be calculated as V [It] = λtV [D]+λt {E [D]}2. The
mean and variance after t periods have passed may then be calculated as the sum of the means and variances
in each of the t periods. That is E [I(t)] = E [I1]+E [I2]+ . . .+E [It] and V [I(t)] = V [I1]+V [I2]+ . . .+V [It].
The estimates of the statistics obtained by the simulation method are denoted by (S ) and the values obtained
from theory are denoted by (T ). As would be expected, the mean, median and percentiles are all less for λ
decreasing than for λ fixed (as recorded in Table 5.38a on page 125). The variance and standard deviation
are similar for λ fixed and decreasing, although there appears to be a slight increase in the difference as
the time period increases which is more evident in terms of the standard deviation. The values are slightly
lower for λ decreasing than λ fixed. Since the variance and mean are equal for the Poisson distribution, it
is unsurprising that a decreasing mean in the compound Poisson distribution should be accompanied by a
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Table 5.49: Record Improvement Statistics: 1500 Metres (λ Decreasing)
Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Mean (S ) 0.0096 0.0191 0.0285 0.0379 0.0472 0.0565 0.0657 0.0748 0.0838 0.0929
Mean (T ) 0.0096 0.0191 0.0285 0.0379 0.0472 0.0565 0.0657 0.0748 0.0839 0.0929
Median (S ) 0.0000 0.0000 0.0141 0.0259 0.0359 0.0454 0.0547 0.0639 0.0730 0.0821
Variance (S ) 0.0005 0.0009 0.0014 0.0018 0.0023 0.0027 0.0032 0.0036 0.0040 0.0045
Variance (T ) 0.0005 0.0009 0.0014 0.0018 0.0023 0.0027 0.0032 0.0036 0.0040 0.0045
Std Deviation (S ) 0.0214 0.0303 0.0370 0.0427 0.0477 0.0521 0.0562 0.0600 0.0635 0.0669
Std Deviation (T ) 0.0215 0.0303 0.0370 0.0427 0.0477 0.0521 0.0562 0.0600 0.0635 0.0668
25th Percentile (S ) 0.0000 0.0000 0.0000 0.0000 0.0053 0.0144 0.0217 0.0286 0.0354 0.0423
75th Percentile (S ) 0.0039 0.0307 0.0462 0.0597 0.0724 0.0849 0.0969 0.1087 0.1202 0.1316
2.5th Percentile (S ) 0 0 0 0 0 0 0 0 0 0
97.5th Percentile (S ) 0.0747 0.1025 0.1260 0.1468 0.1664 0.1845 0.2021 0.2189 0.2350 0.2508
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Figure 5.61: Ten-Year Forecast of Record Improvement: 1500 Metres (λ Decreasing and λ Fixed)
decrease in variance. It may also be observed from Table 5.49 that the estimates obtained from the simulation
for mean, variance and standard deviation match the theoretical values calculated from the fitted compound
Poisson distribution.
A graphical depiction of the statistics recorded in Table 5.49 which provide an estimate of future levels of
record improvement is provided in Figure 5.61. This figure shows, for the ten years following the data set,
the expected record improvement as given by the measures of central tendency (mean and median) as well
as the 50% and 95% prediction intervals for the random variable I(t), as given by the relevant population
percentiles. It can be seen from Figure 5.61 that the forecasts and prediction intervals for λ decreasing are
very similar to those obtained for λ fixed (see Figure 5.44a on page 129).
Table 5.50 records the expected improvements to the record for the modified model (in metres per second) and
the corresponding record times (in seconds). Also recorded in Table 5.50 are values for relative improvement,
which were calculated as the expected improvements as a percentage of the “current” record value Rcurrent,
the record on the last day of the record progression used for distribution fitting. The gradient of the relative
improvement values, obtained by constructing a linear model of relative improvement versus the number of
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Table 5.50: Ten-Year Forecasts of Record Improvement Using the Modified and Unmodified Model: 1500
Metres
(a) λ Decreasing
Year
Expected
Improve-
ment
(m/s)
Relative
Improve-
ment
(%)
Expected
Record
(s)
2011 0.0096 0.1312 205.73
2012 0.0191 0.2617 205.46
2013 0.0285 0.3913 205.20
2014 0.0379 0.5199 204.93
2015 0.0472 0.6480 204.67
2016 0.0565 0.7755 204.41
2017 0.0657 0.9018 204.16
2018 0.0748 1.0267 203.91
2019 0.0838 1.1515 203.66
2020 0.0929 1.2753 203.41
Gradient 0.1271
(b) λ Fixed
Year
Expected
Improve-
ment
(m/s)
Relative
Improve-
ment
(%)
Expected
Record
(s)
2011 0.0096 0.1324 205.73
2012 0.0193 0.2650 205.46
2013 0.0289 0.3975 205.18
2014 0.0386 0.5295 204.92
2015 0.0482 0.6619 204.65
2016 0.0578 0.7940 204.38
2017 0.0674 0.9262 204.11
2018 0.0771 1.0585 203.84
2019 0.0867 1.1907 203.58
2020 0.0963 1.3231 203.31
Gradient 0.1323
the forecast period (one to ten), is also provided in the last row of Table 5.50. For comparative purposes all
these values are provided for the unmodified model with λ fixed as well. As expected, Table 5.50 shows that
the expected improvement, relative improvement and corresponding record time are all less for the model
in which λ is decreasing with time. It may also be noted that the rate at which the relative improvements
increase (i.e. the gradient of relative improvement) is less for the modified model with λ decreasing. The
difference in forecasts between the modified and unmodified model is very slight, however should a more
rapid decrease in λ be introduced, the difference in forecasts obtained would become accordingly larger.
5.7.1 Using the Extended Model for Long-Term Forecasts
The modified model was also used to obtain long-term forecasts. Under the assumption that there will be no
changes in the athletic domain, these forecasts show how the modified compound model results in non-linear
long-term improvement forecasts. Due to the choice of simple linear decrease in λ, as well as the restrictive
assumption of the indefinite stability of the conditions of athletic competitions, the forecasts are intended for
illustrative purposes.
Figure 5.62 displays the long-term behaviour of the forecasts when λ is fixed and when λ decreases linearly
with time. The time period considered was dictated by the value of λ in that forecasts were obtained for
all those years in which λ took on positive values. The last time period for which λi assumes a positive
value is for time period 154, that is λ154 > 0 but λ155 < 0. Because of the increased number of years for
which simulations must be generated, a smaller number of repetitions (100 000) was used for each year. This
does decrease the accuracy of the forecasts obtained, however, because this model is intended for illustrative
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Figure 5.62: Long-Term Forecasts of Record Progression: 1500 Metres (λ Decreasing and λ Fixed)
purposes, the decrease in accuracy was tolerated. A more complex model imposed on λ which includes an
asymptote so that the value of λ cannot decrease below zero, would remove the restriction on the number
of periods for which forecasts may be obtained. However, because the forecasting relies on large sample
simulations, computational capacity may remain a limiting factor.
It can be seen from Figure 5.62 that the forecasts obtained from the modified and unmodified compound
model remain very similar up until around 2040, after which a divergence becomes noticeable. Should it be
believed that levelling off of athletics performance will occur more quickly, a function with a more negative
gradient should be imposed on the mean of record frequency.
In this chapter, extensive tests of the assumptions of the collective risk model were performed. Based on these,
distribution-fitting and forecasting were carried out for four track events (using the entire record progression)
and three field events (using a subset of the record progression corresponding to the period 1948 to 1988).
The forecasts from the compound model were compared to forecasts obtained from a non-linear model fitted
to the record progression. A modification to the compound model was illustrated for the 1500 metres.
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Chapter 6
Conclusions and Recommendations
6.1 Conclusions
This study aimed to investigate the feasibility of using compound distributions, as found in the collective risk
model from actuarial statistics, to model the progression of world athletics records. Middle and long distance
track events, as well as a number of throwing and jumping events, which had a reasonable number of records
were selected for analysis. Several assumptions accompany the use of the collective risk model and the data
were tested for violations of these assumptions. It was found that for the track events, when the entire record
progression from the first ratified record to the end of 2010 was tested, only a single event (the 3000 metre
steeplechase) was in violation of the assumptions. It is believed that this is due to the IAAF-ratified record
progression beginning approximately forty years later for the 3000 metre steeplechase than for the other track
events.
For the field events, when the entire record progression was tested, violations were identified for all of the
events. It was suggested that the violations may be due to the alleged abuse of performance enhancing drugs
(particularly anabolic steroids) between the end of the Second World War and the introduction of out-of-
competition drug testing in 1988. The abuse of steroids is believed to have had a noticeable effect in field
events where strength is emphasised. A subset of the record progression (from 1948 to 1988), where it was
believed that the level of drug abuse was relatively constant, was selected. This reduced record progression
was re-tested for the field events, and only a single event (the pole vault) was found to be in violation of
the assumptions. It was argued that this was due to the introduction of fibre glass poles in 1956 which
revolutionised the event. Testing the assumptions which accompany the use of the compound distribution
model was able to identify a period of development in the field events which was not sustained after the
introduction of out-of-competition drug testing. This suggests that the validity of some of the records set
during this period may be questionable.
Distributions were fitted to the record increment and record frequency variables which constitute the record
improvement variable for all those events which did not show significant evidence of violating the assumptions
of the collective risk model, for either the full or reduced record progression. For the track events, the entire
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record progression from the first ratified record until the end of 2010 was used for distribution fitting, and
forecasts were obtained for the ten-year period ahead of the data (from 2011 to 2020). For the field events, the
reduced record progression (from 1948 to 1988) was used for distribution fitting and forecasts were obtained
for the ten-year period ahead of the data (from 1989 to 1998). Since the data shows evidence that the
conditions of competition for field events changed significantly with the introduction of out-of-competition
drug testing, obtaining forecasts based on the period in which it is believed that drug abuse was rampant
provides an indication of where field events’ performance may have been, had out-of-competition testing not
been introduced. It was chosen to obtain forecasts of performance for a period of only ten years ahead of
the data for both track and field events, as the forecasts obtained rest on the assumption that the conditions
under which the models were constructed remain constant. Short-term forecasts are more appropriate as it
is likely that the conditions of athletic competition will change at some point in the future.
From the compound model the distribution of the record improvement may be forecasted at the end of
each period. This was achieved by simulation in this study. It was found that the forecasted expected
improvements obtained from the compound model at the end of each period are linear in nature. For track
events the rate of increase in expected improvement of the compound forecasts is less than that of a linear
model fitted directly to the record progression. For field events the rate of increase is similar for improvement
forecasts from the compound and linear models. Linear forecasts have been found to be acceptable for
short-term forecasting but not for long-term extrapolation, as it is known that performance must level off
due to physiological limitations. The forecasted expected record for each of the track events was found to
be in keeping with the linear log-log relationship between event time and event distance. For track events
the record was not broken in 2011 and 2012. The expected improvement was non-zero for all of the events,
however the 50% prediction interval included zero up until at least 2013 for all of the track events. The
short-term forecasts obtained for the track events appear to be reasonable. However if the record continues
to remain unbroken for a number of periods it may be an indication that a levelling off of performance is
occurring and that forecasts which are linear in nature are no longer appropriate.
For the field events it is known that no records were broken in the period 1989 to 1998 (and beyond) for either
the discus or the hammer throw. For both of these events the expected record improvement is non-zero for
each of the forecast periods and by the end of 1998, the 95% prediction interval no longer includes zero. The
last record in the shot put occurred in 1990, which represented an improvement of 0.06 metres. From 1991,
an improvement of 0.06 metres is less than the lower bound of the 50% prediction interval and from 1995 is
less than the lower bound of the 95% prediction interval. This shows that the predictions of the compound
model are far out of keeping with what was observed in reality for the field events. This lends support to
the hypothesis that a significant change in the conditions of competition occurred with the introduction of
out-of-competition drug testing in 1988, and that the change affected the record progressions of the field
events to a large extent.
Non-linear models were fitted to the record progressions of the track and field events for comparative purposes.
The Gompertz model, as proposed by Kuper and Sterken (2008), was fitted to the record progressions of all
events except for the hammer throw. Suitable starting values could not be identified such that the Gompertz
model could be fitted to the hammer throw and as a result alternative non-linear models were considered.
The double logistic curve was found to fit the hammer throw record progression, and is a promising model
for events in which two distinct growth phases may be identified.
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For the track events (except the 10 000 metres) it was found that the Gompertz forecasts were initially larger
than the expected improvement forecasts from the compound model. However, the compound forecasts
increased more rapidly, and the compound and Gompertz forecasts were very similar by the end of the
ten-year forecast period. In the 10 000 metres it was found that the compound and Gompertz forecasts
were initially similar, and the compound model forecasts increased more rapidly. At the end of the ten-year
forecast period the Gompertz forecast was just below the lower boundary of the 50% prediction interval from
the compound model. The anomalous behaviour for the 10 000 metres may be due to the unusually large
increment value observed in this event. This increment value may have affected the distribution fitting of
the compound model more than it did the fitting of the Gompertz curve.
For the discus throw and the shot put there is a large difference between the compound and Gompertz
models’ forecasts. The ultimate record forecasted from the Gompertz curve for these events (obtained from
the asymptote of the Gompertz curve with a correction factor added) is less than the expected improvement
after ten periods forecasted from the compound model. The short-term forecasts from the Gompertz model
are far less than those of the compound model and, for the shot put in particular, appear to be invalid.
The improvement forecasts from the Gompertz model for the shot put are negative for all of the forecasted
periods, which is impossible. This is due to the fitted Gompertz curve severely under-estimating a number
of observed records at the end of the record progression. For the discus throw the improvement forecast for
the end of 1989 is negative and improvement forecasts are positive for the periods thereafter. The Gompertz
curve fitted to the discus record progression under-estimated the last observed record for the discus throw,
but to a lesser extent than in the shot put.
The double logistic curve fitted to the hammer throw provided improvement forecasts which were all positive
and are more similar in magnitude to those of the compound model. The double logistic forecasts are initially
larger than those of the compound model, but increase very slowly and at the end of the ten-year forecast
period are smaller than those of the compound model (but still within the 50% prediction interval). Like the
Gompertz models fitted to the discus throw and the shot put, the double logistic curve predicts improvement
forecasts for the period 1989 to 1998 which appear to have levelled off substantially and are close to asymptotic
levels.
The levelling off of performance forecasted by the Gompertz and double logistic models for the field events
more closely mirrors the drought of records which occurred during the 1990s. However, the lack of records
(with the exception of the single shot put record in 1990) during the 1990s may be due to the introduction of
more effective drug controls rather than performance having reached the limit of human capability. Thus, the
lack of improvement in the record progression from the 1990s does not necessarily imply that performance was
starting to level off in the period 1948 to 1988. There is not strong visual evidence of the record progressions
for field events showing a levelling off during the period 1948 to 1988. In addition, if the rate of improvement
had been decreasing towards the end of the period 1948 to 1988, it is likely that there would have been
a decrease in either the mean of the record increment or record frequency variable. However, significant
evidence of such decreasing trends was not found for the reduced record progressions. This suggests that
performance was not levelling off before 1988. It is acknowledged that this may be due to a lack of sensitivity
of the methods employed to test the assumptions. If there was evidence of a subtle levelling off of performance
during the period 1948 to 1988, before the introduction of out-of-competition drug testing, then the non-linear
curves were able to detect this more readily than the methods employed to test the assumptions. However,
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if this is the case, the Gompertz curve severely over exaggerated any apparent levelling-off to the extent that
the forecasts are nonsensical. It may simply be that the Gompertz curve is not an adequate model for these
events.
The compound model does offer a theoretical advantage over the non-linear model. The compound model
provides the distribution of the record improvement and as a consequence interval estimates and probabilities
of possible outcomes may be calculated. The non-linear model provides an estimate of the future value of
the record, and a measure of error associated with the estimation of the model’s parameters, but not the
distribution of the forecasted value. However, the compound model requires more computational resources if
simulation is used to approximate the distribution function. In addition, the improvement forecasts from the
compound model could only be obtained at the end of each period, whereas the non-linear model allowed for
a forecast of record improvement to be obtained at any point in time. The compound model also required
that distribution fitting be carried out twice, once for each of the record increment and frequency variables.
Thus model and parameter uncertainty apply for two fitted distributions.
While short-term forecasts from the compound model are linear, it should be noted that short-term forecasts
obtained from the non-linear models also exhibit a strong linear trend. Non-linear models are however able
to provide longer-term forecasts in which a levelling off of performance, an inevitable occurrence due to
physiological limits, is captured. However, in order to obtain longer-term forecasts it is necessary to assume
that the conditions under which the model was developed remain the same and no new changes in technology,
technique or equipment are introduced. If it is believed that such assumptions may be made, the compound
model can be adapted to also allow for a non-linear increase in forecasts. An example of such a modification,
in which a decreasing function was applied to the mean of the record frequency variable, was illustrated for
the 1500 metres. While the decreasing function illustrated in this research was a simple linear function with
a gentle gradient, other functions could be applied according to the opinion of the researcher.
6.2 Limitations of the Study
It is possible that the methods employed to test the assumptions of the collective risk model lack sensitivity.
The assumptions of the collective risk model require that the distributions of the record increment and
record frequency do not change over time. Changes in the conditions of athletic competition may cause the
assumptions to be violated. It is known that many changes have occurred over the duration of the record
progressions analysed. The methods employed to test the assumptions of the collective risk model were able
to detect changes which had major effects on the record progression or operated over a limited time period.
These included the unusually rapid development in field events between 1948 and 1988 (a period during
which it is alleged that performance enhancing drugs were wide-spread), the unusual development of the
3000 metre steeplechase due to the late start of its ratified record progression and the change of equipment
which occurred in the pole vault.
However, there are many changes which have occurred during the record progressions whose effects were not
identified as violations of the assumptions by the tests employed in this research. These include the World
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Wars1 (for track events), the introduction of the Fosbury flop (for high jump), and general developmental
factors such as improved diet, more scientific training, professionalisation of sport etc. which have occurred
over time. This may be an indication that the effect of the change did not represent a violation of the
assumptions, or alternatively may indicate that the tests were not sufficiently sensitive. The change may not
have represented a violation of the assumptions due to it occurring slowly and consistently over the duration
of the entire progression (such as population growth and improved diet) or because the effect of the change
was dampened by other factors acting at the same time and with opposite effect. For example, the cold
war increased the level of competition between Eastern and Western countries, which improved the standard
of athletics. However the same conflict resulted in boycotts which reduced the number of opportunities for
athletes to compete at an international level. According to Hilbe (2008), the 1980 US boycott of the Moscow
Olympics led to many top US athletes not training to the highest level and perhaps retiring earlier than they
would have otherwise.
It is also intuitive that violations of the assumptions of the collective risk model occur in athletics data. If a
stand-out athlete who is atypical of the general population of elite athletes produces an exceptional record,
then it is reasonable that the record is not likely to be broken again soon. This may result in dependence
between the variables. Also, many of the records were set by the same athlete, or by athletes who were a
product of the same training regime. This may also affect the independence of the variables. Since many of
the events did not show evidence of violating the independence assumption it is possible that these factors
do not affect the independence of the observations significantly, or that the tests lack sensitivity.
In addition, specific limitations were also identified in the tests of the assumptions. Testing for constant
mean of the record increment and record frequency variable only tested for the presence of a linear trend in
the mean over time. While a more complex relationship than linear was not tested explicitly, it is however
believed that if a more complex relationship was present there would be graphical indications as well as
non-constant residual variance (which was tested). The test employed for homogeneity of variance over time
requires the division of the data into groups and is sensitive to small and uneven sample sizes in the groups.
While methods were employed to increase the robustness of the test, it was necessary to limit the number of
groups to ensure that the sample size of each group was not too small. Unfortunately, using fewer groups does
not allow for deviations in the variance which occur over small time periods to be identified as easily. The
ACF and PACF plot, as well as the Ljung-Box test, which were employed to test for correlation among the
observations of each of the variables, assumes that the data are normally distributed. There is disagreement
among researchers as to the robustness of the test to this assumption (especially for small samples). As a
result, Bartels’ test was employed in addition to the Ljung-Box test, as it is a non-parametric test which
does not make distributional assumptions. Unfortunately, Bartels’ test is sensitive to the presence of ties and
could not be employed for discrete data in which ties were numerous. In addition, both the Ljung-Box and
Bartels’ test assume that the observations are observed regularly over time. This was not the case for the
record increment variable, and is therefore identified as a limitation.
More development in the methods of testing the assumptions may improve their power, and may result
in violations being identified in events which were included for distribution-fitting and forecasting in this
research. However, it is believed that the methods employed in this research were adequate to detect major
1The years of the World Wars were not excluded from analysis as records were still broken during the periods of fighting.
However, the wars would still have some effect on athletics competition due to the massive casualties and the wars’ monopolisation
of national resources.
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violations and, since this is an initial study, this was considered sufficient for the purposes of identifying data
such that the use of compound models could be illustrated for athletics data.
From the assumptions of the collective risk model it follows that the distribution of record improvement
remains the same in each period. As a result of this, the forecasted improvement in the record increases
linearly with each period. Without modification to relax the assumptions of the collective risk model, the
compound model is thus unable to take into account the levelling off of performance which must occur due
to physiological limitations.
The assumptions of the compound model also limit its applicability. Although testing the assumptions which
accompany the use of the compound model was beneficial in identifying a period of unusual development
in the field events, it is a limitation of the model that it could not be applied to any of the field events
when the full record progression was considered. The compound model could also not be applied to the
3000 metre steeplechase and the pole vault (when the reduced record progression was considered) due to the
assumptions of the model. In addition, it is likely that changes in the conditions of athletic competition will
be introduced in the future. Changes in the conditions of athletic competition are often accompanied by
violations to the assumptions, and consequently events in which the data do not currently show evidence of
violating the assumptions may begin to do so in the future. The unmodified compound model’s inability to
take such future violations into account is thus also a limitation.
Due to the extreme nature of records, the sample sizes available for analysis (particularly for the record
increment variable) were limited. This had ramifications both for testing the model assumptions and for
distribution-fitting. Some of the distributions fitted to the record increment and record frequency variables,
while adequate, were not particularly good. This was particularly true for the record increment. Unfortu-
nately, due to the small sample sizes of the record increment variable, three parameter distributions were not
considered as alternative distributions which may have provided a superior fit.
Also as a result of the small number of records, holdout samples were not utilised as a method to validate
the forecasts obtained from the compound model. Holdout samples involve fitting the model to the data
with the most recent observations omitted, and assessing the ability of the model’s forecasts to match the
omitted data. For track events the number of records was extremely small and it was believed that omitting
a portion of the data would compromise the distribution fitting too severely. For the field events, the number
of records for the full record progression was larger than for the track events. However, for the reduced record
progression which was used for analysis, the number of records was even less than that of the track events in
some cases. As a consequence holdout samples were not utilised for the purpose of model validation in this
study.
In addition, by solely making use of the record data, the study was limited in the information available
for modelling. A record may remain unbroken for a long time and information regarding how close other
performances are to the record was not taken into account. By taking into account a number of best
performances each year more information on the development of athleticism may be obtained.
The compound model formulated in this research was limited to providing forecasts at the end of each period.
In addition, the simulation method utilised to approximate the distribution function is computationally
intense. While the modification to the compound model to include a levelling off of performance allowed for
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long-term forecasting (under the assumption that no changes be introduced in the conditions of competition),
it was necessary to decrease the number of repetitions of the simulation in order to obtain forecasts for a
larger number of periods.
A limitation of both the compound model utilised in this research, and all models which attempt to forecast
future performance, is their reliance on the assumption that no major changes are introduced which might
significantly affect the conditions of competition. While such assumptions may be reasonable in the short-
term, they are unrealistic for long-term forecasts. The prediction of an ultimate record, or final levelling
off of performance to an asymptote, relies on the same tenuous assumptions. The level of technological,
pharmacological and genetic development which will occur in the future is not easily quantifiable, nor is the
direct effect that such development may have on the record progression. In addition, the decision of the
athletic governing bodies to include such future advances, and their ability to detect their use should they
be banned, is an unknown factor.
6.3 Recommendations for Future Research
If no new changes are introduced to athletic competition, those factors which have contributed to the im-
provement in performance in the past must eventually experience diminishing return. Since there is a limit
to how fast man is capable of running, how far man is capable of throwing and how high man is capable of
jumping due to physiological limits, performance cannot improve at the same rate indefinitely. Many authors
have claimed that such a levelling off is already occurring in some events (Nevill and Whyte, 2005; Lippi
et al., 2008; Berthelot et al., 2008 and Berthelot et al., 2010). The decrease in the rate of improvement may
be postponed by any changes in athletic competition which are introduced in the future. However, in the
absence of such new development, it is desirable that the compound model is able to reflect a non-linear rate
of improvement. An illustrative example of such a model was developed in this research, in which the mean
of the record frequency variable was made to decrease linearly with time. A simple linear function with a
gentle negative slope was chosen for illustrative purposes. More work should be conducted in investigating
which function is most appropriate for use. The mean of the record frequency must be non-negative and
as a consequence the number of periods for which forecasts could be obtained was limited by the linear
function. A non-linear function with an asymptote is a means by which the number of forecast periods would
not be limited. Alternative means by which the levelling off of performance could be captured may also be
researched. A decreasing function imposed on the record increment, or on both the record increment and
record frequency variables are possibilities.
The decreasing trend in the record frequency variable is an example of the compound model taking into
account a violation of one of the assumptions of the collective risk model. It is desirable that the compound
model is also able to take into account violations of the other assumptions of the collective risk model. Many
events were excluded from analysis because of a violation of the assumptions, and it would be of interest
to be able to forecast records for these events as well by taking into account violations of assumptions. In
addition, it has been identified that there are limitations in the methods employed in this research to test the
assumptions of the collective risk model. Further investigation into the tests of the assumptions is an area of
potential research. Should the methods of testing the assumptions improve such that the number of events in
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which violations are identified increase, then it is desirable that they may be modelled by a compound model
which is able to take such violations into account. Also, changes which are introduced in the future may
influence the record progression such that violations become apparent where initially there was no evidence
of violation and it is desirable that the compound model should be adaptable for such an occurrence.
Other violations which could be taken into account in the model include a relationship between the record
increment and record frequency variables. These could be accounted for by the introduction of additional
variables in the formulation of the model for I(t). Trends in the record increment or frequency could be
accounted for by imposing functions of time (of linear or non-linear nature) on the parameters of the distri-
butions of the increment and frequency variables. The decreasing trend in performance due to approaching
physiological limits can be accounted for by decreasing trends on the parameters. Even if performance has
levelled off, future refinements to measurement accuracy will allow for records to continue to be broken. How-
ever, the amount by which the record is broken is likely to decrease and its distribution should be adjusted
accordingly.
Should other changes in the conditions of athletic competition be introduced (such as new equipment or
technique) which postpone such a levelling off and would result in performance improving more rapidly
than it has in the past, an increasing trend may be applied to the mean of the record increment or record
frequency variables. It would be necessary to estimate the effect that the given change would have on the
record increment or frequency variable so that the parameters could be adjusted accordingly. A change
introduced in the future would not have observations from which to estimate the new parameters, and it
would thus be necessary to obtain the expert opinion of sports professionals and coaches to gauge the effect
on the improvement of performance. Alternatively, it may be possible to measure the effect of the change in
a controlled environment. For example, if new equipment technology is introduced, a number of top athletes’
performance could be measured using both the new and the old technology, so that the effect of the change
could be quantified.
An advantage of the compound model is that if a change in conditions of athletic competition is likely to
affect only one of the record increment or frequency variables, then the distribution of only that variable need
be adjusted. For example, if the number of competitions in a year increases, this is likely to increase record
frequency, but is unlikely to affect the distribution of record increment.
An interesting finding of this research was the period of unusually rapid development in the field events for
the period between the end of the second world war up until the introduction of out-of-competition drug
testing. It is believed that large-scale abuse of anabolic steroids was occurring in field events at this time
(Hilbe, 2008). An investigation into quantifying the effect of the drug use which was alleged to have occurred
during this time would be a challenging but interesting area of further research.
A limitation identified for the compound model applied in this research is that by utilising only the record
progression, information regarding general progress of athletic performance is lost. There is merit in develop-
ing models for record data, as in some applications only record data is available (Carlin and Gelfand, 1993).
However, this is not the case in athletics data where information regarding annual best times is available.
Investigation into means by which the information regarding best annual performances may be incorporated
into the compound model is an area of future research. An example of research which has attempted this
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is provided by Volf (2011) in which the trend in best annual times was taken into account before applying
a random walk model to the record progression. The random walk model considers the record at discrete
time periods and registers whether the record was broken in the period or not, as well as the amount by
which the record was improved if it was broken. A disadvantage of this model is that it fails to take into
account the case where the record is broken more than once in a period. Volf (2011) also discussed compound
point processes which allow for the process of random increments at random times, where time is considered
continuously. Such models are an area of further research in order to account for the record being broken
more than once in a period and to obtain forecasts at any point in time.
Athletics data is subject to many confounding influences and in some cases may not represent a situation in
which the assumptions of the collective risk model are fully met. In addition, due to the changing nature of
athletics competition it is unlikely that conditions will remain the same for long periods in the future and
this may invalidate forecasts obtained. Investigation of the applicability of the compound model to other
applications, especially those which are stable over time, is an area of future research. In addition, more work
could be carried out in examining the relationship between the compound model and the theory of records
for random sequences, as reviewed in Arnold et al. (1998).
It seems increasingly likely that further development in athletics will be influenced by scientific and techno-
logical advancement. Debate as to what can be considered natural ability and what will be considered as
artificial enhancements is likely to increase (Lippi et al., 2008). Quantifying the effects of new changes is
an area of research which will need to be conducted. Possible new technologies include more sophisticated
and difficult-to-detect doping strategies, improved materials and gene therapy. There may be a time in the
future where babies can be screened for genetic defects or given enhanced growth hormones (Hilbe, 2008).
Gene therapy has not yet been used in sport, however enhancing the DNA of athletes is an area which may
be exploited in the future. According to Denny (2008) there is potential to genetically engineer athletes to
improve performance. At the Salk Institute in San Diego, an experimental drug has been shown to change
the way that muscles respond to exercise in mice (Roan, 2010). The speeds achieved by mice which were
administered the drug was greater than those only subjected to training (Roan, 2010). Genetic engineering
begs the question of whether records will no longer represent the pinnacle of natural human ability, but rather
of artificial enhancements.
There is debate as to whether improvements due to scientific development will capture the attention of the
public as much as improvements due to natural human ability (Roan, 2010). However, in the absence of
such development it is likely that performance will stagnate and athletes who do not show any improvement
may lack public appeal (Roan, 2010). A diminished level of improvement may increase the pressure to cheat
(Roan, 2010). In addition, if records continue to remain unbroken athletics may become a less popular choice
for talented young sports people. It will thus be of interest to see whether the new technologies will be
allowed in competition or not. The polyurethane bodysuits which were introduced to swimming by Speedo,
and have been credited with the large number of records which were broken at the Beijing Olympics in 2008,
were banned from competition in 2010 (Morrison, 2012).
Athletics records provide a wealth of quantifiable data, which represent the pinnacle of human ability at
the time of the record, both in raw athleticism and, increasingly, scientific development. While purists may
baulk at the movement away from raw athletic ability, the record progression has mirrored social and scientific
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development in the past and is likely to do so in the future. The controversy surrounding new developments
thus far appears to have fuelled interest in athletics rather than detracted from it. What is certain is that
no matter what influences the progress of athletics in future, it will always remain an area of active interest
for researchers.
6.4 Concluding Remarks
This research sought to investigate the feasibility and utility of compound models for modelling the progression
of athletics world records. It has been found that the compound model may be applied to a number of
athletics events in which the factors influencing the conditions of athletics competition remained relatively
stable. Revolutionary developments or rule changes caused the data to be identified as unsuitable for analysis
in several events. The forecasts obtained from the compound model appear to be reasonable for the track
events. The forecasts do not reflect what was observed for the field events, which was expected due to the
introduction of out-of-competition drug testing which occurred at the beginning of the forecast period. While
the assumptions of the collective risk model limit the utility of the compound model, modifications to the
original model (an example of which was illustrated), show that the applicability of the compound model
may be increased. Athletics data are influenced by a variety of complex and interacting factors, and the
potential flexibility of a modified compound model makes it a very promising model for further research.
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Appendix A
Parametrisation
The parametrisations of the distributions utilised in this study are provided. The parametrisations are
according to those proposed by Friskin and Mels (2009).
Continuous Distributions
Consider a continuous random variable X, which assumes values greater than zero i.e. X > 0.
Exponential
If X has an exponential distribution with parameter β > 0, then the density function of X is given by:
fx (x;β) = β exp {−βx}
Gamma
If X has a gamma distribution with parameters α, β > 0, then the density function of X is given by:
fx (x;α, β) =
βα
Γ(α)x
α−1 exp {−βx}
Log-normal
If X has a log-normal distribution with parameters µ ∈ R, σ > 0, then the density function of X is given by:
fx (x;µ, σ) =
1
xσ
√
2pi
exp
{
− (ln x−µ)22σ2
}
Pareto
If X has a Pareto distribution with parameters α, β > 0, then the density function of X is given by:
fx (x;α, β) =
αβα
(β+x)α+1
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Weibull
If X has a Weibull distribution with parameters α, β > 0, then the density function of X is given by:
fx (x;α, β) =αβx
α−1e−βx
α
Discrete Distributions
Consider a discrete random variable X which assumes non-negative values i.e. X = 0, 1, 2, . . ..
Poisson
If X has a Poisson distribution with parameter λ > 0, then the probability function of X is given by:
f (x, λ) = P (X = x) = e−λ λ
x
x!
Binomial
If X has a binomial distribution with parameters m ∈ Z+ and 0 < p < 1, then x = 0, 1, 2, . . . ,m and the
probability function of X is given by: f (x,m, p) = P (X = x) =
(
m
x
)
px (1− p)m−x
Negative Binomial
If X has a negative binomial distribution with parameters r > 0 and 0 < p < 1, then the probability function
of X is given by: f (x, r, p) = P (X = x) =
(
r + x− 1
x
)
pr (1− p)x
Zero Truncated Discrete Distributions
The probability functions of the ZT distributions fitted to the high jump increments are provided. The
probability functions are obtained from Klugman et al. (1998). For the ZT binomial and ETNB distributions
the parametrisation was changed to maintain consistency with the corresponding members of the (a, b, 0)
used to model the record frequency variable.
ZT Poisson
If X has a ZT Poisson distribution with parameter λ > 0, then the probability function of X is given by:
PTk =
λk
k!(eλ−1) for k = 1, 2, . . ..
ZT Binomial
If X has a ZT binomial distribution with parameters m ∈ Z+ and 0 < p < 1, then the probability function
of X is given by: PTk =
 m
k
pk(1−p)m−k
1−(1−p)m for k = 1, 2, . . . ,m.
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ZT Geometric
If X has a ZT geometric distribution with parameter β > 0, then the probability function of X is given by:
PTk =
βk−1
(1+β)k
for k = 1, 2, . . ..
Logarithmic
If X has a logarithmic distribution with parameter β > 0, then the probability function of X is given by:
PTk =
βk
k(1+β)k ln(1+β)
for k = 1, 2, . . ..
Extended Truncated Negative Binomial
If X has an ETNB distribution with parameters r > −1 and 0 < p < 1, then the probability function of X
is given by: PTk =
r(r+1)···(r+k−1)
k!(p−r−1) (1− p)k for k = 1, 2, . . ..
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Appendix B
Selected Code
The R code for selected functions is provided in this section.
B.1 P-Values for the Kolmogorov-Smirnov Test
This code illustrates the method by which the p-value was obtained for the Kolmogorov-Smirnov test for the
exponential distribution. The code for the other distributions is similar.
Algorithm B.1 Kolmogorov-Smirnov p-values
bHatE <- 1/mean(increments)
k<-ks.test(increments,pexp,bHatE)
testStatE<-as.numeric(k[1])
noRep<-2000000
teststats<-c(rep(0,noRep))
for(i in 1:noRep)
{
simdata<-rexp(length(increments),bHatE)
bHatS<-1/mean(simdata)
teststats[i]<-as.numeric(ks.test(simdata,pexp,bHatS)[1])
}
teststats[1:noRep]<-teststats[1:noRep]>=testStatE
cSum<-cumsum(teststats)
cPerc<-cSum/seq(1,noRep,by=1)
cPerc[noRep] #The p-value
B.2 Distribution-Fitting: Zero-Truncated Distributions
The code used to fit the zero-truncated distributions (which require numeric optimisation) to the high jump
increments is provided below.
184
Algorithm B.2 Zero-Truncated Poisson Distribution
myfn<-function(lambda){abs(lambda+(mean(increments))*exp(-lambda)-mean(increments))}
(myfn.optim<-optimise(f=myfn,lower=0,upper=100,tol=1e-100))
lHat<-myfn.optim$minimum
Algorithm B.3 Zero-Truncated Binomial Distribution
library(combinat)
noReps<-1000
optMin<-c(rep(0,noReps));optObj<-c(rep(0,noReps));loglikV<-rep(0,noReps)
n<-length(increments)
ni<-rep(0,max(increments))
for (i in 1:max(increments)){ni[i]<-sum((increments==i))}
for (m in max(increments):(max(increments)-1+noReps))
{
myfnB<-function(p){abs(mean(increments)-mean(increments)*((1-p)^m)-m*p)}
#The value of p for a given m
myfnB.optim<-optimise(f=myfnB,lower=0,upper=1,tol=1e-200)
optMin[m-(max(increments)-1)]<-myfnB.optim$minimum
optObj[m-(max(increments)-1)]<-myfnB.optim$objective
c<-ni[1]*log(nCm(m,1))+ni[2]log(nCm(m,2))+ni[3]log(nCm(m,3))+ni[4]log(nCm(m,4))
#Four is the largest observation of record increment for high jump
loglik<-function(m,p){n*mean(increments)*log(p)+m*n*log(1-p)-
n*mean(increments)*log(1-p)-n*log(1-(1-p)^m)+c}
#The value of the likelihood function for m,q pair
loglikV[m-(max(increments)-1)]<-loglik(m,myfnB.optim$minimum)
}
which(loglikV==max(loglikV))
mHat<-as.numeric(which(loglikV==max(loglikV)))+max(increments)-1
pHat<-optMin[which(loglikV==max(loglikV))]
Algorithm B.4 Zero-Truncated Logarithmic Distribution
myfnL<-function(b){abs(mean(increments)/b-mean(increments)/(1+b)-1/((1+b)*(log(1+b))))}
(myfnL.optim<-optimise(f=myfnL,lower=0,upper=1,tol=1e-200))
bHatL<-myfnL.optim$minimum
Algorithm B.5 Extended Truncated Negative Binomial Distribution
ni<-rep(0,max(increments))
for (i in 1:max(increments)){ni[i]<-sum((increments==i))}
loglfnTNB<-function(r,p){ni[1]*log(nCm(r,1)*(p^r)*(1-p))
+ni[2]*log(nCm((1+r),2)*(p^r)*(1-p)^2)+ni[3]*log(nCm((2+r),3)*(p^r)*(1-p)^3)
+ni[4]*log(nCm((3+r),4)*(p^r)*(1-p)^4)-n*log(1-p^r)} #Four is the largest observation
of record increment for high jump
loglfnTNBoptim<-function(theta.vec){b=theta.vec[1];r=theta.vec[2];return(-1*loglfnTNB(b,r))}
parV<-optim(par=c(0.1,0.1),fn=loglfnTNBoptim,control=list(reltol=1e-300))
rhatETNB<-parV$par[1];phatETNB<-parV$par[2]
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B.3 Simulation Method for Short-Term Forecasts (Unmodified Model)
This code generates the simulated observations of record improvement in each period. The first loop creates
the matrix simMATRIXf, in which each column is the simulated observations of record improvement in a
single period. The row totals of t columns of the matrix simMATRIXf then represent simulated observations
of the record improvement after t periods have passed. The second loop creates the matrix cumSimMatrixf,
in which the tth column represents the total record improvement after t periods. This code illustrates the
simulation for a compound Poisson distribution with increments from a Weibull distribution, which was fitted
to the 1500 metres. The code for the other distributions is similar.
Algorithm B.6 Record Improvement Simulation
library(actuar)
noRep<-2000000
noYears<-10
simMATRIXf<-matrix()
for (i in (1:noYears))
{
nodes<-list(Iterations=noRep)
mf<-expression(Iterations=rpois(pHat))
ms<-expression(Iterations=rweibull(aHatWML,rBHatWML))
pf<-simul(nodes=nodes,model.freq=mf,model.sev=ms)
ifelse (i==1,simMATRIXf<-matrix(aggregate(pf)[,(2:(noRep+1))],nrow=noRep,
byrow=TRUE),simMATRIXf<-cbind(simMATRIXf, aggregate(pf)[,(2:(noRep+1))]))
rm(mf,ms,pf,nodes)
}
cumSimMatrixf<-matrix(simMATRIXf[,1],nrow=noRep,byrow=TRUE)
for (k in 2:(noYears))
{
cumSimMatrixf<-cbind(cumSimMatrixf,rowSums(simMATRIXf[,1:k]))
}
B.4 Simulation Method for Longer-Term Forecasts (Modified Model)
This code is similar to the code for the simulation of record improvement for the unmodified model. The
difference is that with each iteration of the first loop (i.e. for each period) the parameter of the Poisson
distribution decreases.
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Algorithm B.7 Record Improvement Simulation (λ Decreasing)
library(actuar)
modelSlope<-lm(recPY~allLevels) #Decreasing function applied to λ. The gradient is obtained from the
gradient of the regression of number of record frequency versus year.
slope<-as.numeric(modelSlope$coefficients[2])
tPos<-trunc(pHat/(-slope)) #The number of periods for which λ will remain positive with a decreasing
linear function with gradient of slope applied.
noRep<-100000 #Number of repetitions of the simulation. This had to be decreased due to the larger number
of periods for which forecasts were to be obtained.
noYears<-tPos
simMATRIXd<-matrix() #The matrix whose columns will consist of observations of record improvement in
a single period. That is column t is the improvement which occurs in the tth period.
for (i in (1:noYears))
{
pHatT<-pHat+slope*i
nodes<-list(Iterations=noRep)
mf<-expression(Iterations=rpois(pHatT))
ms<-expression(Iterations=rweibull(aHatWML,rBHatWML))
pf<-simul(nodes=nodes,model.freq=mf,model.sev=ms)
ifelse (i==1,simMATRIXd<-matrix(aggregate(pf)[,(2:(noRep+1))],nrow=noRep,byrow=TRUE),
simMATRIXd<-cbind(simMATRIXd,aggregate(pf)[,(2:(noRep+1))]))
rm(mf,ms,pf,nodes)
}
cumSimMatrixd<-matrix(simMATRIXd[,1],nrow=noRep,byrow=TRUE) #The matrix for which column t rep-
resents the record improvement after a total of t periods have passed.
for (k in 2:(noYears))
{
cumSimMatrixd<-cbind(cumSimMatrixd,rowSums(simMATRIXd[,1:k]))
}
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