The Locker Problem is frequently used in introducing some topics in elementary number theory like divisors and multiples. It appears in many curricula ranging from elementary, secondary and up to tertiary level. In this paper, I will provide the structure of the problem and algorithms in solving some modified problems.
Introduction
The original locker problem stated:
There are 100 students and 100 lockers in a certain school, each student has a certain locker number. The students and the lockers are uniquely numbered from 1 to 100. The students had a certain game. Initially, the lockers are all closed. The first student opened all the lockers. The second student closed every second locker.The third student opened or closed every third locker.This method goes until the 100th student. After all the students finish opening and closing the lockers, how many lockers are left opened ? and what are the lockers which are left opened ?
The locker problem varies in terms of the number of lockers and students. But the number of lockers and students is assumed to be equal.In most cases, the number is 100, but there are cases wherein the number is 20 or 1000. The answer is known that those lockers whose number is a perfect square will be left opened.
In this paper, we consider the possibility that the number of students and the number of lockers is unequal. We also consider the possibility of students repeating turns and the possibility that some students will not participate in the activity.But we preserve the rule of the problem which is every ith student will change the state of all lockers numbered j where i | j. In addition to this, I will provide algorithms in finding the corresponding open or close lockers given a subset of students and vice versa.
Some Observations
We have to note that: Every locker number j is assigned to a particular student i where i = j. Lemma 1. Let A be the set containing all students, B be the set containing all the lockers. Then, the number of elements of A is equal to the number of elements of B, |A| = |B|.
Proof. Suppose |A| = |B|. If |A| < |B|, then there exists lockers that are not assigned to students or assigned but to students who already had assignments, by pigeonhole, which contradicts our assumption. Now, if |A| > |B| , then there exists students that have no assigned locker number whose numbers are greater than the largest locker number. But in the problem rule, these students will not have any effect on the outcome of the state of the lockers since every student numbered k + a, a, k ∈ N,where k is the largest locker number and a be the difference of the student number and the largest locker number,does not have a multiple from 1 to k since the least possible multiple of k + a is k + a which is greater than k. Thus, |A| = |B|.
The lemma 1 shows that for every locker uniquely assigned to every student,any additional student is immaterial.
Lemma 2. Given A and B.
1. Let S be the set of r-element subset of A where r = 0, 1, 2, ..., n and |A| = n. Then |S| = 2 n .
2. Let L be the set of binary strings of 0 and 1 denoted by {s j } n such that every jth position of the string denote the state of the jth locker defined as s j = 0 if jth locker is close 1 if jth locker is open Then |L| = 2 n .
Proof. The first claim is straightforward since
Every u ∈ S has a corresponding v ∈ L.We will show that the correspondence is one-to-one and that follows bijection since we know that |S| = |L|. We define f : S → L where every subset of A has a corresponding result of states of the lockers. As an example, if a i is the only student who changes the state of the lockers, then the corresponding string will be all 0's except those positions which are multiple of i considering that the initial string is consists of all 0's. For now, we consider initial states of the locker to be all closed which implies all s j 's are 0's. But later on, we generalize it to any random combination of state of lockers. Theorem 1. Suppose u 1 is a 1-element subset of A and u 1 ∈ S. Then there is no other u ∈ S such that u 1 and u have the same image v ∈ L.
Proof. Considering the initial string consisting of all 0's. If u 1 = {a i } , then all s j 's of string v are 1 where i | j. This implies that all j's less than i are 0's. We look for another u ∈ S such that u = u 1 and the image of u is also v. If the image of u is v, then all j's less than i are 0's. For this, there is no a k ∈ A for all k < i where a k ∈ u. Suppose a 1 ∈ u, then s 1 = 1 which contradicts our assumption that s 1 = 0. Inductively, suppose a k ∈ u. Since every a j / ∈ u where j = 1, 2, 3, ..., k − 1, then that assures that s j = 1 which contradicts our assumption that s j = 0. Now since u = u 1 and it follows that u 1 ⊂ u, we consider every s j , where ci < j < (c + 1)i ∀ c = 1, 2, 3, ..., n i − 1.All s j = 0. Every jth locker will only be touched once by every a j student, then it follows that a j / ∈ u. We only left for j = (c + 1)i.Similar reasoning as above, we show that u = u 1 .
Proof. Now suppose there are two u 1 , u 2 ∈ S where the image of u 1 and u 2 is v. WLOG, we let min{a i } ∈ u 1 such that a i / ∈ u 2 . But by Theorem 1, a i ∈ u 2 .
By the lemma 2 and corollary 1, we have shown that f is a bijective map where f is defined as for every a i ∈ u and u ∈ S will change the state of all lockers numbered j ( the jth position in v ∈ L) where i | j.
The Structure of the Locker Problem
We consider first the sequence of students who will change the state of the lockers. We consider repeating turns of students too.We have take into consideration the possibility that there are students who will not participate in the game.
Theorem 2. Let S be the set of r-element subset of A where r = 0, 1, 2, ..., n and |A| = n. "→ " operation is defined to be "next to change the state of the locker". Then, S, → is an abelian group.
Proof. Let a i and a j be distinct students. a i → a j = a j → a i . Let a particular b j ∈ B. The change for b j is the same whoever comes first. And thus, WLOG,we can let every a i ∈ u to be in ascending order.Similarly, associativity follows. Considering v = {0} n as the initial state of the lockers where the pre-image of v is ∅, then for every
Since every student a i changes the state of the locker twice, that means for a particular locker b j , if it is not touched by a i , it is clear. But if it is touched twice,then 0 becomes 1, 1 becomes 0 or 1 becomes 0, and 0 becomes 1. And lastly, for every u 1 , u 2 ∈ S, u 1 → u 2 ∈ S. This is clear since S is a power set of A.
Remark 1. Suppose u 1 ∩ u 2 = ∅, then clearly u 1 → u 2 ∈ S. Now,suppose u 1 ∩ u 2 = ∅, then u 1 → u 2 ∈ S since for all a i ∈ u 1 ∪ u 2 appears twice in the sequence which will make all these a i 's not affect the state since ({a i }) 2 = ∅.And thus, u 1 ⊕ u 2 ∈ S. It should be noted that the structure of S, → is the same as the structure of ℘(N), ⊕ , where ℘(N) is the power set of N and ⊕ is the symmetric difference operation.
It can be seen that L = Z n 2 where n means the number of Z 2 in a row. L, + is also an abelian group.The + is defined as position-wise addition in the string and knowing that Z 2 , + is an abelian group where + is defined to be addition modulo 2, everything is barely straightforward. Another immediate consequence of the theorem is that if a certain a i repeat his turn k times, then if k is even, a i does not affect the state of the lockers,otherwise he does, but same effect when he did not repeat his turn.
Proof. We know that f is a bijective map. This implies that every u ∈ S has a unique image v ∈ L and every v ∈ L is an image. If f (u) = v and f (u
This is true since for a particular locker b j with a state s j , if for every a i ∈ u ⊕ u ′ touch the locker, then that consists the number of i's such that i | j. In fact, if the number of divisors in u and u ′ is of different parity, then s j = 1, otherwise s j = 0. With
Thus, this proves that f is an isomorphism map.
We take into consideration ∅ → {0} n , that is all lockers are initially closed as our initial state. Actually, suppose initially it is a random combination of open or close lockers, we will show that it can still be modified to the original consideration as ∅ → {0}
n to make the problem simpler.
Proof. Since f is an isomorphism map , then every v ∈ L is an image of a unique u ∈ S and also
Remark 2. Take note that L, + is also an abelian group. Do not be confused the operation "→" on S with the mapping notation "→".
Some Modified Problems
For the remaining part, we now look for u ∈ S such that we want to have v ∈ L or vice versa. In particular,if we send all students, then the perfect square locker numbered will remain open.We first state some well-known theorems.
Theorem 5. The number of divisors of n, denoted by d(n), is given by the formula
is the ith prime number and α i is the number of p i factors of n.
Corollary 2.
If n is a perfect square, then d(n) is odd, otherwise d(n) is even.
for some natural numbers p.
Proof. This is an immediate consequence of the Theorem 5 and Corollary 2.
Proposition 1. Given f : u → v and u is a 1-element subset of A.Then, v = {s j } n where
Proof. By the rule of the game and considering {0} n as the initial state.
Theorem 7. Given f : u → v and u is a (n-1)-element subset of A. Then, v = {s j } n where
By Theorem 6 and Proposition 1, we are left with four cases: 0 + 0 = 1 + 1 = 0 and 0 + 1 = 1 + 0 = 1.These cases are the s j 's for f (A), f ({a i }) respectively.
The following definitions are redefined in this paper but taken in the paper of [2] . The refinement is done to make the notations suit the notations in previous Sections.
is the ith prime number and α i is the number of p i factors of n. The signature of n, denoted by ς(n), is the set of all α i 's in n. In other words,
Suppose u = σ(T ) where T = mk, m = 2, 3, 4, ... for some k ∈ N. It is noted that if σ({1}) is the set of squarefree numbers.
Proof. The proof is in the paper of [2] .
For other results, see the paper of [2] .
Suppose we add another rule, that is a i can change the state of the lockers if a i−1 changed the state of the lockers. In other words,if a i is allowed to participate, it is a must that all a k where k = 1, 2, 3, .., i − 1 must change the lockers first. Our concern now is to count the number of open lockers, denoted by ω. Clearly, n − ω will be the number of closed lockers. It is also clear that for the original problem, the number of open lockers will be ⌊ √ n⌋. We denote ⌊ √ n⌋ = θ(n).
Proof. For all j ≤ p, the number of 1's in v up to pth position is θ(p). For all j, p < j ≤ n, the number of 1's in v from pth position to nth position is ((n − p) − (θ(n) − θ(p))). This is true since for every s j , j > p , if s j = 0 becomes s j = 1 and vice versa. Since p > n 2 ⇒ 2p > n, this follows that every a i ∈ u ′ (u ′ is the complement of u), where i > p will not touch every corresponding lockers from p to n once. Thus, ω = θ(p) + ((n − p) − (θ(n) − θ(p))).
Algorithms for All Modified Problems
The previous section provides some straightforward solutions to some particular cases. In this section, we will have algorithms in looking for u ∈ S such that we want to have v ∈ L or vice versa. This may not be that efficient unlike the solutions provided in the previous section but this is more powerful than them since it solves any u ∈ S, we can have the corresponding v ∈ L and vice versa.
Recall that σ({1}) is the set of squarefree numbers. And we let set k · σ({1}) = {k · s|s ∈ σ({1})}. We also let ξ(P ) be the set of k-element subset of P, where P is the set of primes.Note that |σ({1})| = |ξ(P )|. In fact, we can have an injective set map h : σ({1}) → ξ(P ) where for each x ∈ σ({1}), h(x) = {p i | x = k i=1 p i }. One trivial example is h(1) = ∅. This note is very important in the next theorem since for all nonprime elements of σ({1}), it can be treated as subsets in ξ(P ) which are not 1-element subset in ξ(P ). Furthermore, the 1-element subset in ξ(P ) are the prime elements of σ({1}).In addition to this, we can partition ξ(P ) into 
