Recent years have seen much research on fairness in machine learning. Here, mean difference (MD) or demographic parity is one of the most popular measures of fairness. However, MD quantifies not only discrimination but also explanatory bias which is the difference of outcomes justified by explanatory features. In this paper, we devise novel models, called FairCEEs, which remove discrimination while keeping explanatory bias. The models are based on estimators of causal effect utilizing propensity score analysis. We prove that FairCEEs with the squared loss theoretically outperform a naive MD constraint model. We provide an efficient algorithm for solving FairCEEs in regression and binary classification tasks. In our experiment on synthetic and real-world data in these two tasks, FairCEEs outperformed an existing model that considers explanatory bias in specific cases.
INTRODUCTION
: Relationship between discrimination and explanatory bias. Sensitive, non-explanatory or explanatory features are selected by the user. The example features are from [7] , where the task is to predict his/her salary.
risk assessment [10] , and school admissions [15] . It is necessary to develop fair decision-making methods that avoid discrimination arising from biased datasets.
Regarding fairness in machine learning, discrimination is considered either direct or indirect [8] . Direct discrimination is caused by a sensitive feature such as race or gender, while indirect discrimination is caused by non-sensitive features which are strongly correlated with the sensitive feature. Removing the sensitive feature from the input removes direct discrimination, but does not remove indirect discrimination. This is called the red lining effect [8] . Furthermore, as described in [7] , the non-sensitive features that cause indirect discrimination sometimes include features which cause bias but can be justified. These features are called explanatory features and the bias caused by the explanatory features are called explanatory bias. We treat such explanatory bias as non-discriminatory by following the work of [7] , though explanatory bias is included in indirect discrimination. Figure 1 shows the relationship between discrimination and explanatory bias.
Researchers have introduced several statistical criteria [8, 13, 16, 38] in an attempt to formalize notions of fairness. Mean difference (MD) [8] is one of the most popular measures of fairness to quantify discrimination. This measure is the difference of outcomes between groups distinguished by the sensitive feature. MD can quantify direct and indirect discrimination, but explanatory bias is also included in indirect discrimination. Therefore, when we use MD=0 as a constraint, we may mistakenly remove explanatory bias. This leads to reverse discrimination and degrades performance. Several studies based on MD [8, 14, 20, 27, 39] can suffer from this problem. In this paper, discrimination is defined as MD except for explanatory bias:
Discrim. = MD -explanatory bias (1) arXiv:2002.06501v1 [stat.ML] 16 Feb 2020
and use Discrim. =0 as a constraint in our model. Several studies have dealt with explanatory bias [18, 19, 21] from a non-causal perspective. In addition to them, there are mainly two research streams that have used estimators of causal effect [30, 35] instead of MD. The recent work [9, 23, 25, 28, 37, [42] [43] [44] uses causal diagrams for this purpose, but the resulting optimization problems tend to be difficult. Indeed, it seems difficult to find a global solution for such problems because of their non-convexity [28, 41] .
In this paper, we use propensity score analysis [33] for simplifying the models used in other research. The papers [7, 32] deal with explanatory bias based on propensity score analysis. In [32] the authors proposed a causal discrimination discovery approach using estimators of causal effect based on the propensity score. Although their work bears similarity to ours in terms of using estimators of causal effect, there are differences in that the estimator in [32] is calculated in its nearest neighbor such as in individual fairness [13] and in that our model is for preventing discrimination, not for discovery. In [7] the authors proposed Multi MD, which removes discrimination and keeps explanatory bias on the basis of stratification [34] . However, unless the number of strata is set appropriately, the stratification may create a stratum that has some explanatory bias, which results in failure of Multi MD.
We propose new models, called Fair prediction using Causal Effect Estimators, (FairCEEs) that use another estimator based on the propensity score, the IPW [36] or DR [4] estimator, for causal effect. Using the estimators for a constraint instead of MD makes it possible to remove the discrimination and keep the explanatory bias.
Our contributions are as follows:
• FairCEEs based on the IPW and DR estimators of causal effect are formulated as simple convex quadratic optimizations; for classification, they are globally solved with the proximal gradient method; for regression, they are solved using the Lagrange multiplier method. • FairCEE-IPW and Multi MD theoretically outperform Single MD in regression tasks. • Numerical experiments on synthetic and real-world data show that FairCEEs outperform Multi MD in terms of fairness and prediction accuracy.
The organization of the paper is as follows: after preliminaries are introduced in Section 2, our model is described in Section 3. The algorithm and theoretical analysis are in Section 4. Section 5 describes numerical experiments on synthetic and real-world datasets. A conclusion follows.
PRELIMINARIES
We review MD [8] , which is one of the most popular measures of fairness, and show an existing model Multi MD [7] , which removes discrimination (1). Next, we point out the disadvantages of Multi MD. Finally, we describe the potential outcome model [17] and its relationship with Multi MD.
Notation
Suppose that N and d are the number of data and non-sensitive features, respectively and one sensitive feature exists in a given dataset. X ∈ R N ×d is a matrix consisting of non-sensitive feature values. x i ∈ R d indicates the feature values of the i-th instance, i.e., the i-th row of X , and S denotes the sensitive feature. S is a binary variable such as male/female, denoted by S ∈ {+1, 0}. s i is the observed value of sensitive feature S of the i-th instance, and s is the vector defined by s = (s 1 , s 2 , . . . , s N ) ⊤ . For convenience, we define two index sets I + and I − , defined by
Y is the target label; in a regression task, Y ∈ R, and in a binary classification task, Y ∈ {+1, 0}, unless otherwise specified. y i is the observed label of the i-th instance, and y is the vector defined by y = (y 1 , y 2 , . . . , y N ) ⊤ .ŷ i is the predicted label of the i-th instance. In this paper, we consider a linear model class and denote the trainable parameter by w ∈ R d , i.e,ŷ i = x i w for regression orŷ i = σ (x i w) for classification where σ (·) is a sigmoid function.
In what follows, we will consider the supervised learning setting, where we have a dataset (X , s, y) meaning (non-sensitive feature values, sensitive feature values, labels), and our goal is to train a model whose prediction does not include discrimination (1), but has good accuracy.
Single MD and Multi MD
MD is a measure quantifying how discriminatory the dataset is for classification and regression tasks.
where |I| is the size of the set I. Note that by replacing y i withŷ i in the definition, MD represents how discriminatory the prediction is.
Now let us describe Single MD and Multi MD [7] , which are related to our model. 1 Single MD is formulated as
where
From (2) and (4) and reminding that s i = 1 for i ∈ I + and s j = 0 for j ∈ I − , d ⊤ Xw represents MD of outputs, and therefore, the constraint in (3) means MD=0. As mentioned in Section 1, Single MD does not consider explanatory bias; it is defined by [7] as the differences in outcomes of groups distinguished by a sensitive feature value that is explainable by explanatory features and can be justified. The explanatory features are denoted by X e ∈ R d e , where d e is the number of explanatory features, while the nonexplanatory feature values are denoted by X n ∈ R d −d e . In our settings, the explanatory features are provided externally. Remark 2.1. It seems possible to remove non-explanatory discrimination without removing explanatory bias by using MD in an inequality constraint, i.e., d ⊤ Xw ≤ δ with a hyperparameter δ , following [1, 24, 39] or in a regularizer, i.e., λ(d ⊤ Xw) 2 with a hyperparameter λ, as in [6, 22, 40] . However, these approaches require the correct explanatory bias in the hyperparameter δ , λ, but the true value of the explanatory bias is unknown. It is difficult to determine appropriate hyperparameter values because the criteria used in validation for hyperparameters is not clear. On the other hand, our approaches described later can remove discrimination while keeping explanatory bias without using hyperparameters.
Calders et al. [7] proposed Multi MD which utilizes stratification [34] according to a propensity score [33] for a constraint. Definition 2.2 (Propensity Score [33] ). Let S and X e be the sensitive feature and the explanatory features, respectively. The propensity score is defined as
In general, because the true propensity score is unknown, we have to estimate it from the dataset. Usually this is done using a logistic regression model. Using this propensity score and stratification technique [34] , Multi MD can be formulated as follows [7] . First, we estimate propensity scores. Then, we split the dataset into K strata via the propensity score quantiles 2 . Next, we define Multi MD constraints as MD=0 in each stratum. Formally X (k ) , y (k ) , s (k ) and d (k ) are feature values, labels, sensitive feature values and constraint vector respectively, in the k-th stratum.
) .
In the same way as Single MD (3), d ⊤ (k ) X (k ) w represents the value of MD of outputs in the k-th stratum.
Disadvantages of Multi MD
Multi MD removes Discrim. (1) by using stratification with respect to the propensity score. Here, we need an appropriately large number of strata K, because if K is too small, each stratum will have a range of propensity scores and some explanatory bias may remain in each stratum. Unfortunately, there are three cases where we can not increase the number of strata K appropriately. In this paper, we refer these cases as Imbalance CASE, Degenerate CASE and Inferred CASE.
Imbalance CASE : the case where datasets are imbalanced with respect to the sensitive feature value of 0 or 1 (e.g. |I + | : |I − | = 9 : 1). Here, splitting the dataset into many strata may create a stratum that has only a one-sided sensitive feature value. In that case, we can not calculate the MD, which leads to a failure of Multi MD. Since this case is likely to appear in fairness settings, it is a serious weakness of Multi MD.
Degenerate CASE : the case where the number of features d is small. Here, setting K > d leads to degeneration and the optimal solution of Multi MD (5) becomes the zero vector, which satisfies MD=0. This means that Multi MD with large K removes explanatory bias incorrectly and degrades performance in this case.
Inferred CASE : the case where the estimated value of propensity score z i is close to s i . As well as Imbalance CASE, splitting the dataset into many strata may create a stratum that has only a onesided sensitive feature value in this case.
Potential Outcome Model (POM)
Now let us describe the potential outcome model (POM) [17] . Although the relationship between POM and Multi MD is not mentioned in [7] , we should point out that the discrimination (1) referred to in [7] corresponds to the causal effect defined by POM. In Multi MD, the model estimates the causal effect by stratification [34] and uses the estimated value for its constraint. Our model uses POM in a similar way.
POM considers potential outcome variables denoted by Y 1 and Y 0 . Target label Y has both the potential outcome Y 1 that would have resulted if had received the sensitive feature S = 1, and the potential outcome Y 0 that would have resulted if had received the sensitive feature S = 0. We can observe either of them, but not both. In other words, we can observe Y 1 but not Y 0 when S is equal to 1. Formally, we can write Y = SY 1 + (1 − S)Y 0 . By using these variables, causal effect [35] is defined as the difference between potential outcome variables.
Since we can observe either of them, but not both, estimating the causal effect is a missing data problem. MD is generally not a consistent estimator of causal effect; i.e.,
because of covariates that are correlated with both S and Y . If we regard the explanatory features as covariates, then the causal effect corresponds to Discrim. (1) . This is the discrimination we want to remove. When we consider the discrimination as the causal effect (6), the true explanatory bias corresponds to
Discrimination .
There are several methods of estimating causal effect by using a propensity score, including stratification [34] used in [7] . In this paper, instead of stratification, we use IPW and DR estimators, which are explained in Section 3.
PROPOSED MODEL
Now we propose new models, called Fair prediction using Causal Effect Estimators (FairCEEs). The estimators, IPW and DR, used for FairCEEs are defined below. We can avoid the three CASEs described in Section 2.3 utilizing these estimators because they do not need dividing datasets into some strata. Although the sensitive feature S is binary for simplicity, these models can be generalized to multiple groups.
FairCEE-IPW
Here, we introduce the Inverse Probability Weighting (IPW) estimator [36] and give a formulation using it for its constraint. Note that we use the loss function L(w) as the objective function in the following formulations. We can apply our method to regression and binary classification tasks by setting L(w) to the squared loss (|Xw − y ∥ 2 ) or logistic loss, respectively 3 . Definition 3.1 (IPW Estimator [36] ). Here, z i is the propensity score for the i-th instance. Accordingly, we define the IPW estimator of causal effect as
The IPW estimator is a consistent estimator of causal effect (6) under the assumption that the modeling for the propensity score is correct 4 . Accordingly, FairCEE-IPW is formulated as
By the definition (7) and (9), h ⊤ Xw is the value of the IPW estimator of outputs (i.e. the constraint in (8) means IPW=0.).
FairCEE-DR
The other estimator of causal effect is the Doubly Robust (DR) estimator [4] . Definition 3.2 (DR Estimator [4] ). Here, z i is the propensity score of the i-th instance. д + i and д − i are predictions of potential outcome variables (Y 1 , Y 0 ) of the i-th instance. Accordingly, we define DR estimator of causal effect as
In addition to modeling the propensity score, the DR estimator uses the modeling for Y 1 and Y 0 . Since either of the true values of Y 1 and Y 0 are unknown, we use the estimated values, i.e., д + i and д − i , instead of Y 1 and Y 0 . In this study, we train two models G + and G − for Y 1 and Y 0 , respectively. G + is trained using explanatory features whose index belongs to I + and G − is trained using explanatory features whose index is in I − . We use the output of G + and G − as
) where x i,e is the explanatory feature values of the i-th instance. ) We explained above that if the propensity score is incorrectly estimated, the IPW estimator will not be consistent. For this reason, the IPW estimator is not consistent in Inferred CASE. However, it is known that even if the estimated propensity score is wrong, the DR estimator remains a consistent estimator of causal effect as long as Y 1 and Y 0 are estimated correctly (see, e.g., [4] ). We formulate FairCEE-DR as follows. (Note that a and b are defined in (9) .)
As well as FairCEE-IPW,
the estimated value of DR estimator of the prediction (i.e. the constraint of (10) means DR=0.). Since the constraints of FairCEEs with a linear model are linear in terms of w, we can solve them using algorithms described below 5 .
ALGORITHM AND ANALYSIS
In this section, we describe the algorithms for FairCEEs in regression and classification tasks. Then we show two theorems on the squared losses of FairCEE-IPW and Multi MD.
Algorithm for Regression and Classification
In a regression task, we use the squared loss function ∥Xw − y ∥ 2 as L(w). We can solve FairCEEs with the squared loss by using the Lagrange multiplier method as is done with Multi MD in [7] . In a binary classification task, we use the logistic loss function (8) and (10). Then we solve them with the proximal gradient method (PGM) (see, e.g., [5] ). FairCEEs, Single MD and Multi MD can be formulated in the following generalized form 6 . Let P ∈ R d ×m and q ∈ R m be a constant matrix and vector, respectively, for constraints. m is the number of constraints. In Multi MD, m is equal to K. In the other methods, m is equal to 1. Let y i ∈ {+1, −1} be the binary label for the i-th instance.
Next, we apply the proximal gradient method to (11) . Algorithm 1 is an overview of our algorithm 7 
where w * is an optimal solution of FairCEEs and the objective value f * . 5 In general, the constraints of FairCEEs are linear with respect to outputs. Applying FairCEEs to a non-linear model may require another algorithm. 6 Note that our algorithm can be applied to not only FairCEEs but also Single MD and Multi MD for binary classification. 7 In our algorithm, we use a backtracking line search with a clipping process (η ← max (βη, 1 L )), which prevents the step size from being less than 1/L.
Algorithm 1 PGM for FairCEEs
Require: P, q, X , y, η 0 ,
Proof. With the help of references such as [29] , the statement can be proved if the gradient vector of L is Lipschitz continuous with a constant L (called L-smooth); i.e., there exists a constant L > 0 that satisfies
Next, we prove that the logistic loss function is L-smooth function and L = N i=1 ∥x i ∥ 2 . First, we show that д(t) = log(1 + e t ) is an L-smooth function. Since д ′ (t) = e t /(1 + e t ) = 1/(1 + e −t ), and 0 ≤ д ′′ (t) ≤ 1, we can say the inequality ∥д ′ (a) − д ′ (b)∥ ≤ ∥a − b ∥, which means that д(t) is an L-smooth function with L equal to 1.
Next, we consider the following logistic loss function.
We define h(w; x, y) = −yw ⊤ x. The derivative is ∇f (w; x, y) = −yд ′ (h(w; x))x by the chain rule. Accordingly, we can obtain the following inequalities:
This means that the logistic loss F (w; X , y) is an L-smooth function and L = N i=1 ∥x i ∥ 2 . □
Theoretical Analysis
Now we show some theoretical guarantees for the proposed model, FairCEE-IPW (8) . The following theorem says that our model FairCEE-IPW can achieve a smaller training error than Single MD (3) under a reasonable assumption. The assumption in the theorem is that the value estimated by the IPW estimator on a dataset (i.e. h ⊤ y) is less than the value estimated by MD (= d ⊤ y), and the assumption is likely to hold as discussed in the end of this section.
Theorem 4.2 (FairCEE-IPW Loss). Let w * single , w * ipw be optimal solutions of Single MD (3) and FairCEE-IPW (8) . Suppose that
Then we can obtain the following inequality:
To prepare for this proof, we first must prove the following Let w * be the optimal solution of the above optimization problem. Then, the value of loss function is obtained as follows when w is optimal (i.e w = w * )
Proof. The optimal solution w * satisfies the constraint c ⊤ Xw * = 0. Then, we have c ⊤ (Xw * − y) = −c ⊤ y.
We get
where θ is the angle between c and Xw * − y.
Here, since w * is the optimal solution, we can say 
where d is defined in (3) Proof. From the definition of s, we can prove the lemma.
Proof. We can say
Next, using Lemma 4.1, ∥h∥ 2 ≥ ∥d ∥ 2 , and the assumption 0 ≤ h ⊤ y ≤ d ⊤ y, we can prove the Theorem 4.2 as follows.
As with the previous theorem, we can show that Multi MD (5) also can achieve a smaller training error than Single MD (3). Theorem 4.3 (Multi MD Loss). Let w * single , w * multi be optimal solutions of Single MD (3) and Multi MD (5) . Suppose that
Then we have
Proof. Let m k be the MD of the k-th stratum (i.e. m k = d ⊤ (k ) y (k ) ).
Letd be as follows.
We defineX ,ỹ in the same way. By using this new notation and the original problem's constraint, the optimal solution of the original problem satisfies this following equality.
The original problem can be rewritten as follows.
We get the following inequality:
where I + k and I − k are the index subsets of I + , I − for the k-th stratum.
From this inequality and the assumption 0
3 says that if the mean of MD in each stratum corresponding to 1
y (k ) is smaller than MD on the entire dataset, the optimal value of the squared loss in Multi MD (5) is less than that of Single MD (3). When the dataset includes explanatory bias and the model of the propensity score is correct, by the definition of discrimination (1), the causal effect estimated by the IPW estimator and stratification are less than MD. Therefore, these assumptions of Theorem 4.2 and 4.3 are reasonable for our settings. From these two theorems, we can say both FairCEE-IPW and Multi MD give fair predictions and their losses are smaller than that of Single MD. We leave the analysis of FairCEE-DR to future work.
NUMERICAL EXPERIMENTS
We obtained numerical results on synthetic data and real-world data in an attempt to answer the following research questions.
• (RQ1) Do the three CASEs mentioned in Section 2.3 degrade the performance of Multi MD? • (RQ2) Do FairCEEs work in the three CASEs? • (RQ3) Do FairCEEs work on real-world data?
Since we know the true explanatory bias in the synthetic data (it is unknown in the real-world data), it is easy to understand the results. Hence, we first analyzed the behavior of FairCEEs and Multi MD in detail in an experiment using synthetic data. After that, we experimented using three real-world data in regression and binary classification tasks. for classification whose explanatory bias is known. We generated 100r % of N instances with S = 1. The rest of the dataset had instances with S = 0. If the instance had a positive sensitive feature (i.e. S = 1), we drew the explanatory feature values X e and non-explanatory feature values X n from the following different multivariate normal distributions.
Dataset and Experimental Setup
X e ∼ N (µ + e , I ), X n ∼ N (µ + n , I )
In the same way, if the instance had a negative sensitive feature (i.e. S = 0), we drew samples from the following distributions.
and I is an identity matrix. After sampling X e and X n , we generate the label y i of the i-th instance as follows.
where x i,e , x i,n , ϵ i are explanatory feature values, non-explanatory feature values and noise of the i-th instance respectively (ϵ i ∼  N (0, 1) ).
In this synthetic data, we can know the discrimination (6) and the true explanatory bias.
Since we know the values of these parameters used to generate the synthetic data, we can calculate Discrim. and the explanatory bias.
In our experiments, we created the three CASEs of Section 2.3 by modifying the parameters of the synthetic data. Unless otherwise specified, we generated the synthetic data with N = 2000, d = 14, d e = 4, and r = 0.5. We set r = 0.8 when generating Imbalance CASE and d = 7 and d e = 2 when generating Degenerate CASE. In Inferred CASE, we set µ + e = 1.5 and µ − e = 0 (in other case, µ + e = 1.0 by default).
Real-world Data.
We used three real-world datasets. We conducted experiments on two tasks, regression and binary classification. In the regression task, we used C&C 8 . In the binary classification task, we used COMPAS [3] and ADULT 9 . Table 1 shows the statistics of these real-world data after the preprocessing.
The ADULT 10 and C&C datasets are in the UCI repository [12] . We followed [24] when preprocessing the COMPAS datasets and followed [7] when preprocessing the C&C dataset. When we preprocessed the ADULT dataset, we removed missing data and binarized its categorical features and normalized its continuous features. We chose the explanatory features by following [7] for C&C and by following [32] for ADULT. In the COMPAS dataset, we determined the explanatory features by conducting a dependency analysis following [7] , whereby features that are highly correlated to both the target and the sensitive feature represent potential covariates.
Experimental Setup.
We used FairCEE-IPW (8) and FairCEE-DR (10) (respectively referred to as fcee_ipw and fcee_dr in the figures below). For comparison, we compared FairCEEs to methods using propensity score analysis 11 . We used the Multi MD (5) and Single MD (3) models for comparison, The figures below refer to Multi MD with K strata as multi_K and Single MD as single. The sensitive feature was not used in the prediction models. We conducted the experiments on the synthetic data 50 times and added error bars to the results. We ran our script once on each real-world dataset because solving classification problem by FariCEEs and Multi MD took more time than regression task.
Disadvantages of Multi MD (RQ1)
Now let us discuss the results of our experiment investigating the performance of Multi MD in the three CASEs described in Section 2.3. First, we show that Multi MD with a small K incorrectly removes explanatory bias. Next, we show that it is difficult to set a large enough K in the three CASEs.
In Figures 2 and 3 , by the definition of Discrim. (1), it is desirable that the MD of Multi MD is close to the explanatory bias (i.e. Discrim. is close to 0). Figure 2 shows that the MD of Multi MD with few strata is much less than the explanatory bias. This is because when K is too small, each stratum has a range of propensity scores and some explanatory bias may remain in each stratum. Figure 3a indicated that it is impossible to split the dataset into more than three strata because of imbalances with respect to the sensitive feature. Figure 3b shows that MDs of Multi MD with K ≥ 7 = d are all zero. This is because degeneration causes the optimal solution of Multi MD to become the zero vector. When the number of strata K is less than seven, the MD of the outputs is much less than the explanatory bias. This represents reverse discrimination because of few strata. As well as Figure 3a shows that it is impossible to split the dataset into more than three strata because the estimated values of propensity scores are nearly equal to the sensitive features. Figures 3a, 3b and 3c show that in the three CASEs, Multi MD can not increase K appropriately and Multi MD mistakenly removes the explanatory bias.
Comparison between FairCEEs and Multi MD in the three CASEs (RQ2)
Next we show that FairCEEs outperform Multi MD in terms of loss and fairness in the three CASEs. Figure 4 is the loss-bias tradeoff graph in the three CASEs. The vertical axis represents RMSE, while the horizontal axis represents Discrim. (1) . Note that, as mentioned in Section 5.1, we know the explanatory bias only in the experiment on synthetic data. Our goal here is to train a model that is fair at the expense of a small increase in loss. Accordingly, the loss and Discrim. should be close to 0 in Figure 4 (this corresponds to the ideal point). Figure 4 is the result of the comparison between FairCEEs and Multi MD in the three CASEs. Since it was found in Section 5.2 that K cannot be more than three in Imbalance CASE and Inferred CASE or more than seven in Degenerate CASE, we compare FairCEEs with Multi MD with K = 3 in Imbalance CASE and Inferred CASE and K = 6 in Degenerate CASE. Figure 4 shows that the RMSE and Discrim. of FairCEE-DR are closer to 0 than those of Multi MD in the three CASEs. These results show that our FairCEE-DR outperforms Multi MD in terms of loss and fairness in the three CASEs.
In addition, we calculated the squared error between each estimated value for Discrim. (1) and the true value of Discrim. in the three CASEs to investigate how precisely the IPW and DR estimators estimate Discrim. (1) . The result is in Table 2 . This table indicates that the squared error between the IPW or DR estimator and Discrim. 12 is much smaller than that of MD or Stratification used in Single or Multi MD in Imbalance CASE and Degenerate CASE. It also shows the DR estimator is the most accurate in all the CASEs including Inferred CASE. This is because the model for the propensity score is wrong and the IPW estimator can not accurately estimate Discrim., whereas the DR estimator works appropriately because of the robustness due to the estimators for Y 1 and Y 0 .
Evaluation in Real-world Data (RQ3)
We visualized the results for the real-world data in the form of a loss-bias tradeoff graph as in Section 5.3. Note that we can not calculate Discrim. because we do not know the explanatory bias in the experiment on the real-world data. Thus, MD is the horizontal axis instead of Discrim. Here, because MD includes explanatory bias, it is not desirable that MD equal 0. Thus, we can not plot the ideal point, unlike in Figure 4 . We used the logistic loss instead of RMSE in a binary classification task. Figures 5a and 5b show that the MDs of the FairCEEs are larger than that of Multi MD, but the losses of FairCEE-DR and FairCEE-IPW are smaller than those of Multi MD in Figure 5a and 5b, respectively. It is difficult to say which is superior, as we do not know the true explanatory bias. Figure 5a shows that the loss and MD of FairCEE-IPW are larger than those of Multi MD. This is probably because the model for the propensity score is not so good and the IPW estimator can not estimate the causal effect precisely. On the other hand, FairCEE-DR appropriately removes discrimination. This is because DR estimator can robustly estimate the causal effect by utilizing the estimators for Y 1 and Y 0 .
The ADULT dataset in Figure 5c is imbalanced with respect to the sensitive feature (see Table 1 ). Therefore, for the same reason as in Imbalance CASE, we can not increase K appropriately. Actually, 12 Note that SE of Multi MD is defined as 1 Multi MD did not work when we set K = 4. Therefore, we used Multi MD with three strata on the ADULT dataset. Figure 5c shows that the loss and MD of FairCEEs are lower than those of Multi MD. This indicates that FairCEEs outperform Multi MD in terms of loss and fairness in the ADULT dataset, which belongs to Imbalance CASE. This result is consistent with the results of the experiment on synthetic data in Section 5.3.
CONCLUSION AND FUTURE WORK
We described FairCEEs based on IPW and DR estimators of causal effect that can remove discrimination while keeping explanatory bias. The proximal gradient method is applicable to FairCEEs with the logistic loss. We showed that FairCEE-IPW and Multi MD theoretically outperform Single MD in regression tasks. Our experiment on synthetic and real-world data indicated that FairCEE-DR outperforms Multi MD in cases where Multi MD does not work well due to too few strata. By including a linear constraint of IPW=0 or DR=0, existing machine learning models can take into account reasonable fairness that eliminates explanatory bias. In this paper we only focused on regression and classification machine learning models, but this constraint can be used in a general framework. We would like to guarantee the validity of the general machine learning fairness model for future work. We have considered the setting with one binary sensitive feature in this paper. It may be possible to generalize most results of the paper to the settings of multiple sensitive features or a sensitive feature with multiple levels, i.e. S ∈ {0, 1, 2, ...N s } by considering causal effects in regard to each sensitive feature. We would like to investigate it further.
