Abstract-The demands for miniature sized circuits with higher operating speeds have increased the complexity of the circuit, while at high frequencies it is known that effects such as crosstalk, attenuation and delay can have adverse effects on signal integrity. To capture these high speed effects a very large number of system equations is normally required and hence model order reduction techniques are required to make the simulation of the circuits computationally feasible. This paper proposes a higher order Krylov subspace algorithm for model order reduction of time-delay systems based on a Laguerre expansion technique. The proposed technique consists of three sections i.e., first the delays are approximated using the recursive relation of Laguerre polynomials, then in the second part, the reduced order is estimated for the time-delay system using a delay truncation in the Laguerre domain and in the third part, a higher order Krylov technique using Laguerre expansion is computed for obtaining the reduced order time-delay system. The proposed technique is validated by means of real world numerical examples.
I. INTRODUCTION
T HE ever increasing quest for high density and high operating speed requires more accurate models in modern electronic design, and this implies that the analysis of interconnects and high-speed circuits has become a critical aspect for studying system reliability, and speed of operation [1] , [2] . The gigabit per second range for high-speed links has made signal integrity (SI) analysis and design of interconnections of great importance.
For printed circuit board (PCB) structures, long transmission lines (TLs) are often needed for accurate simulations. Lossy TLs are traditionally modeled by ladder networks with cascaded sections of RLC components [3] . The effects of different packaging components such as bond wires, traces, vias and balls can also be modeled as RLC lumped components. When geometric dimensions become electrically large and the frequency content of signal waveform increases, time delays must be taken into The authors are with Ghent University-iMinds, B-9050 Gent, Belgium (e-mail: elizabeth.ritasamuel@ugent.be; luc.knockaert@ugent.be; tom.dhaene@ugent.be).
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Digital Object Identifier 10.1109/TCSI.2013.2295011 account and, included in the modeling process [4] , [5] . A major drawback of this brute force approach is the potentially huge number of system equations leading to high CPU cost in the circuit simulation. To alleviate this, efficient model order reduction (MOR) techniques can be used. Most MOR approaches are based on moment matching techniques (MMTs) and in general, MOR methods can be classified as explicit or implicit MMTs. The explicit MMT using a single Padé expansion [6] - [8] is known as asymptotic waveform evaluation (AWE). However, AWE and the underlying Padé approximation induces numerical ill-conditioning, while the approximant may produce unstable poles. Also, AWE does not guarantee passivity. The implicit MMTs based on Krylov-subspace algorithms [5] , [9] - [13] use congruence transformation to deal with ill-conditionedness, and can also guarantee the preservation of passivity in the reduced models.
Time-delay systems (TDSs) are systems with aftereffect or dead-time, which belong to the class of functional differential equations (FDEs), as opposed to ordinary differential equations (ODEs) [14] . TDSs in the Laplace domain contain elements with exponential factors where corresponds to the time delays present in the circuit. In [15] , the equivalent representation of the TDSs are build as an infinite-dimensional linear problem and is then reduced to a system without delay. In [16] , [17] , the exponential terms corresponding to the delays are expanded in a Taylor series and subsequently the moments of the system are obtained via Krylov-subspace techniques. This MOR technique guarantees passivity preservation for certain specific cases of RLC networks by means of congruence transformations. But in [16] , [17] the original system needs to be augmented by introducing extra state variables, and finally the resulting reduced order model does not preserve the TDS structure of the original system. In the approach of [5] , [12] , the moments are calculated using extra state variables, but the dimension of the row of the augmented system moments that is used for the reduction of the original mode is same as the number of state variables in the original model. But still the computation effort is excessive, as the moment matrix is calculated with the extra state variables.
These shortcomings were somewhat alleviated in [13] by proposing multiorder Arnoldi. In that technique the moments of the original system are calculated implicitly using a higher order Krylov technique [18] , [19] without having to introduce extra state variables and the structure of the reduced model resembles the original.
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large class of time-delay systems [20] . The link with the singular value decomposition (SVD) leads to a simple and stable implementation of the algorithm. The present technique is a generalization and extension of the well-known Laguerre-SVD method [21] to TDS. As a first step towards improving the efficiency, the proposed technique estimates the reduced order using a smart approximation of the delay terms after approximating the delays using a recursive relation using Laguerre polynomials. As a second step higher order Laguerre approximation is used to obtain the reduced order TDS.
More precisely, the three steps of the proposed algorithm are: 1) Delay Approximation-The time delay term , is approximated using a recursive relation of Laguerre polynomial.
2) Zero-Order Approximation Technique (ZAT)-The time delay term , is approximated as , where is the Laguerre parameter [20] - [22] . So an approximate linear time-invariant (LTI) system is obtained, whose Hankel singular values (HSVs) are computed using the Matlab command hsvd. From the HSVs an initial guess of the reduced order can be estimated depending on the required (predefined) accuracy.
3) Higher-order Laguerre Approximation Technique (HLAT)-The delays are replaced by their approximations in the Laguerre domain and then the higher order Krylov subspace is computed [23] in order to reduce the original system. Thereby, the proposed Laguerre expansion technique computes the Krylov subspace more efficiently, and generates an accurate reduced order model. This paper is organized as follows. Section II gives an overview of classical Laguerre-based MOR. Section III describes the proposed MOR algorithm for TDS and proposes a flowchart with the algorithmic steps of the novel approach. Section IV validates the proposed algorithms by means of real world examples and by comparing the proposed technique with some recent techniques of MOR for TDS in the literature.
II. OVERVIEW OF LAGUERRE-BASED MODEL ORDER REDUCTION
Consider a multiple-input-multiple-output (MIMO) descriptor system of the form (1) with (McMillan) degree and number of ports . and are respectively known as the state and descriptor matrices. The dimensions of the matrices are respectively and . The transfer function of this system is (2) Note that it is usually required that is a regular matrix pencil [24] .
The th Laguerre polynomial is defined as (3) and the scaled Laguerre functions are (4) Here is a positive scaling parameter called the Laguerre parameter or time-scale factor [25] .
In the Laplace domain, the transformation of the scaled Laguerre functions can be written as (5) In [21] , it has been shown that the transfer function of a strictly proper stable system can be expanded into the Laguerre orthonormal basis as (6) where the 's are the Laguerre coefficients, which can be matrices in general. Applying the bilinear transformation (7) to the r.h.s of formula (6), (7) we obtain (8) From this it can be inferred that the th-order Padé approximation of the modified transfer matrix (9) in the -domain is equivalent to the th-order Laguerre approximation in the -domain.
Note that the bilinear transformation (6) maps the Laplace -domain onto the Laguerre -domain. It is seen, by comparing (9) and (2) that the state-space matrices have been modified to and . Thus, on defining and , for a reduced order the modified Krylov subspace [26] , [27] is: (10) This yields a reduced order system described by (11) Here the column-orthogonal matrix is found through the singular value decomposition (SVD) approach on the Krylov subspace (10) i.e; (12) where is the column-orthogonal matrix, is a diagonal matrix containing the singular values and is orthogonal matrix of dimensions and respectively, is the reduced order.
Thus is equal to the left SVD column-orthogonal factor . Note that the algorithm makes use of the Laguerre functions, but they do not appear in the algorithm. The main aim of using the Laguerre functions is to get rid of the term in (2) . Instead the algorithm makes use of the inverse of . The parameter is chosen such that the inverse exists.
III. PROPOSED ALGORITHM
Consider a time-delay system of degree with ports having delays , present in both the state and descriptor matrices, which can be represented in general delayed state space form as: (13) Here, is the state vector; is the control input with for is the output. are constant matrices with appropriate dimensions. From (13) we obtain the transfer function as:
A. Delay Approximation
The delay terms in (14) are mapped onto the Laguerre domain by applying the bilinear transformation (7). Thus obtaining:
where . As the generating function of the Laguerre polynomial [28] , [29] is given by, (15) we can easily prove that (16) Using the recurrence relation of Laguerre polynomials, we obtain the approximation series in powers of as shown, (17) This will help us to obtain a suitable form for the transfer function of the TDSs in domain for deriving the higher-order Krylov.
The delay term is approximated to an order i.e; (18) Such that the error is below a defined threshold as shown
The threshold is set to a desired level of accuracy required for the reduced order model.
Then (14) is mapped to the -domain similar to that of (9) , in which the approximated delay term (18) is substituted to obtain an accurate reduced order TDS as described in the following section.
B. Reduced Order Estimation
A priori reduced order estimation makes the construction of the reduced order TDS much more efficient. The reduced order can be estimated by studying the Hankel singular values (HSVs) of the system. The HSVs provides a measure of energy for each state in a system [30] .
1) Zero-Order Approximation Technique (ZAT):
To obtain an initial estimation for the reduced order of the TDSs we consider a zero order approximation for the delay term i.e; (20) Thus, approximating the system matrices of (13) with delay as: (21) From the decay rate of the HSVs of the system , the reduced order can be estimated [31] . Then the reduced order is increased from by a bottom-up approach depending on the required pre-defined accuracy.
C. Higher-Order Laguerre Approximation Technique (HLAT)
After estimating the reduced order, the transfer function (14) of the strictly proper TDS is then written in terms of Laguerre expansion similar to that of (9), i.e., by mapping -domain to -domain (22) Then, (18) is substituted for the delay term in (22) such that (21) becomes:
On substituting (23) in (22) we can write the modified transfer function in -domain as,
Here for are the coefficients of th power of , where the constant term (25) the coefficient of (26) the coefficient of for (27) and the coefficient of (28) Note that different order of approximation can be chosen for each delay thereby the coefficients of will change accordingly for (24) . In this paper the order of approximation is considered equal for all the delays and is equal to that of the largest delay in the TDSs so that the accuracy is guaranteed.
In [32] , [33] , moment matching theorems for Krylov subspace based model reduction of higher order linear dynamical systems are presented in the context of higher order Krylov subspaces.
For a transfer function of the form,
The th order Krylov subspace is defined as (30) where and for and
This subspace is a generalization of Krylov subspaces for higher order systems and eliminates the linearization step of rewriting the higher-order system in an equivalent first-order form to prove moment-matching properties. However, to match the moments of an r-th order model, the matrix should be invertible. Thus, (24) can be inferred as Padé approximation of the modified transfer matrix in the -domain.
Thereby, the higher order Krylov subspace is defined as in (30), with and for . The column-orthogonal matrix for congruence transformation is found through the singular value decomposition (SVD) approach i.e; (32) Thus is equal to the left SVD column-orthogonal factor of dimension associated with the th Krylov subspace.
The column-orthogonal matrix thus yields reduced order state-space matrices through congruence transformation described by (33) such that the reduced-order transfer matrix is (34) The algorithmic steps of the proposed techniques is shown as a flowchart in Fig. 1 .
Concerning the complexity of the proposed technique, it can be noted that the most expensive step is related to ZAT for an initial guess of the reduced order and its complexity is with n equal to the actual order of the system. If the order of the system is larger than 3000, then its advisable to estimate the order using the bottom-up approach. Next, the higher-order Krylov subspace is computed and the SVD has to be performed to obtain the column-orthogonal matrix (32) , which has a complexity of where is the column size of the matrix.
IV. NUMERICAL RESULTS
The numerical simulations were performed on a Windows 7 platform on Intel Core 2 Duo P8700 2.53 GHz machine with 2 GB RAM and has been implemented in Matlab R2010a.
Error Criteria: The reduced order estimation using ZAT as described in Section III.A depends on the pre-defined accuracy required. For this paper, the weighted RMS error is used to assess the accuracy of the reduced order model with a target accuracy of 0.001.
The weighted RMS error between the original frequency response and the reduced order model is defined as: (35) In (35) and are the number of frequency samples, input and output ports of the system, respectively. The results obtained using the proposed technique is validated by comparing with Augmented MOR [5] and multiorder Arnoldi MOR [13] .
A. Backplane Vias (BPV)
A simple backplane via is considered [34] which consists of a probe launch, the differential via, which includes the through part and the stub part, and the uniform stripline section. A simple topology that includes these features is shown in Fig. 2 . Each probe launch is composed of four uniform transmission line elements which is modeled using the conventional lumped model as in [21] . The via model is the simplest possible model and the uniform stripline structure is modeled using the method of characteristics [5] as a simple, dual lossless stripline based on the geometry as described in [34] , [35] .
Then the TDSs is constructed as a linear interconnect network with a set of TLs as elaborated in [5] . For the modeling, the perunit-length (PUL) parameter matrices of the TLs are extracted utilizing the approaches described in [1] .
The order of the original model is 1448 with ns. The Laguerre parameter for the proposed technique is and the expansion point for the comparison technique is set to half of the maximum frequency. Fig. 3 plots the HSVs of the approximated TDS, from which an initial guess for the reduced order of the TDSs is obtained.
Figs. 4 and 5 plots the magnitude and phase of of the original model with reduced order models of order 387 obtained using the proposed technique. Table I compares the efficiency of the different techniques for achieving a weighted RMS error (35) smaller than 0.001 with 201 frequency samples in the range [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] GHz. For both the techniques the delays are approximated to an order of 7 and is obtained by setting a threshold of 0.01 for (19) . If we consider a higher threshold then we might not be able to obtain an accuracy of 0.001 for the reduced order TDSs. Fig. 6 shows the approximation curve for ns considering . In Table I the CPU time for the proposed technique includes the time for the reduced order estimation and the time for generating the reduced TDSs, while that for the multiorder Arnoldi is with a bottom-up approach for generating the reduced order TDSs with the required accuracy. The technique presented in [5] using augmented first order systems could not be used for the comparison due to memory limitations. Table II compares the total size and simulation times of the original and proposed algorithm. For this example, the simulation time of the reduced order TDSs is about 388 times faster when compared to the original system.
Thus the proposed method is more efficient, and it also provides a compact model with the Laguerre expansion.
B. RLC Network With Delay Elements
A system consisting of two lossless multiconductor transmission lines (MTLs) and three RLC networks has been modeled (see Fig. 7 ). The detailed procedures of constructing such TDSs are elaborated in [5] . Each MTL block is composed of three conductors and it has a length equal to 2 cm in total and the RLC network has a length of 1.5 cm in total.
The order of the original network is 2625 with ns. The frequency range of interest for this system is [0-6] GHz. The Laguerre parameter for the proposed method is and the expansion point for the compared techniques is set to half of the maximum frequency.
The reduced order is estimated as described in Section III.B, from the HSVs of the approximated TDSs.
Figs. 9-10 compares the magnitude and phase of the original and Laguerre-based reduced delayed model . A good agreement is obtained between the original and reduced model. Table III compares the efficiency of the different techniques for achieving a weighted RMS error (35) smaller than 0.001 with 201 frequency samples in the range [0-6] GHz. As in the former example for a threshold of 0.01 for (19) , the order of approximation for the delay is 5 for both the techniques. The CPU time for the proposed technique includes the time for the reduced order estimation and the time for generating the reduced TDSs, while that for the multiorder Arnoldi is with a bottom-up approach for generating the reduced order TDSs with the required accuracy. The technique presented in [5] using aug- Table IV compares the total size and simulation times of the original and proposed algorithm and the simulation time of the reduced order TDSs is about 980 times faster when compared to the original system.
Thus, from the above results we see that the proposed technique is able to reduce TDS more efficiently to achieve the required accuracy using Laguerre expansion. In this paper, we have presented a novel model order reduction method for large linear networks that contain delay elements. The algorithm is based on higher order Krylov subspace for model order reduction of time-delay systems based on a Laguerre expansion technique. The proposed technique consists of three parts: 1) the delays are approximated using recursive relation of Laguerre polynomial then 2) the reduced order is estimated for the time-delay system using a smart truncation of the delay term and 3) a higher order Krylov subspace is computed using Laguerre expansion for obtaining the congruence-based reduced order time-delay system. The proposed technique is validated by real world examples for its efficiency and accuracy. (INTEC) at Ghent University, Ghent, Belgium. As author or co-author, he has contributed to more than 250 peer-reviewed papers and abstracts in international conference proceedings, journals and books about computational science and engineering, numerical analysis, and computer science. He is the holder of 5 U.S. patents.
