We present a finite element -finite volume simulation method for modelling fluid flow and solute transport accompanied by chemical reactions in experimentally obtained 3D pore geometries. The advantage of the proposed methodology with respect to other pore-scale modelling approaches is that no simplifications regarding the geometry of the porous space are required and no approximations to the flow equations are introduced.
Introduction
The dynamics of solute transport and chemical reactions in porous media is a crucial topic for a wide range of reservoir engineering problems including CO 2 sequestration (Durucan and Shi, 2009) , contaminant transport (Chern and Chien, 2003) , chemically enhanced oil recovery (Strand et al., 2006) , or mineral scale formation during oil production (Sorbie, 2010) . The associated spatial and temporal evolution of reactive species within the porous rocks is often difficult to measure across the relevant scales and hence it is important to develop the appropriate numerical models that allow us to quantify and upscale these phenomena. Numerical models can, for instance, facilitate the design of an enhanced oil recovery procedure and predict the future behavior of the system such as the distribution of species within a porous medium.
In modeling reactive transport, the porous medium itself can be described with an explicit geometry, as a set of grains and voids, or it can be treated as a continuum, characterised by average properties. The latter approach is more efficient in terms of computational efforts and usually implies that the evolution of chemical species is governed by the advection-dispersion-reaction equation
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where C i is the concentration of the species i, φ, u and D are porosity (scalar), velocity (vector) and dispersivity (tensor) fields, respectively, and R is a reaction term. It is clear from equation (1) that this kind of transport description requires knowledge of the relevant effective properties of the medium, such as porosity, permeability, dispersivity, reactive surface area, etc. As a result, such an approach cannot be used to describe the solute flow a priori. Instead, empirical relations between parameters are used, such as Kozeny-Carman relation (Kozeny, 1927; Carman, 1937 Carman, , 1956 , which describes the evolution of permeability as a function of porosity. In addition, this description assumes that the reactants are well-mixed and does not resolve any local distribution and flow focusing effects due to the porous medium's microstructure. As an alternative, models with an explicit pore geometry description do not rely on averaged macroscopic parameters and can model the temporal and spatial localisations of reactions at the pore scale, which can then be used to derive appropriate effective parameters on the continuum scale. The field of pore-scale simulation has grown over the last decade (Meakin and Tartakovsky, 2009 ) and applications include calculating the spatial distribution of the velocity field (Narsilio et al., 2009) , solute transport (Salles et al., 1993; Bijeljic et al., 2004; Acharya et al., 2007; Ovaysi and Piri, 2011) , mixing and chemical reactions (Tartakovsky and Neuman, 2008; Willingham et al., 2008; Ryan et al., 2011) , and multi-phase flow (Blunt, 2001; Knackstedt et al., 2001; Blunt et al., 2002; Prodanovic et al., 2008; Porter et al., 2009) .
In this work, we present a computationally efficient approach to simulate single-phase fluid flow and reactive solute transport in porous media. In particular, we extend the inert transport model presented in Zaretskiy et al. (2010) and introduce the fluid-solid interaction in the form of a non-linear adsorption. The reaction step is decoupled from the rest of the calculations and hence alternative chemical reactions can be modelled in a similar fashion, either coded manually or by linking an external chemical software package [see, for instance, PHREEQC (Charlton and Parkhurst, 2011) , GEM-selector (Kulik et al., 2003) ] with the flow solver. The approach is based on the unstructured finite element-finite volume (FE-FV) method that resolves pore space geometry in great detail while solving the fundamental Navier-Stokes and advection-diffusion-reaction equations. The FE-FV realisation is made using the complex system modeling platform, CSMP++ (Matthäi et al., 2007) , an object-oriented finite element -finite volume based C++ library tailored to simulating a wide range of fluid flow processes in geometrically complex porous media. The computational domain is discretised by an unstructured FE method and contains a complementary FV grid (Figure 1 ). Unstructured meshes with varying element sizes result in accurate capturing of grain boundary shapes while at the same time avoiding the over-refinement of internal regions of large pores. The meshes are constructed from X-ray computer tomography scans of real 3D porous samples, but could equally well be applied to any pore system model, e.g., from a 3D numerical reconstruction method (Wu et al., 2004 (Wu et al., , 2006 . 
In addition to non-linear adsorption, we describe a method of determining the pore size distribution within the numerical domain and demonstrate how this can be combined together with our reactive transport model to study the potential mechanisms for enhanced oil recovery processes in the porous media, where a portion of the pore space is occupied with a second fluid phase.
Grid-based methods, like the ones discussed in this paper, have several advantages over the alternative methods, such as particle methods (e.g., lattice Boltzmann or smoothed particle hydrodynamics) or pore-network models, which are typically used for investigating the flow processes at the pore scale. They have better numerical efficiency than the particle-based methods when the single-phase flows are considered. For example, we have shown in Zaretskiy et al. (2010) that our FE solution of the 3D Stokes problem with three million degrees of freedom takes two minutes to compute with 16 CPUs. The LB solution on the same domain would take several hours due to the transient nature of the LB algorithm. Another benefit of the grid-based methods is that they retain the exact information on the geometry of the grain surface, which can be particularly important when modeling the fluid-solid chemical interactions. This makes grid-based methods a strong contender for studying the reactive transport in porous media.
Alternative methods for the numerical simulations of single-phase transport processes at the pore scale include pore-network simulations (Blunt, 2001 ) and Lagrangian particle-based methods, among which lattice Boltzmann methods (Chen and Doolen, 1998) are the most popular ones. Pore-network modeling involves additional conversion of the measured pore space structure into a network of pore bodies interconnected by narrow pore throats of various cross-sectional shapes (Ryazanov et al., 2009) , which makes it possible to analyse the samples containing a large amount of pores. The lattice Boltzmann (LB) method is usually applied directly on the voxelised regular grid, but extensions to unstructured meshes are generally possible (Peng et al., 1998) . These methods can be used to study various flow properties but suffer from certain drawbacks. As already mentioned, pore-network models do not preserve the original sample geometry which is important for some applications such as the reactive transport with the fluid-rock interactions where a particular goal is to understand how the reacted rock surface evolves over time. Standard LB methods with a single relaxation time and bounce-back boundary conditions are known to manifest a non-physical viscosity dependence of the permeability (Pan et al., 2006) . This shortage can be overcome by employing multiple-relaxation schemes but at the expense of extra computational costs. As stated above, LB method is not the only particle-based approach and other examples include dissipative particle dynamic (Hoogerbrugge and Koelman, 1992) , smoothed particle hydrodynamic (Lucy, 1977) and moving particle semi-implicit (Koshizuka et al., 1995) .
We begin the paper with a brief overview of the employed numerical methods that describe the fluid flow and reactive transport of a solute. A more elaborate description of the transport calculations can be found in Zaretskiy et al. (2010) . We then demonstrate the application of these methods to a numerical rock model generated from an X-ray CT measurement of a porous rock sample.
Methodology and implementation

Stokes equations
A computational domain, on which the calculations are performed, is generated from the X-Ray computer tomography (CT) data [Figure 1(a) ] using the open-source CGAL library (Rineau et al., 2010) . This procedure results in a 3D conforming tetrahedral mesh [Figure 1(b) ]. For this work we used the CT data from the Fontainebleau sandstone sample. The sample has the dimensions of 1.5 × 1.5 × 1.5 mm 3 and was scanned at the resolution of 7.5 μm. It is characterised by a permeability of 1.19 × 10 -12 m 2 and a porosity of 13.5% (Jiang, 2008) . The CGAL mesher constructs a 3D triangulation according to the restricted Delaunay triangulation paradigm. It offers a control over the quality of the tetrahedral elements in the generated mesh, over the upper bound of the elements' linear size and over the geometrical conformity of the mesh boundary to the part of the CT data identified as pore space. For this work the upper boundary for the tetrahedra size was set to 1.5 voxels and the spatial deviation between the mesh boundary and the CT data boundary was limited by 0.2 voxels.
In order to model solute transport on the produced domain, we numerically solve a series of mathematical problems. We begin with the Stokes equation together with the incompressibility condition to determine the fluid velocity profile when the fluid is subject to a prescribed pressure gradient
Here p, μ, u are pressure, fluid viscosity and velocity vector respectively. The listed boundary conditions include the no-slip velocity condition at the rigid (grain) boundaries and the prescribed pressure levels at the inlet and outlet boundaries, with P in/out being the specific boundary values. Equation (2) is solved using the finite element procedure combined with an algebraic multigrid method (Stüben, 2001) for the resulting linear system of equations.
Advection-diffusion equation
The computed velocity field is subsequently used for solving the advection-diffusion equation that describes the transport of an inert solute
where C(x, t) is a solute concentration field and D m is a molecular diffusivity. As a boundary condition, we keep C value at a constant at the inflow boundary and allow it to undergo pure advection at the outflow boundary,
Equation (3) is solved by Godunov operator splitting, which assumes that the total time derivative can be calculated as a summation of the diffusion step and advection step. Applying the operator splitting technique has the advantage that we can use two different numerical methods to solve the diffusion and advection components, respectively. The diffusion step is solved with the finite element method while the advection step is treated with the finite volume technique.
The finite volume mesh is constructed as a complement to the FE mesh around the corner nodes of each finite element (Geiger et al., 2004; Paluszny et al., 2007) . The finite volume faces are constructed by connecting the finite element barycentre with the barycentre of its faces and edges, thus forming a cell around each node. Finite volume faces within one tetrahedral element are shown in Figure 1(c) .
Aside from having a 3D mesh that represents the pore space, in our model we also store a triangulated surface that is aligned along the grain boundaries. By assigning a formal 'thickness' value to the triangles that comprise this surface, we can include them into the calculation of the solute transport. This capability is important in modeling the scenario in which the pore is occupied by a non-wetting fluid, but the grains are coated with the wetting fluid films at the micron scale.
Chemical reactions
As mentioned earlier, we model the interaction between the fluid and the solid grains by introducing the non-linear adsorption of the solute. The adsorption is incorporated by an operator splitting method as an equilibrating stage that follows every transport time step. This allows us to retain the linear form of a transport equation. Adsorption equilibrium is calculated with the following system of equations, applied to each node associated with the grain surface max 0 0 , 1 .
Here the first equation is a Langmuir adsorption isotherm and the second one is a mass conservation law. Γ is a surface concentration of an adsorbed substance as opposed to its volumetric concentration in a fluid C. Γ max and β describe a maximum surface concentration value and a rate of adsorption. S i and V i denote an area and a volume of an i th boundary node. An equivalent 2D picture is presented on Figure 2 that shows how the nodal volume and surface are calculated. We reiterate again that more complex chemical reactions, such as mixing of multiple species within the fluid, can be modelled using the same approach by replacing the solution of equation (4) with a specific chemical solver. 
Distance field calculation
The described reactive transport model can be used to address questions associated with the chemically enhanced oil recovery in porous media, for instance low-salinity water flooding (Lager et al., 2008) . To do this, we have to introduce the concept of the second phase. Since our 3D meshes consist of millions of elements, methods that are usually used to extend the Navier-Stokes equation to the case of multiple phases [level-set, volume-of-fluid, phase field methods, see, for instance, Unverdi and Tryggvason (1992) ] would require a prohibitive amount of computations. To avoid them, we propose to use a simple quasi-static rule-based approach. We assume that the capillary pressure at a given point in the pore space is equivalent to the pressure exerted on a spherical bubble inscribed inside the pore space and covering that point. An invasion scenario is modelled by applying a succession of increasing entry pressures and calculating the ensuing fluid redistribution. At every pressure step a non-wetting fluid is allowed to enter a certain new location only if the capillary pressure there is lower then the current entry pressure. The connectivity of a wetting fluid with an outflow boundary is also accounted for, i.e., trapped clusters of wetting fluid become immobile. The described algorithm is similar to the one presented in Silin and Patzek (2006) . This procedure is of an approximate character for several reasons. First, the interface between two fluids does not necessarily assume a spherical shape. Second, the quasi-static approach is only valid when capillary forces dominate viscous forces, i.e., only for slow flow rates that are usually characterised by capillary numbers Ca v N μ σ = (Lake, 1989) of less than 10 -4 (μ is viscosity of the wetting fluid, v is characteristic velocity, σ is interfacial tension).
Nevertheless, this approach should properly predict the order in which pores are invaded by the non-wetting fluid and also demonstrate the change in residual oil in case interfacial tension is locally reduced. According to the Young-Laplace equation (Collins and Cooke, 1959) ( )
in case of a spherical bubble (R 1 = R 2 = R) the capillary pressure is inversely proportional to the sphere radius R. Hence the first step in calculating the capillary pressure field is obtaining the pore radii values. We do so by first computing the pore space distance field, i.e., the distance to the nearest boundary for every node in the mesh. There are different ways of calculating the distance field, but most of them can only be applied to the regular finite difference meshes (Sethian, 1999) . Because of this, we follow a method based on solving an Eikonal equation since it poses no restrictions on the type of meshes to be used. The Eikonal solution is a domain distance field, and the equation is written as:
where φ(x) is the distance field and Ω denotes the computational domain. The Dirichlet conditions (Dir) are prescribed on the walls where the distance is calculated from, Neumann conditions (Neu) are assigned otherwise. The procedure that we employ to solve this equation is similar to the one described in Xia and Tucker (2010) . It is based on introducing the pseudo-time derivative as well as pseudo-velocity and calculating a steady-state solution of the following system of partial differential equations
The second part here is akin to an advection-diffusion equation. However, unlike equation (3), in this case numerical experiments show that we cannot decouple 'advection' and 'diffusion' parts and the whole system has to be solved using the finite-volume method. The corresponding discrete explicit FV formulation of this system is
Here the gradient of the distance field is re-calculated every time step in an element-wise constant fashion using the gradients of finite-element basis functions. When inserted into the second equation of (8), gradient values are clipped to a length of less or equal than unity to improve the method's stability. Additionally, a simple first order upwinding scheme is not sufficient to calculate the distance values at the finite-volume segments.
Instead, time marching of equation (8) in τ was found to converge when the following scheme was used
with the nodal gradients extrapolated from the surrounding element gradients using a distance to an element's barycentre as a weight 
Here the subscript upw denotes an upwind node and x is used to refer to a radius vector. A radius vector of a FV segment is taken equal to a radius vector of its barycentre. Once the time marching has converged to a steady state, the resulting distance field can be easily converted into the radii field. The radius value for a given point is taken to be the maximum distance value among all the points located within the distance value of a current point. Figure 3 demonstrates the distance field and a corresponding radii field for a triangular 2D mesh obtained from the grainstone microphotograph.
Example application
One possible physical situation that our model can represent is depicted on . This scenario was suggested to occur, for instance, during the low-salinity waterflooding in sandstones (Lager et al., 2008) and seawater injection in carbonates (Strand et al., 2006) . Lager et al. (2008) proposed that in sandstones the oil components are bound to the surface of oil-wet materials, such as clays, by cation bridging (RCOO-M-surface, where M is a multivalent cation). If the salinity of the surrounding water is low enough, the electrical double layer at the clay surface expands and the bound multivalent cations become accessible for the monovalent cations dissolved in the water. The resulting ion exchange releases the organic complexes and changes the surface wettability. In carbonate rocks, experiments by Strand et al. (2006) demonstrate that the presence of sulphate 2 4 (SO ) − ions facilitates oil release. Proposed explanations of this effect include the already mentioned local wettability alteration due to the adsorption of the sulphate ions onto the positively charged chalk surface, or the precipitation of the anhydrite (CaSO 4 ) with the subsequent dissolution of chalk that releases the attached oil (Hiorth et al., 2010) .
As mentioned earlier, to demonstrate the application of our numerical methods we used a Fontainebleau sandstone sample, converted into a finite element tetrahedral mesh. The mesh contains 932,000 nodes and hence the initial Stokes problem has almost four million degrees of freedom (with four degrees per node). The Stokes problem was parallelised by breaking the domain into 16 partitions and the algebraic multigrid solver was used to obtain the discrete solution for velocity and pressures.
The computed velocity profile was supplied to an advection-diffusion equation and the evolution of the solute concentration was calculated. Figure 5(b) depicts an example of the spatial distribution of a solute within the porous sample at a certain moment in time. It was shown in Zaretskiy et al. (2010) that the described FE-FV method can adequately capture the transport behavior in various flow regimes from diffusion-to advection-dominated. The case of inert solute transport was then compared to a situation when adsorption was present. Figure 5 (a) shows the spatial distribution of the adsorbed solute within the 3D sample. The surface is marked with a different colour when the concentration level exceeds half of the maximum allowed surface concentration; this makes it easier to estimate the extent of the affected surface. One can see that the solute is preferably adsorbed along the major flow pathways, dominated by advection (closer to the outlet), and then propagates towards the more stagnant pores due to diffusion (closer to the inlet).
It is well-known that adsorption mechanism results in the breakthrough curves being retarded as compared to the transport of an inert solute (Pope, 1978) . Figure 6(a) shows the comparison between these two cases and it can be seen that same concentration levels appear later when adsorption is present. Since we associate a real value with every boundary node of our finite element mesh, we can accurately measure the evolution of the surface affected by our chemical agent. For instance, if we assume that local wettability changes occur after a certain surface concentration threshold has been reached, we can measure the percentage of surface where these changes have developed.
Figure 6(b) shows such a plot with five different threshold values α that are represented as a portion of the maximum surface concentration Γ max . The first four curves correspond to regions of the Langmuir isotherm where the slope is steep and therefore a solute is more readily transferred from the fluid to the rock surface. Since the slope of the adsorption isotherm is almost constant for these four curves, the gap between them is small and does not increase with α. As Γ approaches the maximum value, a surface becomes saturated with a solute and more time is required to further increase the surface concentration (the slope of the adsorption isotherm approaches zero). Hence the curve corresponding to α = 1 assumes a slightly distant position. Finally, we show how our reactive transport model can be used to estimate the potential of the enhanced oil recovery procedures. To do so, we first calculate the capillary pressure distribution based on the distance map. Here we consider the scenario in which the water-wet rock has already been flooded with water and retain the residual oil in the form of the trapped blobs, the full invasion scenario is subject to ongoing research. These blobs would occupy the medium to large pores since they are characterised by the lowest capillary pressure values. We can determine the location of the largest pores by calculating the distance field of the 3D pore space. In our particular case, the largest pores have a linear size of 80 μm and we placed the trapped oil inside the pores larger than 50 μm. However, it is known that in reality the configuration of the oil blobs is a non-trivial function of the wettability and saturation history (Landry et al., 2011) and can span several pores. Nevertheless, our simplified approach can, to a first approximation, measure the effect that the presence of oil blobs has on the breakthrough curves. We restricted our velocity and transport calculation to the remaining pore space, including the surface elements surrounding the oil. If the solute concentration level at the grain surface adjacent to the trapped oil reaches a certain level, this could result in a local wettability change and the release of that oil droplet. Figure 7(a) shows a clipped distribution of the solute concentration, which surrounds an oil blob, while Figure 7 (b) shows a close-up of a pore occupied by the trapped oil. Due to the diffusion process, the solute can propagate towards the centre of the blob along water films. The extent of this propagation is determined by the grain surface reactivity, expressed by Γ max parameter of the adsorption isotherm, and by the thickness of water films. In this example the solute propagation stopped at the oil boundary because the Γ max is too high for the solute to move any further. This implies that if the chemical species is too easily adsorbed to the rock surface during the EOR procedure, it will not be able to facilitate the release of trapped oil. Notes: The green zone represents the oil boundary. Note that despite the presence of micron-scale water films, the grain surface area surrounding the blob has negligible concentration levels. Figure 8 presents a comparison between two breakthrough curves of an adsorbing solute -with and without the trapped oil. It can be clearly seen the effective dispersivity of the sample is significantly increased when the largest pores are inaccessible for the solute and therefore it is transported along the otherwise less preferable flow pathways. This results in a pronounced tailing of the breakthrough curve.
Conclusions
In this work we presented a computational method for the direct pore-scale simulation of the reactive solute transport. The method uses the FE technique to calculate the fluid velocity field and the combined FE-FV method to compute the solute concentration profile. Using the grid-based methods allows us to preserve the accurate information of the pore space structure, which can be crucial for modeling the fluid-rock chemical interactions.
We applied the procedure to a reconstructed Fontainebleau sandstone sample and showed the retardation behavior of the averaged breakthrough curves in the presence of the solute adsorption on the grain walls. We then showed how calculating the distance map of the pore space can be combined together with the solute transport computation to model the possible mechanism for the enhanced model recovery when part of the pore space is occupied by a second fluid phase.
