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Abstract: This is a survey on the theory of skew-cyclic codes based on skew-polynomial
rings of automorphism type. Skew-polynomial rings have been introduced and discussed by
Ore (1933). Evaluation of skew polynomials and sets of (right) roots were first considered
by Lam (1986) and studied in great detail by Lam and Leroy thereafter. After a detailed
presentation of the most relevant properties of skew polynomials, we survey the algebraic
theory of skew-cyclic codes as introduced by Boucher and Ulmer (2007) and studied by many
authors thereafter. A crucial role will be played by skew-circulant matrices. Finally, skew-
cyclic codes with designed minimum distance are discussed, and we report on two different
kinds of skew-BCH codes, which were designed in 2014 and later.
1 Introduction
In classical block coding theory, cyclic codes are the most studied class of linear codes with
additional algebraic structure. This additional structure turns out to be highly beneficial
from a coding-theoretical point of view. Not only does it allow the design of codes with
large minimum distance, it also gives rise to very efficient algebraic decoding algorithms.
For further details we refer to [20, Ch. 4 and 5] in the textbook by Huffman/Pless and the
vast literature on this topic.
Initiated by Boucher/Ulmer in [2, 3, 4], the notion of cyclicity has been generalized in
various ways to skew-cyclicity during the last decade. In more precise terms the quotient
space F[x]/(xn − 1), which is the ambient space for classical cyclic codes, is replaced by
F[x; σ]/•(xn − 1), where F[x; σ] is the skew-polynomial ring induced by an automorphism σ
of F (see Definition 2.1), and •(xn − 1) is the left ideal generated by xn−1. Further general-
izations are obtained by replacing the modulus xn−1 by xn−a, leading to skew-constacyclic
codes, or even more general polynomials f of degree n. In any case, the quotient is isomor-
∗This survey will appear as a chapter in “A Concise Encyclopedia of Coding Theory” to be published by
CRC Press.
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phic as a left F-vector space to Fn, and thus we may consider linear codes in Fn as subspaces
of the quotient.
This allows us to define skew-cyclic codes. A linear code in Fn is (σ, f)-skew-cyclic if it is a left
submodule of F[x; σ]/•(f). As in the classical case, every such submodule is generated by a
right divisor of the modulus f . If f = xn−a or even f = xn−1, the resulting codes are called
(σ, a)-skew-constacyclic or σ-skew-cyclic, respectively. The first most striking difference to
the classical case is that the modulus xn − 1 has in general far more right divisors in F[x; σ]
than in F[x]. As a consequence, a polynomial may have more roots than its degree suggests.
All of this implies that the family of skew-cyclic codes of given length is far larger than that
of cyclic codes.
While these basic definitions are straightforward, a detailed study of the algebraic and
coding-theoretic properties of skew-cyclic codes requires an understanding of the skew-poly-
nomial ring F[x; σ]. In Sections 2, 4, and 5 we will present the theory of skew-polynomials
as it is needed for our study of skew-cyclic codes. This entails division properties in the
ring F[x; σ], evaluations of skew polynomials and their (right) roots, and algebraic sets along
with a skew version of Vandermonde matrices. Division and factorization properties were
studied in detail by Ore, who introduced skew-polynomial rings in the 1930’s in his seminal
paper [34]. Evaluations of skew polynomials were first considered by Lam [24] in the 1980’s
and then further investigated by Lam and Leroy, see [24, 25, 26, 27, 28]. For Sections 2, 4,
and 5, we will closely follow these sources. We will add plenty of examples illustrating the
differences to commutative polynomial rings. In Section 3 we will briefly present the close
relation between skew polynomials over a finite field and linearized polynomials, which play
a crucial role in the area of rank-metric codes.
The material in Sections 2, 4, and 5 provides us with the right toolbox to study skew-cyclic
codes and their generalizations. In Sections 7 and 8 we will derive the algebraic theory of
(σ, f)-skew-cyclic codes and specialize to skew-constacyclic codes whenever necessary. We
will do so by introducing skew circulant matrices because their row spaces are the codes in
question. As a guideline to skew circulants we give a brief approach to classical cyclic codes
via classical circulants in Section 6. Among other things we will see in Section 8 that the dual
of a (σ, xn − a)-skew-constacyclic code is (σ, xn − a−1)-skew-constacyclic, and a generator
polynomial arises as a certain kind of reciprocal of the generator polynomial of the primal
code. This result appeared first in [3] and was later derived in more conceptual terms in [13].
In Section 9 we will report on constructions of skew-cyclic codes with designed minimum
distance. The results are taken from the very recent papers [5, 19, 35]. They amount to
essentially two kinds of skew-BCH codes. For the first kind the generator polynomial has
right roots that appear as consecutive powers of a suitable element in a field extension (similar
to classical BCH codes), whereas for the second kind it has right roots that are consecutive
Frobenius powers of a certain element. Both cases can be generalized to Hartmann-Tzeng
form as for classical cyclic codes. The theory of skew Vandermonde matrices will be a natural
tool in the discussion.
We wish to stress that in this survey we restrict ourselves to skew-cyclic codes derived from
skew polynomials of automorphism type over fields. More general situations have been
studied in the literature; see Remark 2.2. In addition, some results have been obtained for
2
quasi-skew-cyclic codes. We will not survey on this material either. Finally, we also do not
discuss decoding algorithms for the codes of Section 9 in this survey.
2 Basic Properties of Skew-Polynomial Rings
In this section we introduce skew-polynomial rings with coefficients in a field. These rings
were considered and studied first by Ore in [34]. We will give a brief account of the ring-
theoretic results from [34] insofar as they are important for our later discussions of skew-cyclic
codes.
Definition 2.1. Let F be any field and σ ∈ Aut(F ). The skew-polynomial ring F [x; σ]
is defined as the set
{∑N
i=0 fix
i
∣∣N ∈ N0, fi ∈ F} endowed with usual addition, i.e., coeffi-
cientwise, and multiplication given by the rule
xa = σ(a)x for all a ∈ F (2.1)
along with distributivity and associativity. Then (F [x; σ],+, · ) is a ring with identity x0 = 1.
Its elements are called skew polynomials or simply polynomials.
If σ = id, then F [x; σ] = F [x], the classical commutative polynomial ring over F . We refer
to this special case as the commutative case and commutative polynomials. In the general
case, the additive groups of F [x; σ] and F [x] are identical, whereas multiplication in F [x; σ]
is given by ( N∑
i=0
fix
i
)( M∑
j=0
gjx
j
)
=
∑
i,j
fiσ
i(gj)x
i+j.
Note that the set of skew polynomials may also be written as {
∑N
i=0 x
ifi | N ∈ N0, fi ∈ F},
i.e., with coefficients on the right of x. The only rule we have to obey is to apply σ when
moving coefficients from the right to the left of x, and thus σ−1 for the other direction. We
will always write polynomials as
∑N
i=0 fix
i, and coefficients are meant to be left coefficients.
As a consequence, the leading coefficient of a polynomial is meant to be its left leading
coefficient.
Note that F [x; σ] is a left and right vector space over F , but these two vector space structures
are not identical.
Remark 2.2. Skew polynomial rings are commonly introduced and studied in much more
generality. One may replace the coefficient field F by a division algebra or even a noncom-
mutative ring; one may consider (ring) endomorphisms σ instead of automorphisms; and one
may introduce a σ-derivation, say δ, which then turns (2.1) into xa = σ(a)x+δ(a). All of this
is standard in the literature of skew-polynomial rings. For simplicity of this presentation we
restrict ourselves to skew-polynomial rings as in Definition 2.1. However, we wish to point to
the article [5] for examples showing that a σ-derivation may indeed lead to skew-cyclic codes
with better minimum distance than what can be achieved with the aid of an automorphism
alone. In addition, we will not discuss skew-polynomial rings with coefficients from a finite
ring.
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Remark 2.3. Consider the skew-polynomial ring F [x; σ], and let K ⊆ F be the fixed field
of σ. If σ has finite order, saym, the center of F [x; σ] is given by the commutative polynomial
ring K[xm]. This is easily seen by using the fact that any f in the center satisfies xf = fx
and af = fa for all a ∈ F . If σ has infinite order, the center is K.
Example 2.4. Consider the field C of complex numbers, and let σ be the complex conju-
gation. Then the center of C[x; σ] is the commutative polynomial ring R[x2]. Furthermore,
R[x] is a subring of both C[x; σ] and C[x], which shows that a skew-polynomial ring may be
a subring of skew-polynomial rings with different automorphisms.
Later we will restrict ourselves to skew-polynomial rings over finite fields. The following
situation essentially covers all such cases because each automorphism is a power of the
Frobenius automorphism over the prime field. Throughout, the automorphism Fqm → Fqm
given by c 7→ cq is simply called the q-Frobenius.
Example 2.5. Consider the skew-polynomial ring F[x; σ] where F = Fqm and σ ∈ Aut(F) is
the q-Frobenius. Then σ has order m and fixed field Fq, and the center of F[x; σ] is Fq[x
m].
Let us return to general skew-polynomial rings F [x; σ] and fix the following standard notions.
Definition 2.6. The degree of skew polynomials is defined in the usual way as the largest
exponent of x appearing in the polynomial, and deg(0) := −∞. This does not depend on
the side where we place the coefficients because σ is an automorphism, and we obtain
deg(f + g) ≤ max{deg(f), deg(g)} and deg(fg) = deg(f) + deg(g).
As a consequence, the group of units of F [x; σ] is given by F ∗ = F \ {0}. A nonzero
polynomial is monic if its leading coefficient is 1. Again, this does not depend on the
sidedness of the coefficients because σ(1) = 1. We say that g is a right divisor of f and
write g |r f if f = hg for some h ∈ F [x; σ]. A polynomial f ∈ F [x; σ] \ F is irreducible if
all its right (hence left) divisors are units or polynomials of the same degree as f . Clearly,
polynomials of degree 1 are irreducible.
Example 2.7. Let F = F4 = {0, 1, ω, ω
2}, where ω2 = ω + 1, and let σ be the 2-Frobenius.
Then σ−1 = σ. In F4[x; σ] we have
(1) x2 + 1 = (x+ 1)(x+ 1) = (x+ ω2)(x+ ω) = (x+ ω)(x+ ω2). Thus, a skew polynomial
may have more linear factors than its degree suggests.
(2) (x2+ωx+ω)(x+ω) = x3+ω2x+ω2, and thus x+ω is a right divisor of x3+ω2x+ω2.
It is not a left divisor. This is easily seen by computing
(x+ ω)(f2x
2 + f1x+ f0) = f
2
2x
3 + (ωf2 + f
2
1 )x
2 + (ωf1 + f
2
0 )x+ ωf0
and comparing coefficients with those of x3 + ω2x+ ω2.
(3) The polynomial x14 + 1 ∈ F4[x; σ] has 599 nontrivial monic right divisors. On the
other hand, in the commutative polynomial ring F4[x] the same polynomial has only 25
nontrivial monic right divisors.
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Just as for commutative polynomials, one can carry out division with remainder in F [x; σ]
if one takes sidedness of the coefficients into account. This is spelled out in (a) below. The
proof is entirely analogous to the commutative case. Indeed, if deg(f) = m ≥ deg(g) = ℓ
and the leading coefficients of f and g are fm and gℓ, respectively, then the polynomial
f −fmσ
m−ℓ(g−1ℓ )x
m−ℓg has degree less than m. This allows one to proceed until a remainder
of degree less than ℓ is obtained. The rest of the theorem formulates the familiar consequences
of division with remainder.
Theorem 2.8 ([34, p. 483–486]). F [x; σ] is a left Euclidean domain and a right Euclidean
domain. More precisely, we have the following.
(a) Right division with remainder: For all f, g ∈ F [x; σ] with g 6= 0 there exist unique
polynomials s, r ∈ F [x; σ] such that f = sg + r and deg(r) < deg(g). If r = 0, then g is
a right divisor of f .
(b) For any two polynomials f1, f2 ∈ F [x; σ], not both zero, there exists a unique monic poly-
nomial d ∈ F [x; σ] such that d |r f1, d |r f2 and such that whenever h ∈ F [x; σ] satisfies
h |r f1 and h |r f2 then h |r d. The polynomial d is called the greatest common right
divisor of f1 and f2, denoted by gcrd(f1, f2). It satisfies a right Bezout identity,
that is,
d = uf1 + vf2 for some u, v ∈ F [x; σ].
We may choose u, v such that deg(u) < deg(f2) and, consequently, deg(v) < deg(f1).
This is a consequence of the Euclidean algorithm, see also [17, Sec. 2]. If d = 1, we call
f1, f2 relatively right-prime.
(c) For any two nonzero polynomials f1, f2 ∈ F [x; σ], there exists a unique monic polyno-
mial ℓ ∈ F [x; σ] such that fi |r ℓ, i = 1, 2, and such that whenever h ∈ F [x; σ] satisfies
fi |r h, i = 1, 2, then ℓ |r h. The polynomial ℓ is called the least common left multiple
of f1 and f2, denoted by lclm(f1, f2). Moreover, ℓ = uf1 = vf2 for some u, v ∈ F [x; σ]
with deg(u) ≤ deg(f2) and deg(v) ≤ deg(f1).
(d) For all nonzero f1, f2 ∈ F [x; σ]
deg(gcrd(f1, f2)) + deg(lclm(f1, f2)) = deg(f1) + deg(f2).
Analogous statements hold true for the left hand side.
We refer to [17, 8] for various algorithms for fast computations in F[x; σ] for a finite field F,
in particular for factoring skew polynomials into irreducibles.
Exactly as in the commutative case, the above leads to the following consequence.
Theorem 2.9. Let I ⊆ F [x; σ] be a left ideal (that is, (I,+) is a subgroup of (F [x; σ],+)
and I is closed with respect to left multiplication by elements from F [x; σ]). Then I is
principal, i.e., there exist f ∈ I such that I = F [x; σ]f = {gf | g ∈ F [x; σ]}. For brevity
we will use the notation •(f) for F [x; σ]f and call it the left ideal generated by f . An
analogous statement is true for right ideals. Thus, F [x; σ] is a left principal ideal ring
and a right principal ideal ring.
Recall the center of F [x; σ] from Remark 2.3. It is clear that for any polynomial f in the
center, the ideal •(f) is two-sided, i.e. a left ideal and a right ideal. Polynomials generating
two-sided ideals are closely related to central elements.
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Remark 2.10. Let σ have order m. An element f ∈ F [x; σ] is called two-sided if the ideal
•(f) is two-sided, i.e., •(f) = (f)•. It is not hard to see [22, Thm. 1.1.22] that the two-sided
elements of F [x; σ] are exactly the polynomials of the form {cxtg | c ∈ F, t ∈ N0, g ∈ Z},
where Z = K[xm] is the center of F [x; σ]. As a special case, for any a ∈ F ∗, the polynomial
xn − a is two-sided if and only if it is central if and only if m | n and σ(a) = a.
With respect to many properties addressed thus far, the skew-polynomial ring F [x; σ] be-
haves similar to the commutative polynomial ring F [x]. However, a main difference is that
in F [x; σ], where σ 6= id, polynomials do not factor uniquely (up to order) into irreducible
polynomials. We have seen this already in Example 2.7(1). Of course, irreducible factor-
izations of nonunits still exist, which is a consequence of the boundedness of the degree by
zero. In order to formulate a uniqueness result, we need the notion of similarity defined
in [34]. The equivalence of (i) and (ii) below is straightforward. The equivalence to (iii) can
be found in [22, Prop. 1.2.8].
Definition 2.11. Let f, g ∈ F [x; σ]. The following are equivalent.
(i) There exist h, k ∈ F [x; σ] such that gcrd(f, h) = 1, gcld(g, k) = 1, and gh = kf .
(ii) There exist h ∈ F [x; σ] such that gcrd(f, h) = 1 and lclm(f, h) = gh.
(iii) The left F [x; σ]-modules F [x; σ]/•(f) and F [x; σ]/•(g) are isomorphic.
If (i), hence (ii) and (iii), holds true, the polynomials f, g are called (left) similar.
In the commutative ring F [x], two polynomials are thus similar if and only if they differ
by a constant factor. In general, similar polynomials have the same degree (see Proposi-
tion 2.8(d)). Part (iii) shows that similarity is indeed an equivalence relation on F [x; σ] and
does not depend on the sidedness, i.e., f, g are right similar iff they are left similar (see also
[34, Thm. 13, p. 489] without resorting to (iii)). Part (iii) above is the similarity notion for
left ideals as introduced and discussed by Cohn [10, Sec. 3.2]. It leads to a simple criterion
for similarity, which we will present next.
For a monic polynomial f =
∑n−1
i=0 fix
i + xn ∈ F [x; σ] define the ordinary companion
matrix
Cf =


1
. . .
1
1
−f0 −f1 · · · −fn−2 −fn−1


∈ Matn,n(F ). (2.2)
Consider the map Lx given by left multiplication by x in the left F [x; σ]-module Mf :=
F [x; σ]/•(f). This map is σ-semilinear, i.e., Lx(at) = σ(a)Lx(t) for all a ∈ F and t ∈ Mf .
Furthermore, the rows of Cf are the coefficient vectors of Lx(x
i) for i = 0, . . . , n− 1. All of
this shows that Lx(
∑n−1
i=0 aix
i) =
∑n−1
i=0 bix
i, where (b0, . . . , bn−1) = (σ(a0), . . . , σ(an−1))Cf .
In this sense, Cf is the matrix representation of the semi-linear map Lx with respect to the
basis {1, x, . . . , xn−1}.
If g is another monic polynomial of degree n, then both Mf and Mg are n-dimensional
over F and thus isomorphic F -vector spaces. They are isomorphic as left F [x; σ]-modules
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if we can find a left F [x; σ]-linear isomorphism. Along with Definition 2.11(iii) this easily
leads to the following criterion for similarity (see also [27, Thm. 4.9]).
Proposition 2.12. Let f, g ∈ F [x; σ] be monic polynomials of degree n. Then f, g are
similar iff there exists a matrix B ∈ GLn(F ) such that Cg = σ(B)CfB
−1.
In [8, Prop. 2.1.17] a different criterion is presented for finite fields F in terms of the reduced
norm.
Now we are ready to formulate the uniqueness result for irreducible factorizations.
Theorem 2.13 ([34, p. 494]). Let f1, . . . , fr, g1, . . . , gs be irreducible polynomials in F [x; σ]
such that f1 · · · fr = g1 · · · gs. Then r = s and there exists a permutation π of {1, . . . , r} such
that gπ(i) is similar to fi for all i = 1, . . . , r. In particular, deg(fi) = deg(gπ(i)) for all i.
The reader should be aware that the converse of the above statement is not true: it is not
hard to find (monic) polynomials fi, gi, i = 1, 2, such that fi and gi are similar for i = 1, 2,
but f1f2 and g1g2 are not similar (and thus certainly not equal).
We close this section with the following example illustrating yet some further challenging
features in factorizations of skew polynomials.
Example 2.14. Consider F4[x; σ] as in Example 2.7. In (1) we had seen that x
2 + 1 =
(x+ω)(x+ω2). Right-multiplying the first factor by ω2 and left-multiplying the second one
by ω does not change the product and thus
x2 + 1 = (x+ ω)(x+ ω2) = (ωx+ 1)(ωx+ 1).
Hence we have two factorizations of x2+1 into linear polynomials. While in the first factor-
ization the two factors are relatively right-prime, the two factors of the second factorization
are identical. In the first factorization the linear factors are monic, whereas in the second
one they are normalized such that their constant coefficients are 1. The reader is invited to
check that Theorem 2.13 is indeed true: choose π = id and h1 = ω, h2 = ωx. Examples
like this will make it impossible to define multiplicities of roots for skew polynomials in a
meaningful way. We will comment on this at the end of Section 5.
We refer to [34] for further results on decompositions of skew polynomials, most notably com-
pletely reducible polynomials, i.e. polynomials that arise as the least common left multiple
of irreducible polynomials — and thus generalize square-free commutative polynomials.
3 Skew Polynomials and Linearized Polynomials
In this short section we discuss the relation between skew-polynomial rings and the ring of
linearized polynomials over finite fields. The latter play an important role in the study of
rank-metric codes.
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Consider the ring F[x; σ], where F = Fqm and σ is the q-Frobenius; see Example 2.5. In the
commutative polynomial ring F[y] define the subset
L := Lqm,q :=
{ N∑
i=0
fiy
qi
∣∣∣N ∈ N0, fi ∈ F
}
.
Polynomials of this type are called q-linearized because for any f ∈ L the associated map
F −→ F, a 7−→ f(a) is Fq-linear. Linearized polynomials have been well studied in the
literature and a nice overview of the basic properties can be found in [29, Ch. 3.4]. In
particular, (L,+, ◦) is a (non-commutative) ring, where + is the usual addition and ◦ the
composition of polynomials. The rings F[x; σ] and L are isomorphic in the obvious way.
Indeed, the map
Λ : F[x; σ] −→ L,
N∑
i=0
gix
i 7−→
N∑
i=0
giy
qi (3.1)
is a ring isomorphism between F[x; σ] and (L,+, ◦). The only interesting part of the proof is
the multiplicativity of Λ. But that follows from Λ(axibxj) = Λ(aσi(b)xi+j) = Λ(abq
i
xi+j) =
abq
i
yq
i+j
= ayq
i
◦ byq
j
for all a, b ∈ F and i, j ∈ N0. As a consequence, L inherits all
the properties of F[x; σ] presented in the previous section. We can go even further. The
polynomial yq
m
− y ∈ L induces the zero map on F = Fqm . Its pre-image under Λ is x
m − 1,
which is in the center of F[x; σ]; see Example 2.5. As a consequence, the left ideal generated
by yq
m
− y is two-sided and gives rise to the quotient ring L/(yq
m
− y). Since the latter ring
has cardinality qm
2
, this tells us that the quotient is isomorphic to the space of all Fq-linear
maps on Fqm. Thus,
F[x; σ]/(xm − 1) ∼= L/(yq
m
− y) ∼= Matm,m(Fq).
Clearly, the second map is given by g + (yq
m
− y) 7−→ [g]BB, where [g]
B
B denotes the matrix
representation of the map g with respect to a chosen basis B of Fqm over Fq. Fix the basis
B = (b0, . . . , bm−1) and define its Moore matrix S =
(
bq
i
j
)m−1
i,j=0
(called the Wronskian in
[25, (4.11)]). The linear independence of b0, . . . , bm−1 implies that S is in GLm(Fqm) (see [29,
Cor. 2.38]). Furthermore, in [37, Lem. 4.1] it is shown that for any g =
∑m−1
i=0 giy
qi we have
S [g]BB S
−1 = Dg, where
Dg =


g0 g1 · · · gm−2 gm−1
gqm−1 g
q
0 · · · g
q
m−3 g
q
m−2
...
...
...
...
gq
m−1
1 g
qm−1
2 · · · g
qm−1
m−1 g
qm−1
0

 (3.2)
is the Dickson matrix of g. This matrix is also known as q-circulant and generalizes the
notion of a classical circulant matrix; see (6.1). The isomorphisms above allow us to define
the Dickson matrix of g ∈ F[x; σ] as Dg := DΛ(g) so that we obtain the ring isomorphism
F[x; σ]/(xm − 1) −→ Matm,m(Fq), g + (x
m − 1) 7−→ Dg.
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Note that the ith row of Dg is given by the coefficient vector of x
ig ∈ F[x; σ] reduced modulo
xm − 1 via right division. This will be made precise in the realm of skew circulants in
Section 7 (see Definition 7.3 and the paragraph thereafter).
Linearized polynomials and their kernels play a crucial role in the study of the rank distance.
We refer to the vast literature on rank-metric codes, initiated by [14]. Most closely related
to this survey are the articles [9, 5, 32, 33] on the rank distance of skew-cyclic codes.
4 Evaluation of Skew Polynomials and Roots
In this section we provide an overview of evaluating skew polynomials at field elements and
roots of skew polynomials. Ore in his seminal work [34] did not define these concepts. They
were in fact introduced much later in 1986 by Lam, and the material of this and the next
section is taken from the work of Lam and Leroy [24, 25, 26, 27]. Roots of skew polynomials
as defined below in Definition 4.1 also appeared already in the monograph [10, Sec. 8.5] by
Cohn in 1985. (However, what is now commonly called a ‘right root’ is considered a ‘left
root’ by Cohn.)
Throughout, we fix the skew-polynomial ring F [x; σ]. Consider a polynomial f =
∑N
i=0 fix
i ∈
F [x; σ]. Clearly, the usual notion of evaluating f at a point a ∈ F , that is, f(a) =
∑N
i=0 fia
i
is not well-defined if σ 6= id because x does not commute with the field elements. For
instance, for the polynomial f = bx = xσ−1(b), where b is not fixed by σ, substituting a
nonzero element a for x would lead to the contradiction ba = aσ−1(b).
Circumventing this issue by requiring that coefficients be on the left when substituting a
for x does not solve the problem because it does not lead to a nice remainder theory. Take
for instance f = x3 + ω ∈ F4[x; σ], where F4[x; σ] is as in Example 2.7. Substituting ω for x
yields ω2, and thus ω is not a root in this naive sense. Yet, one easily verifies that x− ω is
a right divisor (and a left divisor) of f .
A meaningful notion of evaluation of skew polynomials at field elements and roots of skew
polynomials is obtained by making use of division with remainder by the associated linear
polynomials. In the following we define right evaluation and right roots, and in this survey
‘root’ will always mean ‘right root’. The left-sided versions are analogous.
Definition 4.1. Let f ∈ F [x; σ] and a ∈ F . We define f(a) = r, where r ∈ F is the
remainder upon right division of f by x− a; that is, f = g · (x− a) + r for some g ∈ F [x; σ].
If f(a) = 0, we call a a (right) root of f . Thus a is a root of f if and only if (x− a) |r f .
Example 2.7(1) shows that a polynomial of degree N may have more than N roots. If the
field F is infinite, it may even have infinitely many roots. For instance, in C[x; σ], where σ
is complex conjugation, the polynomial f = x2 − 1 splits as (x + a)(x − a) for any a on
the unit circle, and thus has exactly the complex numbers on the unit circle as roots. The
next example shows yet another surprising phenomenon, namely even if f splits into linear
factors, it may only have one root.
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Example 4.2. The polynomial (x − α2)(x − α) ∈ F8[x; σ], where α
3 + α + 1 = 0 and σ is
the 2-Frobenius, has the sole root α in F8. Extending σ to the 2-Frobenius on F82 , results
in two additional roots of f ∈ F82 [x; σ] in F82 \ F8.
The evaluation f(a) can be computed explicitly without resorting to division with remainder.
Definition 4.3. For any i ∈ N0 define Ni : F −→ F as N0(a) = 1 and Ni(a) =
∏i−1
j=0 σ
j(a)
for i > 0. We call Ni the i
th norm on F .
Thus, N1(a) = a and Ni+1(a) = Ni(a)σ
i(a) for all a ∈ F . For F = Fqm and σ the q-Frobenius,
Nm is simply the field norm of F over Fq. Note that in the commutative case, i.e., σ = id, we
simply have Ni(a) = a
i, and thus the following result generalizes evaluation of commutative
polynomials.
Proposition 4.4 ([25, Lem. 2.4] or [24, Eq. (11) and Thm. 3]). Let f =
∑N
i=0 fix
i ∈ F [x; σ]
and a ∈ F . Then
f(a) =
N∑
i=0
fiNi(a).
Now that we have a notion of roots for skew polynomials f ∈ F [x; σ] we may wonder about
the relation to the roots of the associated linearized polynomial Λ(f) introduced in Section 3.
The latter are simply commutative polynomials and thus the ordinary notion of roots applies.
Remark 4.5. Consider F [x; σ] = F[x; σ] as in Example 2.5, and let g ∈ F[x; σ] and Λ(g) ∈
F[y] be as in (3.1). Note that Λ(g)(0) is always 0.
(a) For any q we have the following relation between the roots of g and Λ(g). For any b ∈ F∗
g(bq−1) = 0⇐⇒ Λ(g)(b) = 0,
see also [19, Lem. A.3]. In order to see this, note that Λ(g)(b) = 0 implies Λ(g)(αb) = 0
for all α ∈ Fq, which means that the linearized polynomial y
q−bq−1y is a divisor of Λ(g) in
(F[y],+, · ). But then it is also a divisor of Λ(g) in the ring (L,+, ◦) (see [29, Thm. 3.62]),
i.e., Λ(g) = G ◦ (yq − bq−1y) for some G ∈ L. Applying the ring homomorphism Λ−1
shows that x− bq−1 is a right divisor of g.
(b) For q = 2, Part (a) shows that the set of nonzero roots of Λ(g) coincides with the set of
nonzero roots of g.
(c) If q 6= 2, the roots of g do not agree with the roots of Λ(g). To see this, take for instance
g = x− a for some nonzero a ∈ Fqm. Then a is a left and right root of g. The associated
linearized polynomial is Λ(g) = yq − ay = y(yq−1 − a), and it may or may not have
nonzero roots. For instance, if Fqm = F32, the equation y
2 = a has two distinct roots
for four values of a (the nonzero squares) and no roots for the other four values of a.
The discrepancy between roots of skew polynomials and roots of linearized polynomials
is, of course, also related to the fact that multiplication in L is composition whereas a
root c corresponds to a factor y− c in the ordinary sense (which is not even a linearized
polynomial).
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There is an obvious relation between the right roots of a skew polynomial over a finite
field and the roots of a different associated commutative polynomial. Consider again the
skew-polynomial ring F[x; σ] as in Example 2.5. Then the ith norm is given by
Ni(a) = a
q0+q1+···+qi−1 = a[[i]], where [[i]] :=
qi − 1
q − 1
for i ≥ 0. (4.1)
Proposition 4.4 allows us to translate the evaluation of skew polynomials into evaluation of
commutative polynomials (see also [9, p. 278]).
Remark 4.6. Define the map
F[x; σ] −→ F[y],
n∑
i=0
fix
i 7−→ Pf :=
n∑
i=0
fiy
[[i]] ∈ F[y].
Then f(a) = Pf(a).
Properties of the polynomial Pf can be found in [28, Sec. 2]. Unfortunately, the map f 7→ Pf
does not behave well under multiplication and therefore the above result is of limited use.
Let us return to the general case with an arbitrary field F . Having defined evaluation of
polynomials, one may study properties of the map
eva : F [x; σ] −→ F, f 7−→ f(a).
Clearly, this map is additive and left F -linear, but unlike in the commutative case, it is not
multiplicative. As an extreme case of this non-multiplicativity note that f = x− a satisfies
f(a) = 0, whereas (fb)(a) 6= 0 for any b ∈ F not fixed by σ. Yet, evaluation is close to being
multiplicative. Before we can make this precise we need the following definition.
Definition 4.7. Let a ∈ F . For c ∈ F ∗ we define ac := σ(c)ac−1. We say that a, b ∈ F are
σ-conjugate if b = ac for some c ∈ F ∗. The σ-conjugacy class of a is
∆(a) = {ac | c ∈ F ∗}.
Since the automorphism is fixed throughout this text, we will drop the prefix σ. The reader
should be aware of the ambiguity of the notation. For instance, for c = −1 ∈ F , the notation
ac does not represent the inverse of a; in fact, in this case ac = a. More generally, a−c = ac
for any c ∈ F ∗.
It is easy to see that conjugacy defines an equivalence relation. Moreover, ∆(0) = {0}, and
if σ = id, then ∆(a) = {a} for all a ∈ F . Furthermore, if a 6= 0, then ac = a iff c is in the
fixed field of σ. The relevance of conjugacy for us stems from the equivalence
b = ac ⇐⇒ (x− b)c = σ(c)(x− a)
and the identities [26, (3.3)]
lclm(x− a, x− b) = (x− bb−a)(x− a) = (x− aa−b)(x− b) for any a 6= b, (4.2)
which tell us that, up to conjugacy, linear factors can be reordered. Furthermore, as a special
case of Proposition 2.12 we have
x− a and x− b are similar in the sense of Definition 2.11 ⇐⇒ a, b are conjugate.
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Example 4.8. (a) For any finite field F = Fqm with q-Frobenius σ, the identity a
c = cq−1a
implies that the nonzero conjugacy classes are given by the cosets of ∆(1) = {cq−1 | c ∈
F ∗} in F ∗. Thus, for q = 2 the conjugacy classes are {0} and ∆(1) = F ∗, whereas for
q = 3 there are two nonzero conjugacy classes, one of which consists of the squares of F ∗
and the other of the non-squares.
(b) For C with complex conjugation, the nonzero conjugacy classes are exactly the circles
about the origin.
Remark 4.9. Obviously, the conjugacy classes are the orbits of the group action F ∗×F −→
F, (c, a) 7−→ ac, and the stabilizer of any nonzero a is the multiplicative group of the fixed
field of σ. Therefore, in the case where F = Fqm and σ is the q-Frobenius, the nonzero
conjugacy classes have size (qm − 1)/(q − 1). This also shows that there are q conjugacy
classes (including {0}).
Now we can formulate the product theorem. It appeared first in [24, Thm. 2] and was later
extended to more general skew-polynomial rings in [25, Thm. 2.7]. The proof follows by
direct computations using Proposition 4.4 and properties of the norms Ni.
Theorem 4.10. Let f, g ∈ F [x; σ] and a ∈ F . Then
(fg)(a) =
{
0, if g(a) = 0
f(ag(a))g(a), if g(a) 6= 0.
In particular, if a is root of fg, but not of g, then the conjugate ag(a) is a root of f .
We have seen already that the number of roots of a skew polynomial may vastly exceed its
degree. Taking conjugacy into account, however, provides us with the following generaliza-
tion of the commutative case. It follows quickly from the previous result by inducting on
the degree.
Theorem 4.11 ([24, Thm. 4]). Let f ∈ F [x; σ] have degree N . Then the roots of f lie in
at most N distinct conjugacy classes. Furthermore, if f = (x − a1) · · · (x − aN) for some
ai ∈ F and f(a) = 0, then a is conjugate to some ai.
Note that for F = Fqm with q = 2, the theorem does not provide any insight because in this
case there is only one conjugacy class. This also shows that the converse of Theorem 4.11 is
not true: not every conjugate of some ai is a root of f (take N = 1 for instance).
Even more, the above theorem does not state that every conjugacy class ∆(ai) contains
a root of f . This is indeed in general not the case, and an example can be found in the
skew-polynomial ring Q(t)[x; σ], where σ is the Q-algebra automorphism given by t 7→ t+1.
However, for finite fields the last statement is in fact true.
Theorem 4.12. Consider the ring F[x; σ] as in Example 2.5, and let f = (x−a1) · · · (x−aN )
for some ai ∈ F
∗. Then each conjugacy class ∆(ai) contains a root of f .
Proof: It suffices to show that ∆(a1) contains a root of f , which means that f is of the
form f = (x − b1) · · · (x− bN−1)(x− a
c
1) for some b1, . . . , bN−1, c ∈ F
∗. Since (ac1)c2 = ac1c2 ,
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the case N = 2 is sufficient. Thus, let f = (x − b)(x − a) for some a, b ∈ F∗. If a ∈ ∆(b)
there is nothing to prove. Thus let a 6∈ ∆(b). Let now c ∈ F∗. Theorem 4.10 implies
f(bc) = ((bc)b
c−a − b)(bc − a), and thus f(bc) = 0 iff (bc)b
c−a = b. It is easy to see that the
latter is equivalent to σ(σ(c)b− ac) = σ(c)b− ac, which in turn is equivalent to σ(c)b− ac ∈
Fq. Thus we have to establish the existence of some c ∈ F
∗ such that σ(c)b − ac ∈ Fq.
Consider the Fq-linear map Ψa,b : F −→ F, c 7→ σ(c)b − ac. If we can show that Ψa,b is
injective, then it is bijective and we are done. Suppose there exists d ∈ ker Ψa,b \ {0}. Then
σ(d)b − ad = dqb − ad = 0, hence dq−1 = a/b. But then 1 = dq
m−1 = (dq−1)[[m]] = (a/b)[[m]].
This shows that Ψa,b is injective if (a/b)
[[m]] 6= 1. On the other hand, if (a/b)[[m]] = 1, then
the order of a/b in F∗, say t, is a divisor of [[m]]. Furthermore, a/b = ωk(q
m−1)/t for some k
and a primitive element ω. Writing ts = [[m]], we conclude a/b = (ωks)q−1. But this means
that a and b are conjugate (see Example 4.8(a)), a contradiction. ✷
A similar reasoning shows that the previous result is also true in the skew-polynomial ring
C[x; σ] with complex conjugation σ.
5 Algebraic Sets and Wedderburn Polynomials
We now further the theory of right roots of skew polynomials by introducing minimal poly-
nomials and algebraic sets and presenting some of their properties. The material is again
from [24, 26]. Throughout, we fix a skew-polynomial ring F [x; σ].
Definition 5.1. For a polynomial f ∈ F [x; σ] denote by V (f) its set of (right) roots in F ;
thus V (f) = {a ∈ F | f(a) = 0}. We call V (f) the vanishing set of f . A subset A ⊆ F
is called σ-algebraic if there exists some nonzero f ∈ F [x; σ] such that A ⊆ V (f); that
is, f vanishes on A. In this case, the monic polynomial of smallest degree, say f , such
that A ⊆ V (f), is uniquely determined by A and called the σ-minimal polynomial of A,
denoted by mA. The degree of mA is called the σ-rank of A, denoted by rk(A).
Again, we will drop the prefix σ as there will be no ambiguity. The well-definedness of the
minimal polynomial is a consequence of Theorem 4.10 along with the fact that F [x; σ] is a
left principal ideal ring.
The reader may wonder why an algebraic set has to be merely contained in a vanishing
set, but not necessarily be a vanishing set itself. The latter would be too restrictive for a
meaningful theory because in general the minimal polynomial mA of a set A has additional
roots outside A (see Example 5.7(b)). This phenomenon gives rise to the closure of A,
defined as the vanishing set V (mA). However, we do not need this notion and therefore will
not discuss it in further detail.
We begin with discussing the vanishing sets V (f) for given polynomials. First of all,
V (f) ⊆ V (g) =⇒ V (fh) ⊆ V (gh)
for all f, g, h ∈ F [x; σ]. On first sight the implication may feel counterintuitive because
V (f) denotes the set of right roots. Yet the reader can readily verify that it is just a simple
13
consequence of Theorem 4.10. On the other hand, the analogous statement with left factors h
is not true in general; that is, there exists f, g, h ∈ F [x; σ] such that
V (f) ⊆ V (g) and V (hf) 6⊆ V (hg).
Example 5.2. Consider F4[x; σ] from Example 2.7. Let f = h = x+1 and g = x
2+ω2x+ω.
Then one easily checks that V (f) = {1} = V (g). In Example 2.7(1) we have seen that
V (hf) = {1, ω, ω2}. However, hg = x3 + ω2x2 + ω has sole root 1.
We now turn to algebraic sets. Obviously, in the commutative case, i.e. σ = id, algebraic sets
are exactly the finite sets. This is not the case for skew polynomials as we have seen right
after Definition 4.1 for C[x; σ] with complex conjugation σ. From (4.2) we deduce that every
set A = {a, b} of cardinality 2 has rank 2, whereas Example 2.7(1) provides us with a set of
cardinality 3 and rank 2. In general, a finite set A = {a1, . . . , an} has minimal polynomial
mA = lclm(x − a1, . . . , x − an). Using induction on the cardinality and the degree formula
in Proposition 2.8(d), one obtains immediately:
Proposition 5.3 (see also [24, Prop. 6]). Let A = {a1, . . . , an} ⊆ F . Then A is algebraic
and rk(A) =: r ≤ |A|. Furthermore, there exist distinct b1, . . . , br ∈ A such that mA =
lclm(x− b1, . . . , x− br).
Example 5.4 ([28, Rem. 2.4]). Let A = Fpr , where p is prime and r ∈ N. Then mA =
lclm(x− a | a ∈ Fpr) = x
r(p−1)+1 − x. Thus, rk(Fpr) = r(p− 1) + 1.
Here is a particularly interesting example. The proof is analogous to the commutative case.
Example 5.5 ([5, Prop. 4]). Let Fqs be an extension field of F = Fqm and consider Fqs[x; σ]
with q-Frobenius σ. Fix an element a ∈ Fqs and set A = {τ(a) | τ ∈ Aut(Fqs | Fqm)}. Then
the minimal polynomial mA is in F[x; σ] and is the nonzero monic polynomial of smallest
degree in F[x; σ] with (right) root a. It is called the σ-minimal polynomial of a over F.
The minimal polynomial of an algebraic set always factors linearly. The following result
comes closest to the commutative case.
Proposition 5.6 ([24, Lem. 5]). Let A ⊆ F be an algebraic set of rank r. Then its minimal
polynomial is of the form mA = (x − a1) · · · (x − ar), where each ai is conjugate to some
a ∈ A.
This result is indeed the best possible in the sense that the roots of the linear factors need
not be in A.
Example 5.7. (a) Consider F33 [x; σ] with 3-Frobenius σ and primitive element β satisfying
β3 + 2β + 1 = 0. Let A = {β14, β25}. Then mA = x
2 + βx + β = (x − β13)(x − β14) =
(x−β2)(x−β25), and thusmA is not the product of two linear terms with roots in A. With
the aid of Example 4.8 one concludes that β13 is conjugate to β25 and β2 is conjugate
to β14. Finally, A = V (mA); that is, mA has no further roots in F33 .
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(b) The linear factors x − ai in Proposition 5.6 need not be distinct. Consider for instance
F24 [x; σ] with 2-Frobenius σ and primitive element γ satisfying γ
4 + γ + 1 = 0. The
polynomial
f = (x− γ2)(x− γ12)(x− γ2) = (x− γ3)(x− γ14)(x− γ14) = x3 + γ7x2 + γ3x+ γ
is the minimal polynomial of A = {1, γ2, γ3, γ6, γ8, γ13, γ14} and in fact V (f) = A. In
order to illustrate Proposition 5.3 we mention that f = lclm(x − 1, x − γ2, x − γ3),
which shows that the set B = {1, γ2, γ3} is algebraic, but not a vanishing set itself:
every polynomial vanishing on B has additional roots in F24 . On the other hand, f 6=
lclm(x− 1, x− γ2, x− γ8). The latter polynomial is given by g = x2 + γ5x+ γ10.
The rank of a finite algebraic set can be determined via the ‘skew version’ of the classical
Vandermonde matrix. The skew Vandermonde matrix has been introduced by Lam in
[24, p. 194]. For a1, . . . , ar ∈ F it is the matrix in Matn,r(F ) defined as
V σn (a1, . . . , ar) := Vn(a1, . . . , ar) =


1 · · · 1
N1(a1) · · · N1(ar)
...
...
Nn−1(a1) · · · Nn−1(ar)

 . (5.1)
The skew Vandermonde matrix depends on σ (because the norms do). Proposition 4.4 shows
that for g =
∑n−1
i=0 gix
i ∈ F [x; σ] we have
(g(a1), . . . , g(ar)) = (g0, . . . , gn−1)V
σ
n (a1, . . . , ar).
Using (4.1), we conclude that for the skew-polynomial ring F[x; σ], where σ is the q-Frobenius,
the skew Vandermonde matrix evaluates the powers x[[0]], x[[1]], . . . , x[[n−1]] at a1, . . . , ar. This
matrix must not be confused with the Moore matrix of a1, . . . , ar, which evaluates the powers
xq
0
, xq
1
, . . . , xq
n−1
at a1, . . . , ar. The relation between the Moore matrix and an associated
Vandermonde matrix is spelled out in Example 5.10 below. The following results are not
hard to show (in [24] a bit more work is required because the coefficients are from a division
ring).
Theorem 5.8 ([24, Thm. 8]). Let A = {a1, . . . , an} ⊆ F . Then rk(A) = rk(Vn(a1, . . . , an)).
As a consequence, if rk(A) = |A| (such a set is called P-independent), then rk(B) = |B| for
every subset B ⊆ A.
Example 5.9. (a) Consider C[x; σ] with complex conjugation σ. Let A = {a1, . . . , an} ⊆ C,
where a1, . . . , an are not all equal and |a1| = · · · = |an| =: c. Then N2(ai) = aiσ(ai) = c
2
for all i. This implies that Vn(a1, . . . , an) has rank 2, and this is consistent with the fact
that mA = x
2 − c2 = (x+ ai)(x− ai).
(b) Consider Example 5.7(b). Then
V3(1, γ
2, γ8) =

1 1 11 γ2 γ8
1 γ6 γ9


has rank 2, consistent with the fact that lclm(x− 1, x− γ2, x− γ8) has degree 2.
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Example 5.10. Consider F[x; σ] as in Example 2.5, thus F = Fqm. Suppose a0, . . . , am−1 is
a basis of Fqm over Fq. Then one easily verifies ([5, Eq. (4)] or [30, Thm. 5]) that
Vm(a
q−1
0 , . . . , a
q−1
m−1)


a0
a1
. . .
am−1

 =


a0 · · · am−1
aq0 · · · a
q
m−1
...
...
aq
m−1
0 · · · a
qm−1
m−1

 .
Note that the matrix on the right hand side is the Moore matrix of a0, . . . , am−1 (see Sec-
tion 3). Since the latter is invertible thanks to the linear independence of a0, . . . , am−1 ([29,
Cor. 2.38]), the same is true for the Vandermonde matrix on the left hand side. Let us
now apply this to a normal basis {γ, γq, . . . , γq
m−1
} of Fqm . Then the Vandermonde matrix
above is Vm(b, b
q, . . . , bq
m−1)
, where b = γq−1. It is easy to see that Ni(b
qj ) = (γ−1)q
j
γq
i+j
,
which in turn yields that bq
j
is a right root of xm − 1 ∈ F[x; σ] for all j = 0, . . . , m− 1. As a
consequence, xm−1 = lclm(x−b, x−bq , . . . , x−bq
m−1
) thanks to Theorem 5.8. Note that the
obvious right root 1 of xm − 1 does not appear in the list b, bq, . . . , bq
m−1
. Theorem 5.8 also
shows for any subset {j1, . . . , jr} ⊆ {0, . . . , m−1} the polynomial lclm(x− b
qj1 , . . . , x− bq
jr
)
has degree r (see also [18, Lem. 3.1]). Finally, consider a polynomial xm − a ∈ F[x; σ] for
some a ∈ F∗ and suppose c ∈ F is a root of xm − a. Using the multiplicity of the maps Ni,
one easily deduces that xm − a = lclm(x− cb, x− cbq, . . . , x− cbq
m−1
).
We now turn to polynomials that occur as minimal polynomials of an algebraic set A.
Definition 5.11. A monic polynomial f ∈ F [x; σ] is a Wedderburn polynomial over F
or simply W-polynomial if f = mA for some A ⊆ F .
The polynomial x2+1 is a W-polynomial over F4 as it ism{1,ω,ω2} (see Example 2.7(1)), but it
is not a W-polynomial over F2. Thus the field F matters in the definition of a W-polynomial.
We will always assume that the field is the coefficient field of the skew polynomial ring under
consideration. In general, xm− 1 ∈ Fqm [x; σ], where σ is the q-Frobenius, is a W-polynomial
by Example 5.10.
The polynomial x2−1 ∈ C[x; σ], where σ is complex conjugation, is the minimal polynomial
of the unit circle (or of the set {1,−1}) and thus a W-polynomial. In F4[x; σ] the polynomial
f = (x+ 1)(x+ ω) is not a W-polynomial because V (f) = {ω}.
If the algebraic set A is finite, say A = {a1, . . . , aN}, then Theorem 4.10 implies that f =
mA = lclm(x−a1, . . . , x−aN). This shows that in the commutative case, W-polynomials are
simply the separable polynomials that factor linearly. One may also note that W-polynomials
are a special case of completely reducible polynomials in the sense of [34, p. 495] by Ore.
The latter are defined as the least common left multiple of irreducible polynomials.
Since mV (f) |r f for any f ∈ F [x; σ], we observe that f is a W-polynomial iff mV (f) = f .
If deg(f) = N , then this reads as “f is Wedderburn iff rk(V (f)) = N”, which may be
understood as f having sufficiently many roots (see [26, Prop. 3.4]).
Let us list some properties of W-polynomials.
16
Proposition 5.12 ([26, Prop. 4.3]). Let A,B ⊆ F be algebraic sets.
(a) mA∪B = lclm(mA, mB); thus rk(A ∪B) ≤ rk(A) + rk(B).
(b) rk(A ∪ B) = rk(A) + rk(B)⇐⇒ gcrd(mA, mB) = 1⇐⇒ V (mA) ∩ V (mB) = ∅.
Part (a) as well as the first equivalence in (b) are clear; see also Theorem 2.8(d). The second
part in (b) requires more work. We now present some strong properties of W -polynomials.
More machinery is needed to derive most of them, especially the Φ-transform and λ-transform
introduced by Lam/Leroy in [26], and we refer to the excellent presentation in [26, Sec. 4
and 5] for further details.
Theorem 5.13 ([26, Thms. 5.1, 5.3, 5.9, 5.10]).
(1) Let f ∈ F [x; σ] be a monic polynomial of degree N . The following are equivalent.
(i) f is a W-polynomial.
(ii) f = lclm(x− a1, . . . , x− aN) for some distinct elements ai ∈ F .
(iii) f splits completely and every monic factor of f is a W-polynomial.
(2) Let f, g ∈ F [x; σ] be similar monic polynomials and f a W-polynomial. Then g is a
W-polynomial.
(3) Let g, h be W-polynomials. The following are equivalent.
(i) gh is a W-polynomial.
(ii) 1 ∈ •(g) + (h)•.
(iii) {k ∈ F [x; σ] | gk ∈ •(g)} ⊆ •(g) + (h)•.
The set on the left hand side of (3)(iii) above is called the idealizer of •(g). It is the largest
subring of F [x; σ] in which •(g) is a two-sided ideal.
We close this section with a brief discussion of ‘multiplicities of roots’ and ‘splitting fields’
for skew polynomials.
It is tempting to define the multiplicity of a root a of the skew polynomial f ∈ F [x; σ] as
the largest exponent r for which (x − a)r is a right divisor of f . However, this defines the
multiplicity based on the monic linear factor with root a. Unfortunately, rescaling a linear
factor with root a from the left (or from the right) may change the exponent for the right
divisor of f . Indeed, in Example 2.14 we have seen that x+ ω2 appears with exponent 1 as
right divisor of x2+1, whereas ω(x+ω2) = ωx+1 appears with exponent 2. For this reason
it is not meaningful to define the multiplicity of roots in this way. The reader may also note
that over a finite field F the commutative polynomial Pf from Remark 4.6 has only simple
roots (if f0 6= 0) and thus cannot serve for the definition of multiplicity either. As to our
knowledge no notion of multiplicity of roots for skew polynomials has been discussed in the
literature.
It should not come as a surprise that also the notion of a splitting field is questionable. First
of all, when considering extension fields of F we also need to extend the automorphism σ.
Of course, this is not unique in general. But even if we extend the q-Frobenius of Fqm to
the q-Frobenius on an extension field FqM , we still may ask whether we want a splitting
field to be a ‘smallest’ extension in which the given polynomial splits or whether we want
it a ‘smallest’ one in which the polynomial has ‘all its roots’? Example 4.2 has already
shown that these two objectives are not identical. The latter objective is easy to achieve
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for the finite field case Fqm[x; σ]: from Remark 4.6 it is clear that the splitting field of the
commutative polynomial Pf ∈ Fqm[y] is the smallest field that contains all the roots of f .
On the other hand, the polynomial x2− i ∈ C[x; σ] with complex conjugation σ has no roots
in C (since N2(c) = |c|
2 is real for any c ∈ C), and thus its splitting field, if it exists, must
be a (transcendental) field extension of C. As to our knowledge no theory of splitting fields
has been developed for skew polynomials.
6 A Circulant Approach Toward Cyclic Block Codes
We briefly summarize the algebraic theory of classical cyclic block codes with the aid of
circulant matrices. This is standard material of any introductory course on block codes (see
also [20, Ch. 4]), and is presented here for the mere purpose to serve as a guideline for the
skew case in the next sections.
Let us fix a finite field F = Fq and a length n. Usually, one requires that q and n be relatively
prime, but that is not needed for the algebraic theory. It only plays a role when it comes
to distance considerations. We consider the quotient ring R = F[x]/(xn − 1), which as an
F-vector space is isomorphic to Fn via the map
p : Fn −→ R, (g0, . . . , gn−1) 7−→
n−1∑
i=0
gixi,
where · denotes cosets. Set v := p−1 (and think of these maps as vectorization and polyno-
mialization).
A cyclic code in Fn is, by definition, a subspace of the form C = v(I), where I is
an ideal in R. This means that C is invariant under the cyclic shift (a0, . . . , an−1) 7→
(an−1, a0, . . . , an−2). Usually, the code is identified with its corresponding ideal so that its
codewords are polynomial of degree less than n. It follows from basic algebra that R is a
principal ideal ring and every ideal is of the form (g), where g is a monic divisor of xn − 1.
Such a generator is unique and called the generator polynomial of the cyclic code (g). We
conclude that the number of cyclic codes of length n over F equals the number of divisors
of xn − 1. If gh = xn − 1, then h is the parity check polynomial of C. For all of this see
also [20, Thm. 4.2.1, 4.2.7].
Before summarizing some well-known facts about cyclic codes we introduce circulant matri-
ces. For any g = (g0, . . . , gn−1) ∈ F
n define the circulant
Γ(g) :=


g0 g1 . . . gn−2 gn−1
gn−1 g0 . . . gn−3 gn−2
...
...
...
...
g2 g3 . . . g0 g1
g1 g2 . . . gn−1 g0


. (6.1)
Indexing by i = 0, . . . , n−1, we see that the ith row of Γ(g) is given by v(xi
∑n−1
j=0 gjx
j). The
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set Circ := {Γ(g) | g ∈ Fn} is an n-dimensional subspace of Matn,n(F). We also define
ρ : F[x] −→ F[x], g =
r∑
i=0
gix
i 7−→ xrg(x−1) =
r∑
i=0
gix
r−i (where gr 6= 0). (6.2)
The image ρ(g) is called the reciprocal of g.
The following properties of circulant matrices are either trivial or well-known; see [23,
Thm. 4], [31, p. 501] or [11] for a general reference on circulant matrix theory.
Remark 6.1. (a) The map Circ −→ R, Γ(g0, . . . , gn−1) 7−→
∑n−1
i=0 gix
i, is an F-algebra
isomorphism. We may and will use the notation Γ(
∑n−1
i=0 gix
i) for Γ(g0, . . . , gn−1). Then
the above tells us, among other things, that Γ(gh) = Γ(g)Γ(h) = Γ(h)Γ(g).
(b) rk Γ(g) = deg x
n−1
gcd(g,xn−1)
=: k (where the quotient is evaluated in F[x]) and every set of
k consecutive rows (resp. columns) of Γ(g) is linearly independent.
(c) The map φ : R −→ R, g 7−→ g(xn−1) is a well-defined involutive F-algebra automor-
phism corresponding to transposition in Circ, i.e., Γ(g)T = Γ(φ(g)).
(d) Let g =
∑r
i=0 gix
i be of degree r. Then xrφ(g) = ρ(g) or, equivalently, φ(g) = xn−rρ(g).
Hence Γ(ρ(g)) = Γ(xr)Γ(φ(g)) = Γ(φ(g))Γ(xr) and since xr is a unit, the circulants
Γ(φ(g)) and Γ(ρ(g)) have the same row space and the same column space. In fact, the
left (resp. right) factor Γ(xr) simply permutes the rows (resp. columns) of Γ(φ(g)).
(e) If g is a divisor of xn − 1, then so is ρ(g). But the representative of φ(g) of degree less
than n is in general not a divisor of xn−1. Thus, while involution g(x) 7→ g(xn−1) is the
appropriate map for transposition of circulants, it does not behave well when it comes
to divisors of xn − 1.
Now we review the basic algebraic properties of cyclic codes in the terminology of circulant
matrices; for further details see for instance [20, Sec. 4.1, 4.2].
Remark 6.2. Let xn − 1 = hg, where g =
∑r
i=0 gix
i, h =
∑k
i=0 hix
i are monic of degree r
and k, respectively. Let C be the cyclic code C = v
(
(g)
)
⊆ Fn.
(a) The ideal (g) has dimension k := n− r as an F-vector space and g, . . . , xk−1g is a basis.
Thanks to the isomorphism v, this implies that C is the row space of the circulant Γ(g)
and actually of its first k rows (see also Remark 6.1(b)). Since deg(g) = r, these first
rows have the form
G =


v(g)
v(xg)
...
v(xk−1g)

 =


g0 g1 · · · gr
g0 g1 · · · gr
. . .
. . .
. . .
g0 g1 · · · gr

 ∈ Matk,n(F),
which is the well-known generator matrix of the cyclic code generated by g.
(b) Remark 6.1(a) yields Γ(g)Γ(h) = 0 and thus Γ(g)Γ(φ(h))T = 0 for φ as in Remark 6.1(c).
As a consequence, the code C = v
(
(g)
)
satisfies
C = {v ∈ Fn | Γ(φ(h))vT = 0}.
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Since deg(φ(h)) = deg(h) = k, the last n − k rows of Γ(φ(h)) form a basis of the row
space of this matrix. Writing h =
∑k
i=0 hix
i, all of this implies C = {v ∈ Fn | HvT = 0},
where
H =


hk hk−1 · · · h0
hk hk−1 · · · h0
. . .
. . .
. . .
hk hk−1 · · · h0

 ∈ Matn−k,n(F),
which is known as the parity check matrix of C. This is also the submatrix consisting
of the first n− k rows of Γ(ρ(h)), where ρ(h) is the reciprocal of h.
(c) ρ(h)ρ(g) = xn − 1, and the dual code C⊥ (see [20, Sec 1.3]) is cyclic with generator and
parity check polynomial ρ(h)/h0 and ρ(g)/g0, respectively.
7 Algebraic Theory of Skew-Cyclic Codes with Gen-
eral Modulus
In this section we introduce the notion of skew-cyclic codes in most generality and present
the basic algebraic properties. Later we will restrict ourselves to more special cases. The
material of this section is drawn from [3, 7, 13]. We will put an emphasis on the generalization
of the circulant.
From now on we consider the skew-polynomial ring F[x; σ] where F = Fqm and σ is the
q-Frobenius. In order to generalize the last section we need to first generalize the quotient
ring R = F[x]/(xn − 1). To do so, note that for any f ∈ F[x; σ] we obtain a left F[x; σ]-
module F[x; σ]/•(f) (we may, of course, also consider right ideals and right modules). It is
known from basic module theory that this module is a ring if and only if f is a two-sided
polynomial; see Remark 2.10. In this section, no ring structure is needed and thus we fix
the following setting until further notice.
Let f ∈ F[x; σ] be a monic polynomial of degree n, which we call themodulus, and consider
the left F[x; σ]-module
Rf = F[x; σ]/
•(f).
Note that the left module structure means that zg = zg for any z, g ∈ F[x; σ], where g
denotes the coset g + •(f) in Rf . As in the previous section we consider the map
pf : F
n −→ Rf , (c0, . . . , cn−1) 7−→
n−1∑
i=0
cixi.
It is crucial that the coefficients ci appear on the left of x, because this turns pf into an
isomorphism of (left) F-vector spaces. This map will relate codes in Fn to submodules in Rf .
Again we set vf = p
−1
f . The map vf coincides with the map φ given in [7, Prop. 3], where it
is defined with the aid of a semi-linear map based on the companion matrix of f ; see (2.2).
The following facts about submodules of Rf are straightforward generalizations of the com-
mutative case, see [20, Thm. 4.2.1], and are proven in exactly the same way (with the aid
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of right division with remainder in F[x; σ]). We use the notation •(g) for the left submodule
{zg | z ∈ F[x; σ]} of Rf generated by g.
Proposition 7.1. Let M be a left submodule of Rf . Then M =
•(g), where g ∈ F[x; σ]
is the unique monic polynomial of smallest degree such that g ∈ M . Alternatively, g is the
unique monic right divisor of f such that •(g) = M . Finally g |r h for any h ∈ F[x; σ] such
that h ∈M .
The following definition of skew-cyclic codes was first cast in [2] for the case where f is a
central polynomial of the form f = xn − 1, i.e., σn = id. In the form below the defini-
tion appeared in [3]. A different, yet equivalent, definition was cast in [7, Def. 3]. Note
the generality of the setting. It includes for instance the case f = xn, for which even in
the commutative case the terminology ‘cyclic’ may be questionable because reduction mod-
ulo f = xn simply means truncating the given polynomial at power xn. Yet, the basic part
of the algebraic theory, presented in this section, applies indeed to this generality, and only
in the next section we will restrict ourselves to skew-constacyclic codes.
Definition 7.2. A subspace C ⊆ Fn is called (σ, f)-skew-cyclic if pf (C) is a submodule
of Rf . For a ∈ F
∗ the code C ⊆ Fn is called (σ, a)-skew-constacyclic if it is (σ, xn − a)-
skew-cyclic. The code is called σ-cyclic if it is (σ, 1)-skew-constacyclic. We will also call the
image pf(C) a cyclic code (of the same type).
Thus, up to the isomorphism pf the skew-cyclic codes are the submodules of Rf . In the
literature, the above defined codes are often called ideal σ-codes if f generates a two-sided
ideal and module-σ-codes otherwise. The q-cyclic codes introduced in [15] are the (σ, 1)-
skew-constacyclic codes for the case where m = n.
Skew-constacyclic codes can easily be described in Fn. Just as in the commutative case one
observes that a subspace C ⊆ Fn is (σ, a)-skew-constacyclic if and only if
(c0, . . . , cn−1) ∈ C =⇒ (aσ(cn−1), σ(c0), · · · , σ(cn−2)) ∈ C. (7.1)
Indeed, the right hand side is simply vxn−a(x
∑n−1
i=0 cix
i). In other words, a (σ, a)-skew-
constacyclic code is invariant under the σ-semilinear map induced by the companion matrix
Cxn−a (see (2.2) and the paragraph thereafter). This characterization also generalizes to
(σ, f)-skew-cyclic codes; see [7, pp. 466].
Thanks to Proposition 7.1 every (σ, f) skew-cyclic code is generated by a single element inRf
(the analogue of principal ideals), i.e., has a generator polynomial. As a consequence, the
number of (σ, f)-skew-cyclic codes equals the number of monic right divisors of f . This leads
in general to a significantly larger number of skew-cyclic codes than classical cyclic codes.
For instance, in the constacyclic case where f = x15−ω and ω ∈ F4 satisfies ω
2+ω+1 = 0,
the polynomial f has 8 monic divisors (including the trivial ones) in the commutative ring
F4[x], whereas it has 32 monic right divisors in the skew-polynomial ring F4[x; σ].
Proposition 7.1 allows us to present generator matrices just as for the commutative case.
Again we will do so with the aid of circulants. The definition of a skew circulant matrix is
straightforward.
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Definition 7.3. For g ∈ Rf define the (σ, f)-circulant
Γσf (g) :=


vf (g)
vf (xg)
...
vf(x
n−2g)
vf(x
n−1g)


∈ Matn,n(F).
In the case where f = xn − a, a ∈ F∗, we write Γσa instead of Γ
σ
xn−a. We call any matrix of
the form Γσf (g) a skew circulant.
One may regard Γσf (g) as the matrix representation of the left F-linear map on Rf given by
right multiplication by g with respect to the basis {x0, . . . , xn−1}. If f = xn − a, the skew
circulant of g can be given explicitly. For g =
∑n−1
i=0 gix
i we have Γσa(g) =


g0 g1 g2 . . . gn−2 gn−1
aσ(gn−1) σ(g0) σ(g1) . . . σ(gn−3) σ(gn−2)
aσ2(gn−2) σ(a)σ
2(gn−1) σ
2(g0) . . . σ
2(gn−4) σ
2(gn−3)
...
...
. . .
...
...
aσn−2(g2) σ(a)σ
n−2(g3) σ
2(a)σn−2(g4) . . . σ
n−2(g0) σ
n−2(g1)
aσn−1(g1) σ(a)σ
n−1(g2) σ
2(a)σn−1(g3) . . . σ
n−2(a)σn−1(gn−1) σ
n−1(g0)


.
If f = xn − 1, then Γσ1 (g) = Dg, the Dickson matrix in (3.2), and this specializes to the
classical circulant Γ(g) in (6.1) if σ = id. Furthermore, for any monic f the skew circulant
Γσf (x) equals Cf , the companion matrix of f in (2.2). Note also that modulo x
n − a
Γσa(x) =


1
1
. . .
1
a


and Γσa(x
2) =


1
. . .
1
a
σ(a)


. (7.2)
Example 7.4. Let f = x7 + α ∈ F8[x; σ], where α
3 + α + 1 = 0 and σ is the 2-Frobenius.
Let g = x4 + αx3 + α5x2 + α. Then g is a right divisor of f and
Γ := Γσf (g) =


α 0 α5 α 1 0 0
0 α2 0 α3 α2 1 0
0 0 α4 0 α6 α4 1
α 0 0 α 0 α5 α
α3 α2 0 0 α2 0 α3
1 α6 α4 0 0 α4 0
0 1 α5 α 0 0 α


.
The first row is simply the vector of left coefficients of g. The second and third row of Γ are
the cyclic shift of the previous row followed by the map σ applied entrywise. Thus, the first 3
rows do not depend on f . Only in the last 4 rows, where deg(xig) is at least 7, reduction
modulo •(f) kicks in.
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Now one obtains the straightforward analog of Remark 6.2(a): every (σ, f)-skew-cyclic code
has a generator matrix that reflects the skew-cyclic structure. Consider a general modulus f
of degree n. For any matrix G we use the notation rs(G) for the row span of G.
Proposition 7.5 (see also [4], [13, Cor. 2.4]). Let M = •(g) ⊆ Rf , where g =
∑r
i=0 gix
i ∈
F[x; σ] has degree r. Then:
(a) For any u ∈ Fn we have pf(uΓ
σ
f (g)) = pf(u)g.
(b) vf (M) = rs(Γ
σ
f (g)).
(c) Suppose that g is a right divisor of f of degree r. Then M is a left F-vector space of
dimension k := n − r with basis {g, xg, . . . , xk−1g}. As a consequence, rk
(
Γσf (g)
)
= k
and
vf(M) = rs(G),
where G ∈ Matk,n(F) consists of the first k rows of the skew circulant Γ
σ
f (g):
G =


vf(g)
vf (xg)
...
vf(xk−1g)

 =


g0 g1 · · · gr
σ(g0) σ(g1) · · · σ(gr)
. . .
. . .
. . .
σk−1(g0) σ
k−1(g1) · · · σ
k−1(gr)

 . (7.3)
If, in addition, g is monic, we call it the generator polynomial of the (σ, f)-skew-cyclic
code M.
(d) Let z ∈ F[x; σ] and g = gcrd(z, f). Then •(z) = •(g) and thus rs(Γσf (z)) = rs(Γ
σ
f (g)).
In order to provide a feeling for the line of reasoning we provide a short proof.
Proof: (a) For any ui ∈ F we have (u0, . . . , un−1)Γ
σ
f (g) =
∑n−1
i=0 uivf (x
ig) = vf
(
(
∑n−1
i=0 uix
i)g
)
;
hence (
∑n−1
i=0 uix
i)g = pf((u0, . . . , un−1)Γ
σ
f (g)), which proves the statement.
(b) ‘⊇’ follows from (a). ‘⊆’ Consider zg ∈ •(g), where z ∈ F[x; σ]. Thanks to Theorem 2.8(c)
there exist u, v ∈ F[x; σ] such that ug = vf = lclm(g, f) and deg(u) ≤ n. Right division
with remainder of z by u provides us with polynomials t, r ∈ F[x; σ] such that z = tu + r
and deg(r) < deg(u) ≤ n. Now we have zg = tvf + rg = rg, and writing r =
∑n−1
i=0 rix
i, we
conclude vf(zg) = vf(rg) = (r0, . . . , rn−1)Γ
σ
f (g).
(c) Let hg = f . It suffices to show that every zg ∈ •(g) is of the form rg, where deg r < k.
But this follows from the previous part because hg = f = lclm(g, f).
(d) •(z) ⊆ •(g) holds since g |r z. For the other containment use a Bezout identity g = uf+vz
with u, v ∈ F[x; σ] (see Theorem 2.8(b)) and take cosets. ✷
As we noticed already in Example 7.4, the matrix G in (7.3) above does not depend on the
modulus f . The dependence materializes only through the fact that the code M is (σ, f)-
skew-cyclic. As a consequence, a given subspace of Fn may be (σ, f)-skew-cyclic for various
moduli f . This has been studied in further detail in [4, Sec. 2]. Therein, the authors discuss
existence and degree of the smallest monic two-sided polynomial f such that f ∈ •(g); such f
is called the bound of g (see also [21, Ch. 3]). Its degree is the shortest length in which the
given g generates an ideal-σ-code.
In this context we wish to remark that a code C 6= Fn can only be (σ, a)-skew-constacyclic
with respect to at most one polynomial xn − a. Indeed, if a polynomial g is a right divisor
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of xn − a and xn − b in F[x; σ], then a = b or g ∈ F∗. However, it is possible that a code
C 6= Fn is (σ, a)-skew-constacyclic and (σ′, b)-skew-constacyclic for some σ 6= σ′ and a 6= b.
For instance, over the field F4 the polynomial g = x + ω is a right divisor of x
2 − 1 in
F4[x; σ] and a divisor of x
2−ω2 in F4[x]. Hence rs(ω 1) ⊆ F
2
4 is (σ, 1)-skew-constacyclic and
(id, ω2)-skew-constacyclic.
Let us now study the map induced by the skew circulant.
Remark 7.6. Consider the map Γσf : Rf −→ Matn,n(F), g 7−→ Γ
σ
f (g).
(a) Γσf is injective and additive.
(b) Γσf (cg) = Γ
σ
f ′(c)Γ
σ
f (g) for all c ∈ F, g ∈ Rf and all monic f
′ ∈ F[x; σ] of degree n. This
follows directly from the definition along with the fact that
Γσf ′(c) =


c
σ(c)
. . .
σn−1(c)

 for any monic f ′ of degree n.
As a consequence, Γσf is not F-linear (unless σ = idF), but it is Fq-linear (recall that Fq
is the fixed field of σ).
(c) Γσf is not multiplicative, that is, Γ
σ
f (gg
′) 6= Γσf (g)Γ
σ
f (g
′) in general. This simply reflects
the fact that Rf is not a ring.
By (c), the identity hg = f does not imply Γσf (h)Γ
σ
f (g) = 0. The situation becomes much
nicer when f is two-sided. The following is obtained by applying Proposition 7.5(a) twice to
pf(uΓ
σ
f (g)Γ
σ
f (g
′)) for u ∈ Fn.
Theorem 7.7 (see also [13, Thm. 3.6]). Let f ∈ F[x; σ] be two-sided; thus Rf is a ring.
Then
Γσf (gg
′) = Γσf (g)Γ
σ
f (g
′) for all g, g′ ∈ F[x; σ].
Hence Γσf is an Fq-algebra isomorphism between Rf and the subring Γ
σ
f (Rf) of Matn,n(F)
consisting of the (σ, f)-circulants.
This result does not generalize if f is not two-sided. For instance, (7.2) shows that Γσa(x
2) 6=(
Γσa(x)
)2
if σ(a) 6= a.
The following consequence for (σ, f)-skew-constacyclic codes is immediate. In [7, Cor. 1]
the matrix Γσf (h
′) appearing below is called the control matrix of the code C. This is not to
be confused with the parity check matrix to which we will turn later.
Corollary 7.8. Let f ∈ F[x; σ] be two-sided and f = hg = gh′ for some g, h, h′ ∈ F[x; σ].
Then Γσf (g)Γ
σ
f (h
′) = 0 and the code C = vf (
•(g)) = rs(Γσf (g)) is the left kernel of the skew
circulant Γσf (h
′).
It is not hard to see that actually the two-sidedness of f along with f = hg implies the
existence of h′ such that f = gh′.
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Now that we have a natural notion of generator matrix for a skew-cyclic code it remains
to discuss whether such a code also has a parity check matrix that reflects the skew-cyclic
structure. We have shown in Remark 6.2(b) that in the commutative case the parity check
matrix hinges on two facts: (i) the product of circulants is again a circulant, (ii) the transpose
of a circulant is a circulant. Theorem 7.7 shows that property (i) carries through to the non-
commutative case if the modulus is two-sided (and thus also to the commutative case for
arbitrary moduli f instead of xn − 1). But if f is not two-sided, then even in the skew-
constacyclic case (i.e., moduli of the form f = xn−a), the product of two (σ, f)-circulants is
not a (σ, f)-circulant in general. However, we will encounter a proxy of such multiplicativity
in the next section that fully serves our purposes.
Transposition of (σ, f)-circulants is an even bigger obstacle. For general modulus f the
transpose of a (σ, f)-circulant need not be a (σ′, f ′)-circulant for any automorphism σ′ and
any modulus f ′ of the same degree as f . This is actually not very surprising because even in
the commutative case the transpose of a circulant in the sense of Definition 7.3 need not be a
circulant. A trivial example is f = xn and g = xr, but examples also exist for polynomials f
with nonzero constant term. The following (noncommutative) example illustrates this.
Example 7.9. Consider f = x3+x2+ω2, g = x2+ωx+ω ∈ F4[x; σ], where ω
2+ω+1 = 0
and σ is the 2-Frobenius. Then g is a right divisor of f and
G := Γσf (g) =

 ω ω 1ω2 ω2 ω
ω ω 1

 .
The matrix G has rank 1 and thus generates a 1-dimensional (σ, f)-skew-cyclic code C =
vf(
•(g)). Suppose the transpose GT is a (σ′, f ′)-circulant for some automorphism σ′ and
f ′ ∈ F[x; σ′] of degree 3, say GT = Γσ
′
f ′(g
′). Then clearly g′ is given by the first column of G;
hence g′ = ω+ω2x+ωx2. Using for instance SageMath one checks that GT 6= Γσ
′
f ′(g
′) for any
automorphism σ′ of F4 and any f
′ ∈ F4[x; σ
′] of degree 3 (even non-monic). Furthermore,
there exists no skew circulant H = Γσ
′
f ′(h) such that rk(H) = 2 and GH
T = 0. This means
there is no analogue of Remark 6.2(b),(c): C does not have a skew circulant parity check
matrix and C⊥ is not (σ′, f ′)-skew-cyclic for any (σ′, f ′).
In the next section we restrict ourselves to skew-constacyclic codes and will see that in that
case these obstacles can be overcome.
We close this section by presenting a different type of parity check matrix, namely a gen-
eralization of the Vandermonde type parity check matrix for classical cyclic codes. Recall
W-polynomials from Section 5. The following result is immediate with the definition of the
skew Vandermonde matrix in (5.1).
Theorem 7.10 ([7, Prop. 4]). Let f ∈ F[x; σ] be any monic modulus of degree n and g ∈
F[x; σ] be a monic right divisor of f of degree r. Suppose g is a W-polynomial. Thus we
may write g = lclm(x − a1, . . . , x− ar) for distinct a1, . . . , ar ∈ F; see Theorem 5.13(1)(ii).
Let M = Vn(a1, . . . , ar) ∈ Matn,r(F) be the skew Vandermonde matrix. Then the cyclic code
C = v(•(g)) is given by
C = {(c0, . . . , cn−1) | (c0, . . . , cn−1)M = 0}.
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8 Skew-Constacyclic Codes and their Duals
We now restrict ourselves to skew-constacyclic codes, that is to modulus xn−a. In this case
we are able to obtain a parity check matrix, and thus a generator matrix of the dual, that
reflects the skew-constacyclic structure. The material is mainly drawn from [3, 5, 13].
Throughout, we fix a modulus f = xn − a for some a ∈ F∗. In order to formulate the
main results we need, as in the commutative case, the reciprocal of a polynomial. In the
noncommutative case this can be done in different ways depending on the position of the
coefficients. The following left version of (6.2) will suffice for this survey. Let
ρl : F[x; σ] −→ F[x; σ],
r∑
i=0
gix
i 7−→
r∑
i=0
xr−igi =
r∑
i=0
σi(gr−i)x
i (where gr 6= 0).
Then ρl(g) is called the left reciprocal of g. Furthermore, we extend the automorphism σ
to the ring F[x; σ] via σ(
∑r
i=0 gix
i) =
∑r
i=0 σ(gi)x
i. Then σ is a ring automorphism of F[x; σ]
satisfying xg = σ(g)x for all g ∈ F[x; σ].
The following partial product formula for skew circulants will be sufficient to discuss the
duals of skew-constacyclic codes. Recall that for f = xn − a we denote the skew circulant
Γσf by Γ
σ
a . We will have to deal with different moduli, x
n − a and xn − c, and of course the
notation Γσc (g) means that the coset of g is taken modulo
•(xn − c).
Theorem 8.1 ([13, Thm. 5.3]). Let xn − a = hg. Set c = σn(g0)ag
−1
0 , where g0 is the
constant coefficient of g. Then xn − c = σn(g)h and
Γσa(g
′g) = Γσc (g
′)Γσa(g) for any g
′ ∈ F[x; σ].
Note that c defined in the theorem is the conjugate ag0 with respect to the automorphism σn
in the sense of Definition 4.7. If c = a (i.e., σn(g0) = g0) we have the much nicer formula
Γσa(g
′g) = Γσa(g
′)Γσa(g), which may be regarded as a generalization of the two-sided case in
Theorem 7.7. However, the above result holds true only for right divisors g of xn−a. Check,
for instance, with the aid of (7.2) that Γσa(x(x+ 1)) 6= Γ
σ
b (x)Γ
σ
a(x+ 1) for any b 6= 0 unless
a = σ(a) = b.
The above product formula plays a central role in the following quite technical result. It
tells us that the transpose of a (σ, xn − a)-circulant is a (σ, xn − a′)-circulant for a suitable
constant a′.
Theorem 8.2 ([13, Thm. 5.6]). Suppose xn−a = hg for some g, h ∈ F[x; σ] of degree r and
k = n − r, respectively. Set again c = σn(g0)ag
−1
0 , where g0 is the constant coefficient of g.
Then
Γσa(g)
T = Γσc−1(g
#) = Γσσk(c−1)(g
◦)Γσc−1(x
k),
where g# = aσk(ρl(g))x
k and g◦ = aσk(ρl(g)). Furthermore, g
◦ is a right divisor of the
modulus xn − σk(c−1).
The result generalizes Remark 6.1(c) and (d): if f = xn − 1 = hg and σ = id, then
c = 1, g◦ = ρ(g) and thus g# = ρ(g)xk. Furthermore, in general and analogously to
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Remark 6.1(e), g◦ is a right divisor of the modulus xn − σk(c−1), whereas the representative
of g# of degree less than n is in general not a divisor of xn − c−1. This is the reason why
we provide two formulas pertaining to the transpose of a skew circulant Γσa(g). The first
one above is interesting in itself as it tells us that the transpose is again a skew circulant.
The second formula says that the skew-constacyclic code •(g), i.e., the row space of Γσa(g),
equals the row space of a transposed skew circulant where the representing polynomial is a
right divisor of the modulus. In all these cases it is crucial that g is a right divisor of the
modulus xn − a for otherwise the transpose of Γσa(g) is not a skew circulant in general [13,
Ex. 5.7].
Now we are ready to derive a parity check matrix reflecting the skew-constacyclic structure
of the code. The second part of the following theorem appeared first, proven differently, in
[3, Thm. 8]. The mere (σ, a−1)-skew-constacyclicity of C⊥ can also be shown directly with
the aid of (7.1); see [36, Thm. 2.4].
Theorem 8.3 ([13, Cor. 4.4, Thm. 5.8 and Thm. 6.1]). Let xn − a = hg, where deg(g) = r
and deg(h) = k = n − r. Set h◦ := ρl(σ
−n(h)). Then h◦ |r (x
n − a−1). Consider the (σ, a)-
skew-constacyclic code C = vxn−a(
•(g)). Then Γσa(g)Γ
σ
a−1(h
◦)T = 0 and rk(Γσa−1(h
◦)) = n−k.
Hence
C = rs(Γσa(g)) = {c ∈ F
n | Γσa−1(h
◦)cT = 0},
and the (n− k)× n-submatrix consisting of the first n− k rows of Γσa−1(h
◦) is a parity check
matrix of C. As a consequence, the dual code C⊥ is (σ, a−1)-skew-constacyclic with (non-
monic) generator polynomial h◦ and generator matrix and parity check matrix given by the
first n− k rows of Γσa−1(h
◦) and the first k rows of Γσa(g), respectively.
Clearly, this parity check matrix of C has a form analogous to (7.3) and thus reflects the
skew-constacyclic structure of C. As in Proposition 7.5 its row space equals the row space of
the entire skew circulant Γσa−1(h
◦). In the commutative cyclic case, where xn− 1 = hg = gh,
we have a−1 = a = 1 and h◦ = ρ(h) and thus recover Remark 6.2(b).
Having an understanding of the dual of skew-constacyclic codes, we can address self-duality.
The following corollary is immediate.
Corollary 8.4 ([3, Prop. 13], [6, Cor. 6], [13, Cor. 6.2]). If there exists a (σ, a)-skew-consta-
cyclic self-dual code of length n, then n is even and a = ±1. More specifically, let n be even
and consider the modulus xn − ǫ, where ǫ ∈ {1,−1}. Then there exists a self-dual skew-
constacyclic code of length n if and only if there exists a polynomial h ∈ F[x; σ] such that
xn − ǫ = hh◦. In this case the self-dual code is given by C = vxn−ǫ(
•(h◦)).
In [6, 1] the identity xn − ǫ = hh◦ is exploited to enumerate or construct self-dual skew-
constacyclic codes, some with very good minimum distance, e.g. [6, Ex. 30].
Let us briefly turn to the notion of check polynomials for skew-constacyclic codes. Recall
that in the classical case, where xn − 1 = hg in F[x] we call h a check polynomial for the
simple reason that z ∈ (g)⇔ zh = 0 for any z ∈ F[x]. In other words (h) is the annihilator
ideal of (g). The following generalization to F[x; σ] is based on the fact [13, Thm. 4.2] that
xn − a = hg implies xn − c˜ = gσ−n(h) for c˜ defined below.
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Theorem 8.5 ([13, Prop. 6.5]). Let xn − a = hg and set c = σn(g0)ag
−1
0 , where g0 is the
constant coefficient of g. Define c˜ = σ−n(c). Then the map
Ψ : F[x; σ]/•(xn − a) −→ F[x; σ]/•(xn − c˜), z 7−→ zσ−n(h)
is a well-defined left F[x; σ]-linear map with kernel •(g). Therefore we call σ−n(h) the check
polynomial of the code C = vxn−a(
•(g)).
One has to be aware that the check equation zσ−n(h) = 0 has to be carried out modulo
xn − c˜. The above generalizes [16, Thm. 2.1(iii)], where the modulus is central of the form
xn − 1. In that case we have σn = id and c = a, and the above also reflects Corollary 7.8.
Theorem 8.5 also extends [4, Lem. 8], where general two-sided moduli are considered.
We close this section by mentioning idempotent generators of skew-constacyclic codes. In [16]
the authors consider central moduli of the form xn−1. Such polynomials have a factorization
into pairwise coprime two-sided maximal polynomials [22, Thm. 1.2.17’], which in turn gives
rise to a decomposition of F[x; σ]/(xn − 1) into a direct product of rings generated by central
idempotents [16, Thm. 2.11]. As a consequence, just as in the classical cyclic case, a code
(g), where g is a central divisor of xn − 1, has a unique central generating idempotent [12,
Thm. 6.2.15]. In the thesis [12] a partial generalization to the non-central case is presented
along with the obstacles that occur in this scenario; see [12, Ch. 6].
9 The Minimum Distance of Skew-Cyclic Codes
In this section we report on constructions of skew-cyclic codes with designed minimum
distance. We only consider the Hamming distance (there also exist a few results on the rank
distance in the literature). The results are from the papers [5, 19, 35].
Throughout, F = Fqm and σ is the q-Frobenius. Furthermore, we consider a code
C = vf (
•(g)) for some monic f, g ∈ F[x; σ] such that deg(f) = n and g |r f .
In the results below we present conditions on f, g that guarantee a desired minimum distance.
In all interesting cases the generator g of the code in question will be the least common left
multiple of linear factors over some extension field, and thus g is a W-polynomial over that
extension field; see Theorem 5.13(1). In Theorem 7.10 we presented a parity check matrix
of a skew-cyclic code generated by a W-polynomial in form of a skew Vandermonde matrix.
This matrix is the basis of the distance results in this section.
The first two results lead to what we will call skew-BCH codes of the first kind. They
are based on generator polynomials with roots that are consecutive ordinary powers of some
element. Thereafter, we present skew-BCH codes of the second kind, which are based on gen-
erator polynomials with roots that are consecutive q-powers of some element. We conclude
with two examples illustrating the constructions.
We start with skew-BCH codes of the first kind.
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Theorem 9.1 ([5, Thm. 4]). Fix b, δ ∈ N. Suppose there exists some α ∈ F (the algebraic
closure of F) such that
α[[0]], α[[1]], . . . , α[[n−1]] are distinct and g(αb+i) = 0 for i = 0, . . . , δ − 2.
Then the code C = vf(
•(g)) has minimum distance at least δ. If g is the smallest degree
monic polynomial with roots αb, . . . , αb+δ−2, then C is called an (n, qm, α, b, δ)-skew-BCH
code of the first kind.
Corollary 9.2 ([5, Thm. 5]). Consider the situation of Theorem 9.1 and where α ∈ F. Then
the polynomial g′ := lclm(x− αb, . . . , x− αb+δ−2) is in F[x; σ] and of degree δ − 1. Thus for
any left multiple f ′ of g′ of degree n, the skew-cyclic code vf ′(
•(g′)) has dimension n− δ + 1
and is MDS. It is called an (n, qm, α, b, δ)-skew-RS code of the first kind.
Theorem 9.1 follows immediately from the fact that the code is contained in the left kernel
of the skew Vandermonde matrix (see (5.1))
Vn(α
b, . . . , αb+δ−2) =


1 · · · 1
(α[[1]])b · · · (α[[1]])b+δ−2
...
...
(α[[n−1]])b · · · (α[[n−1]])b+δ−2

 .
This columns of this matrix consist of consecutive [[i]]-powers of αb, . . . , αb+δ−2 (which simply
accounts for skew-polynomial evaluation), while the rows consist of ordinary consecutive
powers of α[[0]], . . . , α[[n−1]]. The latter together with the fact that α[[0]], α[[1]], . . . , α[[n−1]] are
distinct, guarantees that any (δ− 1)× (δ− 1)-minor of Vn(α
b, . . . , αb+δ−2) is nonzero, which
establishes the stated designed distance.
There exist some precursors of Theorem 9.1. In [2, Prop. 2] the case where f = xm−1 (thus
n = m), q = 2, b = 0, and α is a primitive element of F was considered. It was the first
appearance of skew-BCH codes. Subsequently, in [9, Prop. 2] the modulus f was relaxed
to a two-sided polynomial of degree n, and α to a primitive element of a field extension
Fqs, where n ≤ (q − 1)s. In the same paper, examples of such codes were constructed by
translating the above situation into the realm of linearized polynomials.
Theorem 9.1 has been generalized to the following form.
Theorem 9.3 ([35, Thm. 4.10]). Let f have a nonzero constant coefficient. Suppose there
exist δ, t1, t2 ∈ N and b, ν ∈ N0 and some α ∈ F such that
(i) g(αb+t1i+t2j) = 0 for i = 0, . . . , δ − 2, j = 0, . . . , ν,
(ii) (αtℓ)[[i]] 6= 1 for i = 1, . . . , n− 1, ℓ = 1, 2 (if ν = 0, the condition on αt2 is omitted).
Then the code vf(
•(g)) ⊆ Fn has minimum distance at least δ + ν. It may also be called an
(n, qm, α, b, t1, t2, δ)-skew-BCH code of the first kind.
Note that for ν = 0 and t1 = 1 this result reduces to Theorem 9.1 because Condition (ii) is
equivalent to α[[0]], α[[1]], . . . , α[[n−1]] being distinct.
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Since the constructed code has dimension n− deg(g), it remains to investigate how to find
the smallest degree monic polynomial g satisfying (i) above (and has degree at most n).
Recall from Proposition 7.5(c) that the modulus f does not play a role in the generator
matrix of the resulting code vf(
•(g)) ⊆ Fn. Thus, once g is found, any monic left multiple f
of degree n suffices. The polynomial g is obtained as follows, which is a direct consequence
of Example 5.5.
Remark 9.4. Consider the situation of Theorem 9.3 and suppose α is in the field extension
Fqms of F = Fqm . Set T = {b + t1i + t2j | i = 0, . . . , δ − 2, j = 0, . . . , ν} and A = {τ(α
t) |
τ ∈ Aut(Fqms | F), t ∈ T}. Then g := mA is in F[x; σ] and is the smallest degree monic
polynomial satisfying (i) of Theorem 9.3.
Example 9.5. Consider the field extension F212 | F26 . Let α be the primitive element of F212
with minimal polynomial x12+x7+x6+x5+x3+x+1 and let γ = α65, which is thus a primitive
element of F26 . As always, σ is the 2-Frobenius. Let b = 0, t1 = 23, t2 = 1, δ = 4, ν = 0.
Since ν = 0, Condition (ii) of Theorem 9.3 amounts to (α3)[[i]] 6= 1 for i = 0, . . . , n− 1. Since
i = 12 is the smallest positive integer such that (α3)[[i]] = 1, we can construct skew-BCH
codes up to length 12. Condition (i) and Remark 9.4 shows that the desired g is given by
g = mA, where
A = {α0, α23, α46, (α0)2
6
, (α23)2
6
, (α46)2
6
} ⊆ F212 .
Hence g = lclm(x − a | a ∈ A), and this results in g = x3 + γ47x2 + γ19x + γ40. By
construction, for any monic left multiple f of g of degree 3 ≤ n ≤ 12, the skew-BCH code
C = vf (
•(g)) ⊆ Fn has minimum distance at least 4 and dimension n− 3; thus it is MDS. It
is interesting to observe that the polynomial f = x12−1 is a left multiple of g, and therefore
for length n = 12 the code is σ-cyclic. The code is not σ-constacyclic for any length between
3 ≤ n ≤ 11. Finally, note that by definition, g is a W-polynomial in F212 [x; σ]; it is, however,
not a W-polynomial in F26 [x; σ] (it is not the minimal polynomial of its vanishing set in F26).
We now turn to skew-BCH codes of the second kind. The codes presented next are σ-cyclic,
i.e., skew-cyclic with respect to the central modulus xn − 1, and a priori defined over a field
extension Fqn of F = Fqm. The result generalizes the Hartmann-Tzeng Bound for classical
cyclic codes.
Theorem 9.6 ([19, Thm. 3.3] and [32, Cor. 5] for an earlier, slightly different, version). Let
σ be the q-Frobenius on Fqn. Let f = x
n−1 and g ∈ Fqn [x; σ] be a right divisor of f . Let α ∈
Fqn be such that α, α
q, . . . , αq
n−1
is a normal basis of Fqn over Fq and set β = α
−1σ(α) = αq−1.
Suppose there exist δ, t1, t2 ∈ N and b, ν ∈ N0 such that gcd(n, t1) = 1 and gcd(n, t2) < δ
and
g(βq
b+it1+jt2 ) = 0 for i = 0, . . . , δ − 2, j = 0, . . . , ν.
Then the code vf (
•(g)) ⊆ Fnqn has minimum distance at least δ + ν.
The difference between the versions in [19] and [32] is spelled out in [19, Rem. A.6].
We have seen already in Example 5.10 that xn − 1 = lclm(x − βq
t
| t = 0, . . . , n − 1).
Therefore the root condition on g does not clash with the condition that g be a right divisor
of f .
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Let us now assume that n = ms so that Fqn is a field extension of Fqm. In [19] it is shown
how to obtain from the code of the previous theorem a code over the subfield F = Fqm
with the same designed minimum distance δ + s. Thus, as for skew-BCH codes of the
first kind we want to find the smallest degree monic polynomial g in Fqm[x; σ] with the
desired roots. This can again be achieved with the aid of Remark 9.4, where we simply
have to replace the set T by T˜ = {qb+t1i+t2j | i = 0, . . . , δ − 2, j = 0, . . . , ν}. Noting that
Aut(Fqms | Fqm) = {τ0, . . . , τs−1}, where τℓ(a) = a
qℓm, we conclude that the set A = {τ(αt) |
t ∈ T˜ , τ ∈ Aut(Fqms | Fqm)} is given by
A = {αq
b+t1i+t2j+ℓm | i = 0, . . . , δ − 2, j = 0, . . . , ν, ℓ = 0, . . . , s− 1}.
All of this can simply be described in terms of the q-exponents within the cyclic group Cms
of order ms. Consider Cs, the cyclic group of order s, as a subgroup of Cms. Furthermore,
let X0 = Cs, X1, . . . , Xm−1 be the cosets of Cs in Cms. Then Remark 9.4 and Theorem 9.6
lead to the following.
Theorem 9.7 ([19, Thm. 4.5]). Let n = ms and consider the situation of Theorem 9.6.
Consider the set S = {b+ it1 + jt2 | i = 0, . . . , δ − 2, j = 0, . . . , ν} as a subset of Cms (this
is well-defined since σms = id). Define S as the smallest union of cosets Xi containing S.
Then the polynomial g′ = lclm(x − βq
t
| t ∈ S) is in F[x; σ]. Thus it defines a (σ, f)-skew
cyclic code C = vf(
•(g′)) of length n = ms over F. The code C has minimum distance at
least δ + ν and is called an (n, qm, α, b, t1, t2, δ)-skew-BCH code of the second kind.
The last part follows from the fact that g′ is a left multiple of g from Theorem 9.6 and thus
generates a code contained in the code from that theorem.
There is a connection between the above and q-cyclotomic spaces defined in [32, Sec. 3.2]. In
particular, the q-polynomial of an element β defined in [32, Lem. 3] is the linearized version
of the σ-minimal polynomial of β as discussed earlier in Example 5.5. Further details on the
connection are given in [19, Prop. A.7].
Example 9.8. As in Example 9.5 consider F212 | F26 with the same primitive element α
and the same data γ = α65, b = 0, t1 = 23, t2 = 1, δ = 4, ν = 0. The element α
5 generates
a normal basis of F212 over F2. Thus, β = α
−5σ(α5) = α5. We have to consider the set
S = {b + it1 | i = 0, 1, 2} = {0, 11, 10} and find the smallest union of cosets of C2 in C12
containing S. This is given by S = {0, 6, 11, 5, 10, 4}. Then lclm(x − (α5)q
t
| t ∈ S) =
x6+γ61x5+γ41x4+γ4x3+γ20x2+γ46x+γ7 ∈ F26 [x; σ] generates a skew-cyclic code over F26
of length 12 and designed minimum distance 4. It has dimension 6 and its actual minimum
distance is 6. Thus the code is not MDS.
To our knowledge no general comparison of the two kinds of skew-BCH codes has been
conducted so far.
Finally, we briefly address evaluation codes in the skew polynomial setting. Recall that the
evaluation below, p(αi), is carried out according to Definition 4.1.
Theorem 9.9 ([5, Prop. 2]). Let k ∈ {1, . . . , n − 1} and α1, . . . , αn ∈ F be such that the
skew-Vandermonde matrix Vn(α1, . . . , αn) ∈ Matn,n(F) has rank n. Then the code
Eσ,α1,...,αn := {(p(α1), . . . , p(αn)) | p ∈ F[x; σ], deg p ≤ k − 1} ⊆ F
n
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has dimension k and minimum distance n− k + 1, thus is MDS.
By Theorem 5.8 the rank of the skew Vandermonde matrix equals the degree of the minimal
polynomial of the set {α1, . . . , αn}, which is given by lclm(x− αi | i = 1, . . . , n). Hence the
rank condition above is equivalent to deg(lclm(x − αi | i = 1, . . . , n)) = n. In the classical
case where σ = id, this is equivalent to α1, . . . , αn being distinct, and the code Eid,α1,...,αn is
a generalized [n, k]-Reed-Solomon code; see [20, Sec. 5.3].
The proof of Theorem 9.9 follows easily as in classical case of generalized Reed-Solomon
codes with the aid of Theorem 5.8. It is well-known that in many cases classical generalized
Reed-Solomon codes are cyclic, e.g. Eid,1,α,...,αn−1 is cyclic if α is a primitive element of F
and n ≤ |F|. However, no such statement holds true for skew-polynomial evaluation codes.
Indeed, it is not hard to find examples of codes Eσ,1,α,...,αn−1 , where α is a primitive element
of F, that are not (σ, f)-skew cyclic for any monic modulus f of degree n. The same is true
for the evaluation codes Eσ,1,α[[1]],...,α[[n−1]] .
We close this chapter by mentioning that many of the papers cited above also present de-
coding algorithms for the codes constructed therein. We refer to the above literature on this
important topic.
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(σ, f)-skew-cyclic, 21
Ni: i
th norm, 10
Vn(a1, . . . , ar): Skew Vandermonde
matrix, 15
∆(a): Conjugacy class of a, 11
•(g): Left submodule generated by g, 21
rk(A): Rank of a set, 13
rs(G): Row span of a matrix G, 23
σ-algebraic set, 13
σ-conjugacy class, 11
σ-conjugate, 11
σ-cylic, 21
mA: Minimal polynomial of set A, 13
q-Frobenius, 4
q-circulant matrix, 8
q-linearized polynomials, 8
(σ, f)-circulant, 22
Algebraic set, 13
Check polynomial of a skew-cyclic code,
28
Circulant, 18
Closure of a set, 13
Companion matrix, 6
Conjugacy class, 11
Conjugate, 11
Dickson matrix, 8
Generator polynomial of a skew-cyclic
code, 23
Minimal polynomial of a set, 13
Moore matrix, 8
Reciprocal of a polynomial, 19
Skew circulant, 22
Skew polynomial, 3
Irreducibility, 4
Leading coefficient, 3
Left reciprocal, 26
Right divisor, 4
Right root, 9
Two-sided, 6
Skew Vandermonde matrix, 15
Skew-BCH code of the first kind, 29
Skew-BCH code of the second kind, 31
Skew-constacyclic, 21
Skew-cyclic, 21
Skew-polynomial ring, 3
Greatest common right divisor, 5
Least common left multiple, 5
Left principal ideal •(f), 5
Relatively right-prime, 5
Right Bezout identity, 5
Right division with remainder, 5
Similarity, 6
Two-sided ideal, 5
Skew-RS code of the first kind, 29
Vanishing set V (f), 13
W-polynomial, 16
Wedderburn polynomial, 16
Wronskian matrix, 8
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