Edge Cloud 2 (EC2) is a molecular cloud, about 35 pc in size, with one of the largest galactocentric distances known to exist in the Milky Way. We present observations of a peak CO emission region in the cloud and use these to determine its physical characteristics. We calculate a gas temperature of 20 K and a density of n(H 2 ) ∼ 10 4 cm −3 . Based on our CO maps, we estimate the mass of EC2 at around 10 4 M ⊙ and continuum observations suggest a dust-to-gas mass ratio as low as 0.001. Chemical models have been developed to reproduce the abundances in EC2 and they indicate that: heavy element abundances may be reduced by a factor of five relative to the solar neighbourhood (similar to dwarf irregular galaxies and damped Lyman alpha systems); very low extinction (A V < 4 mag) due to a very low dust-to-gas ratio; an enhanced cosmic ray ionisation rate; and a higher UV field compared to local interstellar values. The reduced abundances may be attributed to the low level of star formation in this region and are probably also related to the continuing infall of primordial (or low metallicity) halo gas since the Milky Way formed. Finally, we note that shocks from the old supernova remnant GSH 138-01-94 may have determined the morphology and dynamics of EC2.
Introduction
Observations of CO emission at large galactocentric distances have detected a number of molecular clouds, among which is Edge Cloud 2 (hereafter EC2), with an estimated kinematic galacto-centric distance of R ∼ 28 kpc (Digel et al. 1994) . Although this kinematic distance for the far-outer Galaxy should be treated with caution, EC2 appeared to be up to 6 kpc further away than Edge Cloud 1 (EC1), the next most distant molecular cloud detected by Digel et al., and much further than the extent of the optical disk of the Milky Way, ∼ 15-19 kpc (Fich et al. 1989; Robin et al. 1992) . This is almost as far as the most distant H i, detected at ∼ 30 kpc (Kulkarni et al. 1982) . More recently Levine et al. (2006) have traced the spiral structure in the southern half of the Galaxy out to at least 25 kpc, implying a minimum radius for the gas disk. EC2 has an effective radius of ∼20 pc and is situated ∼350 pc below the distant warped Galactic plane (Digel et al. 1996b ). The CO luminosity of EC2 is at least a factor of 2 larger than those of the other 10 clouds detected at large distances, and is comparable to that of the Taurus Giant Molecular Cloud (Digel et al. 1994) . EC2 is also the only edge cloud detected in the high-density tracer CS (Digel et al. 1996a ). The CO maps of EC2 show that it has sub-structure. It is in a region of extremely low gas pressure and very small spiral arm perturbation.
EC2 was also found to have an associated H ii region excited by an early B star (MR1) (de Geus et al. 1993 ) that appears to have triggered star formation. Studies of metallicity as a function of galactocentric distance have shown that there is a galactic metallicity gradient. Spectra of MR1 (Smartt et al. 1996) indicate significant metal depletion -with elemental abundances reduced on average by some 0.5 dex -and that its galactocentric distance is more likely to be in the range 15-19 kpc (placing it at the limit of the optical disk). Subsequently, Rolleston et al. (2000) have calculated metal depletions of about five for C, N, and O. Kobayashi & Tokunaga (2000) used NIR observations to argue that MR1 has triggered the formation of young stellar objects in EC2. Snell et al. (2002) argue that it is the most distant cloud in the Milky Way, with evidence for massive star formation, although this distinction is claimed for WB89-789 by Brand & Wouterloot (2007) . More recently, two embedded young star clusters have been associated with EC2 (Kobayashi et al. 2005) . Yasui et al. (2006) identified 52 members in one of the clusters, suggesting that the cluster is a T Tauri association. Stil & Irwin (2001) associate EC2 with the approaching side of the H i shell from supernova remnant (SNR) GSH 138-01-94, thereby setting the galactocentric distance R ∼ 23.6 kpc for EC2. Because of the uncertainty of R for EC2, we have used two heliocentric distances, 14 and 20 kpc (R = 22 and 28 kpc) for any distance sensitive calculations in this work.
Current models of galacto-chemical evolution include time and spatial variations in the halo gas infall and star formation rate whereby the Galactic halo, bulge, and thick disk formed first, separately from the thin disk, in two infall episodes. Chemical abundances of the interstellar medium and their radial variation across galactic disks provide a fundamental set of constraints for theories of disk formation and evolution. The most accepted mechanism to explain the existence of abundance gradients in disk galaxies is the so-called 'biasedinfall' (Chiappini & Matteucci 1999) , where infall of gas occurs at a faster rate in the innermost regions than in the outermost ones ('insideout' disk formation). Growing observational evidence for slow formation of disks in spiral galaxies associated with continuing infall of primordial (or low metallicity) gas over the lifetime of the disk (e.g. Braun & Burton 1999) seems to give support to the above scenario. Lubowich et al. (2000) demonstrated that continuous infall of lowmetallicity gas is occurring in the Galactic Center.
Of particular relevance to test these models are the abundances in the very outer galactic disks. Chemical evolution models for abundance gradients and the formation of the Milky Way (Chiappini et al. 2001) show that the steepness of the outer gradients are particularly sensitive to thresholds in star formation, to the halo-thick disk enrichment history, and to the radial variation of the disk formation timescales. They concluded that some abundance ratios increase substantially toward the outermost disk regions but that 'more observations at large galactocentric distances are needed to test these predictions'. The fact that N is almost constant with the galactocentric distance up to 18 kpc (Chiappini et al. 2003) reflects the high N production in AGB stars. The primary N contribution from AGB stars is however very uncertain. At such large galactocentric distances a N production threshold may be operating due to the paucity of late-type stars.
Galactic chemical evolution also predicts that the abundances of C, N, O, 13 C, and 15 N will be lower in clouds at the edge of the Galaxy than in any other cloud of the Galactic disk (Maciel & Quireza 1999) . The composition of these edge clouds should be similar to that of the early Galactic disk modified by infall from the halo. Thus the metallicity in clouds such as EC2 is expected to be similar to dwarf irregular galaxies, giving us an unique opportunity to study gas from the early stages of the formation of the Galactic disk (Kobayashi & Tokunaga 2000) .
We have, therefore, searched for emission from a number of molecules towards EC2, concentrating on the northern CO peak (which is coincident with the T Tauri cluster identified by Yasui et al. 2006) , in order to constrain its physical conditions and chemical composition. Such molecular evolution in low metallicity Galactic clouds also provides a local laboratory in understanding molecular gas in extragalactic sources such as high-z quasars. In particular, since deuterated molecules are sensitive tracers of physical conditions and chemical pathways, we have also searched for a number of deuterium (D) bearing molecules, noting that Rogers et al. (2005) have detected Di towards the Galactic anticenter. We also examine the role of SNR GSH 138-01-94 in providing the energy input for both the chemistry and star formation observed in EC2.
Observations
We have completed over 210 hours of observations toward this object using the 12 m Arizona Radio Observatory (ARO) telescope (formerly part of the National Radio Astronomy Observatory), the 100 m Max-Planck-Institut für Radioastronomie (MPIfR) Effelsberg telescope, the 15 m James Clerk Maxwell Telescope (JCMT), and the 30 m Institut de Radio Astronomie Millimétrique (IRAM) telescope. The line observations range in frequency from 4.83 GHz (H 2 CO 1 1,0 -1 1,1 ) to 492 GHz (Ci 3 P 1 -3 P 0 ). EC2 is extended in CO and we have observed a number of different positions within ∼40
′′ of the three peaks seen in it by Digel et al. (1994) . Fig. 1 shows observed positions A through K on our contour map of CO 2-1 emission. Positions A, J and K correspond to positions copk1, copk2 and copk3 respectively from Digel et al. (1994) ′′ and typical system temperatures of 400, 150, 80, and 40 K on a main beam brightness temperature scale (T mb ). T mb to flux density conversion ratios were 1.6, 1.4, 1.8, and 2.4 K/Jy, respectively. For the 1.0 cm SO 1 0 -0 1 line and the 2 cm H 2 CO 2 1,1 -2 1,2 transition, single channel primary focus HEMT (High Electron Mobility Transistor) receivers were employed. At 1.3 cm, for H 2 O and NH 3 , a primary focus dual channel HEMT receiver was used, allowing us to add signals with orthogonal linear polarization, thus reducing the effective system temperature given above by ∼30%. At 6 cm, H 2 CO 1 1,0 -1 1,1 observations were taken with a four channel secondary focus receiver. Position switching with appropriate offsets, alternating between east and west in azimuth, was used for all measurements. An 'AK90' autocorrelator included four spectrometers with 2048 channels and bandwidths of 20 MHz each. Pointing was accurate to about 10 ′′ or better. In June 2004-July 2005, we used the JCMT to map the 2-1 and 3-2 transitions of several isotopes of CO and to observe the 492 GHz transition of Ci with beam sizes (θ b ) which range from 23 ′′ at 220 GHz to 10 ′′ at 492 GHz. We also searched unsuccessfully for the HCO + 3-2 transition at 267 GHz. Data were obtained in a position-switching mode in a tracking coordinate frame with a chop throw of 600
′′ at an angle of 270
• . For the CO 2-1 and HCO + observations, the single channel A3 receiver was used yielding system temperatures from 260-330 K. For the CO 3-2 transitions the dual channel B3 receiver was used with two lownoise SIS mixers in single-sideband mode, yielding system temperatures from 420-800 K. Receiver W was used to observe the Ci transition in single sideband with a system temperature of 2400-4100 K. The JCMT produces spectral line data calibrated to the T * A (K) antenna temperature scale, and this was converted to T * R using the JCMT's η fss (forward scattering and spillover) efficiencies.
Finally, in October-November 2005 we used the MAMBO II bolometer at the IRAM 30 m telescope to make a 1.2 mm dust emission map of EC2.
The bolometer comprises 117 pixels with a resolution of 11 ′′ . Zenith opacity ranged from 0.07-0.27 during the observations and the sky noise difference (between on and off source) was generally low, varying between 34 and 90 mJy/beam/2 Hz. We made five maps of EC2 centered on α 2000 =02:48:41.0, δ 2000 =58:29:27.9, with an rms which ranged from 8.8-11.5 mJy per beam. The five maps were combined using MOP-SIC.
Analysis
Detected lines, CO maps, dust maps and a summary of observations can be found in Figs. 1 through 7 and Table 1 .
Before estimating abundances of the observed molecular species, we first have to determine the main physical parameters of the gas, i.e. its density and temperature, taking into account the beam-filling by deconvolving the detected intensities. To estimate the latter we use the 12 CO and 13 CO 2-1 maps in Fig. 5 and assume that the source, which has an elongated shell-like structure, has a full-width at half power (f whp There are several tracers sensitive to both density and temperature, though none that only traces density, but one that exclusively traces kinetic temperature. The species allowing us to determine T kin is NH 3 .
We have detected at least four of the five groups of hyperfine components in the (J, K)=(1,1) line of NH 3 (see Fig. 2 , the satellite features being marked 'HF'). Line intensity ratios are consistent with optically thin emission. Gaussian fits of the groups of hyperfine components are (with increasing velocity) 23.3, 17.2, 80.2, 5.7 and 11.1 mJy km s −1 . For the (2,2) line we get 38.0±8.0 mJy km s −1 . The (2,2)/(1,1) line intensity ratio is then 0.28±0.07, with the error being dominated by the low signal-to-noise ratio of the (2,2) line. To derive total beam-averaged column densities in an inversion doublet, we use (1) (e.g. eq. 1 in Henkel et al. 2000) that is valid in the optically thin limit. The column density N , the frequency ν, and the integral are in units of cm −2 , GHz, and K km s −1 , respectively. As already indicated in section 2, the conversion factor between the Jy and the T mb scale is 1.6. Thus we obtain total beam averaged column densities of 2.52 × 10 12 and 5.21 × 10 11 cm −2 in the (1,1) and (2,2) inversion doublets. The (2,2)/(1,1) column density ratio is then 0.21±0.05. With N (2, 2)/N (1, 1) = (5/3)e −∆E/kT (2) and ∆E/k = 40.957 K, the difference in energy between the (1,1) and (2,2) levels, we derive a rotational temperature T = 20 ± 3 K.
With the also populated inversion singlet (0,0) level 1 at 23.19 K below the (1,1) state, the total NH 3 column density, summed over the (0,0), (1,1) and (2,2) levels is N (NH 3 ) = 5.77 × 10 12 cm −2 , with an uncertainty of ±15 per cent, averaged over the 40 ′′ beam. J > K levels require extremely high densities (Mauersberger et al. 1985) and are therefore not relevant.
Using this rotational temperature, which should be close to the kinetic temperature (Walmsley & Ungerechts 1983; Danby et al. 1988) , the density of EC2 was estimated using Large Velocity Gradient (LVG) models for a number of molecular species, for a spherical cloud with constant density (see Henkel et al. 1980; Mauersberger et al. 1990 , and references therein). The results from these models are included in Table 2 . First, we use a LVG model involving 40 ortho-H 2 CO states up to K a = 3 and the collision cross sections of Green (1991) . We find that the observed deconvolved line intensities for both the cm and mm lines are well reproduced with a density n(H 2 ) = 1.2 × 10 4 cm −3 . Second we fit the 13 CO and C 18 O spectra to an LVG model using collisional rates from Flower (2001) and an adopted ortho-para ratio of 3 for H 2 , although the results are only weakly dependent on this. We first fitted the three 13 CO deconvolved lines to derive a density of n(H 2 ) = 3.2 × 10 3 cm −3 . With this density, C
18 O (only two lines) and 12 CO could then also be fitted. This gives isotopical abundances of approximately 100:10:1 for 12 CO: 13 CO:C 18 O (see below). This can not reflect the actual isotopic abundance ratios, as the optically thin 12 C/ 13 C ratio is ∼89 in the solar system and 60 to 70 in local diffuse clouds (Wilson & Rood 1994) . Using n lvg (X)/n(H 2 ) from (Frerking et al. 1982) .
For the rotational HCN 1-0 transition, our detected hyperfine structure 2 is compatible with optically thin emission, implying that other lines should also be optically thin (HCN 1-0 is among the optically thickest 3 mm lines after CO). Therefore, we have computed LVG models for several other species, and start with those for which we have measured more than one transition. For SO, using the collisional rates of Green (1994) , we can fit the 1 0 -0 1 and 3 2 -2 1 lines simultaneously, but only with n(H 2 ) = 1.4 × 10 5 cm −3 , an order of magnitude larger than that derived from H 2 CO and two orders of magnitude higher than that obtained from 13 CO, implying the presence of small-scale clumping. The CS 2-1 and 3-2 deconvolved line temperatures can be roughly fitted (using collisional rates from Turner et al. 1992 ) with the density of 1.2 × 10 4 cm −3 obtained for H 2 CO. The model reproduces HCO + 1-0 deconvolved line temperatures for both the H 2 CO and the SO densities (using collisional rates from Flower 1999) . The HCO + model line intensities appear to be consistent with the observed J = 3-2 upper limit, at least in the case of the lower density of 1.2 × 10 4 cm −3 . For HCN 1-0 we summed the deconvolved integrated intensities of the three hyperfine components and then divided by the average of the line widths to get a peak intensity. Using collisional rates from Schöier et al. (2005) , this peak deconvolved line intensity was fitted for both the H 2 CO and the SO densities (1.2 × 10 4 cm −3 and 1.4 × 10 5 cm −3 respectively). The higher density model is likely to be the correct one; as in the case of HCN, radio observations are mainly sensitive to high density gas. The model reproduces HNC deconvolved line temperatures for both the H 2 CO and SO densities (using rates from Schöier et al. 2005) . N 2 H + was not detected, which is highly unusual and presumably a sign of N depletion.
There are several ways to explain the discrepancies between the expected and derived from observations 12 CO: 13 CO:C 18 O abundance ratios, and the surprisingly low fractional abundances of 13 CO and C 18 O: (i) optical thickness of 12 CO; (ii)
13 CO enhancement by fractionation in cloud edges due to charge exchange reactions with C + (e.g. Watson et al. 1976 ); or (iii) small scale clumping, suggested by the H 2 density derived from the SO line intensity ratio. The energy barrier for the fractionation reaction 13 C + + 12 CO ←→ 13 CO+ 12 C + is ∼35 K (Watson et al. 1976 ), which requires low temperatures for efficient fractionation, although at 20 K the enhancement would not be large. Low A V and a high UV field are also required for the production of C + . However, for higher UV fields, since 12 CO self-shields more effectively than 13 CO, selective photodissociation destroys 13 CO faster than 12 CO. So depending on the respective rates of the fractionation reaction and photodissociation, 13 CO fractionation may or may not be taking place. Given the range of densities derived, small-scale structure and optical depths effects are the most likely explanations for the discrepancies (section 5 examines the effect of high UV fields and low A V in greater detail).
In order to derive accurate molecular abundances one needs multiple transitions of a variety of isotopes to account for optical depth and excitation effects. Furthermore, the use of optically thin transitions of isotopes to derive accurate abundances of the main species is also fraught with difficulty since the underlying isotopic ratios may be different in this gas at the edge of the Galaxy than in the more local molecular clouds. To derive molecular abundances for species other than CO, H 2 CO and NH 3 , we have assumed LTE and an excitation temperature of 20 K. Most of the derived abundances are not very sensitive to temperature, typically varying by less than ±10 per cent for T = 20 ± 3 K, except for the abundances derived for CO 3-2 (±22%), Ci (±18%), SO (±13%), H 2 CO (±12%) and NH 3 (±12%).
For optically thin line emission from linear molecules, we find that the total column density,
, of a molecule with normalised electric dipole momentμ (in units of 10 −18 esu) with an excitation temperature T ex emitting at frequency ν in a transition J→J-1 can be written in the form:
where T 0 = hν/k and the deconvolved integrated intensity for a Gaussian line profile is given by 1.06 T mb ∆V in units of K km s −1 . For nondetections we use the 3σ upper limits for the integrated intensity:
where α is the calibration uncertainty taken to be 0.15, ∆ν and ∆V are the spectral resolution and expected line-width (2 km s −1 is adopted here), both measured in km s −1 . For optically thin emission, the fractional abundance varies proportionally to the integrated line intensity. For CN we summed the intensities of our two observed hyperfine components and adopted a relative intensity of 0.456 to determine the integrated intensity and, thus, N (CN). For HCN the sum of the three hyperfine components was used, while for C 2 H we used the strongest hyperfine component at 87.317 GHz and adopted a relative intensity of 0.4167.
We take a slightly different approach for SO, which has a 3 Σ ground state. We calculate N (SO) directly using the formula given by Takano et al. (1995) with the partition function from the JPL Molecular Spectroscopy Catalogue (Pickett et al. 1998 ). For Ci we use a similar approach to that of Tauber et al. (1995) . To estimate N (H 2 CO) we use the LVG modelled density: N (H 2 CO) = n(H 2 CO) × 1pc × ∆V , where n(H 2 CO) is the best fit abundance to the LVG calculation (1.4 × 10 −6 cm −3 ) and ∆V = 1.3 km s −1 (the 1 1,0 − 1 1,1 line is widened by hyperfine structure). Table 1 lists the derived column densities. Table 2 compares line temperatures and column densities for EC2 derived from our LVG models and observed deconvolved integrated intensities, and it can be seen that in most cases there is good agreement between N mb (X) and N lvg (X). The LVG column densities were calculated from the best fit model densities with N lvg (X) = n lvg (X) × 1 pc × ∆V . It should be pointed out that our assumption that T ex = T kin = 20 K could be considered unrealistic, since excitation temperatures are crucial for abundance determination. CO is almost certainly thermalised, but other molecular species may not be thermalised with similar certainty. At the low densities we have derived from the observations, molecules like HCO + , HCN and HNC would not be thermalised. However, our LVG results provide a realistic estimate of the real excitation temperature (T ex in Table 2 ) for a range of our detected molecules. Recalculating with these specific values (instead of T ex = 20 K), gives column densities that only differ by factors of between 0.5 and 3.7 (except CS 3-2 by 8.2).
To aid comparison with local molecular clouds, we have derived molecular abundances relative to that of HCO + , assuming that the 1-0 transition is optically thin. Our upper limit to H 13 CO + gives a lower limit to the 12 C/ 13 C ratio of around 17, much less than the lower limit of 201±15 derived from CO 1-0 by Wouterloot & Brand (1996) towards WB 89-437 at a galactocentric distance of 16.4 kpc, although we note that the value they derive from the 2-1 transition is much smaller, 104±60. Table 3 shows the result and also the equivalent abundance ratio for the nearby dark clouds L134N (center position), TMC-1 (average), and the range of values derived in L134N (Dickens et al. 2000; Pratap et al. 1997) . Note that these authors use isotopic species to determine the column densities of optically thick lines. In particular, they adopt 12 C/ 13 C = 64 for determining the column densities of HCO + , HCN and HNC and 16 O/ 18 O = 500 to determine the CO and 13 CO column densities. Finally we note that they used a dipole moment of 4.07 D for HCO + compared to the value of 3.9 D used here. Use of our value would increase their abundance ratios by about 10%. Table 3 also gives fractional abundances relative to molecular hydrogen using N (H 2 ) = 7.4 × 10 22 cm −2 and compares these values with those for the translucent clouds observed by Turner (2000) .
Dust emission can be used to estimate the mass of cold molecular clouds and we use our detected peak continuum emission at 1.2 mm to calculate the opacity and dust-to-gas ratio in EC2. First, we estimate τ ν , the dust opacity at frequency ν, using
from Hildebrand (1983) , where B ν (T dust ) is the Planck function, T dust = 20 K, the observed dust emission B(ν) = 20.3×10 −3 Jy, and the beam size θ b = 11 ′′ , which gives a value of τ ν = 3.25 × 10 −4 . The dust opacity per unit mass column density at frequency ν, is given by κ ν = 3Q ν /4aρ, where Q ν is the dust emissivity which varies as ν
, the average dust grain radius a = 0.1 µm, and the density of the dust ρ = 3 g cm −3 . Values for Q ν , a and ρ are taken from Hildebrand (1983) . From Whittet (1992, p150) we note the relation ρ dust = τ ν /κ ν L, and it therefore follows that the dust to gas ratio is:
where L = Dθ b is the size of the source and D is the heliocentric distance (14-20 kpc). Table 4 lists derived dust to gas ratios for D = 14 and 20 kpc and a range of values for β from 1 to 2 (taken to characterise dust grains that range from amorphous to crystalline), as well as appropriate values for Q 1200 and κ ν . It now remains to relate the dust to gas ratio to possible values of extinction in EC2. For the standard dust-to-gas mass ratio of 0.01 in the local ISM, it is found that N (H)/E(B − V ) = 5.8 × 10 21 atoms cm −2 mag −1 (Bohlin et al. 1978 ) and with R V = A V /E(B − V ), we can write:
As discussed in Ruffle et al. (2004) , the value of R V may be lower in certain regions of the ISM, so we calculate values of A V for R V = 3.1 and R V = 2.0 at the position of maximum continuum emission. As our CO maps show, EC2 is clumpy in structure and the peak dust detection of 20.3 mJy/beam (θ b = 11 ′′ ) traces the peak CO emission of one such clump. Over the map, the rms value of 6.35 mJy/beam is ∼3 times less than the peak, so extinction in EC2 as a whole is likely to be correspondingly lower.
Finally, we estimate upper and lower limits for the mass of EC2 based on a density of n(H 2 ) = 1.2 × 10 4 cm −3 . From our maps of the two CO 2-1 peaks in EC2 (Fig. 1) we estimate that the cloud consists of two dense clumps ∼75 ′′ in diameter, which yield a mass range of 9.3 × 10 4 to 2.7 × 10 5 M ⊙ for the distance range 14-20 kpc. Taking the clumpy structure of EC2 into account, the average density may be of the order n(H 2 ) = 10 3 cm −3 , so our mass estimate is M EC2 ∼ 10 4 M ⊙ (based on their CO detections Digel et al. (1994) estimated M EC2 = 3.7 × 10 4 M ⊙ ). This value can be compared with a virial mass estimate using the method of MacLaren et al. (1988, equation 
2 , where k 2 = 190 (for ρ ∝ 1/r), r is the radius of the clumps in pc, and ∆V is the 13 CO line width (FWHM) in km s −1 . MacLaren et al. argue that the virial theorem will only yield a meaningful result if the estimate of ∆V is found from the average throughout the whole volume of the cloud, including central core regions. An optically thick line such as 12 CO will only probe the cloud to the surface where the optical depth is unity. On the other hand, an optically thin line, such as 13 CO should allow sampling of velocities throughout the central, denser regions of the cloud. However, taking the "radius" of EC2 from the 12 CO observations should avoid the effect of excluding the lower density outer regions, i.e. an overestimation of the total mass. For the distance range 14-20 kpc, the radius of each of the two clumps, r is 2.5-3.7 pc and the line width for the strongest 13 CO 2-1 transition is 1.87 km s −1 , which yields a total virial mass M vir = 3.3-4.9 ×10 3 M ⊙ , somewhat less than our direct estimate above. The lower virial mass suggests that the cloud is gravitationally unstable and a likely site of star formation as suggested by Yasui et al. (2006) .
Discussion
The data in Table 3 indicate some interesting differences between molecular abundances relative to HCO + in EC2 and local dark molecular clouds. In particular sulfur-bearing molecules, (CS, SO), appear to be very over-abundant; the nitrogenbearing species HCN is comparable while HNC appears to be marginally under-abundant -the HNC/HCN ratio is less than one, whereas in dark clouds it is usually close to or slightly greater than one -and the radicals CN and C 2 H are very much over-abundant. The latter result is typical of photon-dominated regions in which photoprocesses ensure that radicals exist in high abundance. At first glance it would appear that the molecular clouds at the edge of the Galaxy would be less likely to show the effects of PDR chemistry; certainly the flux of UV photons must be much less at the Galactic edge than in the local ISM. However, the critical parameter for determining whether or not photons dominate chemistry is the ratio of UV flux to grain surface area, particularly the area of the small grains which extinguish UV photons most efficiently. At large galactocentric radii, the metal abundances relative to hydrogen are expected to be much reduced, consistent with a reduced dust-to-gas ratio, as discussed previously. In addition, although the region of EC2 appears to contain young T Tauri stars (Yasui et al. 2006) , there is no evidence of the late-type stars which produce dust grains.
Chemical Modelling
To investigate the properties of EC2 and to see whether it is typical of material which has been less processed, we have made a pseudo-timedependent chemical kinetic model. This uses observationally derived temperatures and densities and varies elemental abundances, photon flux, cosmic ray ionisation (CRI) rate and gasto-dust ratio in an attempt to fit the observed results. Chemical reaction rates were taken from Rate99: The UMIST database for astrochemistry (Le Teuff et al. 2000) .
Unless otherwise stated, the model assumes T kin = 20 K, n(H 2 ) = 1.2 × 10 4 cm −3 , based on NH 3 , H 2 CO, and CO observations, and uses the initial elemental abundances listed in Table 5 . For the metals (C, N, O, S, Si and Fe) these are reduced by a factor of five from those typically used for local ISM clouds; we find that without this reduction in elemental abundances, agreement with observations is worsened for A V > 1 mag. We have investigated varying the CRI rate and the visual extinction (A V ) in order to try and find the best fit to the observations. We also varied the UV photon field, initial abundances, and, specifically, the abundances of sulfur or nitrogen.
Our JCMT CO maps probed at higher resolution (15-23 ′′ ), but the bulk of our detections (with the ARO 12 m) covered beams of 42-70 ′′ . Our Effelsberg detections had beams of 30 ′′ for SO, 40 ′′ for NH 3 , and 55 ′′ and 160 ′′ for H 2 CO. As described in section 3, our detected peak intensities were deconvolved for these beam sizes (θ b ) and our estimated f whp clump size (θ s ). The peak CO 2-1 emission seen in our maps is within ∼30 ′′ , or half a typical beamwidth, of position A. Our ARO 12m detections of CO, CS, SO, HCO + , HCN, C 2 H and C 3 H 2 at nearby positions B, C, D, E, G, H and J (Ruffle 2006) are commensurate with their position A detections, given that the intensity contours seen in Fig. 1 is extended and clumpy, the 'one-point' model adopted is simplistic; nevertheless, given the lack of data on very small scales, one might hope that the model helps constrain some of the global parameters in the cloud in a 'beam-averaged' sense. 321 models with varying parameters were run and the results of testing each one against our observations are detailed in Ruffle (2006) . To test the agreement between each model and our observations, we looked at the ratio of the observed abundance relative to H 2 from Table 3 to the model prediction (or the inverse of that ratio if it was greater than 1) for that species. For each molecule/transition we then square its agreement factor and sum these squares for each model, normalising to get a 'Fit' number between 0 and 1. This should be closest to 1 for the model which agrees best. In the case of our multiple transition detections of 12 CO, 13 CO and C 18 O, we have used a σ weighted mean of each isotopomer's observed column densities, where σ = T mb /rms mb . However, as the models only consider the main isotope of an atom (with the exception of H and D) we have assumed that the isotopic ratios have their local interstellar values ( 12 C/ 13 C = 60, C 16 O/C 18 O = 500) and factored our observed (mean) abundances relative to N (H 2 ) accordingly. For the 13 CO and C 18 O transitions, this gives us a reasonably consistent value of N (CO)/N (H 2 ) ∼ 1.4× 10 −6 , although the main 12 CO lines give a value closer to 10 −7 . Since the main lines of 12 CO are optically thick (0.6-2.2 from Table 2), the ratios derived from observation are lower limits.
We have selected 10 models for detailed examination, which can be compared in Tables 6, 7, 8 and 9. We investigated the agreement factor at steady state which for our choice of parameters is reached, in general, at times less than than 10 5 yr. Fig. 8 plots 3D parameter surfaces of these test results for various combinations of the models, where two parameters are varied and the others are kept constant. For ease of comparison, numbered disks, marked on the 3D plots, indicate the examined models relative to the parameter surfaces. Fig. 9 shows fractional abundances varying over time for five of the models.
Varying CRI and A V
We investigated the agreement tests for values of A V between 0.5 and 10 mag and a CRI rate between 0.5 and 30 times the standard interstellar rate of 1.3 × 10 −17 s −1 . The UV field was set to the local ISM value. Although many of the models give very similar results, the agreement factor is highest for a CRI rate above 10 × the ISM value and an A V of 1 mag. Fig. 8a shows the general trend of varying A V and CRI. It can be seen that increasing the CRI rate beyond 20 × the ISM value extends agreement in the model to A V = 2 mag. What is striking however, is the failure of the model for values of A V above 2 mag. It should be noted that model results for A V ≤ 0.5 mag should be treated with caution, as the model may fail for such low values of A V , since it does not treat the self-shielding of H 2 and CO accurately. Table 7 shows how well these models actually agree with the observations for four selected models (1-4). Model 1 uses 'standard' ISM values for the A V and CRI rate, Model 2 is the best fit model (CRI = 2.6 × 10 −16 s −1 , A V = 1 mag), while Model 3 uses CRI = 1.3 × 10 −16 s −1 and A V = 2 mag, to illustrate some effects which arise from changing these parameters. Model 4 is the same as Model 3, but with a UV field 10 times the local rate.
For Model 1 the predicted CO/H 2 ratio is 1 order of magnitude higher than all the observations. Models 2 and 4 agree within a factor of 2 for 12 CO but underestimate 13 CO and C 18 O by ∼1 order of magnitude, whereas Model 3 reverses those agreements. Model 1 does badly at reproducing the observed value for atomic C, since when the A V is 10 mag the cloud is shielded from UV radiation and the bulk of the carbon becomes incorporated into CO. When the A V is lowered and/or the CRI rate increased, however, CO can be broken down, so that the abundance of Ci remains significant even at steady-state. We find that an A V of 1 or 2 mag gives a better agreement with the EC2 observation of N (C)/N (H 2 ).
The predicted value of C 2 H/H 2 in Model 1 agrees with the observations to within a factor of 2, while the other three Models are 10 to 40 times too high. Conversely, Models 1 and 3 overpredict the CN/H 2 ratio by over 2 orders of magnitude, with Models 2 and 4 over-estimating it by 40 and 50 times respectively. The time-dependent results show that Models 2 and 4 have good agreement overall once t is greater than about 2000 yr, whereas neither Model 1 or 3 show good agreement beyond the first 500 years (see Fig. 9f ).
Varying UV photon field, CRI and A V
We have also looked at the effect of varying the photon field in the models. Fig. 8b,c shows agreement factors for models with varying A V and CRI for (b) a UV field increased by a factor of 10 compared to the local ISM value, and (c) a UV field reduced by a factor of 10. It can be seen that a higher UV field improves agreement up to an A V of 2 mag regardless of CRI rate (although for CRI 20 × this is extended to 3 mag), with Model 4 the best fit. A lower UV field produces very poor agreement (e.g. Model 5). Fig. 8d plots fit results from models where the CRI rate is fixed at 20 times the standard value, A V is varied, and the UV field is varied from onetenth to 80 times the local interstellar field. As expected, an increase in the UV photon field extends agreement to higher values of A V (4 mag for 80 × UV). Table 8 shows the agreement for three of these models. Interestingly, 20 × UV produces a good fit for atomic carbon at an A V of 1 mag (Model 6), whereas 40 × UV at an A V of 3 mag gives a good fit for CO (Model 7). At steady-state CO is primarily destroyed by photons (only if the UV field is strong enough, or the A V low enough) or by He + and H + 3 , whose abundances increase with increasing CRI rate. Again a UV field below the local value produces very poor general agreement, but apart from very high UV fields (∼70 ×) at an A V of ∼4 mag, there is poor agreement for any A V above 3 mag. Interestingly the high UV (20 ×) Model 6 shows remarkable agreement from the earliest times and Model 7 (40 × UV) agrees well from t = 2 × 10 4 yr.
The observed upper limit to the DCO + /HCO + ratio, 0.08, is not a useful limit since all models with the exception of Model 1, satisfy this constraint. For C 2 H/H 2 and CN/H 2 , the ratios are overestimated by 2 orders of magnitude in the low UV Model 5, but the fit improves with increasing UV field, with good agreement reached at 20 × UV (Model 6). Finally, we note that there is a much better fit to the ammonia abundance in low UV Model 5 (which is also achieved for NH 3 in Model 3 with UV = 1 and CRI = 10 times the local ISM rates).
Varying initial abundances and A V
Initial elemental abundances (see Table 5 ) were varied between local ISM values and 10 per cent of those values. The parameter surface in Fig. 8e shows that for A V above 1 mag, the agreement worsens appreciably for initial abundances (IA) above 20 per cent of local cloud values. Table 9 compares Models 8-10, and for IA = 0.1 (Model 8) there is good agreement, except for atomic C and CN (∼1 order of magnitude too great), NH 3 (∼1 order to little), and SO (underestimated by 5 orders). Model 8's agreement varies considerably in the first 10,000 years or so, before settling down at a steady-state below Model 2 (IA = 0.2).
The observed CS(2-1)/H 2 ratio is fairly well matched by our best fit Models 2 and 4 and very well matched by Models 7 and 8 (UV = 40 and IA = 0.1 respectively). Except for Model 1, though, the predictions for SO are too low by several orders of magnitude. Therefore, we tested the effect of increasing the initial abundance of sulfur relative to other initial abundances (which are set at 20 per cent of local cloud values). As expected the abundances of sulfur-bearing molecules scale linearly with any change in the initial abundance of S. For the N-bearing species, all models except 1 give good agreement for HC 3 N and N 2 H + , but the derived abundances are upper limits, so this result must be treated with some caution. For HCN and HNC the picture is less clear, but abundances are again well matched for our best fit Models 2 and 4. Models 3 and 5 are in good agreement with the NH 3 /H 2 ratio, while all other models (except Model 1) predict ratios 2 to 5 orders of magnitude too low. For CN the high UV Model 6 agrees with the observed abundance.
Varying n(H 2 ) and A V Fig. 8f shows the effect of varying n(H 2 ) and A V with a UV field set to the local ISM value and a CRI rate 20 times the local ISM value. Densities above n(H 2 ) = 1.2 × 10 4 cm −3 produce a marked fall-off in agreement. We also found that, even for a UV field 10 times the local interstellar value, the visual extinction must be below A V = 3 mag for reasonable agreement.
Deuteration
We failed to detect any deuterated species in this survey, with the upper limits being: DCO + /HCO + < 0.08; DCN/HCN < 1.5; C 2 D/C 2 H < 0.06 and HDCO/H 2 CO < 0.01. The models presented here use the underlying D/H ratio from the local ISM. Model 1 predicts DCO + /HCO + ∼0.25, which is higher than that seen in local dark clouds such as TMC-1, a result of the lower abundance of heavy elements. Models 2 and 4, however, predict very low DCO + /HCO + ratios (∼10 −3 ), whereas Model 3 predicts ∼10 −2 . The large upper limits on DCN/HCN and C 2 D/C 2 H mean that these are not useful in constraining the models. Likewise for HDCO and DCO + the fractionation ratios agree except for Model 1.
Fractional abundances over time
To this point our model results have been discussed in terms of steady-state abundances and it is pertinent to ask whether there might be any significant difference if we consider the timedependent results. Fig. 9 plots the fractional abundances over time for Models 2, 4, 6, 7 and 8. For our best-fit model, Model 2, steady-state is reached very quickly, after around 5,000 years (apart from some slight changes in HCN and HCO + ). Depending on the choice of the UV field and visual extinction, other models reach steady state on somewhat shorter (∼500 yr, Model 6) or somewhat longer (∼ 10 4 yr, Model 7) times. The longest time to reach steady state is ∼5 10 4 yr (Model 8) which has the lowest initial elemental abundances. Given that the likely age of the EC2 molecular cloud is greater than a few thousand years, we expect that the steady-state results can be used to compare with the observed abundances.
Conclusions
In order to deduce its physical and chemical properties, we have observed continuum emission and a large number of molecular transitions in EC2 at the Galactic edge. We have also made CO maps of EC2 and used these to calculate deconvolved line intensities. A temperature of 20 K was estimated from hyperfine detections of ammonia and a gas density of n(H 2 ) ∼ 10 4 cm −3
was determined by comparing LVG models of a number of species to their deconvolved line detections. Molecular abundances were also determined from the LVG models and found to be in good agreement with abundances calculated directly from the deconvolved line intensities. From the peak continuum emission we calculated a dust mass for EC2 ≥ 150 M ⊙ and a dust-to-gas mass ratio ≥ 0.001. Through the use of chemical models we have been able to establish the most likely chemical and physical properties of EC2 (although we note that not all observed abundances can be reproduced in a self-consistent manner -see Table 6 where our chemical model agreement results are ranked by fit). There is an indication that heavy elements may be depleted by about a factor of five relative to local molecular clouds (similar to those in dwarf irregular galaxies and damped Lyman alpha systems). Such reduced abundances may be attributed to the low level of star formation in this region and are probably also related to the continuing infall of primordial (or low metallicity) halo gas since the Milky Way formed. The models also suggest a high UV photon field in EC2 (10-20 × local values), where an increased UV field allows for values of A V up to 4 mag, especially if this increased field is combined with an increase in CRI (10-20 ×), although the models are less sensitive to increases in the CRI rate. High CRI rates (>20 × the ISM value) without an increase in UV field only allow for extinction up to 2 mag. Gas densities much above n(H 2 ) = 1.2 × 10 4 cm −3
are excluded by the models, even if the UV field is increased. Some of our models indicate that steady-state is reached very quickly after around 5,000 years and that a high UV field can reduce this time to just ∼500 yr. For a very high UV photon field (40 ×) and an extinction of A V = 3 mag, however, steady-state is not reached until 10 4 yr.
In the context of ratios relative to HCO + , sulfur-bearing molecules appear to be very overabundant by at least an order of magnitude compared to local dark clouds. The observed high abundances (again relative to HCO + ) of the radicals C 2 H and CN are typical of photon-dominated regions (PDRs). This may be related to a large value of the UV flux to grain surface area when compared to local clouds. In particular, we find that our best-fit models are consistent with reduced elemental abundances and a low dust-togas mass ratio. In addition, although EC2 does contain young stars, there is no evidence of the late-type stars which produce dust grains, thereby justifying the assumption of a high ratio of UV flux to grain surface area. We conclude therefore, that despite the position of EC2 in the Galaxy, UV photons (rather than cosmic rays) play an important role in establishing its detailed chemical composition. The observed clumpy structure also leads to an enhanced role for PDR-like chemistry in EC2.
Given that EC2 is in a region of extremely low gas pressure and very small spiral arm perturbation, the question remains as to the origin of the structure and chemistry in EC2. Stil & Irwin (2001) speculate that old SN shells may be a source of dense clouds in low density environments such as the outer Galaxy. They go on to show that the SNR associated with EC2, GSH 138-01-94, is the largest and oldest SNR known to exist in the Milky Way. It consists of a H i shell at a kinematic galactocentric distance of 23.6 kpc, with an expansion velocity of 11.8±0.9 km s −1 , an expansion age of 4.3 Myr and a timescale for dissolving into the ISM of 18 Myr. Stil & Irwin associate EC2 with the approaching side of the H i shell, reducing the distance of EC2 to R ∼ 23.6 kpc, compared with 28 kpc (Digel et al. 1994) , and in closer agreement with the photometric distance range of 15-19 kpc for the B star MR1 (Smartt et al. 1996) . EC2 could even have been formed by GSH 138-01-94 from swept-up interstellar gas, through RayleighTaylor instabilities. It could, therefore, be as young as the ages derived from the time-dependent calculations, discussed above. Although shock chemistry may be driven by the SNR, the short time-scales to reach steady-state imply that UVdriven chemistry can reset shock abundances. One test of the importance of shock chemistry would be to search for SiO emission, a result of an enhanced Si gas-phase abundance due to sputtering of interstellar grains.
We conclude that the formation, structure and subsequent chemistry of EC2 may be the direct result of shock fronts from GSH 138-01-94 propagating through the medium sometime between 1,000 and 10,000 years ago. The role of GSH 138-01-94 in relation to EC2 is reinforced by Yasui et al. (2006) , who conclude that the threedimensional geometry of GSH 138-01-94, EC2 and the embedded star cluster, as well as the cluster's age (∼1 Myr, much less than the SNR's expansion age of 4.3 Myr), strongly suggest that that the cloud collapse and subsequent star formation observed in EC2 was triggered by the SNR H i shell.
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