Quantum Hamiltonian Computing is a recent approach that uses quantum systems, in particular a single molecule, to perform computational tasks. Within this approach, we present explicit methods to construct logic gates using two different designs, where the logical outputs are encoded either at fixed energy and spatial positioning of the quantum states, or at different energies. We use these results to construct quantum Boolean adders involving a minimal number of quantum states with the two designs. We also establish a matrix algebra giving an analogy between classical Boolean logic gates and quantum ones, and assess the possibilities of both designs for more complex gates.
I. INTRODUCTION
The use of quantum mechanics to treat information has been the subject of an enormous amount of works in the recent past. In particular, quantum computing promises to create computers of a new type, which could change the complexity class of certain problems [1] . In most cases, the design is based on elementary two-level systems (qubits) on which one could act through quantum gates to perform sequences of operations (quantum circuit model). This enables to run quantum algorithms outperforming classical ones, like the Shor [2] and Grover [3] algorithms. Many systems have been proposed to be building blocks of such a device, from e.g. trapped ions to superconducting mesoscopic devices.
A parallel stream of works focused on molecular systems, trying to build elementary logical operations using the versatility and controllability of a single molecule. After the seminal work of A. Aviram and M. Ratner [4] , a few hybrid molecular electronic circuits have been proposed [5] . The semi-classical mono-molecular approach was then introduced by [6] where the entire arithmetic and logic unit (ALU) of a calculator was proposed to be embedded in a single very large molecule (Y. Wada proposed the same with electronic circuits supposed to be constructed atom by atom on a surface [7] ). A more chemically realistic single-molecule 2-digit full adder was proposed by J. Ellenbogen [8] . There the design rules were based on the G. Kirchhoff meshes and nodes circuit rules. It was demonstrated later to be unrealistic, taking into account the quantum electron transfer processes occurring through a molecule [9] . As a consequence, pushing a large molecule to have the shape of an electrical circuit and to function like a classical electrical Boolean logic circuit may not be the way to go for miniaturizing the ALU down to the atomic scale, for example inside a single molecule.
In this a la Shannon architecture for molecular electronic circuits, in order to obtain complex Boolean functions, multiple layers of electronic logic gates such as OR, NOT, NAND, NOR in a planar configuration are required. By contrast, quantum computation based on the implementation of quantum logic gates relies on the manipulation of quantum states inside a quantum electronic system, such as a single conjugated molecule or a few atoms stabilized in a cold atomic trap. Within a quantum circuit, it is a unitary transformation, implemented via a time-dependent quantum evolution, which performs the computation.
In order to perform quantum computing inside a molecule, the first idea was to introduce well-separated qubits along the molecular structure. This approach was first experimented by I. Chuang in 1998 using NMR techniques [10] . But although a proof of concept was obtained, these quantum gates cannot be miniaturized down to the atomic scale. By revisiting how quantum control works on such systems, a new quantum control protocol, called the Quantum Hamiltonian Computing approach (QHC) was proposed in 2005 [11] . It does not involve dividing the molecular structure into individual qubits, but it still belongs to the same family of control theory than the one generally applied to qubit systems. This similarity has enabled a cross-fertilization between the qubit and the new QHC approaches since they both exploit quantum superposition respecting normalization (Born principle) [12] . A similar idea was also recently proposed in [13] .
The basic principle of QHC is the following. An arbitrary logical calculation takes as input a string {α 1 , · · · α k } of 0 or 1, and its output is a string {µ 1 , · · · µ l } of 0 and 1. Let us consider a quantum system prepared in an initial state |ψ(0) and undergoing a time evolution governed by some Hamiltonian H, so that at time t the system is in a state |ψ(t) = e −iHt/ |ψ(0) . It is possible to map any logical operation to be performed on the input {α 1 , · · · α k } onto a quantum trajectory of the time-dependent state vector |ψ(t) [14] . This mapping depends on the practical way chosen to encode the logical inputs on the quantum system and on the procedure to measure the logical outputs. For example, the inputs can be encoded either into the initial state |ψ(0) (as in the qubit approach) or into matrix elements of the Hamiltonian H governing the evolution (as is the case in the QHC approach).
In the situation where the molecule is divided in qubits spatially distributed over the molecular structure, as in [10] , then |ψ(0) = |α 1 , · · · α k carries the logical inputs, while H is in general independent of the logical input configuration and runs the quantum evolution. A target state vector |ϕ = |µ 1 , · · · µ l is then associated with any output string, and specific characteristics of the ϕ|ψ(t) population amplitude, such as the | ϕ|ψ(t) | 2 maximum over time, can be used to define an appropriate output measurement strategy. These measurements have to be performed before decoherence of the |ψ(t) wavepacket sets in, and also before it relaxes to the ground state of the quantum system. The Hamiltonian should perform a unitary transformation B|α 1 , · · · α k = |µ 1 , · · · µ l , with B constructed in such a way that the results of the Boolean calculations are measurable exactly at specific times t n (in such a qubit design, the |ψ(t) ψ(t)| quantum trajectory is normally fully periodic [10, 15] ).
By contrast, in the QHC approach that we will consider here, the input string {α 1 , · · · α k } is now encoded into the Hamiltonian generating the quantum time evolution, so that H = H(α 1 , · · · α k ). The {µ 1 , · · · µ l } output string is then measured using well-selected "pointer" states. There are two different ways of achieving the measurement. One possibility is to fix an initial state |ψ(0) = |ϕ a and a pointer state |ϕ b per output bit, and to attribute a logical output '1' when the quantum trajectory |ψ(t) = e −iHt/ |ϕ a reaches the target state |ϕ b at t = t n [11] . However this is not very practical for an atomic scale implementation. A second possibility, which will be the one considered in the present paper, is to choose a pair |ϕ a , |ϕ b of pointer states per output bit, and to encode that bit into the value of the Ω ab secular oscillation frequency between |ϕ a and |ϕ b , which depends on H and thus on the input. For instance, a very fast oscillation will encode for an output '1' and a very slow oscillation for a '0'. A very important advantage of this output encoding is that the tunneling current intensity passing through the measurement point of the molecule is proportional to Ω 2 ab (this was verified experimentally with the starphene molecule [16, 17] ).
In this paper, QHC Hamiltonians are constructed to perform Boolean half adders and Boolean full adders. Half adders were already constructed heuristically [18, 22] , but no full adder has been obtained before. We present a systematic approach in order to reach more complex logical operations with a minimum of quantum states, obtaining explicit examples of full adders. Depending on the complexity, two different output measurement strategies will be deployed. For small Boolean logic gates, the logical output will be measured on different states of the QHC quantum system at the same energy as in [18] . For more complex Boolean logic gates, it tuns out to be preferable that each output digit has its own different reading energy, and the reading may occur on the same QHC quantum state or not. In Sec II, we recall and complete the interpretation of our preceding designs concerning this first output strategy starting from the simplest 3 states calculating block Hamiltonian. We reinterpret them in terms of a procedure merging simple gates into more complex ones at the quantum level. In Sec III, we present a systematic approach to construct more complex QHC logic gates Hamiltonians along this output strategy. We use the secular frequency Ω ab of the the Heisenberg-Rabi time-dependent oscillations through the calculating block to characterize the functioning of those gates. We present examples of half adder Hamiltonians and the first example of a full adder with this approach. We then use the systematic approach to study the feasibility of more complex gates. To go further in complexity with a minimum of quantum states in the calculating block, we present in Sec IV the QHC Hamiltonian optimization for multiple energy reading blocks. In this case, we use the transmission coefficient [19] through the QHC calculating block (proportional to Ω 2 ab per reading block [20] ) to interpret the multi energy reading. We present a protocol to build quantum gates with this design, and use it to construct a half adder and a full adder. We also explore the possibilities for larger gates using this design.
II. BOOLEAN ALGEBRA APPROACH

A. The basic principle
In QHC, each logical output of a gate is determined by measuring either the oscillation frequency Ω ab or the tunneling current intensity between two nearby locations on the QHC molecule which is proportional to Ω 2 ab . The two states |ϕ a and |ϕ b define the "reading block" for this output and are generally weakly coupled via a coupling constant ε 1 to the molecule, which is called hereafter the "calculating block".
Since each reading block quantum state subspace is spanned by |ϕ a and |ϕ b of energy E, the control of the calculating block on the Heisenberg-Rabi oscillations can be described for small ε 1 by the 2 × 2 effective Hamiltonian [21] 
with Ω ab the secular oscillating frequency between |ϕ a and |ϕ b through the calculating block, given by
where P = |ϕ a ϕ a | + |ϕ b ϕ b | is the projector on the reading block subspace and H 0 is the Hamiltonian of the calculating block. According to (2) , if for some input values, an eigenvalue of H 0 takes the value E and the corresponding eigenvector has a nonzero projection on {|ϕ a , |ϕ b } then Ω ab becomes large. If one of these two conditions is not met, Ω ab will be very small. For QHC, a large Ω ab codes for logical output '1' and a very small one for logical output '0'. The goal of this section is to recall, first on simple Boolean gates, how to construct H 0 depending on the input string {α 1 , · · · α k } in such a way that Ω ab is large for output 1 and very small for output 0.
B. The Boolean QHC gate Hamiltonian
The essence of the QHC method is best illustrated on the simple case of the two-input/one-output symmetric Boolean logic gates AND, OR, XOR, NAND, NOR, NXOR. The logical output of the gates considered here is given by its usual Boolean expression, recalled in the second column of Table I . The symbols ∨, ∧ and ¬ stand for the logical OR and AND and NOT respectively leading to ¬(α ∨ β) = ¬α ∧ ¬β and α ⊕ β = (α ∧ ¬β) ∨ (β ∧ ¬α). Replacing the logical 0 and 1 by the numbers 0 and 1, these logical operations can me mapped to simple algebraic operations in the discrete ring Z/2Z ≡ {0, 1}, using the correspondence α ∨ β ≡ α + β for the OR and α ∧ β = αβ for the AND, while the NOT corresponds for QHC to ¬α ≡ 1 − α. If the two inputs are α, β ∈ {0, 1}, this correspondence allows to express the gate output µ(α, β) ∈ {0, 1} as a function of the logical input numbers, as displayed in the third column of Table I . This correspondence is adapted to the QHC approach since there is no quantum gain possible from inside a single molecule or an atomic scale circuit (according to the Born principle), meaning that the NOT must be obtained by playing with time dependent destructive (constructive) interferences.
As demonstrated recently in [22] , the calculating block described by H 0 should at least be 3×3 in order to design all 6 logic gates. The calculating block consists of two states of energy e coupled via α and β to a state of energy a, see Fig. 1 . This latter state is going to be shifted in energy as a function of the logical input values, together with the complete H 0 eigenspectrum. The Hamiltonian H 0 describing this calculating block has the minimal 3×3 matrix form:
Here, a, e, and k are the structural parameters whose tuning allows to build the gates. In order to read the logical output, the a state is weakly electronically coupled via the small term ε to the reading block, as presented in Fig. 1 . Since all 6 logic gates considered here are symmetric with respect to permutation of α and β, the choice of coupling the reading block to level a directly ensures that this symmetry is fulfilled. If the two pointer states |ϕ a and |ϕ b are at energy E, the complete QHC logic gate Hamiltonian reads
For a fixed set of structural parameters a, e and k, the complete system is prepared at t = 0 in state |ϕ a . From t = 0, it will spontaneously oscillate between state |ϕ a and state |ϕ b through the calculating block states at a frequency Ω ab given at lowest order in ε by (2) . Depending on the input (α, β), one eigenstate of the calculating block may resonate with |ϕ a and |ϕ b . In that case, it will result in a fast and alternating Heisenberg-Rabi time-dependent evolution of the |ϕ a and |ϕ b occupation. The coupling constant ε must be small relative to the difference taken two by two between the three eigenvalues of the calculating block in order not to perturb this time-dependent evolution [22] . Note that it is also important to have a good control on the α and β logical input changes in time. When their variations are faster than the secular frequency of the Heisenberg-Rabi oscillations, the H 0 eigenvalues responsible for the secular oscillations will change before the ramping up in time of those oscillations. This is a net difference with the qubit approach, which is not separating the calculating from the reading time sequences.
C. Finding the structural parameters
There are two non-exclusive choices to determine the reading energy E in (4) . Described in this section, the first choice is to fix E whatever the logic gate truth table and then determine the structural parameters as a function of the targeted truth table. The other choice is to determine a set of structural parameters common to all Gate Boolean algebra µ(α, β) (boolean ring) Parameters
, a = 0
the gates (which for example are imposed by the atomic or molecular scale implementation of the QHC gate) and then read the logical outputs at different energies E, one per logic gate truth table [23] . This second choice will be described in Sec IV.
The calculating block is determined using the characteristic polynomial of H 0 :
When the reading energy E is fixed, the logical output 1 will be reached for a certain logical input α, β only if some eigenvalue of H 0 (α, β) is equal to E. According to (5) , this means that the structural parameters must be selected in such a way that P αβ (E) = 0 whenever the output µ(α, β) is 1, and P αβ (E) is nonzero whenever µ(α, β) = 0. The simplest way of achieving that is to take P αβ (E) ∝ 1 − µ(α, β). Imposing that relation allows to find the parameters a, e and k for the targeted Boolean truth table.
The case E = 0 for all the 2-inputs/1-output gates was studied recently [14] . From (5) we have P αβ (0) = a e 2 − k 2 − e(α + β) + 2αβk (using the idempotence on Z/2Z implying α 2 = α and β 2 = β). For each gate, identifying coefficients of P αβ (0) with those of 1−µ(α, β) yields the set of structural parameters as presented in the fourth column of Table I . The fifth column of the table gives the corresponding characteristic polynomial.
Note that for the µ(α, β) expression for XOR, this identification gives e = k and e 2 = k 2 , so that no solution exists with P αβ (0) ∝ 1 − µ(α, β) issued from the calculating block (3) . But as demonstrated in [22] , other 3 × 3 calculating blocks can be found for the XOR and one of the corresponding polynomials is given in Table I last column. Indeed, one can find families of polynomials in α and β not related to µ(α, β) which take the value 0 if and only if the output is 1, and then determine structural parameters for matrices such that the determinant coincides with these polynomials. This is presented also for the AND, OR and the NOR in the last column of Table I . As presented in Sec III, increasing the matrix size opens the access to more general non-Boolean polynomial families for each 2-inputs/1-output logic gates, for example the AND in (6)-(7) and the XOR gate in (8)- (9) .
D. The half adder at a fixed reading energy
To go beyond the above QHC elementary gates, let us now consider the more involved case of the half adder. It is a two-input and two-output gate. In the discrete ring Z/2Z ≡ {0, 1}, the two outputs, sum and carry, are respectively given by S(α, β) = α + β − 2αβ (which corresponds to XOR) and by C(α, β) = αβ (which corresponds to AND)(see Table I ).
Following the fixed-energy output reading approach, the minimum number of states in the calculating block to design a QHC Boolean half adder was found to be 4 [18] . However, this minimal design has the drawback that each reading block needs to be coupled to two states of the calculating block, which is not practical for realistic implementations [18] . We show below that a 5 × 5 calculating block can be constructed for the half adder, in which the reading block of each logical output is coupled with only one state of this calculating block.
Fixing the reading energy at E = 0 for simplicity, it was demonstrated above that AND and XOR can both be constructed using 3 × 3 calculating blocks. However it is not possible to merge those two 3 × 3 H 0 to get a calculating block for the QHC half adder. We therefore define 4 × 4 calculating blocks for the AND and XOR, namely
whose determinant is given by
and
whose determinant is given by (6) and (8) is to first fix the expression of the polynomials (7) and (9), which take the value 0 if and only if the output is 1, and then to find the structural parameters in the Hamiltonian such that its determinant coincides with these polynomials. Note that the determinants (7) and (9) do not follow the condition P αβ (E) = 0 for output 1. They belong to the non-Boolean class of polynomials for a 4 × 4 H 0 (α, β) calculating block. Of course, the product of their determinants does follow the condition, since
This is a direct consequence of the truth table of the half adder, together with the fact that in Z/2Z ≡ {0, 1}, we can use the idempotence relations α n = α and β n = β for the two inputs.
The rationale behind the choice of 4×4 matrices rather than 3 × 3 is that these two H 0 now have the same 3 × 3 upper-left block. In order to build a calculating block for the half adder, we can merge these 2 elementary H 0 into a new 5 × 5 calculating block:
corresponding to graph c in Fig. 2 . This merging leading to the 5×5 calculating block (11) for the half adder QHC Hamiltonian can be expressed in mathematical terms by Here we introduced
which increase the size of matrices from 4 × 4 to 5 × 5, and
which avoids counting twice the inputs. Fig. 2 shows a schematic representation of (12) . Three states with red colors with energies e 1 , e 2 and e 3 are shared. The two reading block have to be connected at e 5 for XOR and e 4 for AND respectively.
Similarly to the elementary gates, there is a correspondence on the Z/2Z ≡ {0, 1} ring between the characteristic polynomial of H 0 (α, β) HA and the Boolean algebra expression for the outputs. Indeed, the characteristic polynomial must be zero whenever one of the outputs is equal to 1. At energy E = 0 for the reading blocks, one should
, with S and C the sum and carry outputs. But from Table I it comes S = α + β − 2αβ and C = αβ leading directly to
The QHC quantum graph of the H(α, β) Hamiltonian on its complete canonical basis set
with its calculating block defined on {|1 , |2 , |3 , |4 , |5 } and two reading blocks on {|ϕa , |ϕ b } and {|ϕc , |ϕ d }, for AND and XOR respectively. (α, β) are the classical logical inputs of this QHC half adder. The coupling k and the energy e are the structural parameters used to obtain the Boolean logical functioning for the output reading energy E = 0 for both {|ϕa , |ϕ b } and {|ϕc , |ϕ d }. FIG. 6. Time-dependent variations of the populations between {|ϕa , |ϕ b } states as a function of the logical input configurations (α, β) (indicated on each curve) after preparing the quantum system in the non-stationary initial state |ϕa for the AND. The values of the electronic couplings are ε = 10 −3 , x = 1 eV and the total measuring time is 20 ps . Note that for t > 4 ns the population for the (0, 0) input and for t > 2 ns the population for the (0, 1); (1, 0) inputs also start to oscillate, reaching the amplitude unity at longer times, confirming that QHC can be based on a frequency and not on a population quantum control. FIG. 7. Time-dependent variations of the populations between {|ϕc , |ϕ d } states as a function of the logical input configurations (α, β) (indicated on each curve) after preparing the quantum system in the non-stationary initial state |ϕc for the XOR. The values of the electronic couplings are ε = 10 −3 , x = 1 eV and the total measuring time is 20 ps . Note that for t > 2 ns the population for the (0, 0) input and for t > 0.66 ns the population for the (1, 1) input also start to oscillate, reaching amplitude unity at longer times.
In order to check that H 0 (α, β) HA yields a half adder, we also have to check that for input (0, 0) the kernel is empty (which is the case), while for inputs (0, 1), (1, 0) and (1, 1) it must have the correct weight on the output states |4 (with energy e 4 ) and |5 (with energy e 5 ). For these inputs, the kernel is one-dimensional and generated by the eigenvectors V (α, β) HA given by
For inputs (0, 1) and (1, 0) there is zero weight on |4 and a nonzero weight on |5 , while for input (1, 1) it is the reverse, which is the desired property. Thus H 0 (α, β) HA is indeed the calculating block of a half adder. In order to account for possible imperfections in the experimental implementation, we show in Fig. 3 how the weight on |4 depends on the value of inputs α and β, and similarly for |5 in Fig. 4 . It shows that there is a significant area of parameters where the half adder is working properly. One can also directly check that our half adder gate works properly by constructing the full Hamiltonian of the QHC molecule by adding the two reading blocks of size 2 × 2, leading to the final 9 × 9 QHC Hamiltonian of the half adder whose quantum graph is presented in Fig. 5 . The time-dependent Heisenberg-Rabi oscillations of each reading block are presented in Figs. 6 and 7.
III. GENERALIZATION OF THE FIXED ENERGY APPROACH
A. The basic principles
In order to go beyond the H 0 (α, β) matrices constructed in the previous sections, a more systematic approach can be followed. Indeed, these matrices have the peculiar block structure
where we have separated the quantum states in the QHC graph which depend on the input (described by the matrix C αβ ) and the ones through which the reading is performed (which are associated with matrix B). For example for the AND gate (6) having a single reading state, A T is a 1 × 3 matrix, i.e. a single vector u = (−x, −x, x). For the XOR gate, (8), A T is the vector v = (−x, −x, 0). For the two-output half adder, A is a two-column matrix whose columns are u and v, and B is a 2 × 2 matrix.
One can therefore fix the matrix C αβ and find the equations that A and B have to satisfy in order that H 0 produce the expected Boolean logic gate:
• if the output is 1, an eigenvalue E = 0 with an eigenvector having a nonzero component on the reading state,
• if the output is 0, either an eigenvalue E = 0 with eigenvector having a zero component on the reading state or no eigenvalue equal to 0.
Moreover and if it exists, the H 0 (α, β) kernel must be one-dimensional (otherwise a linear combination of its vectors may allow to modify arbitrarily the component on the reading state).
B. AND gate
In order to illustrate this approach, let us recover the result of (6) for the AND gate. First, the H 0 upper-left block in (16) is given by
which is invertible for any of the four possible inputs. Matrix A is a column vector u T which must be determined. For input (α, β) = (1, 1) the output of AND is 1, thus the kernel of H 0 (1, 1) should be one-dimensional and contain a vector of the form z = (p 1 , p 2 , p 3 , 1) so that it has a non-zero component (which we fix equal to 1) on the reading block. From (16) , the condition that z belongs to the kernel of H 0 (1, 1) is equivalent to C 11 p + u = 0 and u T p + B = 0 (in this case B is just a number), with p = (p 1 , p 2 , p 3 ). The first condition gives p = −C 11 u. Therefore any nonzero vector u yields a matrix with the suitable property, provided for the other inputs the kernel is empty (which generically is true). For instance, choosing u = (−x, −x, x) yields B = −x 2 , which corresponds to the solution found in the last section. Choosing u = (x, x, x/2) yields B = 5x 2 /4, and the corresponding polynomial P αβ (0) = − 1 2 x 2 (1 − αβ) is proportional to 1 − µ(α, β) (so that the matrix given by this solution is the "Boolean algebra" one). More generally, we have now a 3-parameter family of solutions, parametrized by the entries of u. Namely, if we denote
2 , and the determinant reads
For any given polynomial in α and β taking the value 0 if and only if the output is 1, one just needs to look for values of the u i such that the determinant (18) coincides with this polynomial. This leads to a new non-Boolean P αβ (0) example as in the last column of Table 1 but here constructed from a 4 × 4 H 0 (α, β) calculating block.
C. Half adder
Let us now consider the case of the half adder, which has two outputs, sum and carry, or equivalently an output for AND and one for XOR. We denote the output string by (µ, ν). Section II yields a solution, (12) , with C αβ given by the 3 × 3 matrix (17) . In order to find the most general solution, we may consider that H 0 is an N × N Hamiltonian with block structure (16) , in which C αβ is now a fixed (N − 2) × (N − 2) block. Since for the three inputs (α, β) = (0, 1), (1, 0) and (1, 1) at least one of the outputs is 1, the kernel of H 0 has to be non-empty (and one-dimensional) for these three inputs. Moreover the corresponding vector must have a nonzero entry whenever the output is 1 and a 0 entry whenever it is 0 : for output µ we can simply fix that entry to the value µ. To account for conditions for both outputs the vector z in the kernel of H 0 must therefore be of the form z = (p 1 , p 2 , . . . , p N −2 , µ, ν) for an input (α, β) and output (µ, ν). The condition that z belongs to the kernel can be rewritten
with p = (p 1 , . . . , p N −2 ) (from now on, for simplicity of notations, we will remove the distinction between u and u T , since which is which is obvious from the context). For simplicity we will again assume that the matrix C αβ is invertible for all inputs. Then (19) (20)- (21) gives
In (22)- (23) we recognize entries of the Schur complement [24] of block C αβ in matrix H 0 , defined by S αβ = B − AC −1 αβ A T (we recall that u and v are the column vectors of A). In terms of the Schur complement, (22)- (23) can be reformulated as
that is, the vector (µ, ν) of outputs belongs to the kernel of S αβ . We can now examine what condition (24) implies for each input. For input (1, 1), we have that output (1, 0) ∈KerS 11 , i.e. the first column of S 11 is zero, leading to conditions
For inputs (0, 1) and (1, 0) we have output (0, 1) ∈KerS 01 and (0, 1) ∈KerS 10 , thus the second column of S 01 and S 10 must be zero, which means that are satisfied. Any pair (u, v) solution of the quadratic polynomial equations (29) yields a possible half adder Hamiltonian (provided the condition that the kernel is empty for input (0, 0) is met). For instance, one can check that u = (−x, −x, x) and v = (−x, −x, 0) are solution of (29). The corresponding matrix (which is precisely (11)) is indeed a half adder matrix. As a consequence we can now build whole families of Hamiltonians giving half adders, opening more possibilities for experimental implementations. In the Appendix A we show how to construct more general solutions to these equations.
D. Full adder
For the elementary Boolean gates of Table I , as well as for the half adder, Hamiltonians H 0 were known from direct calculations based on the characteristic polynomial. The generalized approach put forward in the present section has allowed to recover these solutions and to find whole new families. In the case of the full adder, with three inputs (α, β, γ) and two outputs (µ, ν) (sum and carry), no solution was known so far. As we now show, our new method allows to produce families of solutions.
The truth table for the full adder is recalled in Fig. 8 . Equations similar to (16)- (24) are easily obtained, where the upper left part of H 0 is now C αβγ . They lead to the analog of (24),
where the 2 × 2 matrix S αβγ = B − AC 
which are again quadratic polynomial equations in u and v. One can look for a solution to these equations following the same ideas as for the half adder. Appendix B details the steps that allow to reduce this set of equations to just three equations, which are tractable numerically.
As an illustration, we look for Hamiltonians H 0 (α, β, γ) = (h i,j ) 1≤i,j≤8 with block form (16) and 
corresponding to the graph displayed at (Fig. 9 ) as a function of the logical input configurations (α, γ, β) (indicated on each curve) after preparing this quantum system in the non-stationary initial state |ϕa for the Cout output. The values of the electronic couplings are ε = 10 −3 eV and the total measuring time is 100 ps .
|8 . There is no zero eigenvalue for input (0, 0, 0), while for other outputs the kernel is one-dimensional with normalized eigenvectors given by (Fig. 9) with energy e8 as a function of the logical input configurations (α, γ, β) (indicated on each curve) after preparing this quantum system in the non-stationary initial state |ϕc for the S output. The values of the electronic couplings are ε = 10 −3 eV and the total measuring time is 100 ps.
|8 . Thus the calculating block H 0 typ in (41) achieves the desired truth table. This is the first example of a QHC full adder.
One can check that the determinant of H 0 typ coincides with the expression obtained from the Boolean algebra analysis. Using again α 2 = α, β 2 = β, γ 2 = γ, the sum output for the full adder reads S(α, β, γ) = α + β + γ + 2(2αβγ − αβ − αγ − γβ) (43) and the carry output is
so that
, which is indeed proportional to (45).
E. Limitations for larger QHC gates
If we try to generalize the above approach to the full n-adder gate, we now have 2n + 1 inputs (2 strings of n bits, α 1 , . . . , α n and β 1 , . . . , β n , and a carry γ), and n + 1 outputs. To estimate the complexity, let us consider the case where the block C in (16) is a generalization of (40), with each input bit in a 2 × 2 matrix. Then C is of size 2(2n + 1) and B is of size n + 1. The vectors u and v are now replaced by n + 1 vectors u(1), u(2), . . . , u(n + 1), so there are in total 2(2n + 1)(n + 1) free parameters in the u(i). We define as before the (n + 1) × 2(2n + 1) matrix A as the matrix whose columns are the vectors u(i).
Let us consider the case n = 2. Input strings are α 1 , α 2 , β 1 , β 2 and the carry γ. We have 3 output bits (µ 1 µ 2 µ 3 ), which can take 8 values from 000 to 111. (24) for the 3 × 3 matrix S becomes
Let us first consider output (001). (46) implies that the third column of S α1α2β1β2γ is zero when (α 1 α 2 β 1 β 2 γ) is one of the inputs corresponding to output (001). Thus one has for instance
Since B is a constant matrix that does not depend on the inputs, (47) fixes the value of the B i3 as a function of C and the vectors u(i), namely B i3 = u(i)C −1 01000 u(3). The outputs (010) and (100) similarly fix the second and first column of B. Thus, these three outputs alone fix matrix B entirely.
Following the analysis for n = 1, one now needs to count the number of compatibility equations once B is fixed. There are three kinds of equations: • all of the 3 inputs giving (110) have, for each i, the same value of u(i)C
In total this yields 87 equations. There are 30 free variables in the vectors u(i) and 50 in C 00000 (a 10 × 10 symmetric matrix with 10 entries used for the inputs), thus only 80 free variables. Therefore, this Hamiltonian cannot be used for higher-order gates. Note that we have only considered a very specific form for the block C. Therefore, the above analysis does not preclude the existence of particular H 0 calculating block for a specific complex logic gate.
IV. ENCODING ON DIFFERENT RESONANCE ENERGIES AT FIXED QUANTUM STATE A. A new strategy
In the preceding sections, the strategy was to measure the outputs always at the same energy (set for convenience at E = 0). It is very convenient for applications to have all the reading blocks identical in energy but coupled to different states of the QHC calculating block. However, this is actually a quite strong condition and leads to great difficulties in extending the QHC design to more complex logic gates requiring many logical inputs. In this section we will demonstrate that instead of fixing the reading block energy to the same value for all inputs, it is possible to encode the logical outputs using the presence of a resonance in an energy interval of a reading block. As a consequence, each logical output will have a well-specified reading block identifiable by its detection energy and not by the way it is coupled to a given state of the QHC calculating block graph. This gives another freedom to the QHC logic gate optimisation problem and makes its resolution much easier.
Let us see how this works for a half adder. We look for a calculating block described by a Hamiltonian H 0 (α, β) depending on the two logical inputs α and β in a symmetric way, and whose characteristic polynomial P αβ is such that
• P 01 has a root which is not a root of P 00 nor P 11 ;
• P 11 has a root which is not a root of P 00 nor P 01 .
For instance, if we want to measure the output of the XOR part of the half adder, we probe our system around an energy equal to the root of P 01 which is not a root of P 00 nor P 11 . There will be fast oscillations when the output is 1 (input 01 or 10), but no oscillations when the output is 0 since there is no root of P 00 nor P 11 nearby.
In order to find optimal configurations fulfilling these conditions, we define the set r αβ of roots of P αβ and determine the quantities
These two quantities determine what is the interval of maximal length around the eigenvalues which satisfy the above requirements. If these intervals are large enough, then there are energies at which only one of the outputs will be in resonance. There remains to be checked that the selected eigenvalues have a reasonable weight on the output state to be measurable. We will show examples of this procedure in the next two subsections.
B. Construction of half adder Hamiltonian
We first implement this strategy to obtain a half adder. We start by the 3×3 Hamiltonian H 0 (3). Let us consider for simplicity the case where the readout is performed on state |2 . Our aim is to find parameters e, a and k which maximize the quantities ∆ 1 and ∆ 2 in (48)-(49). The eigenvalues (top) with corresponding eigenvectors (bottom) of H 0 (0, 0) are:
while for H 0 (1, 1) they are:
with F = a 2 − 2(e + k)a + e 2 + k 2 + 2ek + 8. This indicates that for H 0 (0, 0) there is only one eigenvector having a nonzero component on state |2 (at λ 0,0 = a). For H 0 (1, 1) there are two eigenvectors having nonzero component on state |2 (at λ 1,1 = 1 2 (a + e + k ± F )). Maximizing |λ 0,0 − λ 1,1 | gives a = −e. By a shift in energy we can move the central energy level of H 0 to 0. From the same numerical maximizations for |λ 0,1 − λ 1,1 |, we find that the structural parameters k = −2e are the choices that maximize ∆ 1 and ∆ 2 . The corresponding Hamiltonian reads
Following an optimization procedure explained in the Appendix C, we find that the best choice of parameters to optimize the components on the reading state is for e = 0, with reading energies E 1 = ± √ 2, E 2 = ±1 for AND and XOR respectively. We note that the characteristic polynomial of Eq (52) reads and P αβ (E) at these energies is proportional to the nonBoolean determinants of AND and XOR of Table 1 . For this choice of e = 0, the eigensystem of H 0 (α, β, e = 0) becomes
In order to check the efficiency of the gates for this second strategy of reading the logical outputs, we calculate the energy-dependent electronic transmission coefficient T(E) through the state |2 of the H 0 (α, β). For this purpose, two semi-infinite tight-binding 1D chains of quantum states are connected to |2 via the small electronic coupling ε. The pointer states |ϕ a and |ϕ b are the end states of those 1D chains coupled to |2 . T(E) is calculated using the standard scattering theory [19] calculating the scattering matrix for a wave propagating along the 1D chains (Fig. 12 a) ) and scattered by the QHC logic gates. Fig. 12 b) presents the T(E) variations as a function of the eigenenenergy E of such a wave determined far away from |2 for e = 0. An unambiguous half adder gate is obtained with the XOR T(E) resonances at 2 energies on both sides of E=0 together with 2 others resonances for the AND. In Sec III and for a fixed reading energy output strategy, the half adder needed a 5 × 5 calculating block. Distributing the reading over one energy per output (here the XOR and the AND) leads to a minimal 3 × 3 calculating block for a Boolean half adder, the AND and XOR output being calculated in parallel.
C. Construction of full adder Hamiltonian
We can then follow the same procedure for the 3-inputs/2-outputs Boolean full adder. We checked that a four-state calculating block is too small, as there are now 8 possible configurations of the Hamiltonian (one for each input string) with 4 energy levels each, and there are not enough free parameters to obtain a solution. We thus start with a 5×5 Hamiltonian, where we impose the reading for both outputs to be performed on level |5 but at different energies. We choose a 5 × 5 Hamiltonian such that H(0, 1, 0) ≡ H(1, 0, 0) and H(0, 1, 1) ≡ H(1, 0, 1). As this 5 × 5 Hamiltonian has three more free parameters compared to the 4 × 4 Hamiltonian, we choose for simplicity to decouple the new fifth state from the symmetric |1 and |3 states, and also from the state |2 . The new additional fifth state |5 is just then coupled to state |4 . The 5 × 5 Hamiltonian then reads
The full eigenvalues and eigenvectors calculation of the Hamiltonian Eq. (57) shows that for H 0 (1, 1, 1 ) at eigenvalue E = e − 1 the corresponding eigenvector has no components on states |2 , |4 and|5 . We can shift the diagonal part of H 0 (α, β, γ) by e − 1, implying that the new onsite energies for the states |1 , |3 will be unity (e 1 = e 3 = 1). We then proceed to find conditions on the structural parameters such that eigenvalues verify λ(0, 0, 1) = λ(1, 0, 0) = λ(0, 1, 0) = λ(1, 1, 1) for output S and λ(0, 1, 1) = λ (1, 1, 0) = λ(1, 0, 1) = λ(1, 1, 1) for output C out , following the truth table of Fig. (8) . This leads
. FIG. 13 . A 5×5 quantum graph of a 1-bit Boolean full adder.
We finally maximize |λ(0, 1, 1) − λ(1, 0, 0)|, leading to a = −3/2 + 4η 2 ,e = d = 1, b = 3/4 and k = (
2 . The Hamiltonian corresponds to the graph in Fig. 13 with the two different reading energies being E 1 = 3/2 and E 2 = 0. The corresponding Hamiltonian H 0 (α, β, γ) is given by
16η 2 −9 6 16η 2 −9 6
The characteristic polynomial of Hamiltonian Eq. (58) at E 1 = 3/2 reads:
which is proportional to S(α, β, γ) of Eq (43). At E 2 = 0 it reads:
which is proportional to Eq (45). The corresponding transmission coefficient is displayed in Fig. 14 . Interestingly enough, our second output reading strategy enables to reduce the complexity of the matrices involved to build a quantum gate: compared to the first strategy of the preceding sections (output reading at fixed energy), the half adder and full adder involve smaller number of states, and actually reach the minimal value that is needed in the QHC approach for these gates.
The protocol followed in the construction of the half adder and full adder used Eq.(48)-(49), but made also use of the fact that for simple enough small matrices an exact analytical diagonalization is possible. For more general gates, it will be necessary to optimize numerically calculated eigenvalues and eigenvectors. The method developed in this Section is nevertheless much easier to generalize to gates with more inputs and outputs than the Transmission coefficients of the Hamiltonian H0(α, β, γ) of (58) with η = √ 15/4 calculated using the standard scattering theory [19] , for different values of (α, γ, β). The measuring electrodes are here 1D semi-infinite tightbinding chains with inter state electronic coupling along the chains h = 4 eV. |ϕa and |ϕ b are the end states of those 2 chains coupled to state |5 with energy b (in red in Fig. 13 ) of the QHC gate, with coupling ε = 0.1 eV between |5 and |ϕa , |ϕ b . Shaded areas correspond to the domains of energy where the reading is unambiguous.
fixed energy strategy of the preceding section. Indeed, for an arbitrary n-bit gate, the eigenvalues have to fulfill the requirements derived from the truth table of the gate. Then, for a given output, one searches for intervals on which the input strings giving output 0 yield no eigenvalue, while the ones giving output 1 yield at least one eigenvalue.
In the cases of the half adder and the adder, it was possible to find one energy value for each output satisfying the requirements. In the general case, the protocol has no reason to single out a specific value, and will rather produce a whole range of values. It is actually easy to show that there will always be a solution, in the form of a collection of subintervals on which eigenvalues corresponding to output 1 are present and all eigenvalues for output 0 are absent. The physical procedure will therefore be to scan these subintervals: output 1 will correspond to presence of a resonance in one of the subintervals.
In general this produces solutions of the problem for arbitrary complicated gates. Nevertheless the number of subintervals will grow with gate complexity, and their size will decrease. To remain within experimental precision, careful search for the largest subintervals should be made. The result is not easy to predict: while for generic values of the parameters, the average size of subintervals is bound to decrease on with the density of states, the optimal value is much more difficult to evaluate, and requires a precise mathematical study of extreme value distributions to predict its asymptotic behaviour for complex n-bit gates.
V. CONCLUSION
In this paper, we have presented different strategies and protocols to build complex gates within the QHC approach. We have reinterpreted previous results and shown that one can build simple gates such as the half adder by merging in a specific way the Hamiltonian matrices of elementary gates such as XOR and AND. This paves the way to a systematic way of building computational Hamiltonians from simple gates. We then presented an explicit protocol to construct Hamiltonian matrices performing arbitrary complex operations in the fixed energy approach. This enabled us to produce the first explicit example of full adder in this framework. However, using the protocol we built, we also show that to construct more complex gates will become extremely difficult. We therefore proposed a second design, where different energies are used for the readout. We presented a protocol to construct Hamiltonian matrices with this new design, and used it to construct an explicit half adder and full adder. We also discussed the possibility of more complex gates, showing that within this approach there should be better possibilities to access the limit of large number of inputs and outputs.
Our results show that with Quantum Hamiltonian Computing approach, it is possible to produce explicit Hamiltonians for full operations such as the digital adder. Within the second presented output reading strategy, more complex operations can be also constructed. In principle, Quantum Hamiltonian Computing is well designed for applications to single molecule electronics. The protocols presented here enable to construct whole families of solutions for a given gate. We thus think that the use of these protocols should allow to produce tailored Hamiltonians suitable for experimental molecular implementations of these gates, starting with single molecule half adders and then molecule full adders. (A2) Introducing C 00 we get that there has to be real numbers r and s such that
In order to have unicity of the solution (one-dimensional kernels), the kernel of S should also be one-dimensional. Since S is 2 × 2, this means that S should not be the zero matrix. This leads to further conditions: the second column of S 11 should not be zero, and the first column of S 01 and S 10 should not be zero. One obtains the additional conditions
which taking into account (A2) yields
There is an additional condition associated with input (0, 0). From (28) we get
As before, suppose we are in the case where C 00 is invertible. Then we need det S 00 = 0. We now consider in detail the case where C is of the form
In such a case we can apply the Woodbury identity [24] ,
of size the rank of C a . We get
Making the change of variables
we have for instance
One can check that
with
(A19) Therefore, conditions (A3) and (A4) are equivalent to
which gives 10 variables and 5 equations. We can changẽ v tov =ṽ/ √ r andũ toû =ũ √ r/s, so that the above equations become
We can expressv 2 andv 4 as a function ofv 1 andv 3 using (A23), and use (A24) to eliminateû 2 andû 4 . The remaining equation (A25) can be used to eliminateû 3 . We are left with 3 free parametersv 1 ,v 3 andû 1 , each of which giving a solution. Moreover, each vector can be multiplied by an arbitrary factor (this corresponds to the freedom in the choice of r and s). Thus we end up with 5 free parameters, consistent with the fact that we had started with 8 variables u i and v i and 3 compatibility equations (A1).
Appendix B: Full adder at fixed reading energy
The equations
Here we show how to solve (35) to (39). The steps are similar to those for the half adder. When (39) holds, (35) and (36) are equivalent to the existence of a real number t such that
If C is fixed, we want to find vectors u and v satisfying (37)-(39) and (B1)-(B3). Moreover, in order to have unicity of the solution (one-dimensional kernels), the kernel of S should also be one-dimensional. Since S is 2 × 2, this means that S should not be the zero matrix. This leads to further conditions: the second column of S 011 should not be zero (i.e. u(C 
The final condition is that for input (0, 0, 0). We have the identity det H = det C det S, therefore we get
There are two possibilities. Either the Hamiltonian H has no eigenvector with eigenvalue 0, in which case detC 000 = 0 and det S 000 = 0. Or H 000 has an eigenvector with eigenvalue 0 of the form (p 1 , . . . , p N −2 , 0, 0), in which case, from (19) , C 000 must be non-invertible (otherwise the only solution is p = 0), so that one must have detC 000 = 0, and from (20)- (21) u and v must be orthogonal to the vector in the kernel of C 000 .
Elimination of variables
Suppose we are in the case where C 000 is invertible. For any input a = αβγ, matrices C a are of the form (B11) This quantity depends onũ andṽ only via U aũ and U aṽ . Matrices U a have nonzero components only at indices where inputs are. For instance if H 12 = H 21 = α, then U 100ũ only depends onũ 1 andũ 2 . Reexpressing all equations in terms of the new variablesũ andṽ (since u and v are free this is still completely general), we will get much simpler systems.
Particular case
We consider from now on the case where C is of the form
One then has the form C a = C 000 + U 
Matrix U a projects Q andṽ over the subspace where it is nonzero. One can check by direct calculation that the following identities hold: 
and similarly for other indices, and R = Q −1 .
The equations
There are 11 equations (35)-(39). They can be rewritten in terms ofũ andṽ. Equations (37) read u(C 
We have moved from 11 to 15 equations (B20)-(B25), at the expense of 4 additional parameters q, r, s, t. Finally, matrix S 000 in (B7) can be rewritten as
so that the constraint det S 000 = 0 is simply equivalent to qr − s 2 = 0.
Solving the equations
We first change variablesũ toû =ũ √ r/s andṽ tô v =ṽ/ √ r, so that (B21) becomes
and (B22) yield 
with λ = qr/s 2 . Equations (B23)-(B25) becomê
with σ = 1 − t/s, and τ = 1 + t/r. Condition on S 000 below (B26) amounts to λ 2 = 1.
We can first solve (B27), expressingv 2k as a function ofv 2k−1 , for 1 ≤ k ≤ 3. The 6 equations (B28) inû then allow to expressû 1 , . . . ,û 6 as a function ofv. Inverting the relations between constants yields q = λ τ − 1 (1 − σ) 2 t, r = 1 τ − 1 t, s = 1 1 − σ t.
(B33) The fact that all constants are proportional to t means that once a solution has been found, vectors u and v can always be multiplied by some constant (which corresponds to the fact that our original equations were homogeneous quadratic equations). Hence one of the parameters just corresponds to this scaling freedom, and we are left with 6 equations (B29) where f = (64e 3
From (C1)-(C3) it is clear that by measuring at the energies E 1 = ± √ 2 and probing state |2 we can obtain the AND gate (note that for third eigenvalue of AND gate with λ 3 (1, 1) = 4e there is no component on state |2 ), with a component of the eigenvector equal to ± √ 2/2. For the H 0 (0, 0) case there is only one eigenvector at E = 0 with a nonzero component on state |2 . In order to have symmetric eigenvalues with maximum splitting and equal components on state |2 one can optimise Eq. (C3) to find the value of the parameter e such that the weight on |2 is also ± √ 2/2 when the XOR gate is measured; this leads to e = 0.
