Abstract-Average consensus building is a critical problem in wireless sensor networks specially with power and bandwidth constraints. This work studies how 16 bit quantization compared to integer approximation of node value, can reduce the mean square error on average consensus building by gossip algorithm using digital (quantized) communication. Moreover, we propose an efficient data transfer method for that the network reaches to consensus and saves significant amount of bandwidth. At the same time, the speed of convergence is estimated. 
However, the use of quantized communication complicates the convergence. This is because of not preserving the initial state. This shortcoming was solved by [6] . To uphold the average at each iteration, the evolution matrix is assumed doubly stochastic at each time.
The quantization method in [4] takes the closest integer value adding some constant and the network is converged into consensus upto the size of the quantization bin for any connected undirected graph. In this study, we propose 16 bit quantization for node value. Since we are reducing resolution size of the quantization, 16 bit represents the node value more accurately compared to integer approximation. Also we propose the optimization of bit transmission. We propose a cycle consists of 5 times bit transmission. We transmit 8 bit MSB (most significant bit) of the 16 bit index through 1st to 4th times and whole 16 bit at the 5th time of a cycle. At the receiving end, from the index, the node value is reconstructed using codebook as like pulse code modulation. For optimizing of bit transmission, the network also converges to average consensus and the mean square error from average is reduced significantly as compared to integer approximation of the node value. At the same time, a significant amount of bandwidth and energy is saved. 
C
In the section III, the proof of convergence is shown while in the section IV and V, convergence speed and simulation results are provided respectively.
II. STATEMENT
Let us consider, a network of N nodes specified by graph ( , ) v ξ ε = where v be the set of vertices (nodes) and ε be the set of edges, which is subset of {{ , }:{ , } , } i j i j v i j ∈ ≠
. The nodes are connected by links. Since the graph is connected, there is a path between any node i and j .
Therefore, a path in ξ consists of in a sequence of vertices The randomly chosen nodes adjourn their states by the below formula: 
This points are uniformly spaced such that
IV 
(II) If the difference between node i and j,
This is called swap rule.
At first, we will see the proof of convergence for integer value. Then we will prove that for quantized value of node, the network also converges to consensus.
Since in the first time cycle, the node values are constant [ ]
where S is the set of all vectors which have quantized consensus distribution.
Proof: Since χ finite and from property [2] , let minimum From property of [3] , its follows that
t T x t x T t P x ε ε ε − = ≥ ≤ has been estimated in [3] , [8] and [9] . Thus the averaging time ε is the smallest time it takes for (.) The upper bound can be found with high probability as shown in [6] . This is very conservative method for simulation.
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Let us define, a function of x(t), P is the probability of selecting edge ( , ) i j and P is the probability distribution on all edge.
Using the result from [4] , the expected value of v at time (
where λ is the smallest eigen value of (diag( 1) ) P P − and ∆ is the resolution of 16 bit quantization.
For recurrent operation, we can argue that 
VI. SIMULATION RESULT
In most of the literature, the node value is assumed to be the nearest approximate integer value which demonstrates large mean square error from average value and the network is converged to consensus in weaker sense. The quantization method introduced in [1] 
where, x ∈  . But in our algorithm, degradation ( ) q x x − ≤ ∆ . For the smaller step size, in our quantization method, the mean square error is reduced significantly, which is reflected in simulation result. From the simulation graphs- Fig. 1 , Fig. 2, Fig 3, we remark that for all method, the networks reach to consensus based on definition of our consensus 
We also find that for all through 8 bit data transfer, the network does not reach to consensus. However, for 16 bit convergence is attained which is reflected on Fig. 4 . So we need at least 16 bit for consensus building in our proposed data transmission method based on definition of consensus.
With the increase of number of nodes, the convergence time also increases as shown in Fig.5 . The relation between convergence time and node is linear (i.e. VII. BANDWIDTH SAVE CALCULATION In our algorithm, we define a cycle consists of 5 times bit transmission.
We send 8bit MSB of the 16 bit quantized values through 1st to 4th time and whole 16 bit in the 5th time.
In the 1st -4th time, 50% bandwidth is saved. In the 5th time, 100% bandwidth is utilized.
So, total bandwidth save in the period of a cycle = 0.5 4 0 100 40% 5 × + × =
VIII. CONCLUSION
From the simulation result, we can conclude that we need at least 16 bit quantization on our data transmission technique to attain consensus. It is also evident that as long as the distance from consensus is much larger than the quantization step, the speed of convergence is almost same as the non-quantized algorithm. Therefore, when we are near the agreement, the granularity effect comes out so that a full understanding of algorithm is based on non-quantization approximation and analysis of integer dynamics.
Since in our algorithm, the optimization of data transfer by sending MSB (most significant bit) and whole 16bit separately, saves 40% bandwidth, it can have great application on large network design specially when nodes are very far from each other, nodes add/drop frequently, and bandwidth and energy constraints is a major issue.
