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Abstract. Learning by watching others, or observational learning, is important for social
development and survival. However, not much is known about the brain mechanisms
underlying this type of learning. Since the 1960s, observational learning has been widely
studied in humans, but developing and analyzing experiments for animals has been
challenging. Here, I explore observational learning using a novel paradigm while performing
an analysis that involves tracking the rats using an active learning paradigm called
DeepLabCut. In this novel paradigm, customized operant conditioning chambers are used for
the rats to observe and learn from another animal repeatedly on multiple trials each day. The
task is automated for the rats which creates less animal handling and bias. Using light cues,
rats are able to associate the location to which they are asked to go to. This paradigm gives an
observer rat multiple new observation trials, allowing for more power in the experiment. This
analysis allows researchers to quantify behavior in neuroscience and is an efficient method for
tracking estimation. Using videos gathered from the animals in the paradigm, detailed markers
can be used to assist with the computer tracking and provide quantitative behaviors such as
how well the rats are observing. Incorporating DeepLabCut into an observational learning
model is a novel method that provides much more power in such tasks. Developing this animal
model is a powerful method to assess observational learning and will lead to a better
understanding of the neuronal circuits involved in social learning. Here, we found that rats
learned the location of a food reward by observing a conspecific through the modality of
vision, rather than other cues such as smell. Performance was affected by the angle at which
observers were facing the demonstrator, how often they were facing the demonstrator, and the
distance to the demonstrator rat. Performance did not seem to be affected by the social inducing
drug oxytocin nor its antagonist, Atosiban. The current paradigm allows for repeated trials of
observational learning and allows for a method of behavioral quantification for
neurobiological studies of social learning.
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Introduction

1.1 History of Observational Learning

Observational learning is a method of learning that consists of observing and modeling another
individual’s behavior, attitudes, or emotions. It is defined as a change in behavior that follows the
observation of another performing a similar behavior rather than personally performing a task
(Fryling et al., 2011). This is a developing field in social neuroscience and is important to the survival
of many species. From an evolutionary aspect, learning by observing rather than by personal trial and
error saves energy and reduce exposure to danger. If an animal sees another animal retrieve food
from a location, it is able to go directly to the food source. This type of imitation learning is known
to be a crucial part of human social development as well. Beginning in the 1960’s as a major
component to Albert Bandura’s social learning theory, observational learning was seen in the widely
known Bobo Doll experiment (Bandura et al., 1961). In that study, Bandura demonstrated that one
group of children that were in an aggressive environment would act aggressively, while a control
group and another group of children placed in a passive model environment did not show any signs
of aggression. Bandura’s research along with other colleagues represented a critical development in
the history of psychology and has led to many findings and questions as to what the underlying
neurobiology to this type of learning is.
There have been considerable amounts of research done in observational learning but much of that
has been with human groups. In humans it is very easy to find observational learning but evidence
with non-human animals have shown mixed results (Mesoudi & Whiten, 2008) and the process is
poorly understood (Zentall, 2006). When experiments have been done in rats, a reference memory
approach is used. In these cases, an observer animal watches a trained demonstrator perform the same
behavior many times over many days/weeks after which the observer must perform that same
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behavior (Del Russo, 1971; Leggio et al., 2003). While these studies have shown that rats can learn
a task, the design makes it difficult to know when the learning actually occurred. Therefore, having
a task that utilizes new learning everyday (i.e. working memory, (Dudchenko, 2004) would allow for
more control and data from multiple instances of observational learning.
1.2 Paradigm Background and Apparatus

Previous research done in our lab included the development of a new behavioral paradigm to study
observational learning. The project, which was developed in the summer of 2019 consisted of a
custom apparatus where two chambers were separated with a transparent wall. Rats were to observe
a demonstrator in chambers where there are nose-pokes that allow for the rats to place their nose in
order to trigger a food reward. Each chamber has a nose-poke on either end, small cue lights behind
the nose-pokes, a feeder in the middle, and a stimulus light above (Figure 1).
Figure 1: The apparatus is
composed of two adjacent
operant boxes separated by
a clear divider. Each box
has its own stimulus light,
two nose pokes with
associated cue lights, and a
feeder to dispense food
rewards upon successful
completion of the task.

A trial starts with the illumination of the stimulus light in the demonstrator animal’s chamber. Before
each trial, the stimulus light is on for 4 seconds and then a cue light behind the nose-poke is activated
after the stimulus light. Depending on which of the two locations is lit will determine what the correct
location is for the demonstrator and observer. If the animal places their nose in the location and
triggers the activation, a food reward appears, signifying a correct response. An incorrect response
3

would mean that the demonstrator went to the opposite location, in which case no reward will be
given. As seen in figure 2, during each trial, the location will change pseudorandomly so there will
be no bias in the order of the trials. The particular shape and angles of the demonstrator chamber are
created to ensure that the observer animal cannot see the cue light for the demonstrator. It is important
that the observer uses the stimulus light in their chamber to associate with the correct location and
does not see what the demonstrator sees.

a)

b)

c)

d)

Figure 2: Illustrated above is the successful completion of the social learning task. Once the demonstrator correctly
completes its task (Figure 2a and Figure 2b) it receives a food reward and the demonstrator's task begins (figure 2c and
Figure 2d). Note that the illuminated cue light in Figure 2b changes pseudorandomly, so the correct side changes for each
trial.
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Once the demonstrator completes its trial, the observer is presented with a short 1 second stimulus
light, signifying the start of their response. Both cue lights in the nose pokes of the observer chamber
are lit up for 4 seconds, and the animal needs to make a decision of which nose poke to go to. A
correct response matches the same nose poke as the location of the demonstrator. The mechanism of
being rewarded when going to the correct location is kept the same as the demonstrator trial.
The demonstrator and observer trials alternate for a session that lasts 10 minutes with a 2 second
interval given between each trial. The chambers are then cleaned with 30% ethanol after each testing
session so that smells from the rat will not carry over.
1.3 Paradigm Purpose

The purpose of the designed paradigm was to give the observer rat multiple new observation trials
single session to show that it is learning from another rat. This will not only reduce the amount of
training the rats go through, but also allow for more data collection. Having many data points
collected in a single day creates so much power where observational learning is being processed.
This paradigm developed a more efficient method to study observational learning in rats. The use of
operant conditioning chambers allows rats to observe and learn from another rat repeatedly on
multiple trials each day. This combats the limitation of not gathering enough data because the number
of “first trials” increases. The automation of the task also allows for less animal handling during the
testing session. Eliminating the handling may yield more valid results as different handlers may
induce variability in the results. With the implementation of the new paradigm, we should not only
see the rats are observing and learning from the actions of other rats, but they will be doing so more
rapidly and effectively.
1.4 DeepLabCut

Behavior is complex, and determining exactly what aspects of an animal’s behavior are linked to
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observational learning is challenging. The designed paradigm provides data from multiple new
observation trials, furthermore the rats’ behavior is being videotaped providing an opportunity for a
more powerful data analysis. But how to accurately quantify those behavioral trials? Historically in
the field of neuroscience, one would focus on basic parameters such as latencies or changes in
performance based on visibility of the demonstrator animal (e.g. lighting levels, opaqueness of
partition). Researchers trying to go beyond the basics would analyze video data. These would have
to be analyzed manually, which is extremely time-consuming, labor-intensive, and prone to errors.
Advances in machine learning and computer software allow to extract the pose of animals - i.e. the
geometrical configuration of body parts, makes DeepLabCut desirable. DeepLabCut is implemented
as one of the best pose estimation algorithms, demonstrating that only a small number of training
images are necessary to train a network to human-level labeling accuracy (Mathis et. al., 2018).

Figure 3: Mathis et al., “DeepLabCut: Markerless pose estimation of user-defined body parts with deep learning.”
Nature Neuroscience, 2018. Method of body part predictions in multiple mice images, showing network predictions
that was trained containing a single mouse. Points on the nose, ear, and tail base can be labeled to train the network.
DeepLabCut then extrapolates this and detects the body parts in images with multiple novel mice. Examples of good
network performance is shown above and examples of poor performance is shown underneath as the mice are
occluding each other.
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Previous studies have shown effective network training by only labeling a few hundred frames of a
video file, detecting a variety of experimentally relevant body parts such as the nose, ears, and tail
base of mice during navigation tasks (Figure 3). DeepLabCut’s ability to quantify the power in data
generated from the automated paradigm makes this analysis much more robust than past research.
2

Hypotheses

Before we dove into the methods and analysis, we developed hypotheses based on our intuition and
understanding of observational learning and working memory. These hypotheses include:
1. Observer rats will be looking more directly at the demonstrator rat on correct responses, i.e., have
a mean heading angle that is closer to 180°, allowing them to have a clear line of sight on the
demonstrator’s movements. This hypothesis was made because on correct trials, rats are more likely
to be watching the demonstrator more directly. Rather than on incorrect trials where observational
learning may not be happening, observer rats would be moving their head and only looking at the
demonstrator with peripheral vision, i.e., mean heading angle closer to 90° or less.
2. Observer rats will be watching the demonstrator more often on correct responses. In this task,
observer animals are required to pay attention to the demonstrator animal each trial afresh to learn
the location of the food reward. To assess whether or not they are paying attention, the percent of
time the observer faces the demonstrator in each session can be measured.
3. Compared to correct vs. incorrect trials, observer rats will be closer to demonstrator rats, having a
shorter mean distance. The rats being closer to one another would provide further evidence of
observation, and on correct responses, observational learning.
4. Prosocial and anti-social drugs will affect observational learning and activity - Administering three
different drugs – Oxytocin, Atosiban (an oxytocin inhibitor), and Saline - will have different effects
and produce differences in the three behavioral measures mentioned above. Rats will also be learning
7

through observation more, as measured by the behavioral measures, in sessions where oxytocin is
administered compared to atosiban. Oxytocin is a neuropeptide hormone known for its role in the
regulation of parturition and lactation. Further research suggests oxytocin plays an important role in
the development of the capacity to form and maintain social bonds (Bosch et. al., 2017). Injecting
oxytocin into the rats may produce a stronger social bond and the observer rat is believed to be more
attentive to the demonstrator animal.
3

Methods

3.1 Subjects

Nine female Long Evans approximately fourteen months old at the beginning of the experiment were
used. Female rats were chosen due to research showing enhanced social learning in female rats (Ervin
et al., 2015). Seven rats were designated as observer rats and two were trained to be demonstrator
rats. All animals were singly housed and kept in a temperature controlled animal room. Research
protocol was approved by the University of Connecticut IACUC.
3.2 Animal Training

Light training was done between June and August of 2019 so all subjects would be familiar with the
task. The demonstrator was first trained in two steps to learn how to nose-poke for a food reward. In
step 1, a 30-minute session was run where one half of the chamber was blocked off, forcing the rat
to nose-poke at only one location with the cue light on. In step 2, the rat learned how to follow the
cue light where both nose-pokes are available, but only one is active at a time. The cue light in the
back of the nose-poke signals the correct nose-poke each day, changing pseudo-randomly within
each session. Each session lasted 30 minutes and demonstrator training was completed when the rat
consistently responded 100 times each day with 80% accuracy.
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b)

a)

Figure 4: A) Step 1: Demonstrator learns to nose-poke for food. B), Step 2: both nose-poke chambers available,
demonstrator learns to follow a cue light in the back of the nose-poke. This changes randomly within each session.

3.3 Data Collection
3.3.1 Non-social “Ping Pong Condition”

As mentioned, one of the advantages towards this paradigm is the automation of the task. Where
previous animal social experiments may include an animal handling component, our task minimizes
that exposure as well as data collection, taking human error out of the experiment. Data is collected
after every session detailing every type of data available. This includes but is not limited to how
many times the demonstrator and observer omitted a response, how many times the demonstrator and
observer nosepoked, how many times the observer made a correct response, and how many times the
observer made an incorrect response. This also allows for manipulations, in our case, using a nonsocial condition where the demonstrator animal is substituted for a ping pong ball. In these non-social
conditions, the observer rat must proceed to the same nose-poke location as an illuminated ping-pong
ball. The testing procedure remains the same, but the use of a non-social condition allows for a control
to see if the animals are learning through the social interaction of another animal.
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Figure 5: A ping pong ball on the right side is being
illuminated, signifying to the observer rat that the
correct location to nose poke is the right side.

3.3.2 Drug Administration

The effects of oxytocin and Atosiban on observational learning was further done after the
performance in social and non-social conditions. Oxytocin was used as a drug to increase partner
preference and increase social exploration behavior (Calcagnoli et al., 2015), tested against its
antagonist, atosiban, and a saline control. A conscious rat was restrained by an experienced graduate
experimenter and 10 μL of a 1 μg/μL oxytocin solution was applied intranasally, on both nostrils.
Rats returned to their home cage and given 45 minutes before behavioral testing, an effective lead
time shown in past studies (Lukas & Neumann, 2012). A similar dosage and solution of saline was
injected in the same method. Atosiban dose was determined based on a combination of studies and
eventually 15 μL of a 1 μg/μL solution was used, allowing for a 45-minute wait time before
experimental testing. The schedule at which the drugs were administered were counterbalanced as
no drug was injected in the same rat two days in a row.
3.3.3 Benchmarking DeepLabCut

Before using DeepLabCut to analyze our data, video sets must be gathered and frames must be
extracted. This required us to mount a camera above our apparatus and film the sessions. These videos
are then taken to DeepLabCut to extract and label the frames. As expected, errors increase in the
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network as the number of training images decrease. We extracted over 600 distinct frames from
multiple videos across different mice and manually labeled points on the nose, left ear, right ear, and
tail base in all frames (Figure 6).

Figure 6: Extracting the frames in DeepLabCut to train the network. Using a video captured above the paradigm,
DeepLabCut is able to provide methods for the observation of animal behavior. The algorithm only requires a small
number of frames necessary so extracting 600 frames across multiple videos is sufficient to train the network. This
algorithm achieves excellent tracking performance on testing frames that is comparable to human accuracy. (Mathis et.
al., 2018)

The location of the nose was chosen in tracking rat behavior because that is a great indicator of their
line of sight. Labelling the ears as well as the tail base as shown in figure 7 is also important in
assessing the orientation of the rat (Mathis et. al., 2018). These four points help to capture where the
rats are looking in all motions, an essential aspect to track to see if the rats are learning through
observation. To quantify the feature detector’s performance, the network was run overnight to
generate point coordinates.
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Figure 7: Training the network by manually labelling the rats’ body parts in a set of over 200 frames. Listing the body
parts to be labeled in order are observer nose, observer right ear, observer left ear, demo nose, demo right ear, demo left
ear, observer tail base, and demo tail base. Once these frames are labeled the network is run to train itself.

The dataset of coordinates that is outputted also gives the likelihood of how well the network labeled
the body parts in each frame, closer to 1 meaning a very high likelihood of correct extrapolation. This
is a helpful tool as errors in the network can be minimized and the points of those with a minimum
likelihood would only be analyzed.
4

Analysis

4.1 Social Condition MATLAB Data Analysis

Once DeepLabCut is trained, a csv file of all the coordinates in the video file is generated. In order
to find our behavioral measures of mean heading angle, percent time facing demonstrator, and mean
distance, the start and end frames of the correct and incorrect trials must be found. By finding the
start and end frames, the labelled points of the rats’ ears and nose can be analyzed whenever the
observer makes a correct response or an incorrect response. To find the frame numbers, the csv
coordinates file is uploaded to MATLAB along with the video file of that respective session. Using
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a script created by my associate advisor specifically for this analysis, low probability coordinates that
are less than .9800 likelihoods are filtered out to minimize the false positives of a labelled point. The
next section of the script is run for experimenters to look for correct and incorrect trials (Figure 8).

Figure 8: Steps to the tracking analysis script. It begins by downloading the coordinates for the session that is of
interest and important that into MATLAB. Then low probability coordinates are filtered out to minimize errors in the
network. The frames of the correct and incorrect trials can then be found, putting the start and end frame number in
step 4. The final step analyzes the frames and in a workspace three values giving us mean heading angle, percentage
of time facing demonstrator, and mean distance are generated.

Trials where the demonstrator animal responds and the observer responds are noted and the frame
number at which the trials begin and end are logged into a spreadsheet. If the observer responds in
the same nosepoke side as the demonstrator, that is a correct trial. An incorrect trial would mean that
the observer responds to the opposite side nosepoke as the demonstrator. Start frames are defined as
the frame in which the demonstrator stimulus light turns on and end frames are defined as the frames
where the observer makes a response in the nose poke (Figure 9). The speed of the video can be
changed by changing the pauses between frames, allowing for better precision and accuracy. Once
the start and end frames of 10 correct and 10 incorrect trials are found, they can be run in a following
section of code to analyze the frames, giving us the outputs we want. Three values that mean
correspond to the mean heading angle, percentage of time facing demonstrator, and mean distance
from the observer to demonstrator, are outputted in a workspace table. These values are then copied
into the master spreadsheet to calculate the average of the entire session.
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Figure 9: Finding the start and end frames of the social condition. The network has now been trained to detect the
body parts of the rats. Trials begin when the stimulus light is turned on as shown in the demonstrator’s chamber,
and the trial will end once the observer nose-pokes. 10 correct trials are found when the observer nosepokes in the
same side as the demonstrator. 10 incorrect trials are found when the observer nosepokes to the opposite side as the
demonstrator.

4.2 Non-social Condition MATLAB Analysis

In order to run the analysis in the non-social ping pong condition, a new MATLAB script was added.
This is similar to the script in the social condition analysis as the low likelihood coordinates are
filtered out and start and end frames of the video set are manually found. However, a start frame in
these sessions is defined as the cue light behind the nose-poke lighting up, rather than the big stimulus
light turning on. In figure 10, two ping-pong balls facing both nose-pokes are set in a fixed position
and the coordinates act similarly to the demonstrator labeled points in the social condition. When the
frames of the 10 correct and 10 incorrect trials are found, the same three behavioral measures can be
computed. A total of 140 trials across all animals, half of which were correct responses and the other
half being incorrect responses were analyzed in each of the three drug conditions. The results of this
can be compared to the social condition and see if there is an effect of social interaction with another
animal.
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Figure 10: Finding the start and end frames of the non-social condition. Only the body parts of the observer rat are
labeled. Trials begin when the cue light in the nosepokes are turned on, exemplified by the light on the right-hand
side of the demonstrator’s chamber. Task is similar to social condition but replacing another rat with a ping pong
ball removes the social interaction of the previous task, potentially leading to different effects.

5

Results

5.1 Social vs. Non-social condition performance

The average percent of trials across 40 days in which the observers chose the correct nosepoke is
shown in Figure 11. The data was separated between rat and ping pong ball, depending on what
condition the observer is looking at. Since the animal had two possible choices, on each trial, better
than 50% chance performance would indicate observational learning. When observing a lit up, nonsocial, object, rats did not show consistent responses greater than 50% correct until about 37 days of
training. When animals performed the task while observing a demonstrator animal, they did show
consistent results of performances greater than chance. These results suggest that with extended
training, rats can achieve close to 80% correct performance rats. Rats are also shown to perform
better in the presence of another animal which suggests social learning and observational learning.
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Figure 11: Percent correct (±SEM) on days 1-40 when animals performed the task while observing a
demonstrator animal and while observing the lit object (“ping pong”). One sample T-tests were run for each
condition and day and determined to be significantly greater than 50% (p < 0.05) or not significantly different
than 50% (p > 0.05). Asterisks indicate if performance in a condition for each day is significantly greater than
chance.

5.2 Social Condition
5.2.1 Heading Angle Facing the Demonstrator

The behavioral measure of the mean heading angle was one of the three quantifications of observerdemonstrator interaction, as well as time spent facing the demonstrator and distance between animals.
The heading angle of the observer was able to be quantified using the coordinate points generated
from DeepLabCut from labelling the animals’ nose and ears. A heading angle that is 180° would
mean that the observer is facing directly at the demonstrator, indicating that they are observing the
demonstrators’ movements. Figure 12 shows an overall significant difference between correct and
incorrect trials (p < 0.001). The heading angle being significantly higher and closer to 180° in correct
trials than in incorrect trials is as expected. These results show that in correct trials, the observer
animals are facing more directly to the demonstrator animal which is a behavior seen in heightened
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levels of observation. No significant difference was found in the drug conditions or the interaction
effects (p > 0.1). This shows that the rats are using the modality of vision to make correct responses
and directionality of where the observer is facing is a factor in their observation.

Figure 12: Heading angle of observer (±SEM) measured relative to demonstrator. A Repeated Measures
ANOVA was run for the drug condition and correct vs. incorrect response to determine if there was a significant
difference. Correct trials showed a significantly higher heading angle than incorrect trials. No difference was
seen in the drug and interaction conditions.

5.2.2 Time Spent Facing the Demonstrator

The percentage of time the observer faced the demonstrator also shows how much time the observer
is watching the demonstrator. The classification that the observer is facing the demonstrator is noted
whenever the heading angle of the observer measured relative to the demonstrator is > 90°. In figure
13, a Repeated Measures ANOVA significant differences between the correct and incorrect trials
were found (p < 0.01) while no significant difference was found in the drug and interaction conditions
(p > 0.1). As hypothesized, the correct trials are showing instances where observers are facing the
17

demonstrator more. Observers are spending less than 50% of the time in the session facing the
demonstrator in incorrect trials which shows that when the observers are not watching the
demonstrators, they are more prone to an error.

Figure 13: Percentage of time (±SEM) observer spent facing demonstrator. Note that the criteria for observer
“facing” the demonstrator is heading angle of > 90 degrees. A Repeated Measures ANOVA was run for the drug
condition and correct vs. incorrect response to determine if there was a significant difference. Correct trials showed
that the observer spent significantly more time facing the demonstrator. No difference was seen in the drug and
interaction conditions.

5.2.3 Distance from the Demonstrator

The distance between the animals is an important quantifier as it allows experimenters to see how
closely the animals are socially interacting. The coordinate distance between the noses of the
observers and demonstrators was analyzed and converted to centimeters. A closer distance of the rats
is a good indicator that the rats are interacting and are observing the demonstrator more effectively.
Figure 14 shows an overall significant difference between correct and incorrect trials. Rats in the
correct trials are significantly closer than on incorrect trials (p < 0.05). There were no significant
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differences in the drug conditions or interaction effects, although there was a trend in the drug
conditions (p < 0.1). This effect can be explored more as more data is analyzed. Collectively, these
data suggest that only the correct and incorrect trials have a significant difference and that the drug
conditions have not shown an effect (p > 0.1). The distance between the two rats has a significant
effect on the performance of the observer, suggesting that it is socially learning as it is close to another
animal.

Figure 14: Mean distance (±SEM) in centimeters between observer and demonstrator. A Repeated Measures
ANOVA was run for the drug condition and correct vs. incorrect response to determine if there was a significant
difference. Correct trials showed a significantly shorter distance between the two animals. A trend was seen in the
drug condition.

5.3 Non-social Condition

The same analysis of the three behavioral measures was done to the Non-social ball condition,
although with limited data (Figure 15). Due to time constraints collecting data, a total of 40 trials was
19

gathered from two observer animals. Half of these trials were correct responses and the other half
were incorrect responses. All three drug conditions were represented in this analysis. Due to the low
number of trials collected, statistics were not run, but preliminary analysis suggests that the results
are trending towards the social condition results.

B

A

C

Figure 15: Three behavioral measures of the non-social condition A). Mean heading angle of observer (±SEM) measured relative
to demonstrator. We hypothesized that the correct trials would have a greater angle and be closer to 180 °. B), Percent of time
(±SEM) observer spent facing demonstrator. The criteria is kept the same as the social condition. Correct trials are hypothesized to
have a higher time spent facing the ball. C). Mean distance (±SEM) between the observer and demonstrator.

The mean heading angle and time facing the demonstrator are trending to the results that on correct
trials, the observer is facing more directly to the demonstrator and is spending more time facing the
demonstrator. Future steps would be to analyze more data in order to make a significant finding.
20

6

Discussion

The purpose of the current experiments was to assess the ability of rats to use observational learning
in a working memory paradigm. Previous experiments assessing observational learning measured the
ability of animals to learn from a fixed behavior over many trials, or has measured observational
learning in a working memory task with limited data. This newly designed behavioral paradigm
combats the difficulties to determine the dynamics of observational learning and provides multiple
learning events in a given session. This project presents a new observational learning task that
improves on previous experiments where the rats are learning anew on every trial. The task provides
a limited interval where the observer can learn and lead to a better opportunity for manipulations and
a detailed behavioral analysis.
Using a pose estimation of animal body parts with machine learning allows for many applications in
neuroscience. The use of a computer algorithm such as DeepLabCut, which has been demonstrated
to be extremely versatile in tracking human or animal behavior, methods of observation and data
recording can be done (Mathis et. al., 2018). This project has combined the breakthrough of an
observational paradigm as well as machine learning to conduct a detailed behavioral analysis. By
using videography and generate a coordinate system labelling the animal’s nose, ears, and tail base,
three behavioral measures can be quantified. These three measures, determined to be accurate
quantifications of social learning are the heading angle of the observer to the demonstrator, the time
the observer spent facing the demonstrator, and the distance between the two rats. Furthermore, the
use of prosocial and anti-social drugs was administered to see how it will affect observational
learning and social activity. These experiments were done in two conditions as well, where one
condition was another demonstrator animal, and the other condition was a non-social condition where
the demonstrator was a lit up ping-pong ball.
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Our findings suggest that rats are able to observationally learn in a tasks where the goal location
changes continuously and the rats have a defined short interval in which to observe the correct
response. Rats are shown to perform better in social conditions observing another demonstrator rat
than in non-social conditions. With extended training rats can achieve close to 80% correct
performance. When we examined the effects of oxytocin and atosiban, an oxytocin antagonist, on
observational learning, we used DeepLabCut to make an in-depth behavioral analysis. This required
us to process video data in order to extract important features of observational learning. Comparing
the animal performance in the social condition in trials where observers made correct responses vs.
incorrect responses, observer rats were shown to have a significantly higher heading angle, more time
spent facing the demonstrator, and are closer to the demonstrator animal. This conclusion supports
the fact when rats make correct responses, they are paying attention and learning more effectively.
No effect was seen in drug conditions when analyzing those behavioral measures. Furthermore, more
data is needed in order to make a statistical analysis in the non-social condition. Preliminary results
from the non-social condition is trending to similar results in the social condition.
Observational learning is complex and determining what animals are learning is extremely difficult
(Zentall, 2006). Thus, this paradigm can allow for different experimental manipulations during the
observational learning period. This project also allowed us to determine the degree to which animals
are observing from another animal by comparing measures from the social condition and non-social
conditions. Future studies will look into the effects of oxytocin and Atosiban more on observational
learning and see if there is a difference of those drugs in social observations and cue-object trials.
In conclusion, our experiments introduce a novel approach to studying observational learning in rats,
and combines a deep learning algorithm in the field of neuroscience. Now, behaviors that were
previously thought of as qualitative, can be expressed into a quantitative measure. The amount of
22

data that can be collected and analyzed in these testing sessions is now magnified as each trial
presents a new observational learning experience. In the future, studies where certain brain regions
such as the ventral hippocampus or prefrontal cortex can be inactivated in order to see how it will
affect observational learning. DeepLabCut can then be used to assess such behaviors. This study
provides a possible method for studying the neural mechanisms of observation and add to the current
neurobiological understanding of rodent foraging. Further investigation into these behaviors would
provide better understanding of the mechanisms involving learning, and lead to clinical findings into
social deficits such as Autism spectrum disorder (ASD) or Attention deficit hyperactivity disorder
(ADHD).
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