The optimality of a density estimation on Besov spaces are difficult to be verified. This paper aims to give another proof for that bound by using Fano's Lemma, which looks a little simpler. In addition, our method can be used in many other statistical models for lower bounds of estimations.
Introduction
Wavelet analysis has many applications, one of which is to estimate an unknown density function based on independent and identically distributed (i.i.d.) random samples. Let be a probability measurable space and 1 ( , , ) P   , , n X X  be i.i.d. random variables with an unknown density function f. We use to denote the expectation of a random variable X. 
To show the lower bound of (1.1), authors of [2, 3] use Korostelev and Assouad lemmas. However, the conditions of those two lemmas are difficult to be verified. In this small paper, we give another proof for the lower bound of (1.1) by using Fano's lemma [4] . It should be pointed out that Fano's lemma can be used to a variety of statistical models, see [5] [6] [7] .
As usual, 
The corresponding norm
Moreover, the Besov space
with the associated norm 
defines a wavelet [3] . Clearly, when  is compactly supported and continuous, the corresponding wavelet  has the same
properties. An orthonormal wavelet basis of   2 L R is generated from dilation and translation of a scaling function and its corresponding wavelet, i.e.
A scaling function  is called t regular, if  has continuous derivatives of order t and its corresponding wavelet  has vanishing moments of order t, i.e.
The following lemma [3] plays important roles in this paper.
Lemma 1.1. Let  be a compactly supported, t regular orthonormal scaling function with the corresponding wavelet  and 0 s t
,
Before introducing Fano's Lemma, we need the notation of Kullback-Leilber distance [4] . Let P and Q with P being absolutely continuous with respect to Q (denoted by ). Then the Kullback-Leilber distance is defined by 
Then theorem 1.1 is a reformulate of the lowe und in (1.1). By using the idea of reference [5] , we show this theorem in the next two sections.
irstly, we prove
2. Proof of Theorem 1.1 
Next, one shows 
