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Il presente lavoro di tesi è stato ispirato dal progetto SAFE QUARRY, promosso 
dalla Regione Toscana, che ha avuto come scopo l’introduzione di innovative 
tecnologie per il monitoraggio in situ del livello di fratturazione degli ammassi 
rocciosi, in un’ottica di incremento e miglioramento dell’attività estrattiva e della 
sicurezza. 
Come continuazione di tale progetto è stato proposto di estendere l’indagine GPR 
in segheria effettuando misurazioni su blocchi diversi, da un punto di vista litologico, 
al fine di individuare possibili difetti e sviluppare un metodo che possa garantirne la 
qualità e fornire un aiuto nelle fasi successive della lavorazione del materiale. 
 
L’obiettivo generale della tesi può essere sintetizzato nelle seguenti finalità: 
1. Riconoscimento della distribuzione e orientazione di sistemi di frattura o 
altre discontinuità su fronte e piazzale di cava e attestazione dell’integrità 
del materiale estratto su blocchi di materiali differenti (marmo di Carrara, 
travertino, peridotite, arenaria) posti in segheria. 
2. Realizzazione di una sequenza operativa di processing, includendo anche 
quei passaggi che non sono usuali nel mondo dell’elaborazione dei dati 
GPR. 
3. Verifica delle relazioni esistenti tra le riflessioni caratterizzanti un dato 
radargramma e l’immagine visualizzata tramite time slices. 
 
Nello specifico, le prospezioni GPR sono state eseguite sia su fronte di cava, 
utilizzando un sistema multicanale (STREAM X) a 600 MHz, sia in segheria, su 
materiale di vario tipo utilizzando sia lo STREAM X che un’antenna monocanale a 
1.6 GHz. Solo per due dei dati acquisiti il sistema multicanale è stato montato su 
braccio robotico per testare la reale efficacia di quest’ultimo. I dati così acquisiti 
sono stati elaborati sfruttando le potenzialità offerte da GPR-SLICE©, attualmente 
uno dei software più completi.  
Per i dati acquisiti in cava, che presentavano strutture più significative, la fase 
successiva all’elaborazione è stata la loro organizzazione in forma di time slices che 
consente di visualizzare, sotto forma di mappa, le riflessioni di ampiezza registrate 
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ad un dato intervallo di tempo e di seguirne le variazioni lungo la direzione z. 
Tramite la visualizzazione tridimensionale è stato poi possibile localizzare meglio le 
discontinuità di interesse e renderle più facilmente individuabili.  
 
La prima parte di tale lavoro di tesi definisce alcuni concetti teorici alla base del 
sistema GPR descrivendo brevemente la fisica delle onde elettromagnetiche, i 
parametri elettromagnetici dei materiali e come questi influenzino la propagazione di 
un’onda al loro interno e le caratteristiche strumentali del sistema GPR. 
La seconda parte, di natura più pratica, riguarda la descrizione dei materiali 
indagati e le acquisizioni fatte. 
La terza parte invece riguarda la descrizione delle fasi di processing applicate 
durante l’elaborazione dei dati. In questa fase sono stati utilizzati sia passaggi di 
processing usuali (filtraggio passa-banda, guadagno, background removal e boxcar 
filter) sia step di processing avanzato (spectral deconvolution, spectral whitening, 
analisi di velocità, migrazione e filtro f-k). I risultati ottenuti per ciascun dato sono 
stati valutati caso per caso, mettendo a confronto i risultati dei passaggi di processing 
successivi, in modo tale da mettere in evidenza i limiti e i vantaggi delle operazioni 
in uso. Tutti i dati sono stati sottoposti ad una fase preliminare ai processing di base e 
avanzato, detta pre-processing, che prevede l’operazione di detrending del dato 
(dewow filter) e l’allineamento delle tracce a un’origine comune (move start time). A 
seguire si ha una descrizione delle operazioni di slicing e gridding necessarie per la 
generazione delle time slices mettendo a confronto i risultati ottenuti a partire dai dati 
elaborati sia con il processing di base che con quello avanzato. 
L’ultima parte della tesi prevede l’interpretazione dei dati elaborati considerando i 
risultati del processing avanzato che ha permesso di individuare in maniera più 
efficace le riflessioni presenti nei dati. I dati acquisiti su blocchi di materiali lapidei, 
ad esclusione del travertino che per sua natura presenta una gran quantità di 
discontinuità meccaniche ed eterogeneità chimiche (fratture, cavità…), sono stati 
considerati abbastanza omogenei e presentano al loro interno discontinuità non molto 
marcate dovute probabilmente a cambi composizionali più che a discontinuità 
meccaniche. Nel caso della peridotite è stato operato anche un confronto tra i risultati 
ottenuti tramite acquisizione con antenne a frequenza e polarizzazione differenti che 
ha messo in evidenza il maggior potere risolutivo dell’antenna ad alta frequenza (1.6 
GHz) la quale permette di osservare un numero di discontinuità maggiore rispetto al 
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caso a 600 MHz. Tali eventi presentano geometrie variabili, da sub-orizzontali a 
leggermente inclinate, e un certo grado di intersezione dei riflettori che, data 
l’assenza di iperboli, potrebbero essere ricondotti a cambi composizionali. Sulla base 
di tale esperienza è stato scelto di utilizzare per tutti i blocchi a seguire l’antenna a 
1.6 GHz. Nel caso dell’arenaria sono stati messi in evidenza alcuni eventi a tratti 
continui e caratterizzati da discontinuità angolari, riconducibili agli elementi 
osservati sul blocco in fase di acquisizione, che potrebbero rappresentare 
discontinuità granulometriche e/o composizionali. Dall’analisi dei dati acquisiti sul 
blocco di travertino sono state messe in evidenza un gran numero di eventi, che 
danno luogo a una facies radar caotica riconducibile al gran numero di discontinuità 
osservate sul blocco in fase di acquisizione. Per quanto riguarda invece il blocco di 
marmo questo presenta una certa omogeneità anche se in alcune porzioni sono stati 
riconosciuti degli eventi che potrebbero essere ricondotti a vene ricristallizzate 
caratterizzate da cambi di spessore e/o a ricristallizzazioni isolate (suggeriti dalla 
presenza di riflessioni apparentemente iperboliche), assieme ad eventi da orizzontali 
a sub-orizzontali che potrebbero essere ricondotti a cambi composizionali. Nel caso 
dei dati acquisiti in cava invece è stato possibile osservare discontinuità molto 
pronunciate e con una buona continuità nello spazio che in un caso sono state 
associate a probabili cambi composizionali (per l’assenza di iperboli di diffrazione) e 
nell’altro invece imputabili a fratture e cavità. L’interpretazione di questi due casi è 
stata completata tramite la visualizzazione del volume di dati tramite 
rappresentazione con isoampiezze. 
In conclusione è possibile affermare che il sistema GPR può rappresentare un 
buon metodo per la definizione di discontinuità all’interno di materiali lapidei in 
quanto permette di acquisire su vaste aree con una buona risoluzione e in maniera 
non invasiva e/o distruttiva. L’utilizzo del sistema robotico associato a STREAM X 
rappresenta una buona innovazione che permette, soprattutto in ambiente di cava, di 
indagare in tempo rapido aree vaste riducendo i tempi e i costi di acquisizione e 
permettendo di individuare discontinuità e di dare un valido aiuto nella 
pianificazione dell’estrazione del materiale. L’utilizzo di un sistema monocanale, 
come nel caso a 1.6 GHz, ha richiesto un maggior tempo per l’acquisizione che 
potrebbe risultare meno precisa vista la natura manuale dell’acquisizione stessa. 
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Il GPR potrebbe rappresentare, soprattutto nella fase estrattiva, un valido sostegno 
al lavoro di estrazione andando a ridurre gli sprechi in modo tale da avere vantaggi a 
livello ambientale, economico e per la sicurezza. 
Con tale lavoro è stata messa in evidenza anche l’utilità dei passaggi di processing 
avanzato. In ultimo per quanto riguarda la visualizzazione tramite time slices e 
isoampiezze, questa rappresenta un valido strumento che permette, anche ad 
operatori meno esperti, di individuare nello spazio le discontinuità presenti 





Il Ground Penetrating Radar (GPR) è una metodologia geofisica utilizzata 
comunemente per l’imaging della sottosuperficie in modo non distruttivo (Conyers e 
Goodman, 2007; Daniels, 2004). Tale metodologia è largamente utilizzata in vari 
ambiti come ad esempio in ingegneria civile, archeologia, applicazioni forensi etc. Il 
GPR tuttavia non è ancora molto utilizzato nel mercato delle attività connesse 
all’estrazione di rocce ornamentali, benché la letteratura scientifica dimostri che sia 
un valido strumento per lo studio delle fratture e delle stratificazioni nei blocchi di 
materiale di vario tipo (gneiss, rocce calcaree etc.) (Lualdi et al., 2008). 
Il GPR può avere dunque un peso determinante nella caratterizzazione dei 
giacimenti di pietra ornamentale per una molteplicità di motivi, raggruppabili nei 
seguenti tre benefici: 
1. La sua natura non invasiva e non distruttiva; 
2. La sua abilità nel massimizzare l’efficienza della ricerca e, al tempo 
stesso, la sua capacità di minimizzare i costi; 
3. L’alta risoluzione e qualità del dato. 
 
Per tali motivi le indagini GPR risultano uno strumento prezioso che consente una 
rapida analisi degli ammassi rocciosi definendone la qualità, in termini di uniformità 
litologica e grado di fratturazione, dando in questo modo un valido aiuto nelle fasi di 
estrazione. Durante questa fase infatti viene prodotta una gran quantità di materiale 
residuo e si delinea dunque la necessità di operare secondo strategie differenti mirate 
all’individuazione, delimitazione e caratterizzazione delle unità litologiche 
omogenee, commercialmente appetibili, con volumi e grado di fratturazione tali da 
non vanificare gli sforzi (in termini di tempo ed economici) relativi alla loro 
estrazione. 
Tale lavoro di tesi è stato ispirato dal progetto SAFE QUARRY, promosso dalla 
Regione Toscana, che ha avuto come scopo l’introduzione di innovative tecnologie 
per il monitoraggio in situ del livello di fratturazione degli ammassi rocciosi, in 
un’ottica di incremento e miglioramento dell’attività estrattiva. 
Come continuazione di tale progetto è stato proposto di estendere l’indagine GPR 
negli impianti di segagione (segherie) effettuando misurazioni su blocchi di litologia 
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diversa, al fine di individuare possibili difetti e sviluppare un metodo che possa 
garantire la qualità e fornire un aiuto nelle fasi successive della lavorazione del 
materiale. 
L’indagine è stata eseguita utilizzando sia un sistema multicanale GPR a 600 
MHz montato, per alcune delle acquisizioni, su un braccio mobile prototipale, il 
quale permette di muovere l’antenna in verticale sulla superficie di interesse, sia con 
un’antenna monocanale a 1.6 GHz. I dati così acquisiti sono stati elaborati sfruttando 





Il presente lavoro di tesi si colloca nell’ambito della ricerca di discontinuità 
all’interno di materiali lapidei di vario tipo. In letteratura si ritrovano ricerche 
scientifiche condotte su materiali lapidei differenti (Lualdi et al., 2008; Denis et 
al.,2009; Godio et al, 2003; Kadioglu, 2008). In questo lavoro si cerca dunque di 
riassumere lo scopo di tali ricerche su vari tipi di materiali e in contesti differenti al 
fine di provare la validità dell’indagine GPR. 
L’obiettivo generale della tesi può essere sintetizzato nelle seguenti finalità: 
1 Riconoscimento della distribuzione e orientazione di sistemi di frattura o 
altre discontinuità su fronte e piazzale di cava e attestazione dell’integrità 
del materiale estratto su blocchi di materiali differenti (marmo di Carrara, 
travertino, peridotite, arenaria). 
2 Realizzazione di una sequenza operativa di processing, includendo anche 
quei passaggi che non sono usuali nel mondo dell’elaborazione dei dati 
GPR. 
3 Verifica delle relazioni esistenti tra le riflessioni caratterizzanti un dato 
radargramma e l’immagine visualizzata tramite time slices. 
 
Nello specifico, le prospezioni GPR sono state eseguite sia su fronte di cava, 
utilizzando un sistema multicanale (STREAM X) a 600 MHz, sia in segheria su 




Il sistema multicanale è stato montato per due delle acquisizioni su un sistema 
robotico prototipale (fig. 1.1), sviluppato nel corso del progetto SAFE QUARRY, 
che consente un’acquisizione automatica e rapida su porzioni vaste. 
 
 
1.2 Progetto SAFE QUARRY 
 
Il progetto SAFE QUARRY si è inserito nella categoria “Sistemi e distretti 
produttivi tipici” promosso dalla Regione Toscana ed ha avuto una durata 
complessiva di due anni e tre mesi, dal 10 dicembre 2012 al 27 marzo del 2015. 
Il progetto ha avuto come obiettivo l’introduzione di innovative tecnologie per il 
monitoraggio in situ del livello di fratturazione degli ammassi rocciosi, al fine di 
incrementare e migliorare l’attività estrattiva. L’introduzione di tale innovazione 
potrebbe consentire da un lato un aumento della quantità e qualità del prodotto, 
dall’altro una riduzione considerevole delle risorse energetiche e di materie prime 
utilizzate durante il processo di estrazione, raggiungendo una sostanziale riduzione 
delle risorse utilizzate. L’utilizzo di tecnologie altamente automatizzate potrebbe 
permettere inoltre di far evolvere il processo estrattivo attraverso un controllo 
Fig. 1.1. Sensori e antenna montati su prototipo (SAFE QUARRY, Relazione Finale). 
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continuo che potrebbe favorire, nel medio termine, la crescita del settore grazie a 
continue politiche di monitoraggio e revisione del processo.  
Il sistema sviluppato è in grado di identificare discontinuità di dimensioni 
differenti, da macroscopiche a microscopiche, in funzione della frequenza utilizzata 
dal sistema georadar, consentendo di avere benefici in termini: 
 Ambientali, sfruttando in modo efficiente ed intelligente la cava, al fine 
di ridurre i blocchi invendibili con alta fratturazione. 
 Economici, ottimizzando le operazioni di estrazione in modo da 
incrementare la qualità e la quantità dei blocchi estratti. 
 Sicurezza, per i tecnici che si occupano della movimentazione delle 
apparecchiature di monitoraggio. 
 
La tecnologia sviluppata nel progetto, si basa su una combinazione di soluzioni 
tecnologiche innovative: 
 Sistema GPR, per il monitoraggio della fratturazione; 
 Sistema di posizionamento del GPR, per adattarsi alla morfologia della 
parete e struttura meccanica per la movimentazione del sistema di 
monitoraggio (vedi fig. 1.2); 
 Algoritmo di analisi ed elaborazione dei dati, per l’ottenimento di una 
mappatura dello stato di fratturazione dell’ammasso roccioso. 
 
Il consorzio di progetto era composto da cinque partner dalle elevate competenze 
tecniche: 
 GMC-Graniti Marmi Colorati S.p.A. (capofila), azienda operante nel 
settore estrattivo; 
 Dazzini S.p.A., azienda specializzata nella realizzazione di 
apparecchiature meccaniche per la lavorazione in cava; 
 Sintecnica S.r.l., società di ingegneria che opera nel settore civile e 
industriale; 
 Adatec Sensing & Automation S.r.l., spin off dell’Università di Pisa, 
esperta di sensoristica e di automazione industriale; 
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 Centro di Ricerca “E. Piaggio” – Università di Pisa, centro di ricerca 
dedicato alla ricerca multidisciplinare nei campi della robotica e della 
bioingegneria. 
 
A questi si aggiungono due principali fornitori di servizi: 
 D’Appolonia S.p.A., società di ingegneria esperta di innovazione 
industriale, in grado di fornire supporto alle PMI e alle grandi imprese 
nello sviluppo di prodotti e processi innovativi tramite competenze 
multidisciplinari; 
 Geostudi Astier S.r.l., società fornitrice del sistema GPR e sviluppatrice 
del software di analisi dei dati. 
 




Il sistema robotico è costituito da quattro componenti principale: 
 Set di sensori georadar idonei alla valutazione dello stato dell’ammasso 
roccioso. 
 Sistema di posizionamento e tracking dell’apparecchiatura georadar che 
eviti l’intervento manuale di operatori, tale da garantire al contempo un 
corretto funzionamento del sistema e una georeferenziazione spaziale dei 
dati ottenuti (fig. 1.3). Tale sistema permette la movimentazione 
automatica del prototipo, in quanto capace di gestire il controllo dei 
motori del sistema in funzione dei parametri di misurazione (distanza 
parete, velocità, area da monitorare). 
 Una struttura meccanica di movimentazione dell’intero sistema di 
sensori/GPR, capace di adoperare le infrastrutture presenti in cava (binari 
per la movimentazione), adattarsi ad un ambiente non facile come quello 
di una cava in cui tutto è in continua evoluzione e che sia facilmente 
flessibile per gli spostamenti e il trasporto (fig. 1.2). 
 Un software di elaborazione dei dati per la definizione del crono 
programma delle scansioni, della tipologia di scansione (preliminare o 
approfondita) e per la successiva elaborazione automatica dei dati con 
notevole incremento nell’efficienza e della qualità delle operazioni. 
 




I test preliminari di tale prototipo sono stati eseguiti presso Dazzini, responsabile 
della realizzazione della struttura meccanica e del coordinamento dell’integrazione e, 
successivamente, presso la cava di marmo di Fossagrande posta nel bacino n°2 a 
Torano (MS) (fig. 1.4).  
In sintesi è possibile affermare che tale progetto ha predisposto un metodo, una 
procedura e la tecnologia abilitante che consentono di operare una caratterizzazione 
geomeccanica in modo più rapido e comodo per l’operatore. Tale caratterizzazione 
su pareti e superfici di cava, sia a cielo aperto che in sotterraneo, per via delle 
difficoltà di accesso ai fronti di scavo, risulta infatti difficile da realizzare con le 
tecnologie attualmente disponibili. Il risultato finale di tale progetto è stato dunque 
un sistema componibile e trasportabile per la movimentazione dei sensori GPR in 
grado di valutare direttamente su parete la presenza di discontinuità e di ottenere un 
riscontro oggettivo in tempo reale che possa indirizzare le attività di cava, 
ottimizzandone lo sfruttamento. 
 
Fig. 1.4. Prototipo in fase di test in cava (SAFE QUARRY, Relazione Tecnica, 2014). 
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2.0 Principi alla base delle metodologie utilizzate 
 
2.1 Equazioni di Maxwell e onde elettromagnetiche 
 
Le basi del sistema GPR si fondano nella teoria dell’elettromagnetismo; per poter 
descrivere in modo quantitativo i segnali GPR è necessario considerare sia le 
equazioni di Maxwell, che forniscono una descrizione matematica delle onde 
elettromagnetiche (EM), che le relazioni costitutive, che permettono una 
quantificazione delle proprietà elettromagnetiche dei mezzi. 
L’esistenza delle onde EM fu prevista da Maxwell il quale elaborò la prima teoria 
moderna dell’elettromagnetismo raggruppando, in un’unica teoria, tutte le precedenti 
osservazioni, esperimenti ed equazioni non correlate. Egli dimostrò, infatti, in una 
serie di quattro equazioni differenziali (derivanti dalle rispettive integrali) la 
descrizione del campo elettrico e di quello magnetico nello spazio vuoto (tabella 2.1) 
e in un mezzo (tabella 2.2), e le loro interazioni con la materia. La prova 
sperimentale dell’esistenza delle onde EM è dovuta però ad Hertz (1888) il quale per 
generarle usò sorgenti elettriche, ovvero dispositivi in cui le cariche elettriche di un 




 Equazioni in forma differenziale 
Legge di Gauss ∇ ∙ 𝐸 = 0 




Legge di Gauss ∇ ∙ 𝐵 = 0 







Considerando la propagazione delle onde EM nello spazio vuoto (cariche q e 
correnti i sono nulle), all’interno delle equazioni di Maxwell compaiono: 
 ?⃗? , intensità del campo elettrico in Volt/metro [V/m]; 
 ?⃗? , induzione magnetica in Tesla [T]; 
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 c, velocità della luce in metri/secondo [m/s] (3∙108 m/s); 
 t, tempo in secondi [s]. 
 
Nel caso in cui la perturbazione elettromagnetica si propaghi all’interno di un 
mezzo è necessario introdurre ulteriori quantità vettoriali: 
 ?⃗? , induzione elettrica Coulomb/metro2 [C/m2]; 
 ?⃗? , campo magnetico Ampere/metro2[A/m2]; 
 𝜌, densità di carica in C/m3; 
 𝑗, densità di corrente A/m2. 
 
Tabella 2.2 
 Equazioni in forma differenziale 








Legge di Gauss ∇ ∙ 𝐵 = 0 





I vettori utilizzati per la rappresentazione dei campi non sono tra loro 
indipendenti, esistono infatti dei legami caratterizzati dalle proprietà intrinseche del 
materiale considerato, che sono di tipo lineare (ad eccezione di alcuni mezzi 
particolari come quelli ferromagnetici1, dalla nota curva di isteresi) e vengono 
espressi attraverso le equazioni costitutive. Tali equazioni forniscono una descrizione 
macroscopica di come elettroni, atomi e molecole rispondono in massa 
all’applicazione di campi elettromagnetici. 
 
?⃗? =  𝜀?⃗?  
 
?⃗? = 𝜇?⃗?  
                                                          
1 Sostanze che, poste in un campo magnetico, sono capaci di magnetizzarsi in modo particolarmente 
intenso e di conservarsi, almeno in parte, magnetizzate anche dopo che è cessata l’azione del campo 
magnetizzante. Il loro comportamento è descritto dalla curva di isteresi che rappresenta un diagramma 




𝐽 =  𝜎?⃗?  
 
Con: 
 ε, costante dielettrica o permettività elettrica in Farad/metro [F/m]; 
 μ, permeabilità magnetica in Henry/metro [H/m]; 
 σ, conducibilità elettrica in Siemens/metro [S/m]. 
 
Queste tre grandezze, che saranno descritte in modo approfondito più avanti, sono 
spesso espresse in termini adimensionali: 
 Permettività elettrica relativa εr= ε/ε0, con ε0 permettività elettrica del 
vuoto (8.8542∙10-12 F/m); 
 Permeabilità magnetica relativa μr=μ/μ0, con μ0 permeabilità magnetica 
del vuoto (4π∙10-4 H/m); 
 Conducibilità elettrica relativa σr=σ/σ0, con σ0 conducibilità elettrica del 
rame (5.8∙107 S/m). 
 
Le relazioni costitutive sopra elencate derivano da sviluppi concettuali ed 
algebrici piuttosto complessi; di seguito, senza scendere nei dettagli, è possibile 
fornire alcuni esempi di situazioni in cui è possibile imbattersi: 
1) Mezzo lineare, omogeneo ed isotropo, i parametri costitutivi sono delle 
costanti di valore noto. 
2) Mezzo non lineare, come ad esempio materiali ferromagnetici, per i quali 
il modulo di ?⃗?  è legato al modulo di ?⃗?  tramite la nota curva di isteresi, 
che è tipicamente una curva non lineare. In termini di parametri 
caratteristici del mezzo, un mezzo è non lineare quando risulta ε=ε(E), 
μ=μ(H) e σ=σ(E) dunque i vettori ?⃗? , ?⃗?  e 𝐽  dipendono dall’ampiezza dei 
campi ?⃗?  e ?⃗? . 
3) Mezzo non omogeneo e anisotropo, quando i parametri del mezzo sono 
funzione della posizione; si ha dunque ε=ε(x,y,z), μ=μ(x,y,z) e σ=σ(x,y,z). 
 
Nel caso GPR le proprietà elettriche sono molto più importanti delle proprietà 
magnetiche infatti la permeabilità magnetica è il parametro meno suscettibile a 
variazione e per questo ha quasi sempre valore unitario. Al contrario la permeabilità 
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elettrica relativa è il parametro con la più alta variazione ed influisce maggiormente 
sulla velocità dell’onda EM. 
A partire dalle equazioni di Maxwell prima citate, è possibile derivare l’equazione 
delle onde EM che, a differenza delle onde elastiche, non hanno bisogno di un mezzo 
per potersi propagare. Esse sono generate da un sistema di cariche accelerate che 
producono un campo elettrico E(x,y,z) ed un campo magnetico B(x,y,z) ortogonali tra 
loro e si propagano in una terza direzione perpendicolare a sua volta ai piani di 
oscillazione data dal prodotto vettoriale ?⃗? ×  ?⃗?  (fig. 2.1).  
 
 
Le proprietà delle onde EM, deducibili dalle equazioni di Maxwell, sono: 
 Le onde EM si muovono nel vuoto con una velocità limite pari a quella 
della luce (30 cm/ns); 
 Le onde EM sono dette trasversali in quanto i campi elettrico ?⃗?  e 
magnetico ?⃗?  sono sempre perpendicolari alla direzione di propagazione; 
 I vettori ?⃗?  e ?⃗?  sono sempre ortogonali tra loro. 
 
Un’onda elettromagnetica costituisce un fenomeno ondulatorio caratterizzato dai 
seguenti parametri: 
 Lunghezza d’onda λ [cm]; 
 Frequenza f [Hz]; 
 Vettore d’onda k (cicli per unità di lunghezza); 
 Energia associata all’onda; 
 Velocità di propagazione V [cm/ns]. 
 
λ 
Fig. 2.1. Propagazione di un’onda E.M. piana armonica con ?⃗⃗?  campo elettrico, ?⃗⃗?  
campo magnetico, λ lunghezza d’onda e ?⃗?  velocità di propagazione (Wikipedia, 2016). 
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Quest’ultima, considerando un mezzo con bassa perdita energetica e non 
ferromagnetico, è funzione della permittività relativa del mezzo attraversato εr e della 







Le onde elettromagnetiche sono soggette durante la propagazione a fenomeni 
ondulatori quali attenuazione, riflessione, rifrazione, dispersione, diffrazione e 
scattering che verranno descritti più avanti (vedi paragrafo 2.3).  
Le perturbazioni EM hanno range di frequenza molto ampio, da pochi Hz (onde 
radio) a frequenze superiori a 1020 Hz (raggi gamma), che dà luogo al cosiddetto 
spettro elettromagnetico (fig. 2.2).  
 
 
2.2 Proprietà dei materiali 
 
Tutti i materiali del sottosuolo, a differenza dei materiali dielettrici2, possiedono 
alcune forme di cariche libere, e sono detti dielettrici dissipativi. Tali cariche, sotto 
l’azione di un campo elettromagnetico, fluiranno attraverso il materiale producendo 
attenuazione e perdita di energia. Se il contenuto di cariche libere è elevato la 
maggior parte dell’energia è dissipata come calore nel processo di conduzione, in 
                                                          
2 I termini “isolante” e “dielettrico” sono considerati sinonimi tuttavia mentre il primo definisce 
semplicemente l’impossibilità di un materiale di condurre corrente a causa dell’assenza di cariche 
libere, il secondo è generalmente usato per gli isolanti le cui molecole possono essere polarizzate se 
soggette ad un campo elettrico. 
Fig. 2.2. Spettro delle onde elettromagnetiche (Kraus, 1992 modificata). 
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questo caso si è in presenza di materiali conduttori. Per questo motivo il GPR risulta 
inefficace in ambienti altamente conduttivi come in presenza di soluzioni saline ed 
argilla. 
In generale si ha che la risposta di un mezzo ad un’onda elettromagnetica è dettata 
da alcuni parametri e grandezze di seguito descritti. 
 
2.2.1 Permettività elettrica 
 
La permettività elettrica esprime la capacità di immagazzinare e rilasciare energia 
elettromagnetica sotto forma di cariche elettriche oppure è definita come il grado di 
polarizzazione (espresso in F/m), esibito da un materiale sottoposto a un campo 
elettrico esterno. In genere, tale proprietà viene espressa attraverso una quantità 
adimensionale detta permettività elettrica relativa εr, data dal rapporto tra la 







Per capire cosa accade all’interno di un mezzo sottoposto ad un campo 
elettromagnetico esterno è possibile considerare, per motivi di semplicità, un mezzo 
uniforme caratterizzato da un insieme di particelle confinate. Come mostrato in 
figura 2.3, in assenza di un campo esterno la carica netta attraverso il materiale è 
nulla. In presenza di un campo esterno si ha invece il fenomeno della polarizzazione3 
dato dallo spostamento delle particelle al passaggio di un impulso elettromagnetico 
incidente. Con il propagarsi di quest’ultimo attraverso il mezzo, parte dell’energia 
viene trasferita alle particelle (sotto forma di separazione di carica) e rilasciata una 
volta che l’impulso è trascorso. Viene così indotto un momento dipolare nel 
materiale mentre viene generata una densità del momento dipolare attraverso le 
cariche polarizzate. 
                                                          
3 La polarizzazione di un dielettrico è la formazione di un dipolo orientato in modo tale da contrastare 
il campo elettrico esterno: tale dipolo è dato dalle deformazioni della struttura elettronica 
microscopica degli atomi attorno alla posizione di equilibrio, oppure dal loro orientamento. Questo 
rende possibile la distinzione di due tipi di polarizzazione: la polarizzazione per deformazione e la 




In un mezzo lineare, isotropo e omogeneo, la densità del momento dipolare è 
proporzionale all’intensità del campo elettrico per via della permettività (costante 
propria del mezzo). In presenza di cariche libere, a causa della loro interazione, si 
avrà una perdita di energia sotto forma di calore, quindi ne consegue la presenza di 
una componente dissipativa associata alla polarizzazione che agisce fuori fase con i 
meccanismi di immagazzinamento e rilascio energetico. 
La permettività elettrica può essere dunque descritta come una quantità complessa 
con una parte reale (εʹ), che rappresenta i meccanismi di immagazzinamento e 











Fig. 2.3. Effetto della polarizzazione: interazione campo esterno/cariche del mezzo 
coinvolto (Jol, 2009). 
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2.2.2 Conduttività elettrica 
 
La conduttività elettrica, espressa in S/m, quantifica la capacità di movimento 
elettronico (o di trasporto di carica) all’interno di un materiale soggetto a un campo 
esterno. Il movimento delle cariche dà luogo a delle correnti, di tipo elettrico nei 
materiali metallici, nei quali sono presenti elettroni liberi, e di tipo elettrolitico nei 
fluidi, dove si hanno anioni e cationi disciolti. In mezzi porosi il processo dominante 
è quello della corrente elettrolitica, descritto dalla legge di Archie: 
 
𝜎 = 𝑎Φ𝑚𝑆𝑛𝜎𝑤 + 𝜎𝑐 
 
Dove: 
 m, costante che può assumere valori compresi tra 1.3 e 2.5; 
 Ф, porosità; 
 a, costante che può assumere valori compresi tra 0.4 e 2; 
 S, saturazione in acqua; 
 n, costante (~2); 
 σw, conducibilità del fluido nei pori; 
 σc, conducibilità della matrice del suolo. 
 
Come si osserva in figura 2.4 quando compare un campo esterno, e dunque si 
propaga l’impulso EM, l’energia è trasferita alle cariche ioniche che rapidamente 
accelerano e collidono/interagiscono tra di loro convertendo in questo modo parte 
dell’energia in calore, con una risultante perdita energetica. Per questo motivo il 
GPR può essere efficace al di sotto della falda nel caso in cui la concentrazione dei 
sali disciolti, e quindi la conducibilità del fluido, risulti bassa.  
Esiste inoltre una relazione tra conducibilità (σ) e parte immaginaria della 









   
2.2.3 Permeabilità magnetica 
 
La permeabilità magnetica misura l’energia di campo magnetico immagazzinata e 
persa a seguito di una magnetizzazione indotta. 
Per la maggior parte dei materiali geologici (ad esclusione dei ferromagnetici) gli 
effetti magnetici dei materiali non hanno grande influenza sulla propagazione delle 
onde GPR (Jol, 2009) e dunque il valore di μ è solitamente approssimato al valore di 
μ0 (e dunque μr ≈ 1). Anche se generalmente la quantità di minerali ferromagnetici in 
materiali naturali è stimata al di sotto del 2%, è possibile riscontrare, come ad 
esempio in rocce ignee e/o suoli ricchi di ferro, un contenuto considerevole di 
magnetite, maghemite ed ematite che possono dar luogo ad effetti dissipativi simili a 
quelli prodotti dalla permettività elettrica (Jol, 2009). Tali materiali infatti possono 
avere rilevanti effetti sulla propagazione dell’onda e sull’attenuazione del segnale 
con meccanismi legati allo sviluppo e riorientazione del momento magnetico di spin 
elettronico e alla ridistribuzione dei domini magnetici (Jol, 2009).  
Fig. 2.4. Dissipazione energetica dell’onda incidente (Jol, 2009). 
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2.3 Fenomeni di attenuazione dell’onda elettromagnetica 
 
Durante la propagazione all’interno di un mezzo, l’onda EM è soggetta a 
fenomeni di dissipazione di energia che governano in primo luogo la profondità 
massima di esplorazione. I parametri elettromagnetici consentono di quantificare la 










L’inverso di tale costante definisce la skin depth, cioè la stima della profondità 
alla quale l’ampiezza di un segnale EM è ridotto o di 1/e o del 37 %. In alternativa è 







Si avrà dunque che α sarà uguale a: 
 
𝛼 = 𝜔 {
𝜀𝑟𝜀0
2




La costante di attenuazione è inoltre legata al fattore di attenuazione, 
corrispondente alla misura della decrescita dell’ampiezza dell’onda elettromagnetica 
ad una certa profondità z all’interno del mezzo (fig. 2.5): 
 
|𝐸| = 𝐸0 𝑒
−𝛼𝑧 
Con: 
 |𝐸|, ampiezza dell’onda EM dopo che ha percorso una distanza z; 
 𝐸0 , valore iniziale di ampiezza dell’onda EM. 
 
Per materiali con basse perdite energetiche la costante di attenuazione è 
indipendente dalla frequenza. In tabella 2.3 (Neal, 2004) è riportata una panoramica 





Assumendo un mezzo con resistività infinita è possibile riscontrare le seguenti 
situazioni: 
 Dielettrico perfetto (εʹʹ=0), l’attenuazione sarà nulla e le onde EM 
saranno affette solo da decadimento d’ampiezza causato da divergenza 
sferica. 
 Mezzo non perfettamente dielettrico (εʹʹ è piccolo ma non trascurabile), 
l’attenuazione non sarà nulla ma proporzionale a εʹʹ e l’onda subirà un 
decadimento d’ampiezza sia per decadimento che per divergenza sferica. 
 
Nelle applicazioni GPR si considera di lavorare tipicamente in mezzi caratterizzati 
da bassa conduttività e parte immaginaria della permettività elettrica trascurabile; il 
segnale sarà dunque soggetto ad assorbimento proporzionale a σ. 
Tabella 2.3 
Fig. 2.5. Rappresentazione schematica del decadimento in ampiezza di un’onda EM che 
si propaga all’interno di un mezzo con velocità finita (Jol, 2009). 
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In definitiva quindi si avrà che i principali fenomeni di assorbimento sono 
governati da εʹʹ e da σ. Per materiali altamente conduttivi l’assorbimento potrebbe 
essere così alto da causare un’assenza di penetrazione del segnale radar. 
Altri fenomeni di attenuazione concorrono a diminuire l’ampiezza dell’onda 
incidente nel suo tragitto e possono essere così schematizzati (fig. 2.6): 
1) Attenuazione per propagazione: spreading geometrico e scattering; 
2) Attenuazione per propagazione in mezzi multi layers; 
3) Perdite di natura strumentale. 
 
 
2.3.1 Attenuazione per propagazione: spreading e scattering 
 
La propagazione di un’onda EM comporta una distribuzione di energia su fronti 
d’onda sferici che porta ad una diminuzione energetica legata a fattori puramente 
geometrici (durante la propagazione l’energia è distribuita su aree sempre maggiori); 
tale fenomeno è detto spreading. In presenza di un mezzo omogeneo, la densità di 
energia decresce con l’inverso del quadrato della distanza percorsa e l’ampiezza del 
segnale decresce proporzionalmente all’inverso della distanza: Nel caso in cui il 
Fig. 2.6. Rappresentazione schematica dei principali fenomeni di attenuazione delle 
onde elettromagnetiche (Ribolini, 2013). 
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mezzo risulti anisotropo la divergenza non è uniforme e l’energia può decadere in 
modo più o meno rapido. 
Il fenomeno di scattering (fig. 2.7) è dovuto invece all’interazione del fronte 
d’onda con particelle a piccola scala (come nel caso di un suolo composto da 
materiale più meno grossolani) che determina una dispersione di energia. Il 
coefficiente di attenuazione per scattering fornisce una misura dell’attenuazione 
dell’onda dovuta a tale fenomeno e dipende dalla quantità di elementi scatteratori per 













2.3.2 Perdita per trasmissione in mezzi multistrato 
 
Il metodo GPR consiste nella trasmissione e ricezione di segnali che, per parte del 
loro tragitto, attraversano un mezzo eterogeneo e stratificato. In figura 2.8 è possibile 
osservare in modo qualitativo come si comporta l’onda in corrispondenza delle 
interfacce all’interno di un mezzo che, per semplicità, è costituito da strati piano-
paralleli tra loro. 




La relazione che lega l’energia dell’onda incidente (I), trasmessa (T) e riflessa (R), 
è data dalla seguente equazione: 
 
𝑅 × 𝐼 + 𝑇 × 𝐼 = 𝐼 
 
Dividendo entrambi i membri per I si ottiene: 
 
𝑅 + 𝑇 = 1 
 
I coefficienti R e T (adimensionali) sono detti rispettivamente coefficienti di 
riflessione e trasmissione.  
Nel caso in cui il vettore campo elettrico dell’onda EM sia contenuto nel piano di 
incidenza si parla di incidenza parallela (TM), altrimenti se è normale al piano di 
incidenza si parlerà di incidenza perpendicolare (TE). I coefficienti di riflessione RTE 
e RTM rappresentano rispettivamente l’energia riflessa nel caso di incidenza del 
campo elettrico perpendicolare e parallelo al piano di incidenza e sono funzione 
dell’angolo di incidenza θi (vedi fig. 2.9). 
Fig. 2.8. Onda E.M. incidente sull’interfaccia tra due mezzi con proprietà differenti. 
Con angolo di incidenza Φi equivalente a quello di riflessione Φr e angolo di rifrazione 
Φt. La relazione che sussiste tra l’angolo di riflessione e rifrazione è dettata dalla legge 
di Snell: n1 sin(Φi)= n2 sin(Φt) con n1 e n2 indici di rifrazione rispettivamente del primo 




L’energia non riflessa viene trasmessa e si avranno dunque in corrispondenza di 
RTE e RTM i due coefficienti di trasmissione TTE e TTM. 
Per il principio di conservazione dell’energia si ha: 
 
𝑇𝑇𝑀 = 1 − 𝑅𝑇𝑀 
 
𝑇𝑇𝐸 = 1 − 𝑅𝑇𝐸  
 
Il problema dunque si differenzia in relazione alla polarizzazione della 
perturbazione (fig. 2.9). Considerando un’onda EM incidente su una superficie 
separante due mezzi con proprietà elettromagnetiche differenti, con piano di 
oscillazione del campo elettrico parallelo al piano di incidenza, si ha una 
polarizzazione TM (transverse magnetic) o EH mode. Nel caso in cui la componente 
elettrica sia invece perpendicolare al piano di incidenza si ha una polarizzazione TE 




Fig. 2.9. Rappresentazione schematica del comportamento di onde E.M. con 
polarizzazioni differenti, incidenti su un’interfaccia separante due mezzi con proprietà 




In figura 2.10 si vede come per incidenze tangenziali (θ=π/2) sia 𝑅𝑇𝑀 che 𝑅𝑇𝐸 
tendono ad 1 ed il segnale viene totalmente riflesso; per incidenza normale (θ=0) 



























Fig. 2.10. Rappresentazione del coefficiente di riflessione per entrambe le tipologie di 
polarizzazione (interfaccia aria/acqua). L’ampiezza del segnale riflesso dipende dalla 
polarità e dall’angolo d’incidenza della radiazione (Wikipedia, 2016). N.B. Ri e Rp 




Nel caso in cui θi = θb allora si verificherà il fenomeno della rifrazione totale per il 
quale tutta la componente parallela è totalmente trasmessa e il raggio riflesso ha 
polarizzazione TE. Al di sopra di tale angolo, per un’onda polarizzata TM, non si ha 
riflessione e si hanno solo onde rifratte (fig. 2.11). 
Altro caso particolare è la riflessione totale (fig. 2.12) che si verifica quando si ha 
un aumento di velocità passando dal primo al secondo mezzo e l’angolo d’incidenza 
è superiore all’angolo critico. In questo caso si avrà: 
 
𝑅𝑇𝐸 = 𝑅𝑇𝑀 = 1 
 
In generale per avere una riflessione è necessario avere un contrasto tra due mezzi 
a contatto. In relazione ai valori di σ e ε, alcuni materiali sono sostanzialmente 
trasparenti alle onde radar, mentre altri materiali assorbono o riflettono una grande 
frazione della radiazione ed è proprio tale contrasto che viene misurato dal GPR. Il 
coefficiente di riflessione R, assumerà dunque valori positivi quando si ha un 
aumento di velocità dal primo al secondo mezzo (e quindi una diminuzione di 
permettività) e negativi in caso contrario.  
 
Fig. 2.11. Rappresentazione schematica della polarizzazione di un’onda E.M. su 




2.3.3 Perdite di natura strumentale 
 
Il segnale generato dal sistema GPR è soggetto inoltre ad altre perdite energetiche 
di carattere strettamente strumentale: 
 Perdite per misfit tra le antenne; 
 Perdite di accoppiamento antenna-terreno (coupling effects), nel caso di 
segnale trasmesso e ricevuto. 
 
Alla luce di quanto detto si ha dunque che la potenza del segnale ricevuto sarà 
pari ad una porzione infinitesima di quella generata. Questo impone l’utilizzo di 
strumentazioni sofisticate e un’accurata acquisizione in campagna in modo da ridurre 
quella componente rumorosa che va ad occultare l’informazione ricevuta dal segnale 
stesso. È possibile riassumere tutti i possibili fattori di attenuazione di un segnale 
radar trasmesso nel terreno all’interno del fattore di performance Q (Annan, 2003). 
 





Tale fattore indica la misura, espressa di dB, del rapporto tra la potenza del 
segnale sorgente e quella del segnale ricevuto ed è utilizzato per caratterizzare un 
sistema radar.  




3.0 Sistema GPR, acquisizione e visualizzazione dei dati 
 
3.1 Il sistema GPR 
 
3.1.1 Componenti elettroniche del sistema GPR 
 
Il sistema GPR si basa su un concetto semplice: misurare l‘ampiezza di un campo, 
rispetto al tempo, dopo un’eccitazione. Tale sistema è caratterizzato dalle seguenti 
componenti elettroniche: 
 Timing Unit, rappresenta il cuore del sistema GPR ed ha il compito di 
controllare la trasmissione degli impulsi e la ricezione dei segnali. 
 Trasmitter, genera un impulso a corto periodo e ad alto voltaggio che 
verrà trasformato, amplificato e irradiato dall’antenna trasmittente (TX) 
nel sottosuolo secondo la direzione di investigazione. 
 Receiver, ha il compito di filtrare e convertire in un dato numerico (A/D) 
l’energia elettromagnetica che è stata registrata dall’antenna di ricezione 
(RX) dopo i fenomeni di trasmissione e riflessione. 
 
Quello che viene misurato dal sistema GPR è sia l’ampiezza del segnale che il 
ritardo dell’eco riflesso.  
 
3.1.2 Antenne GPR 
 
Parte importante di un sistema GPR sono le antenne, dispositivi in grado di 
trasmettere e/o ricevere l’energia nell’ambiente circostante (nella banda di frequenza 
delle onde radio per il GPR). L’antenna TX trasforma una tensione applicata ai suoi 
capi in un campo elettromagnetico, provvedendo così ad irradiarlo nel mezzo 
interessato; l’antenna RX estrae l’energia dell’onda riflessa/scatterata e capta le 








Per poter generare onde EM è necessario applicare un’accelerazione a una 
particella carica tramite un sistema dipolo elettrico oscillante. In pratica le cariche q 
sono concentrate ai capi dell’antenna e un opportuno generatore le fa variare 
sinusoidalmente dando così luogo a un momento di dipolo elettrico oscillante, 
parallelo all’asse dell’antenna, ovvero l’asse z in figura 3.1. 
Ponendosi a distanze molto maggiori rispetto alle dimensioni del dipolo4, si avrà 
che, lungo una qualsiasi direzione r che parte dal centro del dipolo e genera un 
angolo θ con l’asse del dipolo stesso, si propagherà un’onda EM trasversale. In ogni 
istante si avrà che il prodotto vettoriale tra campo elettrico e magnetico fornirà la 
direzione di propagazione dell’onda (fig. 3.2). 
 
                                                          
4 Si considerano come dimensioni del dipolo la distanza δ tra la carica positiva e negativa che lo 
costituiscono. 
Fig. 3.1. Rappresentazione schematica del dipolo elettrico oscillante (Ricci, 2012). 
Fig. 3.2. Propagazione di un’onda E.M. piana armonica con ?⃗⃗?  campo elettrico, ?⃗⃗?  
campo magnetico, λ lunghezza d’onda e ?⃗?  direzione di propagazione (Wikipedia, 2016). 
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Per distanze inferiori alle dimensioni del dipolo si avrà invece che le componenti 
del campo tenderanno a decrescere con l’inverso del quadrato e del cubo della 
distanza rispettivamente per il campo magnetico e elettrico. 
 
 
Per capire in modo qualitativo come vengono formate le onde elettromagnetiche 
si riporta in figura 3.3 la configurazione delle linee di campo elettrico del dipolo 
assumendo come istante iniziale t, in corrispondenza del quale il momento del dipolo 
è positivo. All’istante t+T/4 il momento del dipolo è nullo e dunque non esistono 
linee di campo aventi estremi sul dipolo (infatti le linee si allontanano dal dipolo con 
velocità c e le linee del campo che si sono formate in precedenza si deformano). 
Dopo un tempo di T/4 si nota un’inversione del momento del dipolo (cambia di 
segno) dopodiché per t+3T/4 è di nuovo nullo. 
Per quanto riguarda il campo generato dall’antenna è possibile definire una sua 
classificazione generale nel seguente modo: 
 Near field, regione del campo più vicina all’antenna trasmittente, ragion 
per cui il campo reattivo (vicino alla sorgente e legato al fenomeno 
Fig. 3.3. Configurazione delle linee di campo elettrico del dipolo (Ricci, 2012); in 1 è 
rappresentata la configurazione delle linee del campo elettrico all’istante t (momento 
del dipolo positivo). In 2 è rappresentata la configurazione delle linee del campo 
elettrico all’istante t+T/4 (momento del dipolo nullo). In 3 e 4 sono rappresentate 
rispettivamente le configurazioni delle linee del campo elettrico agli istanti t+T/2 
(momento del dipolo negativo) e t+3T/4 (momento del dipolo nullo). 
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dell’induzione) domina su quello radiante (legato al fenomeno della 
radiazione). 
 Far field o Zona di Fraunhofer, regione in cui il pattern di radiazione è 
indipendente dalla distanza dall’antenna trasmittente, il fronte d’onda 
sferica è approssimato ad un piano. 
 
Le antenne inoltre sono caratterizzate da alcuni parametri: la direttività e il 
guadagno, per l’antenna TX, e l’apertura5 e l’area equivalente6, per l’antenna RX. 
Per quanto riguarda la direttività, le antenne possono essere classificate come 
omni-direzionali (irradiano energia in tutte le direzioni) o direzionali (irradiano 
energia secondo fasci con una direzione precisa) (fig. 3.4). 
 
 
Il guadagno direttivo invece, funzione del pattern di radiazione7, è dato dal 
rapporto tra l’intensità di radiazione in una data direzione e l’intensità media di 
radiazione da un’antenna isotropa alimentata con la stessa potenza, ed è massimo 
nella direzione di massima radiazione. 
Un altro parametro è il guadagno di potenza, che tiene conto delle perdite 
dell’antenna, ed è dato dal prodotto tra il fattore di efficienza (dato dal rapporto tra la 
potenza totale irradiata e quella totale che alimenta l’antenna) e il guadagno direttivo.  
                                                          
5 Con apertura si intende la capacità di un’antenna ricevente di estrarre energia da un’onda incidente. 
6 Con area equivalente si intende la superficie effettiva di captazione del segnale. 
7 Il pattern di radiazione è la distribuzione della potenza irradiata dall’antenna al variare delle 
direzioni nello spazio. 
Fig. 3.4. Pattern di radiazione, a sinistra tipico di una sorgente isotropica 




Le caratteristiche direzionali di un’antenna sono controllate dal terreno infatti, 
come si può notare in figura 3.5, il pattern di radiazione cambia sensibilmente 
mettendo a contatto l’antenna con il terreno. Anche se l’analisi di questo fenomeno è 
complessa le caratteristiche di base possono comunque essere brevemente spiegate. 
Il campo associato ad un dipolo elettrico è caratterizzato da una forma a ciambella 
(vedi figura 3.5) e si ha che l’energia è irradiata uniformemente solamente nel piano 




Quando il dipolo è posizionato sulla superficie del terreno il pattern di radiazione 
subisce drastiche variazioni causate dalla rifrazione associata all’interfaccia aria-
terreno come mostrato in figura 3.5. 
Fig. 3.5. Sopra, antenna dipolare e rappresentazione 3D del pattern di radiazione nello 
spazio vuoto. Sotto, sezioni trasversali del pattern di radiazione di un dipolo in aria e nel 
terreno (Del Conte, 2004). 
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Per poter descrivere il pattern di irraggiamento è necessario utilizzare appositi 
diagrammi azimutali o lineari, con misura in dB, differenziati a seconda del pattern 
considerato (fig. 3.6): 
 Pattern TM, l’intensità di radiazione è massima nella direzione a 
incidenza normale mentre è nulla in corrispondenza dell’angolo di 
Brewster. 
 Pattern TE, la massima intensità di radiazione è ottenuta in 
corrispondenza dell’angolo critico.  
 
 
Mettendo a confronto i diagrammi relativi ai due pattern TE e TM si osserva che 
l’impronta orizzontale presenta un’ampiezza maggiore sul piano TE (vettore campo 
elettrico ortogonale al dipolo) rispetto a quella sul piano TM (vettore campo elettrico 
parallelo al dipolo), elemento che sta ad indicare una maggiore area illuminata nel 
piano normale al dipolo rispetto a quello parallelo. Quanto detto spiega come la 
scelta dell’orientazione dell’antenna influenzi notevolmente i risultati ottenibili da 
un’indagine, come mostrato in figura 3.7. 
Un elemento delle antenne dei sistemi GPR che è importante conoscere, 
soprattutto in fase di acquisizione, è la polarizzazione delle antenne. 
La polarizzazione dell’onda elettromagnetica indica la direzione di oscillazione 
del campo elettrico in relazione alla direzione di propagazione, mantenendosi sempre 
su un piano perpendicolare a quest’ultima. I GPR più comuni generano onde EM 
Fig. 3.6. A sinistra pattern di radiazione nel piano TE e a destra nel piano TM, per un 
terreno con permettività dielettrica di 3.2 (Jol, 2009). 
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polarizzate linearmente8, in cui i vettori campo elettrico e magnetico sono sempre 
contenuti in un piano e variano d’intensità nel tempo.  
 
 
Le principali tipologie di polarizzazione dell’antenna, classificate in base 
all’orientazione di ?⃗?  e ?⃗?  rispetto alla direzione di propagazione, sono (fig. 3.8): 
 Polarizzazione EH, il campo elettrico oscilla su un piano orizzontale 
rispetto alla direzione di propagazione dell’onda; 
 Polarizzazione EV, il campo elettrico oscilla su un piano verticale 
rispetto alla direzione di propagazione dell’onda.  
 
                                                          
8 La direzione del vettore campo elettrico di un’onda EM definisce il tipo di polarizzazione dell’onda 
stessa. Se questa direzione è costante durante la propagazione dell’onda si parlerà di polarizzazione 
lineare. Esistono anche altri tipi di polarizzazione (circolare e ellittica) che tuttavia sono poco sfruttate 
in campo GPR. 
Fig. 3.7. Footprint delle antenne perpendicolare e parallelo alla direzione di indagine 
(rispettivamente a sinistra e a destra). Si noti come nel primo caso, a differenza del 
secondo, gli oggetti siano rilevati principalmente lungo la linea di acquisizione 
(Ribolini, 2013). 
Fig. 3.8. Polarizzazione EV (a sinistra) ed EH (a destra); la direzione di propagazione è 
in entrambe i casi rappresentata dall’asse x (Amaldi, 2015). 
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Conoscere la polarizzazione dell’antenna in fase di acquisizione è importante 
infatti essa influisce sulla capacità di investigazione di oggetti lineari e sull’ampiezza 
delle riflessioni (in fig. 3.9 sono mostrati alcuni esempi di disposizione delle antenne 
GPR). Quest’ultima infatti varia in funzione sia della polarizzazione che 
dell’orientazione del target rispetto ad essa (un’orientazione “svantaggiosa” potrebbe 
portare ad una mancata visione degli oggetti sepolti). 
 
 
Array di antenne 
Uno dei maggiori limiti delle tecniche georadar è costituito dall’incapacità di 
esplorare in modo completo tutto il volume di indagine. In genere il sensore viene 
condotto lungo linee parallele sensibilmente distanziate, consentendo l’acquisizione 
del volume sottostante al profilo tracciato. Recenti sviluppi hanno permesso tuttavia 
di superare questi limiti sfruttando l’impiego di schiere di antenne, dette array, che 
acquisiscono simultaneamente consentendo di operare delle acquisizioni in modo più 
rapido e di ottenere informazioni più complete e affidabili rispetto ai comuni sistemi 
monocanale. Come mostrato in figura 3.10, utilizzando un sistema single channel, 
per poter coprire un’area di studio con lo stesso grado di dettaglio di una 
configurazione multicanale, è necessario effettuare più scansioni e questo determina 
una maggiore spesa in tempo e denaro. 
Fig. 3.9. Esempi di disposizione di antenne rispetto alla direzione di avanzamento del 
survey (Ribolini, 2013). 
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Il dettaglio e la qualità maggiore uniti ai minor tempi di lavoro in campagna, 
hanno contribuito a rendere questi sistemi sempre più sfruttati e, nel tempo, evoluti. 
  
Fig. 3.10. Confronto tra acquisizione monocanale (in alto) e multicanale (in basso) con 
direzione di prosecuzione del survey indicata in entrambi i casi dalla freccia nera. 
Differenza importante fra i due metodi è la maggior accuratezza del sistema 
multicanale rispetto a quello monocanale (Ribolini, 2013). 
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3.2 Acquisizione dei dati 
 
3.2.1 Prospezioni GPR 
 
Durante la fase di acquisizione è possibile condurre l’indagine GPR con quattro 
diverse modalità (fig. 3.11): 
 Common Mid Point (CMP), prevede l’utilizzo di due antenne separate9 e 
consiste nell’allontanare, progressivamente e simmetricamente rispetto a 
un punto di mezzo, le antenne TX e RX, in modo tale che le riflessioni 
provengano dallo stesso punto in profondità. L’immagine che si ottiene 
non è olografica del sottosuolo tuttavia, dall’analisi delle relazioni tra 
spazio e tempo, è possibile calcolare le velocità medie delle onde radar 
nel sottosuolo. 
 Common Offset (CO), le indagini condotte con tale tipo di metodo sono 
le più frequenti. In questo caso le antenne sono disposte ad una distanza 
fissa e sono spostate in modo regolare nella direzione di acquisizione. Il 
punto in cui avviene la riflessione delle onde radar è posto in 
corrispondenza del baricentro del sistema di antenne e l’immagine che si 
ottiene sarà olografica. 
 Common Source (CS) & Common Receiver (CR), a differenza della 
sismica a riflessione sono poco utilizzate per indagini GPR. In questo 
caso una delle antenne, la trasmittente per CS e la ricevente per CR, è 
tenuta fissa mentre l’altra viene allontanata. 
 
Nei capitoli che seguono, per semplicità, si considereranno solo le acquisizioni 
Common Offset, utilizzate durante la fase di acquisizione dei dati oggetto del lavoro 
di tesi. 
                                                          





3.2.2. Progettazione di un survey Common Offset: parametri di acquisizione 
 
Nella fase di progettazione di un survey CO oltre alla posizione delle linee di 
acquisizione, in relazione al tipo di target che si vuole individuare, è necessario 
scegliere alcuni parametri: 
1. Frequenza dell’antenna; 
2. Finestra temporale; 
3. Intervallo di campionamento temporale; 
4. Intervallo di campionamento in-line e cross-line. 
 
Frequenza 
La frequenza operativa di un georadar è definita dalla frequenza nominale della 
banda B. La scelta della frequenza da utilizzare in un’indagine è molto importante 
poiché molti fattori sono intimamente legati a questa decisione:  
1) Dimensioni dell’antenna, crescenti al diminuire della frequenza 
utilizzata; 
2) Risoluzione, alte frequenze assicurano risoluzioni migliori; 
3) Effetti di scattering, aumentano al crescere della frequenza in uso; 
4) Penetrazione, in generale aumenta al diminuire della frequenza in uso. 
Fig. 3.11. Rappresentazione delle quattro possibili configurazioni di acquisizione con 
sistema GPR. T= antenna trasmittente, R= antenna ricevente (Neal, 2004). 
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Per quanto riguarda la risoluzione, essa esprime il limite di incertezza nel 
determinare la posizione e gli attributi geometrici (dimensione, forma e spessore) di 
un determinato oggetto.  
 
 
Considerando un sistema in grado di generare e ricevere più echi, l’arrivo di 
questi ultimi non avviene in modo univoco infatti essi possono arrivare 
simultaneamente, risultando sovrapposti (totalmente o parzialmente) o separati nel 
tempo. Due impulsi, secondo un’opinione largamente accettata, possono essere 
considerati come due singoli eventi se separati da una distanza maggiore o uguale 
alla metà della loro larghezza a metà ampiezza, altrimenti sarà poco probabile che 
questi saranno interpretati come due singoli eventi (Jol, 2009; vedi fig. 3.12). 
Come per la sismica a riflessione, per il GPR si hanno due tipi di risoluzione: 
 Risoluzione verticale, esprime la capacità di determinare la posizione di 
più oggetti riflettori posti lungo la verticale al piano di acquisizione. Essa 
è funzione, in termini generici, delle caratteristiche impulsive dell’onda 
sorgente (vedi fig. 3.13) e quindi della frequenza dell’antenna (a 
frequenze nominali maggiori corrisponde una maggiore risoluzione 
verticale). La risoluzione verticale è espressa come λ/4, dove λ è la 
lunghezza d’onda calcolata a partire dalla frequenza nominale 
dell’antenna. 
Fig. 3.12. Coppia di impulsi caratterizzati da larghezza a metà altezza W e distanza T. 
(a) T>>W, impulsi chiaramente separati. (b) T=W, impulsi parzialmente sovrapposti 




Durante la propagazione dell’onda all’interno del mezzo, questo si 
comporta come una sorta di filtro passa-basso e dunque la frequenza di 
ritorno che si registra è inferiore rispetto a quella inviata. 
 
 
Risulta quindi chiaro che il potere risolutivo del segnale trasmesso 
decresce in qualità con l’evolversi della propagazione (fig. 3.14) e 
dunque, utilizzando la frequenza centrale di ritorno, si otterrà una 
risoluzione verticale più realistica. 
Fig. 3.13. Risoluzione verticale ed equazioni ad essa relative. Affinché due oggetti, posti 
su una stessa verticale, possano essere registrati come eventi distinti, la loro distanza 
(Z) deve essere maggiore di λ/4 (Ribolini, 2013). 





 Risoluzione orizzontale, esprime la capacità di distinguere, come oggetti 
separati, due target spazialmente vicini ed è governata dal raggio della 
prima zona di Fresnel. Quest’ultima costituisce la zona all’interno del 
quale due riflettori adiacenti risultano indistinguibili poiché le riflessioni 
interferiranno costruttivamente a formare una singola riflessione (fig. 
3.15). Tale risoluzione è funzione sia della lunghezza d’onda (e quindi 
della frequenza) che della profondità del particolare riflettore (maggiore è 
la profondità, minore è la risoluzione in quanto l’energia si espande mano 
a mano che l’onda si propaga verso il basso e quindi si ha un aumento 
della zona di Fresnel). 
 
In generale dunque maggiore sarà la frequenza, maggiori saranno sia la 
risoluzione verticale che orizzontale. Si giunge così ad una situazione che impone 
delle scelte: l’utilizzo di frequenze maggiori comporterà una migliore risoluzione ma 




Fig. 3.15. Zona di Fresnel in relazione alla profondità (a sinistra) ed equazioni che 
descrivono le relazioni esistenti tra velocità dell’onda E.M. (V), profondità (z) e 




Al giorno d’oggi molti sistemi commerciali utilizzano frequenze comprese tra 25 
MHz–2 GHz. In tabella 3.1 (Benedetto et al., 2015) vengono riportati alcuni valori di 
c) 
b) 
Fig. 3.16. (a) A-scan post acquisizione 100 MHz; (b) A-scan post acquisizione  
300 MHz; (c) A-scan post acquisizione 500 MHz. Si noti come per frequenze maggiori si 
abbia una maggiore risoluzione, associata tuttavia con una maggior attenuazione delle 




frequenza con una stima approssimata della penetrazione attesa, in condizione di 
propagazione favorevole.  
 
 
Ne consegue che, in un’indagine GPR, occorre scendere a compromessi tra 
risoluzione cercata e profondità investigata; il tutto dipende chiaramente, in primo 
luogo, dalle condizioni dell’area in cui si opera e dagli obiettivi dell’indagine. 
 
Finestra temporale (o Time window) 
La finestra temporale esprime la durata della traccia registrata cioè il tempo di 
attesa degli echi riflessi da parte dell’antenna di ricezione. Per poterla calcolare è 
necessario conoscere, almeno in modo approssimativo, la profondità del bersaglio e 
la velocità più bassa tra quelle degli strati coinvolti in modo da ottenere un valore 





   [𝑛𝑠] 
 
Si osserva come non sia opportuno aumentare in modo esagerato la time window 
poiché in tal caso si rischia di introdurre una notevole quantità di rumore. 
 
                                                          
10 Con TWT si intendono i tempi doppi, cioè il tempo necessario all’onda per essere generata, 




Intervallo di campionamento temporale 
Il segnale GPR è una funzione dello spazio e del tempo e in quanto tale deve 
essere campionata prima di un’eventuale registrazione. Per fare ciò è necessario 
considerare i principi fondamentali del campionamento per evitare fenomeni di 
aliasing11. 
La frequenza di campionamento fC (data dall’inverso del passo di campionamento 
temporale dt) deve essere scelta in relazione alla frequenza più alta emessa dal 
sistema GPR. La massima frequenza correttamente campionabile è detta frequenza di 










Se il segnale considerato è caratterizzato da una banda limitata (B) allora sarà 
possibile trovare una condizione che garantisce assenza di aliasing: 
 
𝑓𝐶 ≥ 2𝐵 
 
𝑓𝐶 ≥ 2(1.5)𝐹 = 3𝐹 
 
Con F, frequenza nominale dell’antenna. 
 
Se il passo di campionamento non è sufficientemente piccolo si avrà una 
sovrapposizione degli spettri, con ribaltamento all’indietro delle frequenze maggiori 
della fN e la comparsa di frequenze apparenti. Nel caso in cui non sia possibile 
variare la frequenza di campionamento, per evitare l’aliasing è possibile operare con 
un filtro la cui frequenza di taglio è pari a quella di Nyquist (fig. 3.17). 
                                                          
11 L’aliasing è un effetto indesiderato che sopraggiunge quando il segnale è sottocampionato e si 




Intervallo di campionamento spaziale in-line e cross-line 
Il teorema di Nyquist ha anche una valenza spaziale (fig. 3.18) ed impone che la 
distanza lungo il profilo (in-line, Δx) e tra i profili (cross-line, Δy) non superi un 
quarto della lunghezza d’onda minima (λmin) associata alla massima frequenza (Fmax= 
1.5F) e alla velocità minima (𝑉𝑚𝑖𝑛) del segnale: 
 








Nel caso in cui tale condizione non fosse rispettata si incorrerebbe in una 
situazione di aliasing spaziale dei dati acquisiti che dà luogo a pendenze erronee dei 
riflettori inclinati e delle iperboli di diffrazione. 
La massima frequenza correttamente campionabile (KN) è pari all’inverso del 







Come nel caso temporale, le frequenze spaziali maggiori di KN appariranno 
ribaltate nello spettro a valori minori lungo l’asse dei numeri d’onda. 
Fig. 3.17. Rappresentazione schematica dello spettro di ampiezza di un segnale 
campionato. Con A=ampiezza, f=frequenza, Fa=frequenza apparente, Fn=frequenza di 




3.3 Modalità di visualizzazione dei dati GPR 
 
I dati acquisiti con sistemi GPR vengono visualizzati mediante radargrammi. 
Esistono varie modalità di visualizzazione ma la più comune è la Wiggle Variable 
Area, che rappresenta un insieme di tracce adiacenti in bianco e nero in relazione alla 
polarità dei campioni. 





L’A-scan permette di visualizzare una singola traccia acquisita su un piano 
cartesiano x-t e permette dunque di analizzare dettagliatamente l’impulso, in forma di 
wavelet, rilevato dal ricevitore (fig. 3.19). Tale modalità di visualizzazione risulta 
tuttavia troppo semplicistica infatti, nei casi pratici, il sottosuolo è difficilmente 
isotropo e la presenza di materiali differenti dà luogo a effetti che tendono a 
sovrapporsi tra loro.  
Fig. 3.18. Maglia regolare di dati acquisiti. Ogni circolo corrisponde ad una traccia; le 
linee tratteggiate rappresentano i profili di acquisizione in direzione in-line con origine 




Assieme a tali eventi si hanno anche fenomeni di disturbo e rumore che 
contribuiscono a degradare il segnale acquisito e a renderlo ancora più complesso. 
Risulta evidente che, per ottenere informazioni utili dal sottosuolo, sia necessario 
acquisire un numero di tracce sufficientemente elevato ognuna associata ad una 
posizione diversa delle antenne poste in superficie. La visualizzazione di questo 
insieme di dati avviene tramite il radargramma o B-scan che consiste nell’affiancare 
Fig. 3.19. Esempi: in alto, rappresentazione A-scan (waveform e banding); in basso a 
sinistra, rappresentazione B-scan in wiggle mode; in basso a destra, B-scan in grey tones 
mode (Ribolini, 2013). 
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A-scan adiacenti in modo tale da permettere una visualizzazione 2D delle 
discontinuità EM del terreno lungo l’intero profilo di acquisizione. 
 
 
L’immagine così ottenuta può essere vista come una pseudo-sezione verticale del 
terreno; nello specifico, nel caso in cui la velocità di propagazione dell’onda sia nota, 
è possibile convertire l’asse delle ordinate dal dominio temporale al dominio 
spaziale. La B-scan può essere presentata in vari modi, come mostrato in figura 3.19, 
e permette di ottenere un’immagine con un significato fisico di rilievo. Il segnale 
acquisito è caratterizzato da valori di ampiezza più elevati in corrispondenza di 
discontinuità dielettriche che possono essere indicative della presenza del target 
cercato. 
La combinazione di B-scan adiacenti (parallele e/o perpendicolari) consente di 
ottenere una rappresentazione volumetrica dell’intero sottosuolo indagato 
denominata C-scan (fig. 3.20). Tale modalità di visualizzazione permette di 
rappresentare i diversi piani del volume di dati GPR e di seguire l’andamento 
spaziale delle strutture. Fattore determinante in queste proiezioni è l'interpolazione 
tra i campioni e tra le sezioni, operazione necessaria ma che può portare ad 
interpretare artefatti. Sezionando il volume di dati a tempi/profondità differenti si 




ottengono le time slices, che permettono di osservare lo sviluppo orizzontale delle 
riflessioni presenti all’interno del volume di dati. 
Le principali riflessioni che si possono riconoscere all’interno del radargramma 
sono (vedi fig. 3.21): 
 Onda diretta in aria (airwave), viaggia alla velocità della luce 
dall’antenna trasmittente a quella ricevente. 
 Onda diretta superficiale (ground wave), arriva subito dopo l’airwave e 
viaggia direttamente attraverso la superficie presente tra le antenne. 




3.3.1 Pattern iperbolici 
 
In questo paragrafo si vuole spiegare brevemente il processo che porta alla 
formazione di un pattern iperbolico, particolare fenomeno che caratterizza spesso i 
radargrammi. 
Il caso più semplice è quello caratterizzato da una configurazione monostatica e 
da un target puntiforme (target con dimensioni inferiori rispetto alla lunghezza 
d’onda del segnale GPR). In generale si ha che l’antenna GPR irradia e riceve 
energia all’interno di un cono 3D e qualsiasi punto riflettore, ricadente all’interno di 
questo volume, verrà posizionato sotto l’antenna (fig. 3.22).  
 
Fig. 3.21. Rappresentazione schematica dei segnali registrati dall’antenna RX  




Quando l’oggetto sepolto viene colpito dal segnale EM inviato dall’antenna TX 
esso si comporta come una sorgente secondaria puntiforme di onde sferiche, che si 
propagano all’interno del mezzo, e che vengono registrate dall’antenna di ricezione 
RX. Se dunque l’antenna si trova sulla verticale dell’oggetto scatteratore si andrà a 
registrare un tempo t0 che identifica la posizione dell’oggetto stesso tuttavia, mano a 
mano che ci si allontana dalla verticale, il tempo al quale viene registrato l’eco 
proveniente dal target sepolto aumenterà in funzione della distanza orizzontale 
percorsa (fig. 3.23).  
 
 
Fig. 3.22. L’insieme degli oggetti ricadenti all’interno del cono verranno posizionati 




In conclusione si avrà che la presenza nel sottosuolo di un oggetto dalle 
dimensioni finite porta alla generazione, all’interno dell’immagine GPR, di 
un’iperbole, i cui parametri sono strettamente legati alle caratteristiche dell’oggetto 
stesso oltre che a quelle del mezzo investigato. 
Nella realtà gli scenari coinvolti sono più complessi a causa di un maggior 
numero di oggetti nel terreno indagato e dalla varietà delle dimensioni dei target. In 
ambito applicativo sono numerose le situazioni in cui l’oggetto d’indagine ha 
dimensioni dello stesso ordine di grandezza o maggiori della lunghezza d’onda del 
segnale. Inoltre oggetti piccoli danno origine a riflessioni molto deboli che spesso 
sono oscurate da riflessioni più forti che provengono da oggetti con dimensioni 
maggiori. 
  
Fig. 3.23. Esempio di iperbole di diffrazione. Considerando un oggetto con dimensioni 
confrontabili con la lunghezza d’onda principale del segnale radar, tale oggetto si 
comporta come una sorgente secondaria puntiforme (a) che riemette il segnale in tutte 
le direzioni. Le onde sferiche così generate vengono registrate dall’antenna RX e sono 
visibili nella sezione GPR sotto forma di iperboli (b) (Neal, 2004). 
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3.4 Rumore presente nei dati 
 
I sistemi GPR sono essenzialmente ricevitori ad ampia banda e dunque suscettibili 
all’interferenza di varie sorgenti antropiche come i trasmettitori radio e televisivi, 
telefonia mobile, walkie–talkies e altri tipi di radio comunicazioni (vedi fig. 3.24 e 
3.25). Tali sorgenti, quando presenti, costituiscono fonte di rumore ambientale. 
Quest’ultimo, in alcuni casi, può essere ridotto mediante stacking (che porterebbe 
tuttavia a un incremento dei dati da raccogliere) o scegliendo un’antenna a frequenza 
significativamente differente da quelle rumorose (questo potrebbe portare tuttavia ad 
una compromissione degli obbiettivi di indagine): 
 
 
Oltre a quello ambientale, un altro tipo di rumore che compare all’interno dei dati 
acquisiti con sistemi GPR è quello sistematico. Una delle forme più comuni di 
rumore sistematico sono le multiple di ringing (fig. 3.26), caratterizzate da bande 
orizzontali a corto periodo che possono oscurare le riflessioni primarie (Conyers e 
Goodman, 2007) e la cui origine può essere di vario tipo. Tale fenomeno si può 
verificare ad esempio quando le antenne sono collegate alla console mediante cavi 
che agiscono da sorgente secondaria (risulterebbe dunque ridotto se si utilizzassero 
cavi in fibra ottica; Conyers e Goodman, 2007) oppure per il “rimbalzo” del segnale 
radar tra antenna ricevente ed un oggetto altamente riflettente.  
Fig. 3.24. Possibili cause di rumore (Jol, 2009). 
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Un altro problema che può comparire all’interno dei radargrammi è la presenza di 
eventi dovuti alle riflessioni in aria, legate a quella porzione di energia che si perde 
in aria12. Come accade nel sottosuolo, in presenza di un corpo o di superfici planari 
ad alto contrasto elettromagnetico, parte di tale segnale viene riflesso e captato 
dall’antenna ricevente. Di conseguenza, non tutte le riflessioni presenti in sezione 
sono necessariamente riconducibili a target sepolti, soprattutto nel caso in cui si 
utilizzino antenne non schermate. 
 
 
La schermatura, per poter essere efficace deve essere tre o quattro volte più 
grande dell’antenna e dunque, quest’ultima, per ragioni puramente pratiche, deve 
necessariamente essere piccola; per questo motivo le antenne schermate sono quindi 
antenne ad alta frequenza.  
L’utilizzo di un’antenna schermata permette dunque di:  
 Massimizzare l’energia lungo il percorso Tx–target–Rx.  
 Minimizzare l’energia diretta Tx–Rx.  
 Minimizzare l’energia riflessa da target esterni all’area indagata.  
 Minimizzare i rumori ambientali EM e sistematici.  
 
Un altro processo che può portare ad oscurare e confondere le riflessioni primarie 
è lo scattering superficiale legato alla presenza di linee di trasmissione, alberi, 
recinzioni metalliche, estese costruzioni, mura e topografia irregolare. La natura della 
risposta della riflessione superficiale registrata, dipenderà dalla frequenza 
                                                          
12 L’accoppiamento tra antenna trasmittente e terreno, unito alle condizioni elettriche del terreno 
stesso, influenzano non solo l’intensità ed il pattern dell’energia immessa nel terreno ma anche quella 
dispersa in aria. 
Fig. 3.25. Esempio di sezione georadar interessata da rumore ambientale; risultano 
evidenti le interferenze causate da comunicazioni radar (Neal, 2004). 
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dell’antenna, dalla dimensione, forma e orientazione dell’oggetto superficiale e 
dall’ubicazione di quest’ultimo rispetto all’orientazione della linea di survey.  
 
 
Secondo Van der Kruk e Slob (2000) la natura di una riflessione superficiale è 
altamente dipendente dall’orientazione della linea di survey a causa della natura 
polarizzata delle onde elettromagnetiche. Essi, ai fini di ridurre le riflessioni 
superficiali, raccomandano una polarizzazione del campo emesso perpendicolare al 
corpo superficiale.  
Tali vincoli sull’orientazione della linea di survey possono però compromettere gli 
obiettivi dell’indagine e dunque, nel caso in cui non sia possibile intervenire 
preliminarmente, eventuali riflessioni superficiali dovranno essere identificate 
successivamente e tenute in considerazione durante l’interpretazione. 
  




4.0 Campagna di acquisizione dati 
 
4.1 Casi di indagine 
 
Per il seguente lavoro di tesi sono state eseguite diverse acquisizioni prendendo in 
considerazione materiali e contesti differenti. Le acquisizioni sono state eseguite in 
due fasi; la prima è stata condotta all’interno della cava di marmo denominata 
Fossagrande, sita nel bacino di Torano (la n°37 nell’elenco delle cave del comune di 
Carrara), proprietà della ditta GMC. L’indagine è stata condotta su fronte e su 
piazzale di cava al fine di individuare possibili discontinuità, testare le capacità del 
sistema robotico automatizzato e facilitare dunque le fasi estrattive. Durante tale fase 
il materiale indagato è stato sempre marmo bianco di Carrara.  
 
 
L’acquisizione condotta sul fronte di cava (fig. 4.1) ha coperto un’area di 
dimensioni 6.08x2.0 m per un totale di 7 scansioni e 77 linee; nel caso del piazzale 
invece l’area indagata aveva dimensioni di 5.2x8.0 m per un totale di 6 scansioni e 
66 linee acquisite. 
La seconda fase di acquisizione è stata condotta presso la società GMC, dove è 
stato possibile testare l’efficacia di sistemi GPR su blocchi di materiali differenti:  
 Marmo bianco di Carrara (fig. 4.2), il blocco aveva dimensioni di 
3.2x2.0x1.1 m tuttavia le acquisizioni sono state condotte su una 





porzione limitata di 0.8x1.0 m, per un totale di 21 linee. Le superfici del 
blocco presentano variazioni cromatiche, dovute probabilmente a 
ricristallizzazioni all’interno di vecchie fratture e ad eventi metamorfici, 




 Peridotite (fig. 4.3), il blocco aveva dimensioni di 3.00x1.75x1.45 m, 
anche in questo caso l’indagine è stata eseguita su una porzione più 
piccola con dimensioni 0.8x1.0 m per un totale di 21 linee. Essa appariva 
abbastanza intatta su tutte le superfici ma si notavano cambi di colore 
rappresentativi probabilmente di cambi composizionali. 
 Arenaria (fig. 4.4), con dimensioni di 2.70x1.95x1.30 m; l’indagine è 
stata condotta su una porzione più piccola di 0.92x0.80 m per un totale di 
24 linee. Su tutte le superfici erano presenti delle strutture, legate alla 
variazione in compattazione, granulometria e colore, dovute 
probabilmente a fasi successive di deposizione che hanno generato 
stratificazioni variamente inclinate e incrociate dovute probabilmente a 
variazioni delle condizioni di deposizione eolica. Tali strutture avevano 









Fig. 4.3. Blocco di peridotite oggetto di studio presso la segheria GMC. 
 









 Travertino (fig. 4.5), il blocco aveva dimensioni di 2.12x1.34x1.05 m; 
l’indagine è stata condotta su una porzione limitata di 0.96x1.00 m per un 
totale di 28 linee. Esso presentava su tutte le superfici una serie di fratture e 
cavità (vuote e/o ricristallizzate) tipiche di questo tipo di materiale. Le cavità 





La scelta dei materiali è stata guidata sia dalla volontà di osservare il potere di 
indagine del sistema GPR su materiali differenti sia dalla disponibilità dei prodotti 
presenti in segheria. Durante tale fase si è cercato di condurre le indagini su mezzi 
che presentassero degli elementi di discontinuità esterni, in modo tale da poter 
verificare il potere risolutivo del GPR ed avere un riscontro con la successiva fase di 
interpretazione dei dati. 
  
Fig. 4.5. Blocco di travertino oggetto di studio presso la segheria GMC. 
65 
 
4.2 Strumentazione utilizzata 
 
In questo studio le indagini sono state condotte mediante l’impiego di due diversi 
sistemi GPR (array di antenne e singola antenna), entrambi prodotti dall’IDS 
Company©, e un sistema robotico automatizzato sviluppato nel corso del progetto 
SAFE QUARRY (fig. 4.6). 
 
Fig. 4.6. Sistema automatizzato utilizzato durante la fase di acquisizione su fronte di 
cava (in alto). Rappresentazione schematica del sistema multicanale utilizzato (in 
basso). La distanza tra i canali fornisce il passo di campionamento cross-line. Il 
campionamento in-line è definito dalla distanza, lungo la direzione di avanzamento 
dell’antenna, tra due impulsi successivi (SAFE QUARRY, Report D5.4). 
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Una parte delle acquisizioni (due delle quali effettuate con braccio robotico) sono 
state eseguite utilizzando un sistema multicanale denominato STREAM X (Surface 
Tomography Radar Equipment Assets Mapping). Nello specifico esso è costituito da 
12 antenne dipolari disposte parallelamente tra loro e rispetto alla linea di 
acquisizione che permettono di acquisire contemporaneamente 11 profili 
(radargrammi) (fig. 4.6). Questi ultimi sono distanziati fra loro di 8 cm (passo di 
campionamento cross-line) per cui, una singola scansione, ricoprirà una distanza 
lungo y di 80 cm (fig.4.7). 
 
 
Ciascun dipolo sviluppa una frequenza nominale di 600 MHz e il fascio inviato è 
polarizzato linearmente in modalità EV, la direzione di vibrazione del campo 
elettrico sarà dunque parallela alla direzione del survey. Per le indagini eseguite 
tramite STREAM X è stato scelto un passo di campionamento spaziale  
in-line di 1.4 cm, nel caso del piazzale di cava, 0.3 cm sul fronte di cava, di 0.15 cm 
nel caso del blocco di peridotite, una finestra temporale di 64 ns e un campionamento 
pari a 512 campioni/scan. 
A questo punto, sulla base dei parametri utilizzati in fase di acquisizione, si può 
verificare la possibile presenza di fenomeni di aliasing temporale e/o spaziale. 
 
      84 cm 
Acquisizione in cava 
Fig. 4.7. Rappresentazione schematica (non in scala) del profilo di acquisizione eseguito 
dal sistema automatizzato sul fronte di cava. 
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Conoscendo il tempo di registrazione (t_rec) ed il numero di campioni utilizzati 
per la discretizzazione del segnale registrato (nc) è possibile ricavare il passo di 
campionamento temporale dt: 
 







Nel caso in esame il passo di campionamento temporale è pari a 0.125 ns; a 
questo punto, noto dt, è possibile calcolare la frequenza di Nyquist (fN massima 
frequenza correttamente campionabile) al di sopra della quale le frequenze devono 










= 4 𝐺𝐻𝑧 
 
Essendo lo spettro della funzione campionata dato dalla ripetizione (pari alla 
frequenza di campionamento) dello spettro della funzione da campionare, per evitare 
una loro sovrapposizione deve valere la seguente condizione:  
 
𝑓𝐶 ≥ 2𝐵 
 
𝑓𝐶 ≥ 2 ∙ (1.5)𝐹 ≥ 3𝐹 
 
Dove F indica la frequenza nominale e B la banda del segnale; tale condizione 
risulta essere ampiamente raggiunta, infatti: 
 




Per quanto riguarda la verifica delle condizioni dettate dal campionamento 
spaziale è richiesta una stima della velocità di propagazione dell’onda all’interno dei 
mezzi indagati. Da letteratura si ha che la velocità del marmo è compresa tra 9 e 13 
cm/ns, valori che sono stati verificati fittando le iperboli presenti all’interno del 
materiale che hanno dato un valore di circa 10-11 cm/ns; alla luce di quanto detto 
come velocità minima viene utilizzata 10 cm/ns.  
Le condizioni del campionamento spaziale (dxmax) in-line e cross-line che 







Si ottiene così un passo di campionamento massimo di 2.7 cm e dunque, mentre in 
direzione in-line tale limite è ampiamento rispettato, in direzione cross-line ci 
dovremmo aspettare aliasing spaziale. Per ovviare a questo problema l’ultima 
acquisizione fatta con STREAM X è stata eseguita andando ad operare un 
campionamento cross-line ogni 4 cm, attraverso una sovrapposizione di scansioni 
successive (vedi fig.4.8). In questo modo utilizzando la frequenza di ritorno (fr), che 
osservando gli spettri dei radargrammi ottenuti vale circa 400 MHz, si ha che dxmax è 
pari a 4.16 cm, quindi un valore leggermente superiore al passo di campionamento 




Acquisizione su blocchi 
Fig. 4.8. Rappresentazione schematica (non in scala) del profilo di acquisizione eseguito 




Per quanto riguarda invece le capacità risolutive del segnale queste sono state 
stimate sempre utilizzando una velocità di 10 cm/ns e si ha dunque che la risoluzione 
verticale è pari a 4.16 cm mentre quella orizzontale (calcolata sulla distanza di un 
metro) è pari a 29 cm. La presenza di oggetti aventi distanze minori ai limiti 
sopracitati subirà un tuning costruttivo. 
I dipoli disposti parallelamente alla linea del rilievo inviano un campo elettrico 
come in figura 4.9. Tale configurazione permette di registrare riflessioni provenienti 
dagli oggetti giacenti lungo il profilo. L’ampiezza del segnale registrato sarà 
dipendente dall’orientazione relativa tra target e direzione di polarizzazione 
dell’antenna. La massima intensità di riflessione registrata avverrà quando le 
direzioni target/polarizzazione saranno parallele, mentre la minima si verificherà 
quando queste formeranno tra loro un angolo di 90 gradi. 
Come già accennato non tutte le acquisizioni sono state eseguite con STREAM X 
ma è stata utilizzata un’antenna monocanale a 1.6 GHz con polarizzazione EH (fig. 
4.10). I profili sono stati acquisiti utilizzando un pannello di plastica sul quale sono 
state disegnate linee guida ogni 4 cm in direzione y (passo di campionamento cross-
line). In questo caso è stata utilizzata una finestra temporale variabile, a seconda dei 
dati acquisiti, pari a 64 ns per la peridotite e a 40 ns per le altre; tale scelta è stata 
dettata dal fatto che nel caso della peridotite si è voluto operare un confronto con il 
dato acquisito a 600 MHz sullo stesso blocco, mentre negli altri casi la finestra è 
Fig. 4.9. Esempio esplicativo della direzione survey/grado di detenzione con antenna a 
polarizzazione EV. I dipoli (segmenti verde–arancioni) sono disposti parallelamente 
alla direzione di movimento dello strumento ed inviano un campo elettrico ?⃗⃗?  la cui 
direzione di oscillazione è indicata dalle doppie frecce in nero. Con tale configurazione 
la massima intensità di energia riflessa si avrà in corrispondenza dell’interazione 








Gli altri parametri di acquisizione sono stati mantenuti identici per tutte le 
acquisizioni e si ha un campionamento di 2048 campioni/scan e un passo di 
campionamento in-line di 0.2 cm. Con i parametri utilizzati si ha assenza di aliasing 
temporale infatti, con passi di campionamento di 0.0195 ns (per finestra temporale di 
40 ns) e di 0.031 ns (per la finestra temporale di 64 ns), si hanno rispettivamente 
frequenze di campionamento pari a 51 GHz e 32 GHz, e dunque la relazione 
sopradetta è largamente soddisfatta. 
Per quanto riguarda invece la presenza di aliasing spaziale in questo caso si ha 
che le velocità dei materiali sono molto differenti tra di loro, ma considerando una 
velocità media di 10 cm/ns si ha che il massimo passo di campionamento utilizzabile 
dx è pari a 1.04 cm. Mentre in direzione in-line tale limite è largamente rispettato, 
non vale lo stesso in direzione cross-line dove ci si dovrà aspettare la presenza di 
aliasing spaziale. 
Per quanto riguarda il potere risolutivo del segnale, si ha che questo è molto più 
alto rispetto a quello dall’antenna a 600 MHz, vista la maggiore frequenza, a 
discapito tuttavia della profondità di indagine. 
Per quanto riguarda la risoluzione verticale questa, considerando sempre una 
velocità media di 10 cm/ns, è pari a 1.6 cm mentre quella orizzontale, calcolata a 1 
metro per confrontarla con il caso precedente, è pari a 18 cm circa. 
Fig. 4.10. Esempio di acquisizione su blocco di peridotite con antenna a 1.6 GHz (a 
sinistra) e strumentazione utilizzata (a destra). 
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Un’ulteriore differenza tra le antenne utilizzate è data dalla diversa polarizzazione 
infatti, in questo caso, il dipolo è disposto perpendicolarmente alla linea del rilievo 
ed invia un campo elettrico come in figura 4.11. Tale configurazione permette di 
registrare riflessioni provenienti da oggetti giacenti perpendicolarmente al profilo e 
l’ampiezza del segnale registrato sarà anche in questo caso dipendente 
dall’orientazione relativa tra target e direzione di polarizzazione dell’antenna come 
nel caso EV. 
 
 
In tabella 4.1 vengono riportati, in maniera riassuntiva i parametri discussi in 
questo paragrafo, relativi alle acquisizioni eseguite: 
 Polarization Beam; 
 F, frequenza nominale dell’antenna; 
 t_rec, tempo di registrazione; 
 nc, campioni/scan; 
 dt, passo di campionamento temporale; 
 fc, frequenza di campionamento; 
 fN, frequenza di Nyquist; 
 Δx, passo di campionamento in-line; 
 Δy, passo di campionamento cross-line; 
Fig. 4.11. Esempio esplicativo della direzione survey/grado di detenzione con antenna a 
polarizzazione EH. I dipoli (segmenti verdi–arancione) sono disposti 
perpendicolarmente alla direzione di movimento dello strumento ed inviano un campo 
elettrico ?⃗⃗?  la cui direzione di oscillazione è indicata dalle doppie frecce in nero. Con 
tale configurazione, la massima intensità di energia riflessa si avrà in corrispondenza 
dell’interazione dell’onda EM con l piano rosso e la minima con quello verde (SAFE 
QUARRY, Report D5.4, modificata). 
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 dxmax, passo di campionamento di Nyquist (considerando la frequenza 
inviata); 
 Z, risoluzione verticale; 

















EV mode EV mode EV mode EH mode EH mode 
F 600 MHz 600 MHz 600 MHz 1600 MHz 1600 MHz 
t_rec 64 ns 64 ns 64 ns 64 ns 40 ns 
nc 512 512 512 2048 2048 
dt 0.125 ns 0.125 ns 0.125 ns 0.031 ns 0.019 ns 
fc 8.0 GHz 8.0 GHz 8.0 GHz 32.0 GHz 51.0 GHz 
fN 4.0 GHz 4.0 GHz 4.0 GHz 16.0 GHz 25.5 GHz 
Δx 1.40 cm 0.30 cm 0.15 cm 0.20 cm 0.20 cm 
Δy 8.0 cm 8.0 cm 4.0 cm 4.0 cm 4.0 cm 
dxmax 
(v=10 cm/ns) 
2.80 cm 2.80 cm 2.80 cm 1.04 cm 1.04 cm 
Z  
(v=10 cm/ns) 
4.16 cm 4.16 cm 4.16 cm 1.60 cm 1.60 cm 
H 
(z=1 m) 





5.0 Processing dei dati con il software GPR-SLICE© 
  
La fase di processing racchiude in sé tutte le operazioni di elaborazione, 
modelling e analisi dei dati raccolti in fase di acquisizione. Le tecniche di processing 
derivano in gran parte dall’elaborazione dei dati sismici, ragion per cui gli step base 
di entrambi i processing sono gli stessi e quindi è possibile applicare ai dati GPR 
diverse soluzioni da tempo disponibili anche se non da sempre comunemente usate.  
La chiave per una efficiente elaborazione dei dati è racchiusa in alcune semplici 
linee guida: 
1. Mantenere le cose semplici (Keep it simple), il che significa non 
esagerare con le operazioni di processing in modo tale da non alterare 
troppo i dati. 
2. Mantenere le cose reali (Keep it real), è strettamente correlata con il 
punto 1 e suggerisce di astenersi dall’overprocessing. 
3. Capire cosa si sta facendo (Understand what you’re doing), il che 
significa valutare l’effetto di ogni passaggio di processing applicato ed 
avere coscienza di quel che si fa. 
4. Essere sistematici e coerenti (Be systematic and consistent), cioè 
utilizzare gli stessi parametri su dataset equivalenti e registrare i dettagli 
relativi ad ogni step in un diario. Tale passaggio è molto importante nel 
caso in cui si abbiamo un gran numero di sezioni GPR simili. 
 
All’interno di tale lavoro di tesi l’elaborazione dei dati è stata eseguita mediante il 
software GPR-SLICE©, che permette di eseguire passaggi di processing di base 
assieme ad altri più avanzati come filtraggio f-k, analisi di velocità, migrazione, 
spectral whitening e deconvoluzione. 
Tutti i dati presenti in questo lavoro sono stati sottoposti in un primo momento ad 
un processing di base, dopodiché è stato tentato un processing avanzato. 
Quest’ultimo, che è stato adattato caso per caso, è stato eseguito con lo scopo di 
verificare la reale efficacia di operazioni avanzate, nel tentativo di aumentare il 
rapporto segnale/rumore e mettere in maggiore evidenza quegli eventi già messi in 
luce con la prima fase di processing. Come ultimo passaggio, per aiutare la fase di 
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interpretazione per alcuni dei dati, la fase di elaborazione è stata completata con la 
costruzione di time slices.  
I dati sono stati sottoposti ad un’operazione preliminare di elaborazione, nota 
come pre-processing, necessaria alla preparazione del dato. Di seguito sono elencati i 
passaggi comuni a tutti i dati GPR acquisiti nella fase precedente: 
1. Pre-processing  
 Dewow filter, opera una detrendizzazione del dato; 
 Move start time, necessario per la ricerca e sincronizzazione dei primi 
arrivi. 
2. Processing base 
 Gain, per il recupero delle ampiezze; 
 Bandpass filter, per la rimozione delle frequenze al di fuori della banda 
di interesse; 
 Background removal, per la rimozione delle componenti del rumore 
coerente; 
 Boxcar, per la rimozione del rumore casuale residuo. 
 
Per alcuni set di dati è stato necessario utilizzare delle operazioni aggiuntive che 
verranno spiegate caso per caso dove presenti. Per quanto riguarda i passaggi relativi 
al processing avanzato questi variano a seconda del dato in questione ma in genere 
sono: 
 Spectral Deconvolution, consente di ottenere un aumento della 
risoluzione temporale. 
 Analisi di velocità, necessaria per la costruzione di profili di velocità 
tramite hyperbolic shape analysis. 
 Migrazione di Kirchhoff, permette una ridistribuzione dell’energia 
difratta nelle reali posizioni geometriche. 
 Filtro f-k, consente l’eliminazione di eventi rumorosi residui individuati 
in seguito all’applicazione della 2D Fourier Transform (vedi Appendice 
A). 
 Spectral Whitening, consente di operare uno sbiancamento dello spettro 




Di seguito verranno descritte caso per caso le operazioni di processing eseguite 
sui dati acquisiti nella fase descritta nel capitolo precedente. 
 
5.1 Elaborazione dato acquisito su fronte di cava 
 
Il dato acquisito sul fronte di cava, per mezzo del sistema robotico automatizzato, 
è stato sottoposto, oltre che a pre-processing, ad operazioni di processing di base e 
avanzato che verranno qui di seguito illustrate. 
 
Dewow filter 
Il filtro di dewow ha l’obbiettivo di rimuovere l’effetto del trend a bassa frequenza 
(wow) presente nel dato, causato dalla saturazione del segnale registrato a seguito dei 
primi arrivi (air/ground wave) e/o da effetti induttivi scaturiti dall’interazione 
antenna trasmittente-ricevente. 
Tale filtro calcola una media dei valori di ampiezza sulla base di una finestra di 
campioni definita dall’utente (wobble length) e la sottrae a tutti i campioni costituenti 
la traccia (Daniels, 2004). 
Da un punto di vista matematico si avrà che: 
 









 A'n(t), campione processato; 
 𝐴n(t), campione non processato; 
 N, wobble length; 
 n, numero campione. 
 
L’intera traccia viene quindi suddivisa in più finestre, per ognuna delle quali è 
calcolato un valore medio che tenderà ad aumentare in profondità. Il ragionamento 
fatto per la scelta del filtro utilizzato è qui di seguito riportata. 
Si supponga, per assurdo, di impostare una lunghezza del filtro pari a due 
campioni, in questo caso si avranno valori medi molto vicini a quelli degli i-esimi 
76 
 
campioni posti lungo la traccia e dunque ad un annullamento dei valori in seguito al 
filtraggio (vedi fig. 5.1 in alto a sinistra). Nel caso in cui N sia posto uguale al 
numero dei campioni della traccia, 512 per il dato in esame, il valore medio, che 
deve essere sottratto ai vari campioni lungo la traccia, sarà costante e non 
rappresentativo del drift che, per sua natura, cresce all’aumentare della profondità 





Fig. 5.1. A-scan prima (linee blu) e dopo 
(linee verdi) la rimozione del drift. Il 
risultato in figura in basso a sinistra 
rappresenta una traccia in cui le ampiezze 
risultano equamente distribuite tra domini 
positivi e negativi e, in quanto tale, 
dimostra quanto detto. 
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Per ottenere un risultato accettabile è dunque necessario utilizzare un filtro che 
non sia né troppo lungo né troppo corto. Nel caso in esame la lunghezza del filtro è 
stata posta pari a 1/10 circa del numero totale dei campioni (fig. 5.1 in basso a 
sinistra). Tale valore permette di non modificare in modo eccessivo la traccia e nel 
contempo di rimuovere parte del rumore a bassa frequenza che sarà del tutto 
eliminato tramite l’applicazione del filtro passa-banda. 
Il dewow ha dunque lo scopo di garantire che la funzione di distribuzione di 
probabilità delle ampiezze sia simmetrica rispetto al valore medio, che deve risultare 
costante lungo l’intera traccia e pari a zero (riflessioni positive e negative si devono 




Fig. 5.2. Rappresentazione schematica di A-scan prima (sopra) e dopo (sotto) 





Tale operazione è necessaria nel caso in cui il verso di acquisizioni lungo linee 
parallele tra loro sia variabile. Attraverso il comando reverse è possibile dunque 
“ribaltare” quei radargrammi che sono stati acquisiti con un verso opposto rispetto a 
quello che viene considerato di riferimento (in modo del tutto arbitrario) da parte 
dell’operatore.  
Fig. 5.3. Radargrammi prima (sopra) e dopo (sotto) l’applicazione di reverse; si osservi 
come, in seguito a tale operazione, le orientazioni degli eventi (in rosso) all’interno del 
radargramma in alto a destra siano invertite in modo tale da avere continuità con il 
radargramma della prima colonna. 
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Un esempio è mostrato in figura 5.3, dove sono presenti eventi inclinati; prima 
dell’operazione reverse si nota che uno stesso evento inclinato in due radargrammi 
consecutivi presenta vergenza diversa, e questo rende difficile ed errata 
l’interpretazione del dato. Dopo l’applicazione di tale operazione l’evento nel 
secondo radargramma viene riportato alla corretta vergenza e i dati sono dunque 
confrontabili.  
 
Move start time 
Tale operazione consente di contrastare gli effetti dovuti ad una variazione della 
distanza antenna-superficie di acquisizione durante la fase di raccolta dei dati, 
operando così un perfetto allineamento delle tracce costituenti il radargramma. Tale 
passaggio inoltre permette di eliminare totalmente o in parte il cammino in aria del 
segnale registrato dalle antenne ponendo il tempo origine (tempo zero, T0) in 
corrispondenza della riflessione superficiale. 
 
 
Tale operazione può essere effettuata tramite due metodi, mostrati in figura 5.4. Il 
primo metodo prevede la ricerca di un valore di soglia preimpostato (threshold) 
rispetto al primo picco del segnale, mentre il secondo metodo punta a determinare 
direttamente la posizione del picco massimo.  
In entrambi i casi il valore T0 può essere anticipato arretrando di un dato numero 
di campioni la precedente stima. Tale operazione viene eseguita per ogni singola A-
scan e si avrà dunque che i campioni che si trovano a tempi inferiori rispetto a T0 
verranno eliminati.  
 
 
Fig. 5.4. Modalità di ricerca del T0. (GPR-SLICE© manual, 2016). Il metodo 1 è basato 
su un valore di soglia rispetto al picco massimo, mentre il metodo 2 è basto sulla ricerca 
del valore di picco. 
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Dopo tale operazione la finestra temporale di acquisizione effettiva risulterà 
minore di quella originale e sarà pari a: 
 
𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑡𝑖𝑚𝑒 𝑤𝑖𝑑𝑜𝑤 [𝑛𝑠] = 𝑇 − 𝑇0 = {[(𝑛𝑐 − 1) ∙ 𝑑𝑡] − [(𝑛𝑐0 − 1) ∙ 𝑑𝑡]}
= 𝑑𝑡 ∙ [(𝑛𝑐 − 1) − (𝑛𝑐0 − 1)] 
 
Dove: 
 T, finestra temporale originale; 
 T0, tempo zero; 
 nc, numero di campioni della finestra temporale originale; 
 nc0, campione alla posizione del T0; 
 dt, passo di campionamento temporale. 
 
Nel caso in esame si è scelto di preservare la riflessione superficiale (fig. 5.5) in 
vista dell’operazione di deconvoluzione che verrà eseguita durante la fase di 
processing avanzato.  
 
Fig. 5.5. Confronto di un radargramma del dato in esame prima (a sinistra) e dopo (a 
destra) l’applicazione del move start time. Si noti come, in seguito a tale operazione, ci 





Le funzioni di guadagno sono applicate al dato per ovviare agli effetti di 
attenuazione del segnale causati dalle proprietà intrinseche del materiale attraversato 
(componente esponenziale) e alle perdite per spreading geometrico che, per la 
conservazione dell’energia, porta ad un decadimento dell’ampiezza con l’inverso 
della distanza dalla sorgente (componente lineare). Si possono utilizzare curve di 
guadagno lineari e/o esponenziali o, in alternativa, di Automatic Gain Control 
(AGC)13. In entrambi i casi l’utente ha la possibilità di personalizzare la curva di 




La curva di guadagno G(t) così ottenuta viene applicata ai campioni nella traccia 
in entrata (Tin) cosicché quella in uscita (Tout) sia abbastanza omogenea nelle 
ampiezze su tutti i tempi. Tale operazione può essere espressa nel seguente modo: 
 
𝑇𝑜𝑢𝑡 = 𝑇𝑖𝑛 ∙ 𝐺(𝑡) 
                                                          
13  L’AGC è un tipo di guadagno che si basa sulla differenza tra il valore medio e massimo all’interno 
di una finestra temporale scelta dall’utente. Tale operazione tende in generale ad equalizzare le 
ampiezze dei segnali presenti nei dati, siano essi rumore o segnale utile. 
Fig. 5.6. Curva di guadagno utilizzata per 
l’operazione di gain per il dato in esame. 
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Nel caso in esame si è scelto di utilizzare una curva di guadagno che combini una 
componente lineare ed esponenziale a partire dal primo campione evitando 
comunque il clipping della riflessione superficiale, già molto intensa (fig. 5.6 si è 
scelto di non partire dal secondo campione per non generare un effetto “gradino” nel 
profilo di guadagno e conseguentemente nei radargrammi). A seguito 
dell’applicazione di tale curva di guadagno, considerando che il contenuto 
informativo decresce nel tempo (a causa dei fenomeni di attenuazione del segnale) 
parallelamente ad un aumento della componente rumorosa, si avrà un minor rapporto 
segnale/rumore. Un ulteriore inconveniente potrebbe essere che, a seguito di tale 
operazione, le informazioni riportate sullo spettro di ampiezza14 potrebbero risultare 




                                                          
14 Per tutti i dati mostrati a seguire viene visualizzato, in blu, lo spettro medio di ampiezza dell’intero 
radargramma in esame e, in rosso, lo spettro medio di ampiezza di una singola traccia del 






In figura 5.7 sono mostrati i radargrammi prima e dopo l’applicazione della 
funzione di guadagno e si nota, assieme a riflessioni sub-orizzontali, legate 
probabilmente a discontinuità all’interno del mezzo, la presenza di una porzione più 
chiara (nei primi 15 ns) relativa ad una componente a bassa frequenza che potrebbe 
essere dovuta in parte a un residuo dell’operazione di dewow e in parte a rumore 
esterno. Tutto il radargramma inoltre è caratterizzato da una componente rumorosa 
ad alta frequenza che dà luogo ad un effetto “puntinato” dell’immagine. 
 
 
Fig. 5.7. Confronto tra un radargramma, relativo al dato indagato, prima (a) e dopo (b) 
l’operazione di gain. Si noti la comparsa di nuovi eventi prima non osservabili. Al di 
sopra dei radargrammi è presente il confronto dei relativi spettri di ampiezza (blu: 
spettro medio dell’intero radargramma; rosso: spettro medio di una traccia del 





L’operazione di filtraggio è necessaria in quanto la banda del segnale registrato 
risulta più ampia rispetto a quella del segnale effettivamente utile, a causa di 
componenti rumorose che contribuiscono a far diminuire il rapporto segnale/rumore. 
In figura 5.7, ad esempio, è possibile osservare una componente rumorosa sia alle 
basse frequenze (compresa tra 12.3 e 65 MHz) che alle alte frequenze che vanno a 




Una regola empirica, spesso utilizzata, prevede che la regione passante sia 
simmetrica rispetto al picco della frequenza del segnale ed ampia 1.5 volte tale 
valore (Es. per una frequenza di 600 MHz la banda passante dovrà essere compresa 
tra 150-1050). Naturalmente quando ci si appresta ad eseguire un processing è 
Fig. 5.8. Rappresentazione dei radargrammi (sotto) con i relativi spettri di ampiezza 
(sopra). a): il filtro (blu) è stato modellato in modo tale che il fenomeno di ripple fosse 
evidente (cerchi in rosso; in nero traccia prima del filtraggio, in blu dopo il filtraggio). 





necessario valutare caso per caso ricordando che la frequenza centrale di ritorno, 
come per questi dati (fr ~400 MHz), è inferiore rispetto a quella inviata. 
Un ulteriore aspetto che è necessario tenere a mente quando si adopera un filtro 
passa-banda è l’inclinazione delle spalle del filtro; come mostrato in figura 5.8a, 
utilizzando un filtro con spalle troppo ripide, forma rettangolare, si avrà la comparsa 
dell’effetto di Gibbs (fenomeni pronunciati di ripple del segnale). La forma ottimale 
risulta dunque quella trapezoidale come mostrato in figura 5.8b. 
Al fine di non introdurre distorsioni, la risposta in ampiezza del filtro deve essere 
costante all’interno della banda del segnale utile mentre la risposta in fase 
proporzionale alla frequenza (le componenti del segnale vengono ritardate tutte della 
medesima quantità) o a fase zero (nessun ritardo nelle componenti del segnale). Il 
software utilizzato non permette di conoscere tuttavia la risposta in fase del filtro che 






In figura 5.9 sono stati messi a confronto i radargrammi prima e dopo 
l’applicazione del filtro passa-banda. Come si può notare si ha l’eliminazione della 
componente a bassa frequenza che mette in evidenza una serie di eventi orizzontali 
che saranno eliminati attraverso il passo successivo di processing e rappresentano 
rumore coerente15 orizzontale. Come si può osservare il rumore che dà luogo 
all’effetto “puntinato” permane anche dopo il filtraggio e questo sta ad indicare che 
probabilmente si tratta di rumore sovrapposto alla banda utile del segnale. 
 
  
                                                          
15 Rumori caratterizzati da valori d’ampiezza costanti nello spazio ad un dato istante temporale. 
b) 
Fig. 5.9. a): spettro di ampiezza e radargramma prima dell’applicazione del bandpass 
filter; b): spettro di ampiezza e radargramma dopo l’applicazione del filtro passa-
banda. Si noti la scomparsa della componente a bassa frequenza (rettangolo rosso) e la 
riduzione del rumore ad alta frequenza (freccia rossa). Al di sopra degli spettri, in blu, 
è rappresentato il filtro utilizzato. 
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Background removal  
L’operazione di Background removal consente di eliminare le componenti di 
rumore coerente (background noise) che, avendo la stessa frequenza del segnale 
utile, non possono essere rimosse con i classici filtraggi passa-banda. L’algoritmo 
opera calcolando una media delle ampiezze all’interno di una finestra prestabilita e 
successivamente sottratta all’intero set di dati. Tale valore medio rispecchia solo gli 
elementi comuni a tutte le tracce mentre le riflessioni casuali tenderanno ad avere tra 
loro un’interferenza costruttiva e dunque non saranno rimosse. Tramite tale 










Da un punto di vista pratico è necessario selezionare i campioni di inizio e di fine 
che delimitano la porzione sulla quale si vuole far agire il filtro, dopodiché, in 
relazione all’estensione temporale del rumore, si definisce la modalità d’azione del 
filtro stesso. È importante dare particolare attenzione alla scelta della lunghezza della 
finestra operativa infatti, se troppo piccola rispetto al numero di tracce, potremmo 
eliminare segnale utile mentre, se troppo grande, si potrebbero eliminare riflessioni 
isocrone di interesse. 
 
 
Fig. 5.10. a): radargramma e spettro di ampiezza del dato prima dell’applicazione del 
background removal; b): radargramma e spettro dopo l’applicazione di tale operazione. 
Si noti come in seguito a tale operazione gli eventi orizzontali e la riflessione 




Da un punto di vista matematico tale operazione può essere definita come 
(Daniels, 2004): 
 









 n, è il numero di campioni che va da 1 a N; 
 a, è il numero di A-scan che va da 1 a Na; 
 𝐴′𝑛,𝑎 (𝑡), A-scan processate; 
 𝐴𝑛,𝑎 (𝑡), A-scan non processate. 
 
Per il dato in esame, poiché le bande di rumore coerente interessano l’intero 
radargramma (fig. 5.10), è stato utilizzato un filtro con larghezza pari alla totalità 
delle A-scan ed una lunghezza pari al numero totale di campioni. Come conseguenza 
di quanto detto precedentemente, assieme al rumore coerente orizzontale, la 
riflessione superficiale è stata completamente rimossa e si ha una riduzione delle 
ampiezze dello spettro medio di ampiezza che indica che è stato operato un filtraggio 
nella banda utile del segnale. 
 
Boxcar filter 
Come accennato in precedenza all’interno del dato in esame è evidente la 
presenza di rumore non coerente avente frequenza compresa nella banda utile. Al 
fine di rimuovere tale elemento è possibile utilizzare un filtro boxcar che opera 
attraverso una media mobile in direzione spaziale. 
Le dimensioni di tale filtro sono definite dall’altezza e dalla larghezza del boxcar; 
considerando un filtro con dimensioni NxM (con N il numero di righe e M quello di 
colonne), l’effetto filtrante interesserà 2M+1 A-scan e N campioni in verticale di 
ogni A-scan e consiste nella sostituzione del valore centrale della finestra con quello 
della media aritmetica mobile calcolata al suo interno. Il processo è iterativo, la 
finestra viene quindi traslata orizzontalmente traccia per traccia dalla prima 
all’ultima A-scan, per poi essere spostata rigidamente in verticale di un campione. La 
mancanza di tracce agli estremi della sezione viene colmata ripiegando l’intervallo 
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che viene dunque esteso specularmente oltre gli estremi dei dati (Esempio: considero 
un radargramma costituito da 10 A-scan e un filtro di dimensioni 1x1, quando il 
valore del filtro raggiungerà la decima traccia allora, vista la mancanza di valori oltre 
gli estremi, verrà generata un’undicesima traccia fittizia tramite la replica della nona 
traccia oltre la decima). 
L’effetto complessivo del filtro boxcar è uno smussamento del radargramma 
senza alterarne le informazioni utili. 
Nel caso in esame, affinché il dato non subisca uno smussamento eccessivo, è 
stato applicato un filtro di dimensioni 2x2 (trattando così 5 tracce e due campioni alla 
volta); in figura 5.11 è mostrato il risultato di tale operazione e si nota una riduzione 







Come accennato precedentemente i dati sono stati sottoposti ad alcuni passaggi di 
processing avanzato per verificarne la reale efficacia. Una di queste operazioni è la 
Spectral Deconvolution che consiste nella rimozione dell’effetto dovuto all’onda 
sorgente all’interno del dato registrato lasciando come risultato finale la traccia di 
riflettività del mezzo indagato. Analogamente al caso sismico, il segnale GPR 
registrato (r) è dato dalla convoluzione tra la traccia di riflettività del mezzo indagato 
(g) e l’ondina sorgente emessa dall’antenna TX (i) (GPR-SLICE manual, 2016): 
 
𝑟 = 𝑔 ∗ 𝑖 
 
Attraverso l’operazione di deconvoluzione spettrale si vuole quindi ottenere g che 
è rappresentativa della struttura interna del mezzo. Per fare ciò il software sfrutta una 
delle proprietà della convoluzione per cui una convoluzione nel dominio dei tempi 
corrisponde a una moltiplicazione nel dominio delle frequenze. Si avrà che: 
Fig. 5.11. Confronto di un radargramma prima (a) e dopo (b) l’applicazione del filtro 










 G(ω), spettro della traccia di riflettività del terreno; 
 R(ω), spettro del segnale registrato; 
 I(ω), spettro dell’ondina sorgente. 
 
A questo punto applicando la trasformata inversa di Fourier si otterrà la traccia di 
riflettività del mezzo indagato. Alla base dell’operazione di deconvoluzione si ha che 
l’ondina sorgente debba essere nota o poiché stimata statisticamente (approccio 
statistico) oppure perché misurata o calcolata (modello deterministico) (Mazzotti e 
Stucchi, 2009). Il software utilizzato per tale lavoro si avvale del metodo 
deterministico, fatto che in questo caso costituisce un problema infatti, non essendo 
nota all’operatore la signature della sorgente, essa deve essere ricavata dai dati a 
disposizione. Poiché l’operatore deconvoluzionale ha uno spettro di ampiezza che è 
approssimativamente l’inverso dello spettro di ampiezza del segnale in ingresso, se 
quest’ultimo possedesse ampiezze nulle per determinate frequenze nello spettro di 
ampiezza dell’operatore (per le stesse frequenze) si avrebbero frequenze infinite e 
dunque instabilità. Per ovviare a tale problema il software aggiunge automaticamente 
una quantità costante allo spettro di ampiezza tramite l’utilizzo della costante di 
Tickonov. Nel caso in esame si è cercato di definire la signature della sorgente a 
partire dalla riflessione superficiale (fig. 5.12a) rilevata dal radargramma di partenza, 
immediatamente dopo la rimozione del drift. Come si può osservare in figura 5.12 
dopo tale operazione non si notano miglioramenti evidenti e per tale motivo si è 
scelto di non applicare tale tipo di operazione, questa inefficacia potrebbe essere 
legata al fatto che le assunzioni del modello convoluzionale sono difficilmente 





Fig. 5.12. a): operatore deconvoluzionale utilizzato estratto dalla riflessione superficiale 
presente nel dato sottoposto esclusivamente alla rimozione del drift. b): radargramma e 
spettro di ampiezza relativi al dato prima dell’operazione di spectral deconvolution. c): 





In primo luogo si ha che l’ondina sorgente emessa dal sistema GPR difficilmente 
è a fase minima (instabilità dell’operazione di deconvoluzione) ed è soggetta inoltre 
a forti perdite energetiche che portano velocemente a un restringimento della banda 
di frequenza (mancata stazionarietà dell’ondina sorgente). Un’ulteriore problema è 
legato alla forte sensibilità, da parte della deconvoluzione spettrale, all’ondina 
sorgente che quindi, se non determinata in maniere esatta, può portare a risultati 
deludenti. Nei casi in esame gli scarsi risultati ottenuti tramite l’operazione di 
deconvoluzione potrebbero dunque essere legati al fatto che l’ondina superficiale non 
rispecchia le caratteristiche della signature della sorgente. 
 
F-k filter 
Tale operazione consente, sfruttando lo spettro di ampiezza ottenuto tramite la 
Trasformata Bidimensionale di Fourier (vedi Appendice A), di eliminare alcune delle 
componenti indesiderate presenti all’interno dei radargrammi. Nel caso in esame tale 
filtro è stato utilizzato per ridurre ulteriormente la componente rumorosa 
responsabile dell’effetto “puntinato”, non completamente eliminata con le fasi di 
filtraggio precedenti, e per eliminare, o almeno attenuare, le riflessioni inclinate 
dovute a elementi esterni al radargramma. In figura 5.13 vengono messi a confronto 
gli spettri di ampiezza f-k di uno stesso radargramma prima (a destra) e dopo (a 
sinistra) l’operazione di boxcar. Tale operazione ha ridotto il rumore casuale ma non 
lo ha eliminato totalmente. 
 
Fig. 5.13. Spettro di ampiezza f-k di uno dei radargrammi prima (a sinistra) e dopo (a 
destra) dell’applicazione del filtro boxcar. Sull’asse x sono riportati i numeri d’onda 
(positivi a destra e negativi a sinistra) e sull’asse y le frequenze temporali. 
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In figura 5.14 è riportato lo spettro di ampiezza bidimensionale relativo a uno dei 
radargrammi in esame. Come si può notare la maggior parte delle riflessioni utili si 
trovano in corrispondenza di k=0 in quanto, nel dominio spazio-tempo, esse si 
presentano quasi tutte sub-orizzontali. Il rumore responsabile dell’effetto “puntinato” 
non presenta nel dominio x-t particolari orientazioni e dunque può essere considerato 
casuale e per questo non avrà particolari orientazioni nello spettro di ampiezza f-k 
(vedi rettangoli rossi in fig. 5.14). Per quanto riguarda invece la riflessione inclinata, 
osservabile su tutti i radargrammi, questa sarà mappata nel quadrante positivo dello 
spettro di ampiezza f-k (vedi freccia rossa in fig. 5.14). 
 
Fig. 5.14. Spettro di ampiezza 
f-k con messa in evidenza degli 
eventi rumorosi che si vogliono 
rimuovere, alle diverse 
frequenze spaziali e temporali. 





Dopo l’applicazione di tale filtro (vedi fig. 5.15) si nota una considerevole 
riduzione del rumore casuale e una forte attenuazione delle riflessioni inclinate. 
 
5.2 Elaborazione dato acquisito su piazzale di cava 
 
Tale dato è stato acquisito su piazzale di cava tramite un array di antenne montate 
su un apposito carrello fornito dalla società IDS. 
La fase di pre-processing, i cui risultati sono mostrati in figura 5.16, è identica a 
quella del dato acquisito in galleria, tranne che per l’operazione di reverse che qui 
non è stata necessaria. Di seguito verranno dunque riportati solo i passaggi di 
processing di base e avanzato. 
 
 
Fig. 5.15. Radargramma prima (a) e dopo (b) dell’applicazione del filtro f-k. Si noti 
come l’evento inclinato (freccia rossa) e il rumore casuale (rettangolo rosso) siano 






Anche in questo caso è stata utilizzata una curva di guadagno (fig. 5.17) che 
combina componente lineare e esponenziale in modo tale da compensare in parte la 
perdita in ampiezza legata alla propagazione del segnale all’interno del mezzo. 
In fig. 5.18 è mostrato il confronto tra il radargramma prima e dopo l’applicazione 
del guadagno e si può notare la comparsa di numerosi eventi prima assenti, tra i quali 
un rumore coerente orizzontale che pervade tutto il radargramma.  
Soffermandoci un istante sullo spettro medio di ampiezza del segnale guadagnato 
(fig. 5.18) si possono notare due forti picchi, centrati su 99 MHz e 200 MHz circa, 
che potrebbero rappresentare rumori esterni legati alla presenza di ripetitori o cavi 
elettrici.  
  
Fig. 5.16. Confronto di un radargramma del dato prima (sopra) e dopo (sotto) la fase di 
pre-processing (dewow filter e move start time). Si noti come, in seguito all’ operazione di 
move start time, ci sia una riduzione del valore samples/scan dovuta all’eliminazione di 




Isolando tali frequenze si ottengono delle tracce analoghe a quella mostrata in figura 












Bandpass Filter  
Tale operazione è stata effettuata con lo scopo di rimuovere il più possibile il 
rumore presente nel dato come, ad esempio, i picchi prima descritti. Utilizzando il 
filtro riportato in figura 5.20 è stato possibile eliminare le alte frequenze rumorose ed 
Fig. 5.18. Radargramma e relativo spettro di ampiezza del dato prima (a) e dopo (b) 
l’applicazione del guadagno. Si noti la comparsa di due picchi in corrispondenza delle 
basse frequenze che danno luogo a bande rumorose orizzontali all’interno del 
radargramma. 
Fig. 5.19. Messa in evidenza delle due principali componenti rumorose a bassa 
frequenza presenti all’interno del dato in esame in seguito all’operazione di guadagno. 
Al di sotto degli spettri di ampiezza in blu viene rappresentata una due tracce, 




attenuare quasi completamente il rumore a bassa ed alta frequenza. Dopo 
l’applicazione di tale operazione il risultato è mostrato in figura 5.20 dove si può 
notare che una grossa parte del segnale orizzontale a bassa frequenza, che dava luogo 
a delle “bande”, è stato in parte rimosso, tuttavia permangono delle bande orizzontali 
che verranno rimosse con il passaggio successivo. 
  
Fig. 5.20. Radargramma e relativo spettro di ampiezza prima (sopra) e dopo (sotto) 
l’operazione di filtraggio passa-banda. Anche in questo caso il filtro utilizzato è 




Tramite tale operazione, come si può osservare in figura 5.21, il rumore 
orizzontale che caratterizzava l’intero radargramma è stato quasi del tutto eliminato 
assieme alla riflessione superficiale e si nota dunque che gli eventi presenti nei 
radargrammi sono ora più evidenti. Ponendo l’attenzione sullo spettro medio di 
ampiezza del radargramma si nota una riduzione delle ampiezze che dimostra il fatto 
che il filtraggio ha interessato la banda utile del segnale. Per fare questo le 
dimensioni del filtro sono state poste uguali a quelle del radargramma. 
 
 
Fig. 5.21. Radargramma e relativo spettro di ampiezza prima (sopra) e dopo (sotto) 
l’applicazione del filtro di background removal. Si noti la riduzione di rumore coerente 
orizzontale (rettangolo rosso) e l’eliminazione della riflessione superficiale. 
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Spectral Whitening  
Alcuni dei radargrammi osservati presentano degli eventi verticali caratterizzati 
da una serie di iperboli in successione che costituiscono ringing generato da 
probabili cavità artificiali e/o naturali presenti all’interno del mezzo indagato. 
Attraverso tale operazione si cerca di ridurre le multiple presenti in corrispondenza di 
tali eventi. 
 
Fig. 5.22. Radargramma e relativo spettro di ampiezza prima (b, a) e dopo (d, c) 
l’operazione di spectral whitening; a) si noti come il picco presente all’interno dello 
spettro medio di ampiezza della traccia (rosso) in corrispondenza del fenomeno di 
ringing venga “appiattito” in seguito a tale operazione (c). Si noti l’attenuazione delle 







Lo Spectral Whitening consiste in un processo di filtraggio volto allo 
“sbiancamento” di tutte le componenti spettrali all’interno di una data banda filtrando 
al contempo, nuovamente, le frequenze esterne a quest’ultima. Sfruttando tale 
operazione, come si può osservare in figura 5.22, si attua un “livellamento” dello 
spettro di ampiezza che porta ad attenuare i picchi associati alle multiple di ringing e 
determina inoltre un parziale recupero delle alte frequenze attenuate durante la 
propagazione del segnale. Dopo tale operazione (vedi fig. 5.22) si nota dunque una 
riduzione delle multiple associate ai fori artificiali e/o naturali ma anche una perdita 
dell’informazione relativa delle ampiezze, tra discontinuità differenti, che vengono 
equalizzate. Un altro inconveniente è l’aumento del rumore presente nella banda utile 
del segnale che non viene totalmente eliminato nemmeno con l’applicazione del 
filtro di boxcar. Per questi motivi è stato scelto di non utilizzare tale passaggio di 
processing in modo da non alterare troppo i dati. 
  
Fig. 5.23. Confronto di un radargramma prima (sopra) e dopo (sotto) l’applicazione del 





Per eliminare il rumore casuale presente all’interno dei dati è stato utilizzato un 
filtro boxcar con dimensioni 2x2 in modo tale da non effettuare un eccessivo 
smoothing degli eventi presenti all’interno dei radargrammi. 
In figura 5.23 è mostrato il risultato di tale operazione; come conseguenza del 
filtraggio nella banda utile si nota un ulteriore riduzione delle ampiezze dello spettro 
medio di ampiezza del radargramma. 
 
Spectral deconvolution 
Anche in questo caso è stata tentata l’operazione di deconvoluzione spettrale che 
tuttavia, come nel caso precedente, ha portato a risultati deludenti e per questo non è 












Analisi di velocità e migrazione di Kirchhoff 
L’analisi di velocità comprende un insieme di procedure che hanno lo scopo di 
ricostruire l’andamento della velocità delle onde EM nel mezzo investigato, 
indispensabile ai fini della migrazione. La stima della velocità nel sottosuolo consiste 
nell’analisi delle iperboli di diffrazione tramite il fitting di queste ultime con iperboli 
sintetiche. Tale metodo viene chiamato hyperbolic shape analysis e sarà tanto più 
efficace quanto maggiore sarà il numero delle iperboli a profondità differenti. In 
generale si ha che maggiore è l’apertura dell’iperbole, maggiore sarà la velocità di 
propagazione dell’onda attraverso il mezzo; viceversa ad un’iperbole più stretta 
corrisponderà una velocità minore. Tale operazione prevede tuttavia variazioni di 
velocità soltanto lungo la direzione z, condizione difficilmente riscontrabile nei casi 
reali, dove si possono avere variazioni laterali anche molto evidenti. Il processo di 
migrazione di Kirchhoff ha l’obbiettivo di focalizzare l’energia delle iperboli di 
diffrazione in corrispondenza della posizione della sorgente assunta puntiforme che 
giace idealmente sulla verticale dell’iperbole. Tale processo necessita come input di 
un profilo di velocità e, nel caso in cui il profilo risulti essere corretto, le iperboli 
saranno focalizzate in un punto o, in realtà, in una zona sufficientemente ristretta 
.  
Fig. 5.24. a): operatore deconvoluzionale utilizzato, estratto dalla riflessione 
superficiale presente nel dato sottoposto esclusivamente alla rimozione del drift. b): 
radargramma e spettro di ampiezza relativi al dato prima dell’operazione di spectral 





Nel caso in esame si hanno due serie di iperboli: la prima è caratterizzata da forti 
ampiezze e associata a fenomeni di ringing dati dalla presenza di probabili cavità 
artificiali e/o naturali vuote; la seconda, caratterizzata da geometrie più articolate e 
da minori ampiezze, è legata alla presenza di possibili fratture e cavità all’interno del 
mezzo indagato, caratterizzate probabilmente da un certo grado di riempimento. In 
entrambi i casi si hanno velocità inferiori a 10 cm/ns che potrebbero essere dovute al 
grado di fratturazione del materiale; il profilo di velocità utilizzato è costante per 
tutte le profondità (fig. 5.25). In figura 5.26 è mostrato il risultato di tale operazione e 
si nota che le iperboli sono abbastanza collassate anche se nella porzione superficiale 
si ha un effetto di leggera sovramigrazione che tuttavia non risulta eccessivamente 
fastidioso. Tale effetto potrebbe essere dovuto a una stima non del tutto esatta della 
velocità o alla presenza di elementi rumorosi. 
 
 
Fig. 5.25. Profilo di velocità (in alto) utilizzato durante il processo di migrazione, 





Fig. 5.26. Confronto tra radargramma prima (sopra) e dopo (sotto) l’applicazione della 
migrazione. 
Fig. 5.27. Confronto tra radargrammi prima (sopra) e dopo (sotto) l’applicazione della 
migrazione, in seguito all’applicazione della trasformata di Hilbert. Si noti come, in 




Per mettere in maggior evidenza l’effetto della migrazione è stata applicata la 
trasformata di Hilbert. Matematicamente tale processo consiste nell’applicare la 
trasformata di Fourier al dato, operare uno shift di 90° delle frequenze negative e  
-90° per quelle positive, infine applicare l’anti-trasformata di Fourier per riportare i 
dati nel dominio spazio temporale (le operazioni matematiche non vengono trattate in 
questo lavoro di tesi). In pratica attraverso tale operazione il segnale registrato è 
posto totalmente nei domini positivi (Conyers e Goodman, 2007) e questo permette 
di osservare la distribuzione di energia del segnale presente all’interno del 
radargramma. Si noti come dopo l’applicazione della migrazione si ha una minor 
dispersione dell’energia e dunque una miglior definizione delle discontinuità presenti 
nel mezzo. 
 
5.3 Elaborazione dato acquisito su blocco di peridotite con antenna a 
600 MHz 
 
I dati acquisiti su tale blocco sono stati sottoposti ad una fase di pre-processing, i 
cui risultati sono mostrati in figura 5.28, del tutto analoga a quella dei casi 
precedenti, per questo motivo di seguito verranno riportati soltanto i passaggi di 
processing base e avanzato. 
Fig. 5.28. Confronto di un radargramma del dato in esame prima (sinistra) e dopo 
(destra) la fase di pre-processing (dewow filter e move start time). Si noti come, in seguito 
all’ operazione di move start time, ci sia una riduzione del valore samples/scan dovuta 





La curva di guadagno utilizzata per tale dato è stata modellata a partire da una 
curva di guadagno che combina una componente lineare ed una esponenziale.  
 
 
Come si può osservare in figura 5.29 l’andamento della curva di guadagno è stato 
modificato in modo tale da non enfatizzare eccessivamente la porzione terminale dei 
radargrammi. Questa infatti si trova al di sotto della profondità alla quale si pensa di 
trovare la riflessione di fine blocco (32 ns circa), definito tramite analogia con il dato 
a 1600 MHz. 
In figura 5.30 è mostrato il risultato di tale operazione ed è possibile notare la 
comparsa di eventi prima non rilevabili.  
 
  





Fig. 5.30. Confronto tra un radargramma prima (a) e dopo (b) l’operazione di gain. Al 
di sopra dei radargrammi è possibile osservare il relativo spettro di ampiezza (blu: 
spettro medio di ampiezza dell’intero radargramma; rosso: spettro medio di ampiezza 





In figura 5.31 è mostrato il filtro passa-banda utilizzato sui dati in modo tale da 
poter eliminare le componenti frequenziali che si trovano al di fuori della banda utile. 
Dopo tale operazione si nota come i radargrammi risultino meno rumorosi anche se 














Per tale operazione è stato utilizzato un filtro con dimensioni pari a quelle del 
radargramma in modo da poter eliminare il rumore coerente orizzontale che pervade 
l’intero radargramma. Il risultato di tale operazione è mostrato in figura 5.32 e si nota 
una riduzione delle ampiezze dello spettro medio di ampiezza del radargramma che è 
conseguenza del filtraggio all’interno della banda utile del segnale. 
 
 
Fig. 5.31. Radargramma e relativo spettro di ampiezza prima (a) e dopo (b) 
l’operazione di filtraggio passa-banda. Anche in questo caso il filtro utilizzato è 
rappresentato in blu al di sopra degli spettri. Il rettangolo rosso mette in evidenza la 





Fig. 5.32. Radargramma e relativo 
spettro di ampiezza prima (sopra) e 
dopo (sotto) l’applicazione del filtro 
di background removal. Si noti come, 
dopo tale operazione, oltre al rumore 
coerente orizzontale, sia stata 
eliminata anche la riflessione 





Al fine di rimuovere il rumore sovrapposto al segnale utile è stato applicato un 
filtro boxcar di dimensioni 3x3 che, come mostrato in figura 5.33, mette in maggiore 




Fig. 5.33. Confronto di un radargramma prima (sopra) e dopo (sotto) l’applicazione del 
filtro boxcar. Con il rettangolo rosso si vuole mettere in evidenza la riduzione del 




Anche per tale dato è stata tentata l’operazione di deconvoluzione spettrale con lo 
scopo di ottenere un aumento della risoluzione temporale. Per fare questo è stata 
assunta come ondina sorgente la riflessione superficiale del dato grezzo subito dopo 
la rimozione del drift. Come si può notare in figura 5.34 tale operazione non ha 









Come si può notare dalle immagini precedenti i radargrammi presentano ancora 
una buona quantità di rumore casuale. Per poterlo eliminare è stato applicato un filtro 
f-k operando gli stessi ragionamenti descritti in precedenza (fig. 5.35). In figura 5.36 
è mostrato il risultato di tale operazione. Come si può notare il rumore è stato quasi 





Fig. 5.34. a): operatore deconvoluzionale utilizzato estratto dalla riflessione superficiale 
presente nel dato sottoposto esclusivamente alla rimozione del drift. b): radargramma e 
spettro di ampiezza relativi al dato prima dell’operazione di spectral deconvolution.  
c): radargramma e spettro di ampiezza del dato dopo tale operazione. 
Fig. 5.35. Spettro di ampiezza f-k 
del dato in esame con messa in 
evidenza degli eventi rumorosi 
che si vogliono rimuovere alle 
diverse frequenze spaziali e 






Fig. 5.36. Radargramma prima (a) e dopo (b) l’applicazione del filtro f-k. Si noti come 
il rumore verticale (freccia rossa) e quello casuale (rettangolo rosso) siano fortemente 
attenuati, in seguito a tale operazione. 
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5.4 Elaborazione dato acquisito su blocco di peridotite con antenna a 
1.6 GHz 
 
Come nei casi precedenti il seguente dato è stato sottoposto alle tre fasi di pre-
processing, processing base e avanzato qui di seguito riportate. 
 
Dewow filter e Move Start Time 
A differenza dei casi a 600 MHz, in questo caso, probabilmente per il numero di 
campioni utilizzati durante la fase di acquisizione che risulta molto elevato, come 
dimensione del filtro di dewow è stato utilizzato un valore inferiore a un decimo del 
numero totale di campioni per traccia. 
L’operazione di move start time è analoga a quella applicata precedentemente e il 
risultato è mostrato in figura 5.37. 
  
Fig. 5.37. Confronto di un radargramma, del dato in esame, prima (a sinistra) e dopo (a 
destra) la fase di pre-processing (dewow filter e move start time). Si noti come, in seguito 
all’ operazione di move start time, ci sia una riduzione del valore samples/scan dovuta 





Nel caso in esame è stata utilizzata la curva di guadagno mostrata in figura 5.38, 
disegnata in modo tale da avere un guadagno con andamento circa lineare in 
corrispondenza della porzione associata al blocco e più o meno costante in 
corrispondenza della porzione che si trova al di sotto della riflessione di fine blocco 
(32 ns circa). Si noti come, rispetto ai valori utilizzati per il dato a 600 MHz relativi 
allo stesso blocco, quelli della curva di guadagno del dato a 1600 MHz siano più 
elevati. Questo è dovuto al fatto che maggiore è la frequenza del segnale inviato e 





Come si può notare in figura 5.39, dopo tale operazione vengono messi in 
evidenza molti eventi prima non osservabili. 
  
Fig. 5.38. Curva di guadagno (a sinistra) 
applicata al dato in esame durante 
l’operazione di gain. A destra, 
rappresentazione di un radargramma, del 
dato in esame, e di una traccia ad esso 
appartenente in seguito all’applicazione 





Fig. 5.39. Radargramma e relativo spettro di ampiezza del dato prima (a) e dopo (b) 
l’applicazione del guadagno. Si noti come, dopo tale operazione, compaiano all’interno 





Come si può osservare in figura 5.39, dove è messo in evidenza lo spettro medio 
di ampiezza del radargramma, sono presenti componenti rumorose sia ad alta che a 
bassa frequenza. In seguito all’operazione di filtraggio tali componenti vengono 
rimosse in maniera efficace come mostrato in figura 5.40, dove appare evidente la 









Come nei casi precedentemente trattati, è presente all’interno del radargramma 
rumore coerente orizzontale che, in questo caso, è molto evidente nei primi 15 ns. 
Per poterlo eliminare in maniera efficace è stato utilizzato un filtro con stesse 
dimensioni del radargramma. Dopo tale operazione si nota una riduzione delle 
ampiezze dello spettro medio di ampiezza nella banda utile che denota rimozione di 




Fig. 5.40. Radargramma e relativo spettro di ampiezza prima (a) e dopo (b) 
l’operazione di filtraggio passa-banda. Anche in questo caso il filtro utilizzato è 
rappresentato in blu al di sopra degli spettri. Il rettangolo rosso mette in evidenza la 






Fig. 5.41. Radargramma e relativo spettro di ampiezza prima (a) e dopo (b) 
l’applicazione del filtro di background removal. Si noti come, dopo tale operazione, oltre 








Come si può osservare nell’immagine precedente (fig. 5.41) il dato è 
caratterizzato da abbondante rumore all’interno della banda utile considerata. Per 
rimuovere efficacemente parte di tale rumore è stato utilizzato un filtro boxcar molto 
esteso con dimensioni 5x5, molto più ampio di quelli utilizzati fino ad ora; il risultato 
di tale operazione è mostrato in figura 5.42. 
 
Fig. 5.42. Confronto di un radargramma prima (sopra) e dopo (sotto) l’applicazione del 
filtro boxcar. Con il rettangolo rosso si vuole mettere in evidenza la riduzione del 






Anche in questo caso sono stati fatti dei tentativi con l’operazione 
deconvoluzionale considerando come ondina sorgente quella ricavata dalla 
riflessione superficiale. In questo caso, siccome la riflessione superficiale dei dati 
grezzi, subito dopo l’eliminazione del drift (vedi fig. 5.43) si mostrava un po’ bassa 
in potenza è stato fatto un ulteriore tentativo utilizzando la riflessione superficiale 
subito dopo l’operazione di guadagno (vedi fig. 5.44). In entrambi i casi tuttavia 







Tale operazione è stata ripetuta per tutti i dati di seguito riportati eseguendo 
diverse prove tuttavia i risultati ottenuti non apparivano soddisfacenti per i motivi 
prima elencati (vedi paragrafo 5.1). Per evitare ripetizioni dunque tale passaggio non 




Fig. 5.43. a): operatore deconvoluzionale estratto dalla riflessione superficiale presente 
nel dato sottoposto esclusivamente alla rimozione del drift. b): radargramma e spettro 
di ampiezza relativi al dato prima dell’operazione di spectral deconvolution. c): 








Fig. 5.44. d): operatore deconvoluzionale estratto dalla riflessione superficiale presente 
nel dato sottoposto a pre-processing e gain. e): radargramma e spettro di ampiezza 
relativi al dato prima dell’operazione di spectral deconvolution. f): radargramma e 




A questo punto si può passare alle altre fasi di processing avanzato necessarie in 
questo caso ad eliminare o almeno attenuare i numerosi eventi inclinati presenti ai 
bordi dei radargrammi. Tali eventi, dovuti probabilmente a fenomeni di 
diffrazione/riflessione in corrispondenza degli spigoli/bordi del blocco, si hanno solo 
nelle acquisizioni con antenna a 1.6 GHz. Questo potrebbe essere legato alla diversa 
schermatura dell’antenna o ad un effetto della differente polarizzazione. Nel caso 
dell’antenna a 1600 MHz infatti la polarizzazione è orizzontale (EH mode) dunque, 
poiché il campo elettrico oscilla parallelamente agli spigoli, questo potrebbe dar 
luogo a eventi di diffrazione marcati (per poter verificare tale ipotesi si potrebbe 
utilizzare un’antenna a doppia polarizzazione in modo da poter confrontare l’effetto 
dovuto esclusivamente alla polarizzazione).  
 
F-k filter 
Come si può osservare in figura 5.45 lo spettro di ampiezza f-k associato al dato 
in esame è caratterizzato da un ventaglio di eventi che danno maggior sostegno 
all’ipotesi secondo la quale le riflessioni inclinate siano in realtà parti di iperboli di 
diffrazione (vedi Appendice A). In questo caso tuttavia all’interno del dato sono 
presenti riflessioni con geometrie complesse e questo rende difficile disegnare un 
filtro che permetta di eliminare in maniera efficace le riflessioni inclinate e al 
contempo di mantenere il segnale utile. Per questo motivo in questo caso si è scelto 
di non applicare il filtraggio f-k. 
  
Fig. 5.45. Spettro d’ampiezza f-k del dato in esame con messa in evidenza degli eventi 







Fig. 5.46. Radargramma prima (sopra) e dopo (sotto) l’applicazione del filtro f-k. Si 
noti come solo una piccola parte delle riflessioni inclinate siano state eliminate in 
seguito a tale operazione (freccia rossa). 
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Analisi di velocità e migrazione di Kirchhoff 
Alla luce di quanto detto precedentemente queste operazioni consentirebbero di 
andare a collassare le iperboli presenti all’interno del radargramma e pulirlo dunque 
dagli effetti legati agli spigoli. Il modello di velocità (fig. 5.47) anche in questo caso 
è costante (0.089 m/ns) ed è stato definito cercando di fittare al meglio le porzioni di 
iperboli presenti all’interno dei dati e utilizzando come controprova la stima della 
velocità calcolata sulla base della riflessione di fine blocco osservabile in alcuni 
radargrammi. 
Entrambi i metodi, filtri f-k e migrazione, presentano un margine di errore 
abbastanza ampio. Infatti la riflessione di fine blocco non è netta ma complicata da 
una serie di eventi inclinati che potrebbero essere legati agli spigoli terminali del 
blocco, mentre il fitting, per come è stato eseguito, risulta anch’esso incerto. 
 
Fig. 5.47. Profilo di velocità (a sinistra) utilizzato durante il processo di migrazione, 
costruito sulla base del fitting (a destra) delle iperboli, totali o parziali, presenti 




In figura 5.48 è mostrato il risultato di tale operazione che, come si può notare, 
consente di rimuovere parte delle iperboli e di avere un dato più pulito e 
confrontabile con quello acquisito a 600 MHz. Come conseguenza di tale operazione 
anche le poche iperboli sparse che si osservavano in alcuni dei radargrammi sono 
migrate e dunque non più riconoscibili.  
 






Mettendo a confronto i risultati ottenuti dalle due operazioni di migrazione e 
filtraggio f-k (fig. 5.49) si osserva come in entrambi i casi persistano degli elementi 
inclinati che tuttavia sono meno accentuati nel dato migrato dove è più facile andare 
a riconoscere riflettori. In entrambi i casi tuttavia si osserva che le riflessioni caotiche 
in corrispondenza della fine del blocco permangono. 
  
Fig. 5.49. Sopra: radargramma ottenuto in seguito all’operazione di migrazione. Sotto: 
radargramma ottenuto in seguito a filtraggio f-k. In entrambi i casi, si osserva come 




Nel caso del filtraggio f-k tale fenomeno è dovuto alla difficoltà di distinguere in 
maniera certa i dati considerati rumorosi mentre nel caso della migrazione potrebbe 
essere legato all’utilizzo di una larghezza delle iperboli troppo piccola che non riesce 
a far collassare tutte le iperboli. È stato osservato tuttavia che una larghezza 
maggiore dà luogo a un effetto di smoothing molto accentuato nella porzione di 
interesse (primi 30 ns) che ne altera la geometria. Per tale motivo si è preferito 
mantenere anzi le riflessioni caotiche a fine blocco cercando di preservare il più 
possibile le geometrie delle riflessioni più superficiali. 
 
5.5 Elaborazione dato acquisito su blocco di arenaria con antenna a 
1.6 GHz 
 
Il seguente dato è stato sottoposto a una fase di pre-processing, i cui risultati sono 
mostrati in figura 5.50, uguale a quello del caso precedente. Per tale motivo qui di 
seguito verranno riportate solo le operazioni di processing di base e avanzato. 
  
Fig. 5.50. Confronto di un radargramma, del dato in esame, prima (a sinistra) e dopo (a 
destra) la fase di pre-processing (dewow filter e move start time). Si noti come, in seguito 
all’ operazione di move start time, ci sia una riduzione del valore samples/scan dovuta 





Gain e truncate 
La curva di guadagno utilizzata (fig. 5.51) è stata disegnata in modo tale da non 
enfatizzare eccessivamente le riflessioni al di sotto di quella relativa alla fine del 
blocco ed avere un guadagno più o meno lineare con la profondità. Come si può 
osservare in figura 5.52 dopo l’applicazione del guadagno vengono maggiormente 
enfatizzate le riflessioni fino a 28 ns (in corrispondenza del quale si ha la riflessione 
di fine blocco) mentre non sono eccessivamente guadagnate quelle che si trovano al 
di sotto. Osservando lo spettro medio di ampiezza guadagnato si nota la presenza di 
una componente a bassa frequenza (tra 27 e 300 MHz circa) che potrebbe essere un 
residuo del DC-drift. 
 
  
Fig. 5.51. Curva di guadagno (a sinistra) applicata al dato in esame durante 
l’operazione di gain. A destra, rappresentazione di un radargramma, del dato in esame, 







Attraverso l’operazione truncate si va ad eliminare quella porzione che si trova al 
di sotto dei 28 ns in modo tale da rendere più leggero il dato e rapido il processing. 
Dopo tale operazione (fig. 5.53) lo spettro medio di ampiezza relativo a ciascuna 
Fig. 5.52. Radargramma e relativo spettro di ampiezza del dato prima (sopra) e dopo 
(sotto) l’applicazione del guadagno. Si noti come dopo tale operazione compaiano 
all’interno del radargramma numerosi eventi prima non osservabili come la riflessione 




traccia del radargramma si sposta verso frequenze più alte. Tale fenomeno potrebbe 
essere legato al fatto che le riflessioni eliminate davano un contributo importante alle 
basse frequenze in modo da far apparire meno accentuate quelle alte, relative agli 
eventi interni al blocco. 
  
Fig. 5.53. Radargramma e relativo spettro di ampiezza del dato prima (sopra) e dopo 
(sotto) l’applicazione dell’operazione truncate. Si noti come dopo tale operazione lo 






In figura 5.54 è mostrato il risultato del filtro passa-banda ottenuto tramite il filtro 
mostrato in figura 5.54 utilizzato per rimuovere il rumore a bassa e ad alta frequenza. 
Fig. 5.54. Radargramma e relativo spettro di ampiezza prima (sopra) e dopo (sotto) 
l’operazione di filtraggio passa-banda. Anche in questo caso il filtro utilizzato è 
rappresentato in blu al di sopra degli spettri. Il rettangolo rosso mette in evidenza la 
riduzione del rumore ad alta frequenza. 
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Mettendo a confronto i radargrammi prima e dopo tale operazione si nota una 
riduzione del disturbo ad alta frequenza che risulta evidente tra 16 e 30 ns circa. 
 
  
Fig. 5.55. Radargramma e relativo spettro di ampiezza prima (a) e dopo (b) 
l’applicazione del filtro di background removal. Si noti come, in seguito a tale 
operazione, vengano rimossi il rumore coerente orizzontale e la riflessione superficiale, 






Tale operazione è stata eseguita impostando il filtro con dimensioni uguali a 
quelle del radargramma in modo tale da andare ad eliminare gli eventi orizzontali, 
visibili soprattutto nei primi 3 ns (fig. 5.55). Oltre all’eliminazione della riflessione 
superficiale si nota anche un’attenuazione della riflessione di fine blocco. In figura 
5.55 si può osservare come tale processo porti a una modifica dello spettro medio di 
ampiezza del radargramma, attraverso l’eliminazione e attenuazione delle 
componenti rumorose sovrapposte al segnale utile.  
 
Boxcar filter 
Il filtro di boxcar utilizzato ha dimensioni 1x1 in quanto il rumore casuale 
presente all’interno dei radargrammi non è elevato e in questo modo si evita un 
eccessivo smoothing delle riflessioni presenti. Come si può osservare in figura 5.56 il 
miglioramento non è molto pronunciato come in altri casi in esame. 
 
A questo punto, osservando i radargrammi, si notano una serie di eventi inclinati, 
legati agli effetti di diffrazione/riflessione che hanno luogo in corrispondenza degli 
spigoli/bordi del blocco esaminato. Come già visto nei casi precedenti si hanno due 







Analisi di velocità e migrazione di Kirchhoff 
Durante tale operazione è stato generato un profilo di velocità costante (fig. 5.57) 
considerando come velocità quella ricavata dal fitting con le porzioni di iperboli 
presenti nel radargramma. La velocità ottenuta (0.09 m/ns) non è molto dissimile dal 
valore ottenuto attraverso l’utilizzo dei tempi doppi relativi alla riflessione di fine 
blocco e la profondità in metri calcolata in fase di acquisizione (0.093 m/ns). 
Entrambi i valori trovati naturalmente sono caratterizzati da un certo margine di 
errore in quanto sia nel caso del limite inferiore del blocco che in quello superiore (in 
corrispondenza del quale si ha diffrazione) si hanno superfici non perfettamente 
regolari ed inoltre il blocco stesso potrebbe presentare piccole variazioni di velocità 




Fig. 5.56. Confronto di un radargramma prima (a) e dopo (b) l’applicazione del filtro 
boxcar. In questo caso, come si può osservare nel rettangolo rosso, la riduzione del 





Fig. 5.57. Profilo di velocità (a sinistra) utilizzato durante il processo di migrazione, 






Come si può notare in figura 5.58 dopo tale operazione gli eventi presenti 
all’interno del blocco non sono più coperti dagli effetti di diffrazione che sono stati 
completamente collassati. Si noti inoltre che a differenza del caso precedente qui non 
si hanno effetti evidenti di sovramigrazione, fenomeno che potrebbe essere legato a 
una maggior uniformità del materiale. 
 
Filtro f-k 
Lo spettro bidimensionale di ampiezza (fig. 5.59) mostra una serie di eventi 
inclinati, soprattutto nel quadrante sinistro, che sono rappresentativi degli eventi che 
si vogliono eliminare. Dopo tale operazione si ha il risultato mostrato in figura 5.60 
dove si osserva una rimozione quasi totale degli eventi inclinati. 
Fig. 5.58. Confronto tra un radargramma prima (a) e dopo (b) l’applicazione della 
migrazione. In seguito a tale operazione si osserva la scomparsa delle riflessioni 
inclinate legate probabilmente a effetti di diffrazione lungo i bordi del mezzo indagato 
(vedi frecce rosse). 
Fig. 5.59. Spettro di ampiezza f-k 
del dato in esame, con messa in 
evidenza degli eventi rumorosi che 
si vogliono rimuovere alle differenti 






In figura 5.61 vengono messi a confronto i risultati ottenuti tramite le due 
operazioni sopradette e si nota che in entrambi i casi i risultati non sono molto 
dissimili (in rosso sono stati evidenziati alcuni degli eventi osservati all’interno del 
radargramma). Nel caso della migrazione si osserva tuttavia che la porzione 
compresa tra 16 e 24 ns circa risulta meno rumorosa rispetto al caso ottenuto con 
filtraggio f-k (rettangolo rosso) e questo potrebbe essere legato alla non completa 
rimozione degli eventi considerati rumorosi o al contrario a un eccessivo filtraggio. 
a) 
b) 
Fig. 5.60. Radargramma prima (sopra) e dopo (sotto) l’applicazione del filtro f-k. Si 
noti come in seguito a tale operazione gli eventi inclinati siano stati quasi totalmente 
rimossi (vedi frecce rosse). 
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Il filtro f-k risulta comunque problematico in quanto, anche in questo caso, non si 
ha una netta distinzione tra eventi rumorosi e segnale utile dunque risulta molto 
complicato ottenere risultati in cui si possano riconoscere in modo chiaro le 
riflessioni più profonde, eliminando al contempo quelle di disturbo. Per quanto detto 
si preferisce dunque utilizzare in fase di interpretazione il dato sottoposto a 
migrazione. Tale scelta è incoraggiata anche dal fatto che il software in uso richiede 
un tempo di lavoro per effettuare l’applicazione del filtro f-k molto più grande e 
dunque utilizzando la migrazione si ha un risparmio nei tempi di elaborazione. 
 
  
Fig. 5.61. Sopra: radargramma 
ottenuto in seguito 
all’operazione di migrazione. 
Sotto: radargramma ottenuto 
in seguito a filtraggio f-k. In 
entrambi i casi la rimozione 
degli eventi inclinati risulta 
soddisfacente tuttavia, nel 
secondo caso, si osserva che le 
riflessioni all’interno del 
rettangolo rosso sono più 
difficili da definire rispetto al 
primo caso. Si noti tuttavia 
come nella porzione 
superficiale le geometrie degli 




5.6 Elaborazione dato acquisito su blocco di travertino con antenna 
a 1.6 GHz 
 
Tale dato, acquisito su una porzione di blocco di travertino, è stato sottoposto a 
una fase di pre-processing analoga a quella dei casi precedenti, i cui risultati sono 
mostrati in figura 5.62. Di seguito vengono dunque riportate esclusivamente le fasi di 
processing base e avanzato. 
 
 
Gain e truncate 
Il dato in esame è stato sottoposto ad una fase di guadagno tramite l’utilizzo della 
curva riportata in figura 5.63, disegnata in modo da enfatizzare prevalentemente gli 
eventi presenti all’interno del blocco compresi tra la riflessione superficiale e quella 
di fine blocco. Per fare questo la curva è stata posta più o meno costante a partire da 
24 ns circa, in corrispondenza del quale si ha la riflessione di fine blocco, mentre da 
0 a 24 ns si è cercato di generare un andamento più o meno lineare in modo tale da 




Fig. 5.62. Confronto di un radargramma, del dato in esame, prima (a sinistra) e dopo (a 
destra) la fase di pre-processing (dewow filter e move start time). Si noti come, in seguito 
all’ operazione di move start time, ci sia una riduzione del valore samples/scan dovuta 







Fig. 5.63. Curva di guadagno (a sinistra) 
applicata a dato in esame durante 
l’operazione di gain. A destra, 
rappresentazione di un radargramma, del 
dato in esame, e di una traccia ad esso 
appartenente in seguito all’applicazione 





In figura 5.64 è mostrato il risultato di tale operazione e si nota la comparsa di 
eventi prima non osservabili. Come ci si poteva aspettare, vista la geometria 
articolata e il gran numero di discontinuità che sono caratteristiche della natura del 
travertino, il dato si presenta molto caotico. 
 
Fig. 5.64. Radargramma e relativo spettro di ampiezza del dato prima(a) e dopo (b) 
l’applicazione del guadagno. Dopo tale operazione sono resi evidenti la riflessione di 






Come per il caso precedente, per alleggerire il dato e rendere più rapido il 
processing, è stata utilizzata l’operazione truncate per rimuovere le porzioni di 
radargramma al di sotto della riflessione di fine blocco. Anche in questo caso si ha 
uno spostamento dello spettro medio di ampiezza verso frequenze più alte, fenomeno 
legato probabilmente all’alto contenuto di basse frequenze nella porzione rimossa 
(vedi fig. 5.65). 
 
Bandpass filter 
In seguito all’operazione di guadagno sono state messe in evidenza componenti 
rumorose a bassa e alta frequenza che vengono rimosse tramite l’utilizzo del filtro 
passa-banda. In figura 5.66 è mostrato il risultato di tale operazione che è meno 
accentuato rispetto agli altri casi mostrati; tuttavia si può apprezzare una lieve 
diminuzione del rumore anche se permangono degli eventi orizzontali, evidenti 





Fig. 5.65. Radargramma e relativo spettro di ampiezza del dato prima (a) e dopo (b) 
l’applicazione dell’operazione truncate. Si noti come dopo tale operazione lo spettro di 






Fig. 5.66. Radargramma e relativo spettro di ampiezza prima (sopra) e dopo (sotto) 
l’operazione di filtraggio passa-banda. Anche in questo caso il filtro utilizzato è 
rappresentato in blu al di sopra degli spettri. La rimozione del rumore ad alta 







Per tale operazione è stato utilizzato un filtro con dimensioni pari a quelle del 
radargramma che permette di eliminare in maniera efficace il rumore coerente 
presente nel dato assieme alla riflessione superficiale. Il risultato di tale operazione è 
mostrato in figura 5.67; anche in questo caso si ha un generale effetto di attenuazione 
 
Fig. 5.67. Radargramma e relativo spettro di ampiezza prima (sopra) e dopo (sotto) 
l’applicazione del filtro di background removal. Si noti come, in seguito a tale 
operazione, vengano rimossi il rumore coerente orizzontale e la riflessione superficiale, 
mentre quella di fine blocco viene modificata (rettangoli rossi). 
151 
 
delle ampiezze, molto evidente soprattutto nella porzione compresa tra 670 e 1340 




Come ultima operazione del processing di base viene applicato un filtro boxcar 
con dimensioni 2x2 per eliminare il rumore casuale residuo senza operare un 
eccessivo smoothing sulle riflessioni presenti. Il risultato di tale operazione è 
mostrato in figura 5.68. 
 
Come accennato precedentemente, la natura stessa del travertino, caratterizzata da 
un gran numero di discontinuità con dimensioni differenti e di natura diversa, dà 
luogo a un dato molto caotico che è ulteriormente complicato dalla presenza degli 
effetti già visti nei casi precedenti, legati a fenomeni di diffrazione, dovuti ai limiti 
del blocco in esame. Per cercare di rimuovere questi ultimi, anche in questo caso, 






Analisi di velocità e migrazione di Kirchhoff 
Per tale operazione è stato utilizzato un profilo di velocità costante (velocità pari a 
0.1 m/ns circa, fig. 5.69) stimato a partire sia dal fitting delle iperboli che si trovano 
sparse nei radargrammi sia usando come controprova la velocità ricavata a partire dai 
tempi doppi in corrispondenza della riflessione di fine blocco e dalla lunghezza del 
blocco misurata in fase di acquisizione.  
Dopo tale operazione (vedi fig. 5.70) gli effetti legati ai bordi sono attenuati e lo 
stesso vale per le iperboli sparse all’interno del radargramma che vengono collassate. 
Il dato infatti presenta numerose iperboli sparse difficilmente distinguibili a causa 
della complessità delle riflessioni all’interno del mezzo. Anche in questo caso a 
scopo grafico è stata applicata la trasformata di Hilbert sul dato prima e dopo la 
migrazione (fig. 5.71) e, in accordo con l’effetto della migrazione, si osserva la 






Fig. 5.68. Confronto di un radargramma prima (a) e dopo (b) l’applicazione del filtro 
boxcar. In questo caso, come si può osservare nel rettangolo rosso, la riduzione del 






Fig. 5.69. Profilo di velocità (a sinistra) utilizzato durante il processo di migrazione, 








Fig. 5.70. Confronto di uno stesso radargramma prima (a) e dopo (b) l’operazione di 
migrazione. Si noti come, in seguito a tale operazione, le iperboli presenti all’interno del 
radargramma vengano quasi completamente collassate e le riflessioni inclinate, dovute 







In figura 5.72 è mostrato lo spettro di ampiezza f-k del dato in esame e si nota 
come gli eventi siano posti secondo un ventaglio e siano difficilmente distinguibili. 
Vista la complessità del dato risulta molto difficile operare un filtraggio f-k che 
consenta di eliminare esclusivamente gli eventi legati ai fenomeni di diffrazione dei 
limiti del blocco. In questo caso si è scelto di applicare il filtraggio f-k in modo molto 
cauto e attraverso vari tentativi si è cercato di individuare la porzione legata agli 
elementi inclinati che si mantengono più o meno costanti all’interno dei vari 
radargrammi cercando, come sempre, di non eliminare possibili riflessioni utili. 
 
b) 
Fig. 5.71. Confronto tra radargrammi prima (a) e dopo (b) l’applicazione della 
migrazione, in seguito all’applicazione della trasformata di Hilbert. Si noti come, in 
seguito all’operazione di migrazione, l’energia associata agli eventi inclinati venga 
concentrata in porzioni limitate. 
Fig. 5.72. Spettro di ampiezza f-k 
del dato in esame, con messa in 
evidenza degli eventi rumorosi che 
si vogliono rimuovere alle differenti 





In figura 5.73 è mostrato il risultato di tale operazione che mostra come solo una 
piccola parte degli eventi inclinati sia stata rimossa e al contempo le riflessioni 
iperboliche che potrebbero essere legate a discontinuità interne (cerchio rosso in fig. 
5.73) siano rimaste pressoché inalterate. Un’ulteriore complicazione nel travertino è 
data dal fatto che anche la superficie presentava discontinuità di vario tipo, dunque 
alcune delle iperboli che si osservano in corrispondenza dei limiti (freccia rossa in 
fig. 5.73) potrebbero essere dovute a reali discontinuità del materiale. 
Fig. 5.73. Radargramma prima (sopra) e dopo (sotto) l’applicazione del filtro f-k. Si 
noti come in seguito a tale operazione solo parte degli eventi inclinati siano stati rimossi 
(vedi freccia rossa) mentre le riflessioni iperboliche all’interno del radargramma siano 




Per la successiva fase di interpretazione si è scelto di utilizzare in modo 
combinato i dati derivanti dal filtraggio f-k e dalla migrazione in quanto i primi 
consentono di localizzare dove e come si estendevano le iperboli prima di venire 
collassate. In generale tuttavia, data la complessità del mezzo che non può essere 
considerato omogeneo, sia l’utilizzo del filtro f-k che migrazione risulta molto 
incerto e la seconda potrebbe dar luogo a interpretazioni erronee se non 
accompagnata dal dato prima dell’operazione. Infatti dove sono presenti riflessioni 
Fig. 5.74. Sotto: radargramma ottenuto in seguito all’operazione di migrazione. Sopra: 
radargramma ottenuto in seguito a filtraggio f-k. Nel caso della migrazione tutti gli 
eventi iperbolici vengono collassati (cerchio e freccia rossi) e si osservano riflessioni con 
maggior continuità (rettangolo rosso). 
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caotiche e discontinue, che potrebbero essere piccole iperboli affiancante e/o 
sovrapposte, l’azione della migrazione potrebbe dar luogo a interferenze costruttive 
portando a riflessioni orizzontali continue che non farebbero pensare alla presenza ad 
esempio di microcavità o porosità. La migrazione tuttavia dà luogo anche a 
interferenze distruttive che permettono di attenuare il segnale fuori fase e rendere il 
dato più pulito attuando una sorta di filtraggio. Quest’ultimo effetto risulterà 
importante per il tracciamento di alcuni eventi più continui che si scorgono nei 
radargrammi ottenuti con il filtro f-k ma che tuttavia in questi sono tracciabili con 
una maggior incertezza perché coperti dal rumore e dalle porzioni di iperboli non 
migrate. Il confronto tra dato sottoposto a filtraggio f-k e quello migrato è mostrato 
in figura 5.74. 
 
5.7 Elaborazione dato acquisito su blocco di marmo di Carrara con 
antenna a 1.6 GHz 
 
Il pre-processing utilizzato per tale dato è analogo a quello precedente, quindi di 
seguito verranno riportati solo i passaggi di processing base e avanzato. I risultati 
della fase di pre-processing sono mostrati in figura 5.75. 
 
Fig. 5.75. Confronto di un radargramma, del dato in esame, prima (a sinistra) e dopo (a 
destra) la fase di pre-processing (dewow filter e move start time). Si noti come, in seguito 
all’ operazione di move start time, ci sia una riduzione del valore samples/scan dovuta 




Gain e truncate 
Come nel caso precedente è stata applicata una curva di guadagno (fig. 5.76) 
disegnata in modo tale da non enfatizzare eccessivamente (evitando il fenomeno di 
clipping) il segnale al di sotto della riflessione di fine blocco e avere un aumento più 
o meno lineare del guadagno nella porzione relativa al blocco di marmo. In figura 
5.77 è mostrato il risultato di tale operazione e si può osservare come siano comparsi 
eventi prima non rilevabili e come la riflessione di fine blocco (tra 22 e 24 ns circa) 
sia molto evidente. 
 
Fig. 5.76. Curva di guadagno (a sinistra) applicata al dato in esame durante 
l’operazione di gain. A destra, rappresentazione di un radargramma, del dato in esame, 





Fig. 5.77. Radargramma e relativo spettro di ampiezza del dato prima (sopra) e dopo 
(sotto) l’applicazione del guadagno. Si noti come, dopo tale operazione, la riflessione di 




Fig. 5.78. Radargramma e relativo spettro di ampiezza del dato prima (sopra) e dopo 
(sotto) l’applicazione dell’operazione truncate. Si noti come dopo tale operazione lo 
spettro di ampiezza si sposti verso frequenze più alte. 
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Anche in questo caso per rendere più rapide le operazioni successive di 
processing, è stato scelto di eliminare la porzione al di sotto della riflessione di fine 
blocco attraverso il processo truncate. Dopo tale operazione, come si può notare in 
figura 5.78, si ha uno spostamento dello spettro medio di ampiezza associato a 
ciascuna traccia verso frequenze più alte. Tale fenomeno, come detto 
precedentemente, potrebbe essere legato al fatto che la porzione rimossa era 




Attraverso tale passaggio si intendono eliminare i rumori ad alta e bassa frequenza 
osservabili nello spettro medio di ampiezza dei dati. In figura 5.79 sono messe in 
evidenza le principali componenti rumorose che si vogliono rimuovere. In figura 
5.80 si può notare che dopo tale operazione il dato risulti più pulito e dunque parte 
del rumore sia stato rimosso in maniera efficace. 
 
Fig. 5.79. Messa in evidenza delle due principali componenti rumorose a bassa 
frequenza (sinistra) e alta frequenza (destra). Al di sotto degli spettri di ampiezza 
vengono rappresentate due tracce, appartenenti ai radargrammi in esame, e 




Fig. 5.80. Radargramma e 
relativo spettro di ampiezza 
prima (sopra) e dopo (sotto) 
l’operazione di filtraggio 
passa-banda. Il filtro 
utilizzato è rappresentato, in 
blu, al di sopra degli spettri di 
ampiezza. Come messo in 
evidenza dai rettangoli rossi, 
in seguito a tale operazione, si 
osserva una considerevole 
rimozione del rumore ad alta 




Fig. 5.81. Radargramma e relativo spettro di ampiezza prima (sopra) e dopo (sotto) 
l’applicazione del filtro di background removal. Si noti come, in seguito a tale 
operazione, vengano rimossi il rumore coerente orizzontale e la riflessione 
superficiale, mentre quella di fine blocco viene leggermente modificata, divenendo a 




Tale operazione è stata eseguita con lo scopo di ridurre il rumore coerente 
presente nei dati. Dopo vari tentativi il filtro è stato posto con larghezza pari a circa 
la metà del numero di tracce e lunghezza pari a quella del radargramma. La scelta 
della larghezza del filtro è stata dettata dalla necessità di eliminare in maniera 
efficace il rumore orizzontale presente nei radargrammi e al contempo evitare un 
eccessivo filtraggio del dato che avrebbe portato a perdita di informazioni utili. Il 
risultato di tale operazione è mostrato in figura 5.81 e si osserva una riduzione delle 
ampiezze dello spettro medio di ampiezza del radargramma che denota che parte del 
rumore sovrapposto alla banda utile è stato rimosso. 
 
Boxcar filter 
Nel caso in esame è stato utilizzato un filtro di boxcar con dimensioni di 1x1 in 
modo tale da evitare un eccessivo smoothing delle riflessioni presenti nei dati e al 
contempo ridurre il rumore residuo sovrapposto alla banda utile. Il risultato di tale 
operazione è mostrato in figura 5.82.  
Come nel caso precedente anche qui si possono osservare delle riflessioni 
inclinate che potrebbero essere legate a effetti di diffrazione in corrispondenza dei 
limiti esterni del blocco. Di seguito sono riportati due passaggi di processing 







In questo caso lo spettro di ampiezza f-k del dato in esame permette di isolare in 
maniera efficace le porzioni relative agli eventi inclinati che si vogliono eliminare. 
Tali eventi infatti vengono mappati nel filtro f-k con una maggiore inclinazione più 
vicini all’asse k come indicato dalla freccia in figura 5.83.  
 
Fig. 5.82. Radargramma prima (a) e dopo (b) l’applicazione del filtro boxcar. Si noti 
come, in seguito a tale operazione, si abbia una riduzione del rumore casuale, messo in 
evidenza dal rettangolo rosso. 
Fig. 5.83. Spettro di ampiezza f-k del dato in esame, con messa in evidenza degli eventi 





Come si può osservare in figura 5.84 dopo tale operazione si ha una buona 
attenuazione degli eventi inclinati e dunque il filtro f-k risulta efficace. Il miglior 
risultato ottenuto in questo caso è dovuto probabilmente anche a una minor 




Fig. 5.84. Radargramma prima (sopra) e dopo (sotto) l’applicazione del filtro f-k. Si 
noti come, in seguito a tale operazione, gli eventi inclinati, legati agli effetti sui bordi, 
siano stati quasi totalmente attenuati. 
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Analisi di velocità e migrazione di Kirchhoff 
Un’alternativa al filtro f-k anche in questo caso è l’utilizzo della migrazione che 
permette di rimuovere in maniera efficace gli eventi inclinati e collassa tutte le 
iperboli presenti nel dato. Anche in questo caso è stato utilizzato un profilo di 
velocità costante (0.1 m/ns, fig. 5.85) ricavato a partire sia dal fitting delle poche 
iperboli presenti nel dato sia dal calcolo della velocità eseguito conoscendo sia la 
lunghezza del blocco, misurata sul campo, sia i tempi doppi relativi alle riflessioni di 
fine blocco. In figura 5.86 è mostrato il risultato di tale operazione. Utilizzando la 
trasformata di Hilbert (vedi fig. 5.87) per la rappresentazione dei dati si nota la 





Fig. 5.85. Profilo di velocità (a sinistra) utilizzato durante il processo di migrazione, 









Fig. 5.86. Radargramma prima (sopra) e dopo (sotto) l’applicazione della migrazione. 
In seguito a tale operazione, si osserva la scomparsa degli eventi inclinati (freccia 




In figura 5.88 sono stati messi a confronto i risultati del filtraggio f-k e della 
migrazione e si osserva che in entrambi i casi si ha una riduzione degli eventi 
inclinati che risulta più spiccata nel dato migrato. Quest’ultimo inoltre, per effetto del 
filtraggio operato dalla migrazione, risulta più pulito infatti il rumore casuale residuo, 
responsabile dell’effetto puntinato all’interno del dato risultante dal filtraggio f-k, qui 
è stato drasticamente ridotto. 
 
Fig. 5.87. Confronto tra radargrammi prima (sopra) e dopo (sotto) l’applicazione 
della migrazione, in seguito all’applicazione della trasformata di Hilbert. Si noti come, 
in seguito all’operazione di migrazione, l’energia associata agli eventi inclinati (freccia 






Per il passo successivo di interpretazione i risultati del filtraggio f-k e della 
migrazione verranno utilizzati in maniera combinata in quanto i primi consentono di 
mantenere le informazioni relative alle iperboli che vengono modificate dal processo 
di migrazione. 
  
Fig. 5.88. Sopra: radargramma ottenuto in seguito all’operazione di migrazione. 
Sotto: radargramma ottenuto in seguito a filtraggio f-k. Si osservi come in entrambi i 
casi gli eventi inclinati legati ai bordi siano stati attenuati. Nel caso del dato ottenuto 




6.0 Time slices 
 
6.1 Generazione delle time slices 
 
Come accennato precedentemente, l’elaborazione di alcuni dei dati è stata 
completata con la costruzione delle time slices la cui visualizzazione consente una 
più facile analisi delle anomalie presenti all’interno dei dati elaborati. 
Una time slice rappresenta una ricostruzione delle ampiezze, caratterizzanti il 
sottosuolo indagato, ottenuta tramite sezioni isotemporali derivanti 
dall’interpolazione di valori ricadenti all’interno di specifiche finestre temporali.  
Di seguito sono riportate le fasi principali della loro generazione. 
 
Set markers/unit 
Tale passaggio rappresenta il primo step nella generazione delle time slices e 
consiste nel posizionare punti di riferimento, detti markers, lungo ogni singolo 
profilo (fig. 6.1). Eseguendo un resample scan/marks è possibile inserire il numero di 
A-scan compresi tra due markers successivi in modo tale che questi vengano 
ricampionati. Si hanno dunque tre possibilità: 
 Numero di tracce reali minore di quelle ricampionate, che potrebbe 
generare perdita di informazioni. 
 Numero di tracce reali maggiore di quelle ricampionate, che potrebbe dar 
luogo a problemi in quanto si vanno a generare informazioni tramite 
l’interpolazione dei dati reali di partenza. 
 Numero delle tracce reali uguale a quello delle tracce ricampionate, è la 
soluzione migliore perché non ho né perdita né generazione di 
informazioni. 
 
Fig. 6.1. Esempio schematico di visualizzazione dei markers (non riferito ai 






Numero di time slices 
Il secondo passaggio consiste nell’indicare il numero di slices in cui suddividere il 
volume di dati, specificandone lo spessore, in campioni o in tempi, e la percentuale 
di sovrapposizione (fig. 6.2). Impostare un certo grado di sovrapposizione consente 
di seguire con maggiore continuità eventuali anomalie presenti nei dati. 
Per la definizione del numero delle time slices si è scelto un valore ottenuto dal 
ragionamento scaturito dai due casi limite che si possono avere: numero di time 
slices pari a uno oppure pari al numero di campioni presenti nelle tracce. 
 
 
Nel primo caso si otterrà un’unica “fetta” che presenterebbe un unico valore 
medio calcolato su tutti i valori di ampiezza dei campioni costituenti la traccia e non 
si apprezzerebbero le anomalie presenti. Nel secondo caso invece si avrebbero un 
gran numero di “fette” e il calcolo della media sarebbe inutile in quanto si 
andrebbero a considerare singoli campioni per volta. Si avrà dunque che l’immagine 
Fig. 6.2. Esempio di discretizzazione del radargramma in fette temporali (time slices). 
Sopra la percentuale di sovrapposizione è 0 %, sotto è 50%.  
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che si ottiene sarà caratterizzata da un insieme di picchi scarsamente correlabili tra 
loro (sia verticalmente che orizzontalmente). 
In generale si cerca di utilizzare un numero di time slices tale da non allungare 
troppo i tempi di lavoro e avere una buona definizione delle strutture presenti. Nel 
caso in cui le geometrie del target non siano molto articolate è possibile utilizzare un 
numero di time slices tale che lo spessore di queste sia confrontabile con la durata 
dell’ondina inviata e dunque che la risoluzione verticale dell’indagine sia 
confrontabile con quella delle time slices. In alternativa, per geometrie complesse, 
come nei casi in esame, è possibile utilizzare uno spessore che sia confrontabile con 
la metà della durata temporale dell’ondina che rappresenta una misura più realistica16 
della risoluzione verticale del segnale. 
 
Set amplitude parameters 
L’operazione di slicing è simile ad un ricampionamento temporale delle tracce 
componenti il radargramma. Infatti, ciascuna traccia viene suddivisa in più finestre 
temporali alle quali viene associato, in corrispondenza del campione centrale di 
ognuna di esse, un valore che può essere ottenuto tramite: 
 Media di ampiezze al quadrato, tale operazione riporta valori 
esclusivamente positivi e dunque altera il segno e il modulo dei valori 
associati a ciascun campione. 
 Media di ampiezze assolute, come la precedente restituisce valori 
esclusivamente positivi e, a differenza dell’operazione precedente, altera 
solo il segno dei valori associati ad ogni campione. 
 Media di ampiezze reali, a differenza delle precedenti restituisce valori 
sia positivi che negativi e dunque non opera nessun tipo di alterazione al 
modulo e segno dei campioni. 
 
Il terzo caso risulta essere il più fedele ai valori registrati ma tuttavia può dare 
problemi. Nel caso in cui i valori delle ampiezze, all’interno di una finestra 
temporale, risultino equamente distribuiti nei domini positivi e negativi, il valore 
medio infatti tenderà ad annullarsi. 
                                                          
16 Come descritto nel paragrafo 3.2.2 la risoluzione verticale dell’indagine è data da λ/4 tuttavia 
utilizzando λ/2 si avrà una stima più realistica che tiene conto del decadimento delle ampiezze durante 
la propagazione.  
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In questo lavoro di tesi si è scelto di utilizzare medie di ampiezze assolute, in 
quanto tale metodo consente di mettere in evidenza le riflessioni importanti 
mantenendosi comunque vicini alla realtà. 
 
 
Set cuts per mark 
Tale operazione è simile ad un ricampionamento spaziale in-line infatti, attraverso 
la definizione nel numero cuts/markers, consente di stabilire quanto spesso creare 
valori medi tra markers adiacenti (fig. 6.3). 
Per tale lavoro di tesi è stato considerato un valore di cuts/markers confrontabile 
con il passo di campionamento in direzione cross-line (8 cm per i casi in esame) in 
modo tale da generare una griglia regolare di dati (fig. 6.4). 
 
 
Le operazioni sopra riportate rientrano nel processo di slicing (fig. 6.5). 
Quest’ultimo può essere completato tramite l’utilizzo dell’opzione 0-Mean Line 
che consente di andare ad attenuare il cosiddetto stripping noise (fig. 6.6), legato 
Fig. 6.3. Esempio schematico di rappresentazione di cuts e markers  
(non riferito ai parametri utilizzati per i casi in esame). 
Fig. 6.4. Esempio schematico di posizionamento dei cuts tra linee consecutive.              







all’utilizzo di sistemi multicanale. In pratica tale operazione compie per ciascuna 
slice una normalizzazione dei valori posti nei cut tramite la sottrazione del valore 
medio calcolato all’interno di ciascuna fetta. 
A questo punto è possibile completare la generazione delle time slices tramite le 




Fig. 6.6. Confronto tra una stessa time slice alla quale non è stata applicato il filtraggio 
di 0-Mean Line (a) e alla quale tale operazione è stata applicata (b). Si osservi (frecce 
rosse) come in seguito a tale operazione si ha una forte attenuazione degli eventi 
verticali, paralleli alla direzione di acquisizione in-line, che prendono il nome di 
stripping noise. 
Fig. 6.5. Esempio di settaggio per operazione di slicing (GPR-SLICE© manual,2016).  
Le frecce colorate definiscono: in verde, numero di slices per B-scan; in rosso, spessore 
in numero di campioni; in celeste, campione di partenza; in nero cut/markers e tipologia 
del calcolo dei valori in corrispondenza dei cuts; in blu, percentuale di sovrapposizione 
tra time slices consecutive. Le linee gialle verticali sul radargramma a sinistra 





Grid the time slice 
Il processo di gridding produce un insieme di valori regolarmente spaziati, quindi 
un volume di dati, a partire da dati acquisiti sul campo. 
 
 
Attraverso tale operazione è possibile andare a generare un grid, cioè una regione 
spaziale costituita da un insieme di righe e colonne. L’intersezione di queste genera 
celle la cui dimensione è definita dal parametro grid cell size (fig. 6.7). Ai vertici 
delle celle sono definiti dei nodi ai quali vengono associati dei valori, dati 
dall’interpolazione di quelli posti in corrispondenza dei cuts ricadenti all’interno 
dell’area di ricerca definita dall’utente, in modo da riempire i “buchi” presenti tra i 
dati. L’area di ricerca è definita da due raggi (search radius), in direzione X e Y; se 
questi sono posti uguali tra loro la ricerca ellittica coinvolgerà aree circolari. Nel 
caso siano presenti anomalie caratterizzate da una direzione preferenziale, è meglio 
utilizzare una ricerca ellittica con l’asse maggiore dell’ellisse parallelo all’asse 
dell’anomalia. 
Per una copertura totale del grid, al fine di garantire un valore ai nodi più distanti 
dai punti noti, è necessario calcolare un raggio minimo di ricerca che definisce i 
punti “vicini” da considerare ai fini dell’interpolazione.  
 
Fig. 6.7. Esempio schematico della griglia generata in fase di gridding con 




















 Δx, distanza tra cut in direzione in-line; 
 Δy, distanza tra radargrammi successivi in direzione cross-line. 
 
 
In entrambi i casi la distanza minima risulta pari a 5.6 cm circa. Nel caso in cui si 
considerino raggi molto al di sopra del valore minimo, ai fini del calcolo, verranno 
presi valori distanti dal nodo considerato. Con raggi di ricerca molto vicini o uguali a 
quello minimo si andranno invece a considerare valori più vicini ai punti noti. In 
generale si ha che all’aumentare del raggio di ricerca le anomalie tenderanno a 
raggiungere un certo grado di omogeneità, determinando una minore risoluzione 
dell’immagine.  
Come detto precedentemente a ciascun nodo viene assegnato un valore che si 
ottiene tramite un algoritmo di interpolazione. 
Di seguito sono riportati brevemente i due algoritmi di interpolazione presenti nel 
software GPR-SLICE©.  
Fig. 6.8. Raggio minimo di ricerca 
che si può utilizzare in fase di 




Inverse distance weighted (IDW) 
Tale algoritmo assegna a ciascun nodo un valore pari alla stima pesata dei valori 
di ampiezza dei punti noti ricadenti nell’area di ricerca attorno al nodo considerato. 
Per tale stima i dati sono pesati in fase di interpolazione in modo tale che l’influenza 
dei punti più vicini sia maggiore rispetto a quella dei punti più lontani rispetto al 
nodo del grid considerato. I pesi sono in forma di frazione e la loro somma è pari a 
uno. Alla luce di quanto detto si avrà che, se il nodo in esame si trova in 
corrispondenza di un punto noto (distanza nodo-cut nulla), il peso associato al valore 
di tale osservazione sarà uno mentre agli altri punti, ricadenti nell’area di ricerca, 
sarà assegnato un peso nullo e dunque al nodo verrà assegnato il valore stesso 
dell’osservazione a distanza nulla. 
Da un punto di vista matematico si avrà che: 
 






 Z(s0), valore interpolato al nodo del grid s0; 
 Z(si), valore osservato all’i-esimo punto del grid si; 
 n, punti vicini inclusi dal raggio di ricerca; 
 λi, peso legato alla distanza dei primi vicini e al parametro di smoothing 
(a). 
 
Il parametro di smoothing valorizza ancor di più l’importanza della distanza tra 
nodo e cut in quanto va ad accentuare il peso conferito alla distanza nell’assegnare 
un valore ad un dato nodo del grid. 
Nel caso in cui a sia nullo allora l’IDW sarà un metodo di interpolazione esatto 
altrimenti, nel caso in cui a sia maggiore di zero, sarà definita smoothed. 
 
Kriging 
Tale interpolazione si basa sull’assunzione per cui i punti più vicini abbiano valori 
simili tra loro mentre quelli più lontani abbiano valori non correlabili fra loro.  
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L’ Ordinary Kriging (OK) rappresenta una versione standard di tale metodologia 
e consiste nel calcolare i valori incogniti tramite la definizione di una media pesata di 
un certo numero di valori noti. In pratica, considerando un punto s0, è possibile 
ricavare il valore della variabile in quel punto tramite una combinazione lineare dei 
valori, rilevati nei punti noti, nel seguente modo: 
 
𝑍(𝑠0) =  ∑𝑍(𝑠𝑖)𝜆𝑖
𝑛
𝑖=1






 Z(s0), è la stima del valore nel punto s0; 
 Z(si), valore rilevato nel punto noto si; 
 n, numero di punti noti considerati; 
 λi, coefficienti moltiplicativi (o pesi) ricavati dalla struttura statistica 
della variabile Z. 
 
Per definire i coefficienti λi è necessario considerare il semivariogramma, che 
riporta la distanza fra le coppie dei punti noti in ascissa, e la semivarianza17 sulle 
ordinate, che definisce il grado di dipendenza spaziale tra i campioni. 
 
 
Considerando la semivarianza di tutte le possibili coppie di punti che si trovano a 
distanze diverse si ottiene il cosiddetto semivariogramma a nuvola (vedi fig. 6.9) che 
                                                          
17  La semivarianza è definita come la metà dello scarto quadratico fra i valori misurati per ogni 
coppia di punti. 
Fig. 6.9. Esempio di semivariogramma 
a nuvola con semivarianza sull’asse 
delle y e le distanze (in metri) tra le 
coppie di punti noti su quello delle x. 
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tuttavia è di difficile interpretazione. Per ovviare a tale problema in genere viene 
utilizzato un semivariogramma sperimentale (fig. 6.10) per il quale vengono 
considerati valori medi di semivarianza rispetto ad una distanza standard (lag). 
 
 
Si avrà dunque che i valori della semivarianza cresceranno all’aumentare delle 
distanze, quindi i valori saranno più simili tra loro a corte distanze fino a che si 
stabilizzano e ciò significa che la differenza sarà più o meno uguale alla varianza 
globale dell’area. È molto importante la scelta del lag infatti, se questi sono troppo 
grandi, posso avere perdita di informazione mentre nel caso contrario, lag piccoli, 
avrò ridondanza di dati che rendono difficile l’interpretazione. 
Il semivariogramma dunque misura quanto velocemente variano i valori in esame 
e, nel caso in cui siano presenti anisotropie, i valori cambieranno più rapidamente in 
una direzione rispetto ad un’altra. 
Il semivariogramma dunque è caratterizzato da tre variabili, distanza di 
separazione e direzione (rispettivamente h e θ, tra loro indipendenti) e la 
semivarianza (γ(h,θ), dipendente dalle altre due quantità). 
Il semivariogramma sperimentale, come si può notare in fig. 6.10, è definito da 
quattro parametri fondamentali per il calcolo dei pesi: 
 Nugget, rappresenta la stima del residuo degli errori di misurazione con 
le variazioni spaziali che si verificano per distanze inferiori al passo di 
campionamento. 
 Sill, è il valore di semivarianza in corrispondenza del quale non si hanno 
più variazioni significative; tale parametro indica la massima distanza di 
Fig. 6.10. Esempio di semivariogramma sperimentale con i suoi parametri in evidenza 
(www.intechopen.com, 2016, modificato). 
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correlazione dopo la quale le misure possono essere considerate 
indipendenti. 
 Range, è la distanza in corrispondenza della quale la semivarianza è 
costante. 
 Scale, è la differenza tra sill e nugget. 
 
Una volta stimato il modello del semivariogramma è possibile derivare da esso i 
coefficienti moltiplicativi del kriging rendendo dunque possibile la stima del valore 
nel nodo. 
In questo lavoro di tesi è stato deciso di utilizzare il metodo di interpolazione 
IDW in quanto il metodo di kriging risulta più problematico da utilizzare poiché il 
software in uso consente di utilizzare esclusivamente il semivariogramma a nuvola 
che impedisce un controllo diretto nei riguardi dell’impostazione dei parametri di 
calcolo del software e richiede inoltre tempi molto lunghi di elaborazione. 
 
6.2 Presentazione e confronto delle time slices 
 
La costruzione delle time slices, vista la complessità dei dati acquisiti sui blocchi e 
la mancanza di elementi di discontinuità di grande interesse, è stata eseguita 
esclusivamente sui dati relativi all’acquisizione in cava all’interno dei quali è 






Amplitude average absolute 
Slicing overlap 50 % 
Gridding method IDW 
Cell grid size 0.025 m 
X e Y search radius 0.2 m 
Smoothing factor 2 
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Durante la costruzione delle time slices è stato scelto di utilizzare sia i dati 
provenienti dal solo processing di base sia quelli derivanti da processing avanzato in 
modo tale da porre a confronto gli effetti delle due diverse sequenze. I ragionamenti 
fatti per la scelta dei parametri sono quelli esposti nel paragrafo precedente (par. 6.1); 
in tabella 6.1 sono riportati i parametri utilizzati per le operazioni di slicing e 
gridding dei due dati in esame. Per quanto riguarda la scelta del raggio di ricerca 
questo è stato posto pari a circa il doppio della distanza cross-line dei radargrammi in 
modo tale da avere un giusto compromesso tra risoluzione e omogeneità 
dell’immagine. In generale le time slices presentano forti riflessioni con continuità 
variabile in corrispondenza di quegli eventi di interesse che già durante la fase di 
processing erano stati osservati e che rappresentano con tutta probabilità le 
discontinuità ricercate all’interno del mezzo. 
Per il dato acquisito sul fronte di cava il confronto delle time slices riguarda 
l’applicazione o meno del filtro f-k. In figura 6.11 sono state messe a confronto 
alcune delle time slices prodotte e si osserva che in seguito al processing avanzato si 
hanno alcuni miglioramenti. Prima di tutto appare chiara l’eliminazione dell’evento 
inclinato che era stato interpretato in fase di processing come un elemento esterno in 
quanto manteneva in tutti i radargrammi le medesime caratteristiche e potrebbe 
essere legato a effetti di riflessioni su limiti esterni della cava non interessati 
dall’acquisizione. Un altro effetto è legato alla riduzione del rumore presente nel dato 
soprattutto a profondità maggiori che permette di mettere in maggiore evidenza le 
porzioni relative alle riflessioni utili. Soffermandoci sulle time slices si nota come sia 
possibile identificare in maniera chiara gli eventi ad elevata ampiezza (rosso-giallo, 
fig. 6.12) che si presentano trasversali alla superficie di scansione e geometricamente 
coerenti tra loro. Tale elemento rafforza l’ipotesi che si tratti di oggetti reali. Questo 
tipo di visualizzazione mette in maggiore evidenza la discontinuità degli eventi 






Fig. 6.11. Confronto tra time slices ottenute a partire dai dati acquisiti su fronte di cava 
sottoposti sequenza di processing base (a, c) e avanzato (b, d). Come messo in evidenza 
dai rettangoli rossi in seguito all’applicazione del filtraggio f-k si nota una forte 
attenuazione delle riflessioni (in rosso-giallo) relativi all’evento inclinato che si 
osservava nella porzione superficiale dei radargrammi (a, b) e una riduzione del 







Per quanto riguarda invece il dato acquisito su piazzale di cava il confronto è stato 
fatto tra dato migrato e non e si nota che a seguito della migrazione, come ci si 
poteva aspettare, si ha una riduzione dell’ampiezza laterale relativa alle riflessioni 
caratterizzate da iperboli e questo quindi ne rende più esaustiva l’interpretazione (fig. 
6.13). All’interno delle time slices si osservano degli allineamenti che rappresentano 
la distribuzione spaziale degli eventi all’interno del radargramma che tuttavia 
potrebbero essere leggermente differenti in quanto non viene fatta discriminazione 
tra riflessioni legate a discontinuità e elementi rumorosi. 
Alla luce di quanto detto dunque è sempre bene tenere in considerazione le 
osservazioni fatte sui singoli radargrammi, in quanto, se si considerano 






Fig. 6.12. Time slices ottenute a partire dai dati acquisiti su fronte di cava sottoposti alla 
sequenza avanzata di processing. In rosso-giallo si osservano una serie di eventi coerenti 
con i principali che sono stati osservati nei radargrammi (vedi par. 7.1). Il fatto che tali 
eventi più forti siano trasversali alla superficie di scansione e mostrino una certa 
coerenza geometrica da forza all’ipotesi di oggetti reali. 
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In entrambi i casi è stato possibile ricorrere alla rappresentazione attraverso 
isoampiezze che permette di osservare, attraverso una visualizzazione 
tridimensionale, lo sviluppo delle strutture di interesse, utile per circoscrivere le zone 
problematiche. Questo tipo di visualizzazione verrà mostrato in fase di 
interpretazione 
  
Fig. 6.13. Time slices ottenute a partire dai dati acquisiti in piazzale di cava sottoposti a 
processing di base (sopra) e avanzato (sotto). In seguito all’operazione di migrazione si 
nota una maggior concentrazione degli eventi in arancione-verde che denota il collasso, 
almeno parziale, delle iperboli osservate nei radargrammi.  
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7.0 Interpretazione dei dati 
 
L’attività svolta in tale lavoro di tesi è volta alla verifica della visibilità, 
all’interno di materiali e contesti differenti, di discontinuità quali cavità, fratture, 
cambi composizionali, ricristallizzazioni etc. Prima di passare alla fase interpretativa 
è bene tuttavia esporre alcune considerazioni preliminari necessarie a fornire un 
contesto di partenza. 
Un elemento molto importante, che determina la possibilità di riconoscere e 
interpretare i dati all’interno dei mezzi indagati, è dato dalle caratteristiche del 
segnale inviato. Come detto nei paragrafi precedenti maggiore è la frequenza 
utilizzata e migliore sarà la risoluzione dell’indagine tuttavia al contempo maggiore 
sarà il decadimento e quindi la profondità di indagine raggiunta. I materiali indagati, 
per la loro natura composizionale, presentano complessivamente valori di 
conducibilità e permittività dielettrica che consentono di indagare, anche con alte 
frequenze, porzioni potenzialmente profonde grazie alle perdite moderate di energia. 
Come sarà mostrato in seguito tuttavia l’indagine eseguita sui blocchi con antenna a 
1600 MHz risulta molto più dettagliata rispetto a quella ottenuta con antenna a 600 
MHz e permette, grazie alla più alta risoluzione, di discriminare in modo più 
dettagliato gli eventi presenti all’interno dei radargrammi. 
Tali eventi presentano in genere geometrie e dimensioni variabili e, nel caso di 
fratture e cavità, portano alla generazione di abbondanti diffrazioni che mostrano un 
certo allineamento preferenziale. Nel caso di fratture vuote un elemento caratteristico 
(ma non esclusivo) è dato dalla maggiore intensità delle riflessioni dovuto al maggior 
contrasto di impedenza. 
Un’ulteriore considerazione deve essere fatta riguardo i dati acquisiti sui blocchi 
di marmo che, ad eccezione del travertino, non presentano discontinuità importanti 
quali fratture e cavità e possono essere considerati integri. Tale elemento era stato 
previsto già in fase di acquisizione in quanto, essendo materiale pronto per la vendita 
e dunque già sottoposto a una fase di scelta preliminare, si presentava abbastanza 
integro. Si è voluto comunque indagare tali materiali per verificare sia la non 
esistenza di discontinuità non visibili dall’esterno, sia le eventuali riflessioni generate 
da variazioni composizionali. 
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Di seguito verranno riportate caso per caso delle brevi interpretazioni dei dati 
ottenuti dopo le operazioni di processing descritte nel capitolo precedente (cap. 5.0). 
 
7.1 Interpretazione del dato acquisito su fronte di cava 
 
I dati utilizzati in questa fase sono il risultato delle tre fasi di processing prima 
descritte, in particolare le sezioni che si andranno a mostrare sono quelle ottenute in 
seguito all’applicazione del filtraggio f-k. 
All’interno dei vari radargrammi sono stati riconosciuti quattro eventi principali, 
più o meno paralleli tra loro, che presentano caratteristiche di continuità differenti. Il 
primo evento si presenta in tutti i radargrammi più o meno sub-parallelo alla 
superficie di scansione e si mantiene tra 12 e 15 ns circa. Tale elemento mostra un 
certo grado di discontinuità soprattutto in corrispondenza dell’origine del 
radargramma. Il secondo elemento è caratterizzato da una certa inclinazione che lo fa 
vergere verso quote minori in direzione di acquisizione. Tale evento è caratterizzato 
da una rapida risalita a partire dalla prima scansione fino all’ultima che va da 50-55 
ns circa fino a 35-40 ns circa. Nella parte più profonda infine si osservano due eventi 
più o meno paralleli tra loro e al secondo evento descritto. Questi sono caratterizzati 
da una scarsa continuità dalla prima all’ultima scansione, in particolare il secondo dei 
due eventi risulta difficilmente riconoscibile a partire dalla quinta scansione. 
Di seguito vengono mostrati alcuni radargrammi rappresentativi degli eventi sopra 
descritti (fig. 7.1). Come si può notare i vari eventi non presentano sempre la stessa 
intensità nelle riflessioni e questo potrebbe essere legato a variazioni composizionali 
che danno luogo a contrasti più o meno accentuati con il materiale incassante. 
Un’altra evidenza è lo spessore variabile associato alle riflessioni che potrebbe essere 
legato ad assottigliamenti caratteristici delle vene presenti all’interno di tale tipo di 
marmo. Considerando la risoluzione del segnale (circa 4 cm) e il fatto che durante la 
propagazione questo valore diminuisce, tali eventi probabilmente saranno 
caratterizzati da spessori centimetrici, in quanto dimensioni minori (millimetriche) 
sarebbero state difficilmente riconosciute soprattutto a grandi profondità. In 
alternativa potrebbero essere stati generati da interferenza costruttiva di discontinuità 




Fig. 7.1. Alcuni dei radargrammi relativi al dato acquisito su fronte di cava, scelti per 
descrivere l’andamento dei principali eventi riconosciuti (in rosso). Evidente appare la 
rapida risalita del secondo evento da 50-55 ns (a) a 35-40 ns (f). Si noti inoltre come il 
quarto ed ultimo evento non sia più riconoscibile a partire dalla quinta scansione (e, f). 
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Vista l’assenza di iperboli tali eventi potrebbero rappresentare porzioni a 
composizioni differenti come, ad esempio, vene completamente ricristallizzate. In 
questo caso l’utilizzo di una visualizzazione tridimensionale delle strutture aiuta 
maggiormente l’interpretazione del dato rendendo più semplice e veloce la 
descrizione dell’andamento delle discontinuità all’interno del mezzo. 
Dall’osservazione delle time slices si riesce ad apprezzare in modo più immediato 
la continuità spaziale degli eventi sopra descritti. In figura 7.2, ad esempio, è 
possibile apprezzare la risalita del secondo evento che mano a mano che si va a 
profondità maggiori tende a spostarsi in direzione cross-line verso l’origine 
dell’acquisizione. La corrispondenza tra gli eventi più intensi presenti all’interno dei 
radargrammi e quelli presenti all’interno delle time slices è mostrata in figura 7.3. 
Passando alla visualizzazione con isoampiezze (fig. 7.4) si nota come la 
visualizzazione degli eventi sopra descritti e quindi anche la loro individuazione sia 
più immediata. 
 
Fig. 7.2. Alcune delle time 
slices costruite a partire dal 
dato acquisito su fronte di 
cava, sottoposto a processing 
avanzato. In rosso-giallo sono 
rappresentati gli eventi più 
intensi, correlabili con quelli 
mostrati in figura 7.1. Nelle 
time slices in questione è stata 
messa in evidenza la risalita 
del secondo evento (frecce 









Fig. 7.3. Intersezione tra alcuni radargrammi e alcune time slices ottenuti entrambi 
dalle operazioni di processing avanzato. Si noti come ci sia una buona corrispondenza 
tra gli eventi più intensi all’interno dei radargrammi e quelli rappresentati in rosso-




7.2 Interpretazione del dato acquisito su piazzale di cava 
 
L’interpretazione dei dati è stata condotta utilizzando i radargrammi prima e dopo 
l’operazione di migrazione. Di seguito sono mostrati alcuni dei radargrammi più 
rappresentativi relativi al mezzo indagato. All’interno dei dati possono essere distinte 
due famiglie di iperboli che si differenziano principalmente per la diversa intensità 
delle riflessioni (vedi fig. 7.5). In corrispondenza della seconda metà di alcuni dei 
radargrammi è possibile osservare iperboli allineate verticalmente, caratterizzate da 
forte intensità, che potrebbero essere legate a elementi artificiali, come fori o 
strutture di rinforzo, e/o discontinuità vuote dovute per esempio a fenomeni di 
carsismo. Durante la fase di acquisizione sono state notate cavità artificiali che 
potrebbero essere correlate con gli eventi caratterizzati da continuità verticale e che 
si sviluppano a partire dalla porzione superficiale dei radargrammi mentre gli eventi 
isolati più profondi potrebbero rappresentare cavità carsiche. La seconda classe di 
riflessioni iperboliche, caratterizzata da una minor intensità delle riflessioni, potrebbe 
essere legata alla presenza di fratture all’interno del mezzo indagato che presentano 
probabilmente un certo grado di riempimento che dà luogo a un contrasto minore 
Fig. 7.4. Ricostruzione 3D dei volumi di ampiezza relativamente ai principali eventi 
osservati in figura 7.1. Si noti, progredendo dalla prima all’ultima scansione, la 
marcata discontinuità nelle ampiezze riflesse e risalita a quote minori degli eventi al di 
sotto dei 30 ns. È rappresentata inoltre l’intersezione tra le superfici di isoampiezza e 
uno dei radargrammi del dato in esame. 
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delle proprietà elettromagnetiche. Tali riflessioni sono caratterizzate da allineamenti 
di iperboli che mostrano una certa inclinazione e un certo grado di intersezione tra 
loro. Per la costruzione delle time slices è stato utilizzato il dato proveniente dalla 
migrazione in quanto le riflessioni associate alle fratture risultavano maggiormente 
limitate nello spazio grazie al collasso delle iperboli e dunque più facilmente 
definibili. In fig. 7.6 vengono mostrati alcuni radargrammi rappresentativi degli 
eventi di seguito descritti. In generale si hanno due principali sistemi di frattura; il 
primo ha una forma a “Y”, arriva complessivamente ad una profondità di 3 m circa e 
si estende per le prime due scansioni in modo più o meno continuo dopodiché, dalla 
terza scansione, si osserva che la geometria della frattura inizia a modificarsi 
perdendo la particolare forma a “Y”. Procedendo in direzione in-line, si ha infatti la 
scomparsa della frattura più a destra mentre permane quella più estesa di sinistra. A 
partire da 1.80 m circa infatti, in direzione cross-line, si ha la comparsa di una 
successione di iperboli (evidenti soprattutto tra 40 e 60 ns) a sinistra della frattura 
precedente che definisce un ulteriore elemento di discontinuità che si interseca con il 
precedente. Tra 2.8 e 3.6 m circa, in direzione cross-line, tuttavia tali elementi sono 
difficilmente riconoscibili nei radargrammi infatti non si riconoscono iperboli in 
successione solo al di sotto dei 40 ns circa. A partire dalla quinta scansione (3.68 m 
circa in direzione cross-line) la coppia di fratture che si intersecano sono più evidenti 
e danno luogo a una sorta di “V capovolta”. Procedendo nella direzione di 
acquisizione si nota che la frattura più a sinistra sembra avere una maggiore 
continuità rispetto a quella di destra (che risulta più difficile da tracciare al di sotto 
dei 30-40 ns circa). All’interno dei radargrammi infine si possono osservare anche 
delle riflessioni orizzontali che potrebbero rappresentare o cambi composizionali e/o 
residui di rumore coerente che non è stato eliminato totalmente in fase di 







Fig. 7.5. Confronto tra uno stesso radargramma prima (a) e dopo (b) l’applicazione 
della migrazione. Si noti come, in seguito a tale operazione, si ha un collasso parziale 
delle iperboli. Si noti inoltre la diversa intensità degli eventi, dovuta probabilmente alla 
presenza di discontinuità vuote e/o riempite. Le riflessioni più forti presenti nella parte 









Fig. 7.6. Alcuni dei radargrammi relativi al dato acquisito su piazzale di cava, scelti per 
descrivere l’andamento dei principali eventi riconosciuti (in rosso). Sono stati 
considerati i radargrammi sia prima (d, f, h) che dopo (c, e, g) la migrazione. Con le 






Tali strutture sono caratterizzate dunque da un grado di complessità elevato che 
potrebbe essere dovuto ad esempio a variazioni di spessore della probabile frattura 
che rendono difficile tracciare in maniera continua l’andamento del target. Le time 
slices costruite a partire dai radargrammi presentano, in corrispondenza delle 
riflessioni relative alle discontinuità principali presenti nei radargrammi, ampiezze 
maggiori (arancio-verdi) e mettono in evidenza il grado di discontinuità spaziale 
degli eventi sopra descritti e la loro complessità. 
 
Fig. 7.7. Alcune delle time slices costruite a partire dal dato acquisito su piazzale di 
cava, sottoposto a processing avanzato. In arancio-verde sono rappresentati gli eventi 
più intensi, correlabili con quelli mostrati in figura 7.6. Gli eventi isolati, presenti tra 
4m e 8 m in direzione y, potrebbero rappresentare cavità mentre i particolari 





Nelle figure 7.7 e 7.8 sono mostrate alcune delle time slices generate e si nota 
come, benché ci sia un evidente grado di discontinuità degli eventi associati alle 
fratture, queste possano essere riconosciute in maniera soddisfacente e se ne possa 
capire anche la variazione in profondità. Anche in questo caso è possibile ricorrere 
alla rappresentazione per isoampiezze che permette all’operatore di visualizzare nello 
spazio le strutture di interesse (vedi fig. 7.9, dove per semplicità di visualizzazione 
sono state riportate separatamente due delle porzioni principali delle strutture 




Fig. 7.8. Intersezione tra alcuni radargrammi e alcune time slices ottenuti entrambi 
dalle operazioni di processing avanzato. Si noti come ci sia una buona corrispondenza 
tra gli eventi più intensi all’interno dei radargrammi e quelli rappresentati in arancio-




Fig. 7.9. Ricostruzione 3D dei volumi di ampiezza relativamente ai principali eventi 
osservati in figura 7.6. È rappresentata inoltre l’intersezione tra le superfici di 
isoampiezze e uno dei radargrammi del dato in esame. 
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7.3 Interpretazione del dato acquisito su blocco di peridotite 
 
Come è stato accennato nei paragrafi precedenti il blocco di peridotite è stato 
interessato da due fasi di acquisizione utilizzando antenne che presentavano 
differente frequenza e polarizzazione. In generale il blocco non presentava 
discontinuità meccaniche importanti ma variazioni cromatiche che potrebbero essere 
dovute a cambi composizionali e/o ricristallizzazioni (vedi fig. 7.10). 
 
 
Attraverso tale fase di interpretazione si vuole attuare un confronto dei due dati in 
modo tale da mettere in evidenza gli effetti legati all’utilizzo di sistemi differenti di 
acquisizione, soffermandoci principalmente su quelli apportati dalla differente 
frequenza. In figura 7.11 sono messi a confronto alcuni dei radargrammi relativi alle 
due acquisizioni. Data la complessità dei dati, soprattutto per il caso a 1600 MHz, è 
stato scelto di utilizzare i risultati del processing avanzato. In generale entrambi i dati 
presentano fenomeni di attenuazione più pronunciati rispetto a quelli che si sono 
osservati negli altri casi in esame e un’evidenza è data dalla difficoltà di individuare 
la riflessione di fine blocco che risulta invece molto intensa e facilmente 
individuabile per gli altri materiali in esame. 
Prendendo in considerazione il dato acquisito con antenna a 600 MHz è possibile 
osservare la presenza di eventi a più alta intensità soltanto nei primi 22 ns circa. Tali 
Fig. 7.10. Blocco di peridotite sul quale sono state condotte le acquisizioni in esame. 
Si notino le variazioni cromatiche che pervadono l’intero blocco e potrebbero essere 





eventi presentano geometrie complesse date dalle intersezioni tra le varie riflessioni e 
dalle orientazioni che vanno da sub-orizzontali a leggermente inclinate. Passando da 
un radargramma all’altro in direzione cross-line si nota una scarsa continuità della 
maggior parte di tali eventi che quindi sono difficilmente definibili nello spazio. In 
corrispondenza di 16-21 ns si osserva tuttavia un evento caratterizzato da intensità 
elevata e da una maggiore continuità (rispetto agli altri eventi presenti nel mezzo 
indagato) che, in direzione in-line, tende a perdere continuità in corrispondenza 
dell’origine. Tale evento presenta un andamento leggermente inclinato (verge a quote 
maggiori in direzione di acquisizione in-line) e si estende in direzione cross-line fino 
a circa 44 cm dopodiché perde in continuità ed è difficilmente individuabile. Al di 
sotto di tale evento si ha una forte diminuzione delle riflessioni e anche quella di fine 
blocco, ben riconoscibile negli altri mezzi indagati, qui è difficilmente riconoscibile. 
Questo fenomeno potrebbe essere legato a un maggior assorbimento dell’energia 
dovuto alla composizione del materiale che, a differenza degli altri mezzi indagati, 
potrebbe essere caratterizzato da una più alta conducibilità che porta ad avere una 
maggiore attenuazione. Un’ulteriore conseguenza di quanto detto sarebbe una 
maggior diminuzione della risoluzione che potrebbe spiegare perché al di sotto dei 
21 ns siano presenti eventi caratterizzati da lunghezze d’onda maggiori rispetto a 
quelle degli eventi più superficiali. 
Vista la difficoltà riscontrata nell’individuare la riflessione di fine blocco per il 
dato acquisito a 600 MHz, nel caso a 1600 MHz è stata utilizzata una sbarra 
metallica posta sul retro del blocco più o meno parallelamente ad esso. Grazie al 
forte contrasto tra materiale metallico e lapideo è stato dunque possibile osservare 
che la riflessione di fine blocco si trova in corrispondenza di 32 ns circa. Essa si 
presenta non ben definita ma caratterizzata da una serie di eventi inclinati che 
potrebbero essere legati al rimbalzo del segnale in corrispondenza della sbarra 
metallica leggermente inclinata. 
A questo punto osservando il dato a 1600 MHz si nota che i primi 20-21 ns sono 
caratterizzati da un maggior numero di riflessioni molto più sottili (minor lunghezza 
d’onda) rispetto al caso precedente e questo potrebbe indicare che gli eventi osservati 
nel dato a 600 MHz siano dovuti in realtà ad interferenze costruttive di elementi 
troppo sottili (dimensioni centimetriche-millimetriche) per poter esser viste come 
separate. Anche in questo caso, mano a mano che si va a profondità maggiori, si 
osserva una diminuzione della risoluzione rispetto alle porzioni superficiali che si 
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esprime attraverso elementi con lunghezza d’onda più ampia, dovuta probabilmente 
alla perdita di energia del segnale durante la propagazione, che risulta più accentuata 
in questo caso in quanto la frequenza utilizzata è maggiore. In generale, 
considerando anche che il processing utilizzato non è il medesimo, si osserva una 
buona correlazione delle geometrie che si presentano simili tra loro. Data la 
complessità degli eventi e le numerose variabili tra il processing e le due acquisizioni 
(frequenza, metodo di acquisizione, tipo di antenna) l’aspetto della polarizzazione 
dell’antenna non è stato approfondito tuttavia, data la correlazione abbastanza buona 
tra la geometria dei due dati, si potrebbe pensare che nel caso in esame questa non 
abbia influenzato in maniera importante l’acquisizione. Un effetto della 
polarizzazione, come già discusso precedentemente, potrebbe essere una maggiore 
sensibilità agli effetti bordo nel caso dell’EH-mode che tuttavia potrebbe essere 
legata anche a problemi di schermatura dell’antenna. 
Vista l’assenza di iperboli, tali riflessioni potrebbero essere legate a cambi 
composizionali e/o ricristallizzazioni all’interno del blocco, più o meno parallele alla 
superficie di acquisizione, associabili alle variazioni cromatiche osservate 











































7.4 Interpretazione del dato acquisito su blocco di arenaria 
 
Tale fase interpretativa verrà eseguita sul blocco sottoposto a processing avanzato 
con operazione di migrazione. In generale già in fase di acquisizione il blocco non 
presentava esternamente importanti discontinuità meccaniche (fratture, cavità) ma si 
osservavano, soprattutto sul lato perpendicolare a quello di acquisizione, variazioni 
cromatiche (da giallo a arancione tenue) dovute probabilmente a variazioni 
composizionali e/o granulometriche (vedi fig. 7.12) più o meno parallele alla 
superficie di acquisizione. 
  
d) 
Fig. 7.11. Alcuni dei radargrammi relativi al dato acquisito sul blocco di peridotite con 
antenna a 1.6 GHz (a, c) e 600 MHz (b, d). Malgrado e geometrie degli eventi (alcuni 
dei quali sono stati evidenziati in rosso) presentino in entrambi i casi una buona 
correlazione nel caso a 1600 MHz si ha un numero più elevato di riflessioni rispetto al 
caso a 600 MHz. In c e d con il rettangolo rosso è stata messa in evidenza la possibile 





Di seguito sono riportati alcuni dei radargrammi più significativi che mettono in 
evidenza l’aspetto dei dati dopo le operazioni di processing sopra descritte  
(fig. 7.13). All’interno dei radargrammi non sono state osservate iperboli di 
diffrazione e questo suggerisce che il blocco sia integro. I radargrammi presentano in 
generale una riduzione del numero di eventi andando a maggiori profondità e un 
aumento moderato delle lunghezze d’onda, dovuto probabilmente alla perdita di alte 
frequenze durante la propagazione, che porta ad una perdita di risoluzione.  
Le riflessioni presenti all’interno dei radargrammi sono caratterizzate a tratti da 
una buona continuità laterale e dalla presenza di discontinuità angolari date 
dall’intersezione delle superfici. Tali eventi presentano in generale geometrie 
analoghe a quelle osservate in fase di raccolta dati sulla faccia perpendicolare a 
quella di acquisizione e sono tipiche di ambienti deposizionali eolici infatti 
Fig. 7.12. Superficie perpendicolare a quella di acquisizione sul blocco di arenaria. 






corrispondono alla stratificazione incrociata tipica delle dune. In direzione cross-line 
gli eventi più importanti si presentano abbastanza continui anche se in alcune 
porzioni sono resi discontinui per la comparsa di altri eventi che si intersecano tra 
loro. Tuttavia data la complessità e il gran numero di riflessioni presenti all’interno 
del mezzo risulta molto difficile definire tale elemento in maniera esatta. 
  
Fig. 7.13. Due dei radargrammi relativi al dato acquisito su blocco di arenaria, scelti 
per descrivere l’andamento dei principali eventi riconosciuti (in rosso), ricollegabili agli 
elementi osservabili sul blocco in fase di acquisizione. Con il rettangolo rosso viene 




7.5 Interpretazione del dato acquisito su blocco di travertino 
 
Il travertino è un materiale che per sua natura è caratterizzato da un gran numero 
di discontinuità di vario genere. In figura 7.14 è possibile osservare come sulla faccia 
di acquisizione siano presenti un gran numero di discontinuità come variazioni di 
porosità, fratture con forme e dimensioni variabili, piccole cavità connesse, 
variazioni composizionali etc. 
 
 
In figura 7.15 è mostrato a scopo di esempio uno dei radargrammi ottenuti con le 
operazioni di processing descritte precedentemente. In b) si ha il dato dopo la 
migrazione mentre in a) quello dopo il filtraggio f-k. Per quanto detto sopra i 
radargrammi ottenuti si dimostrano coerenti con il materiale indagato infatti 
presentano un gran numero di riflessioni che danno luogo a una facies radar caotica. 
Osservando il dato ottenuto dal filtraggio f-k si notano insiemi di iperboli che tuttavia 
sono complicate dal gran numero di riflessioni interne e che risultano difficilmente 
distinguibili da quelle dovute agli effetti dei bordi del blocco che non è stato 
possibile rimuovere totalmente. Dopo l’operazione di migrazione tali eventi 
collassano in aree e, dove le iperboli sono maggiormente ravvicinate, danno luogo a 
delle riflessioni che sembrano abbastanza continue ma che in realtà potrebbero essere 
Fig. 7.14. Superficie di acquisizione del blocco di travertino. Tale superficie presenta un 





dovute dall’accostamento delle porzioni migrate. Queste ultime potrebbero 
rappresentare fratture parzialmente riempite con cavità al loro interno, zone più 
porose oppure insiemi di microcavità allineate. In generale dopo l’operazione di 
migrazione si osservano delle riflessioni fortemente discontinue che potrebbero 
essere ricollegabili all’azione di tale operazione sulle numerose probabili iperboli 
sparse che, essendo talvolta sovrapposte tra loro, non sono distinguibili. Oltre alle 
iperboli si possono osservare una serie di riflessioni con maggiore continuità laterale 
in direzione in-line che potrebbero essere dovute a cambi composizionali che, nel 
caso del dato migrato, risultano più facili da individuare e più continue. In seguito 
alla migrazione le porzioni superficiali sono soggette a fenomeni di sovramigrazione 
che potrebbero essere legati a una determinazione non perfetta della velocità che, 
data la grande complessità del mezzo in questione, risulta inevitabile. 
In generale i radargrammi ottenuti rispecchiano la complessità del materiale che si 
percepiva già esternamente in fase di acquisizione e le possibilità di interpretazione 








7.6 Interpretazione del dato acquisito su blocco di marmo di 
Carrara 
 
Il blocco di marmo indagato presentava numerose variazioni di colore dovute 
probabilmente a discontinuità composizionali con geometrie molto articolate. Sulla 
superficie di acquisizione era presente una macchia, caratterizzata da un certo grado 
di discontinuità e variazioni di spessore importanti (vedi fig. 7.16). Anche in 
corrispondenza delle facce perpendicolari a quelle di acquisizione sono state 
osservate venature, tipiche del marmo di Carrara, con continuità variabile e 
geometrie non ben definite. 
Di seguito in figura 7.17 sono riportati i radargrammi più rappresentativi; nella 
colonna di sinistra si hanno i risultati della migrazione e a destra quelli del filtraggio 
f-k. I radargrammi, benché il blocco si possa ritenere integro, presentano al loro 
interno una serie di iperboli isolate, che potrebbero rappresentare ricristallizzazioni 
all’interno della vena osservata sulla superficie, ed eventi profondi (tra 10 e 20 ns 
circa) le cui geometrie, a causa della poca risoluzione dovuta alla perdita energetica, 
sono difficilmente identificabili. Per alcuni di tali eventi si potrebbe ipotizzare una 
b) 
Fig. 7.15. Radargramma relativo al dato acquisito sul blocco di travertino, dato 
dall’operazione di filtraggio f-k (a) e migrazione (b). In rosso sono stati evidenziati gli 
eventi principali presenti all’interno del radargramma. Si noti come alcuni risultino più 
evidenti nel caso migrato rispetto a quello ottenuto con filtraggio f-k. 
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forma iperbolica (vedi fig. 7.17a) che, in seguito all’operazione di migrazione, 
sembrerebbero in parte collassare. In certi casi, come mostrato in figura 7.17b, 
l’ipotesi di riflessioni iperboliche risulta più realistica infatti gli eventi in questione 
sembrano accennare degli allineamenti che, dopo la migrazione, divengono eventi 
con scarsa continuità laterale probabilmente legati a porzioni di una stessa 
discontinuità posta obliquamente all’interno del blocco. Oltre a tali eventi sono 
presenti anche delle riflessioni da sub-orizzontali a lievemente inclinate con 
continuità laterale variabile che potrebbero individuare cambiamenti composizionali 
(vedi fig. 7.17c). Dopo la migrazione si osserva che le geometrie di questi ultimi 
rimangono analoghe, tuttavia è più semplice tracciare gli eventi in quanto il processo 
di migrazione opera un’azione filtrante che riduce in modo considerevole il rumore 
casuale. Tale effetto è legato all’operazione stessa della migrazione di Kirchhoff che, 
operando delle somme, porta ad avere interferenze distruttive dei segnali fuori fase e 
rafforzamento, tramite interferenze costruttive, dei segnali in fase. In generale 
dunque molte delle riflessioni osservabili nel dato migrato non lo sono in quello 
ottenuto con l’applicazione del filtro f-k, perché coperte da rumore casuale che non è 
stato possibile rimuovere nelle fasi di processing applicate. 
Gli eventi presenti all’interno dei radargrammi, che si concentrano generalmente 
nelle porzioni centrali (8-18 ns circa), potrebbero essere legati a discontinuità di 
vario tipo come ad esempio vene ricristallizzate, mineralizzazioni o cambi 
composizionali, coerenti con quanto osservato sulla superficie di acquisizione.  
  
Fig. 7.16. Blocco di marmo di 
Carrara sul quale sono state 
condotte le acquisizioni in 
esame. Appaiono evidenti 
numerose venature con 
geometria e continuità 










Fig. 7.17. Alcuni dei radargrammi relativi al dato acquisito sul blocco di marmo di 
Carrara. Nella colonna di sinistra sono riportati i risultati dell’operazione di 
migrazione e, in quella di destra, i risultati del filtraggio f-k. In rosso sono state 
evidenziate alcune delle discontinuità presenti all’interno dei radargrammi. Appare 





Il seguente lavoro di tesi, iniziato con lo scopo di definire l’integrità di materiali 
lapidei, rilevandone le discontinuità quali fratture, cavità e/o eterogeneità 
petrografiche, ha messo in evidenza le potenzialità del sistema GPR. Quest’ultimo 
infatti ha permesso di ottenere dati dettagliati in maniera rapida e non distruttiva e/o 
invasiva malgrado la complessità delle discontinuità che presentavano geometrie 
articolate e variabili nello spazio. L’utilizzo di un sistema multicanale associato a un 
mezzo automatizzato riduce notevolmente i tempi di acquisizione e fornisce dunque 
un valido aiuto soprattutto nelle acquisizioni su vaste aree, come il fronte/piazzale di 
cava, per le quali è possibile ottenere una caratterizzazione del sito più agevole e 
dettagliata rispetto all’utilizzo di un sistema monocanale. L’utilizzo di frequenze più 
elevate (al di sopra di 1 GHz) può rappresentare una valida scelta nell’attestazione 
della qualità e integrità dei blocchi di materiale lapideo dove generalmente la 
selezione effettuata in fase di estrazione ne limita le discontinuità meccaniche 
importanti e lascia maggior spazio a quelle di tipo petrografico/composizionale. Uno 
dei problemi rimasti aperti è l’influenza della polarizzazione dell’antenna che 
tuttavia potrebbe essere chiarito andando ad operare acquisizioni con antenne a 
doppia polarizzazione in modo tale da avere una detenzione migliore dei vari 
elementi all’interno del mezzo. Un’ulteriore alternativa potrebbe essere rappresentata 
dall’acquisizione su griglie che tuttavia, nel caso di aree vaste, richiederebbe tempi 
lunghi di acquisizione risultando meno conveniente rispetto alla prima alternativa. 
L’utilizzo del sistema GPR potrebbe rappresentare dunque un valido sostegno, 
soprattutto in fase estrattiva, permettendo di ridurre gli sprechi in modo tale da avere 
vantaggi a livello ambientale, economico e per la sicurezza.  
Per quanto riguarda la sequenza di processing da applicare ai dati si è visto come 
in generale l’utilizzo di operazioni avanzate porti dei benefici nella rimozione di 
elementi rumorosi che rendono difficile l’individuazione di eventi all’interno dei 
radargrammi. Tali passaggi, in particolare filtraggio f-k e migrazione di Kirchhoff, 
sono risultati particolarmente utili nel caso dei dati acquisiti su blocchi isolati. Questi 
ultimi sono caratterizzati da riflessioni inclinate attribuite a effetti legati ai bordi del 
blocco che sono stati registrati nel caso dell’antenna a 1.6 GHz probabilmente per 
una diversa schermatura e/o polarizzazione della stessa. Entrambe le operazioni 
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presentano tuttavia un certo grado di incertezza; nel caso della migrazione di 
Kirchhoff questo è dovuto alla difficoltà di determinare un profilo di velocità esatto, 
data la complessità delle riflessioni presenti all’interno dei dati, che è stato posto 
costante per tutti i dati in esame. Oltre all’effetto di collasso delle iperboli è stato 
osservato che la migrazione da una parte tende ad operare una drastica riduzione del 
rumore casuale residuo, in seguito a fenomeni di interferenza distruttiva di segnali 
fuori fase, e dall’altra porta ad un aumento dell’intensità delle riflessioni in fase 
attraverso interferenza costruttiva. Un inconveniente della migrazione può essere la 
generazione di artefatti come ad esempio smile up/down, dovuti a una stima non 
perfetta della velocità o, come nel caso del travertino, riflessioni continue che in 
realtà sono dovute all’accostamento di iperboli vicine non perfettamente collassate. 
Per quanto riguarda invece il filtraggio f-k tale operazione risulta molto delicata in 
quanto si presenta la difficoltà, nel caso di geometrie articolate come quelle in esame, 
di separare in maniera netta eventi considerati rumorosi da quelli utili all’interno 
dello spettro d’ampiezza f-k. Attraverso tale operazione si rischia dunque di andare 
ad eliminare segnale utile che presenta inclinazioni vicine o uguali a quelle degli 
effetti che si vogliono rimuovere. L’utilizzo di tali operazioni deve essere dunque 
valutato caso per caso per non apportare eccessive modifiche al dato che potrebbe 
essere reso non fedele alla realtà. Le operazioni di spectral deconvolution e spectral 
whitening invece non sono state ritenute utili nei casi in esame. La prima, dato 
l’impianto deterministico dell’operazione da parte del software in uso, probabilmente 
per problemi legati alla determinazione esatta della signature della sorgente e a 
effetti di perdite energetiche legati alla propagazione dell’onda all’interno del mezzo, 
non apportava nessuna modifica importante all’interno dei radargrammi. 
L’operazione di spectral wihitening, benché definisse una riduzione delle multiple 
associate ad alcuni eventi all’interno di alcuni radargrammi, portava ad un aumento 
del rumore e alla perdita delle informazioni relative di ampiezza delle riflessioni dei 
target investigati. 
Affiancando diverse sezioni verticali in un volume 3D è stato possibile 
evidenziare i legami tra le aree riflettenti comuni rendendo più facile, anche per 
operatori meno esperti, individuare nello spazio le discontinuità presenti all’interno 
del mezzo indagato. Tale tipo di interpretazione deve comunque essere supportata 
dalle immagini 2D che permettono di identificare se presenti riflessioni esterne o 




Trasformata bidimensionale di Fourier 
 
La Trasformata bidimensionale di Fourier è un’operazione che consente di 
operare una mappatura dei dati dal dominio spazio-tempo (x-t) a quello numeri 
d’onda–frequenze (k-ω), e viceversa (Mazzotti e Stucchi, 2009). Da un punto di vista 
matematico tale operazione può essere derivata in modo analogo rispetto al caso 
monodimensionale ma, a differenze di quest’ultimo, l’onda viene considerata 
funzione dello spazio e del tempo. Si opererà dunque una doppia trasformata, una nel 
dominio dei tempi, quindi delle frequenze temporali (numero di cicli per unità di 
tempo), e l’altra in quello degli spazi, quindi dei numeri d’onda (numero di cicli per 
unità di distanza). 
Consideriamo il caso discreto (Trasformata Discreta di Fourier 2D, DTFT2D) in 
cui si ha una serie costituita da M+1 tracce e N+1 campioni temporali caratterizzati 


























Per passare dal dominio delle frequenze-numeri d’onda a quello spazio-tempo si 
può operare la trasformata inversa di Fourier, così definita: 
 









La trasformata bidimensionale di Fourier fornisce uno spettro di frequenze 
complesse che può essere rappresentato in spettro di fase e di ampiezza. 
Quest’ultimo, sul quale ci soffermeremo, permette di riconoscere vari eventi quali 
riflessioni primarie, multiple, rumore coerenti e altro. Questo è possibile in quanto 
certe caratteristiche geometriche degli eventi nel dominio x-t corrispondono a 
particolari caratteristiche di disposizione sulla mappa dello spettro d’ampiezza f-k. Si 
avrà dunque che eventi separati nel dominio x-t, ma con uguali pendenze, si 
mapperanno nella stessa zona nello spettro di ampiezza f-k mentre eventi che si 
sovrappongono nel dominio x-t, ma che presentano pendenze differenti, occuperanno 
posizioni diverse nello spettro di ampiezza f-k. 
 
 
In generale si avrà che: 
 Le pendenze degli eventi in dominio x-t verranno mappate lungo 
segmenti radiali nello spettro di ampiezza f-k. 
 Tutti i punti giacenti su un segmento radiale dello spettro di ampiezza f-k 
hanno ovviamente lo stesso rapporto k/f, che corrisponde alla pendenza 
Δx/Δt in dominio x-t. Si avrà pertanto che elementi con la stessa pendenza 
Fig. A.1. Esempio di sezione 
x-t a offset zero (a sinistra) 
caratterizzata da dieci eventi 
variamente inclinati e loro 
rappresentazione nello 
spettro di ampiezza f-k (a 
destra) (Yilmaz, 1987). 
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nel dominio x-t verranno mappati nello stesso segmento radiale nel 
corrispondente spettro di ampiezza f-k. 
 Eventi orizzontali nel dominio x-t verranno mappati sull’asse k=0. 
 Eventi inclinati nel dominio x-t verso il basso (da sinistra verso destra 
vedi fig. A.1) saranno convenzionalmente mappati nel quadrante con k 
positivi mentre quelli inclinati verso l’altro (da sinistra verso destra) 
saranno posti nel quadrante con k negativi. 
 All’aumentare della pendenza in dominio x-t e/o frequenza temporale del 
segnale, si può incorrere in fenomeni di aliasing spaziale. 
 
Alla luce di quanto detto eventi iperbolici daranno luogo a un ventaglio di eventi 
nel filtro f-k come mostrato in figura A.2. 
 
 
Il fenomeno dell’aliasing spaziale si presenta quando non viene rispettata la 
condizione di campionamento: 
 
𝐾𝑐 ≥ 2 ∙ 𝐾𝑚𝑎𝑥  
 
Dove: 
 Kc= frequenza spaziale di campionamento pari all’inverso del passo di 
campionamento spaziale (cicli/km); 
 Kmax= frequenza spaziale massima dello spettro di ampiezza. 
Fig. A.2. Rappresentazione schematica della rappresentazione di un’iperbole di 
diffrazione nel dominio x-t (a sinistra) e nello spettro di ampiezza f-k (a destra) (SAFE 
QUARRY, Meeting di valutazione, 2014). 
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Quando la massima frequenza dello spettro di ampiezza è minore o uguale alla 
frequenza spaziale di Nyquist (KN, massima frequenza correttamente campionabile 
pari a 1/(2Δx)), gli spettri di ampiezza del segnale campionato non si sovrapporranno. 
In caso contrario si avrà un ribaltamento degli spettri che provocherà la mappatura 
degli eventi in quadranti sbagliati e con inclinazioni errate. Tale fenomeno è detto 
per l’appunto aliasing spaziale (fig. A.3); quest’ultimo può essere eliminato o tramite 
l’applicazione di un filtro passa-basso con frequenza spaziale di taglio pari a quella 
di Nyquist oppure tramite la riduzione del passo di campionamento spaziale. 
  
Fig. A.3. Rappresentazione di sei eventi con stessa inclinazione nel dominio x-t mappati 
nel dominio f-k sullo stesso segmento radiale (a sinistra). Rappresentazione di sei eventi 
molto inclinati in dominio x-t e loro rappresentazione nello spettro di ampiezza f-k (a 
destra). Si noti come in questo caso sia evidente nel dominio f-k il fenomeno di aliasing 
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