Abstract. In this study we find height bounds for polynomial rings over integral domains. We apply nonstandard methods and hence our constants will be ineffective. Furthermore we consider unique factorization domains and possible bounds for valuation rings and arithmetical functions.
Introduction
The arithmetic version of the Nullstellensatz states that if f 1 , ..., f s belong to Z[X 1 , ..., X n ] without a common zero in C, then there exist a in Z \ {0} and g 1 , ..., g s in Z[X 1 , ..., X n ] such that a = f 1 g 1 + ... + f s g s . Finding degree and height bounds for a and g 1 , ..., g s has received continuous attention using computational methods. By deg f , we mean the total degree of the polynomial f in several variables. T. Krick, L. M. Pardo and M. Sombra [9] This result is sharp and efficient. For similar results we refer the reader to [1, 2] .
On the other hand finding bounds in mathematics using nonstandard extensions have been studied often, for example: Given a field K, if f 0 , f 1 , ..., f s in K[X 1 , ..., X n ] all have degree less than D and f 0 in f 1 , ..., f s , then f 0 = s i=1 f i h i for certain h i whose degrees are bounded by a constant C = C(n, D) depending only on n and D. This result was first established in a paper of G. Hermann [8] using algorithmic tools. Then the same result was proved by L. van den Dries and K. Schmidt [5] using nonstandard methods, and they paved the way for how nonstandard methods can be used for such bounds. Their work in [5] influenced us to apply nonstandard methods in order to prove the existence of bounds for the complexity of the coefficients of h i as above by taking f 0 = 1. We also define an abstract height function which generalizes the absolute value function and measures the complexity of the coefficients of polynomials over R[X 1 , ...X n ], where R is an integral domain. We will generalize the result of [9] to any integral domain and height function and furthermore our constant c 2 for the height function does not depend on R or s, but it is ineffective. We assume that all rings are commutative with unity. Moreover throughout this article R stands for an integral domain and K for its field of fractions. The symbol h = h R denotes a height function on R which will be defined in the next section. We prove the following theorem:
Main Theorem. Let R be a ring with a height function. For all n ≥ 1, D ≥ 1, H ≥ 1 there are two constants c 1 (n, D) and c 2 (n, D, H)
2. Preliminaries 2.1. Height Function. Let θ : N → N be a function. We say that
is a height function of θ-type if for any x and y in R with h(x) ≤ n and h(y) ≤ n, then both h(x + y) ≤ θ(n) and h(xy) ≤ θ(n). We say that h is a height function on R if h is a height function of θ-type for some θ : N → N.
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We can extend the height function h to the polynomial ring
Note that this extension does not have to be a height function, it is just an extension of functions. Now we give some examples of height functions.
Examples: For the following examples of height functions, one can take θ(n) = (n + 1)
2 .
• If (R, | · |) is an absolute valued ring then h(x) = |x| is a height function. Moreover h(x) = |x| + 1 and h(x) = max(1, |x|) are also height functions on R.
• The degree function on R[X 1 , ..., X n ] is a height function.
• Let O be the set of algebraic integers. For α in O we define its
Mahler measure as
where α j is a Galois conjugate of α. Then the logarithmic height
. It is not known whether there exists an absolute constant c > 1 such that if M(α) > 1 then M(α) ≥ c. This question was posed by D. Lehmer [10] around 1933. The best known example of the smallest Mahler measure greater than 1 so far was also given by Lehmer: if α is a root of the polynomial
17628. For detailed results on Mahler measure and Lehmer's problem, see [14] .
• Let λ be a positive real number. On Z[X], define
Then this is a height function on Z[X].
• Let h : R → [0, ∞) be a function such that the sets
are all finite for all n ≥ 1. Then h is a height function of θ-type where θ(n) = max
{h(x + y) + h(xy)}.
• The p-adic valuation on Z is not a height function. Note that 1 and p n − 1 are not divisible by p but but their sum is divisible by p n .
Nonstandard Extensions and Height
Function. Now we define a nonstandard extension following [7] . 
(E2) The mapping preserves basic diagonals: if 1 ≤ i < j ≤ m and
The mapping preserves Cartesian products: if A ⊆ M m and
The mapping preserves projections that omit the final coordinate: let π denote projection of n + 1-tuples on the first n coordinates;
The set * M will denote the nonstandard extension of M. For example, an ultrapower of M which respect to a nonprincipal ultrafilter on N is a proper nonstandard extension of M. Subsets of * M of the form * A for some subset A of M are called internal. Not every subset of * M need to be internal. We list the basic properties of nonstandard extensions with no proof.
• For each n ≥ 0,
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• For each x ∈ M, the set * {x} has exactly one element.
Using the properties above, we can embed M into * M. So without loss of generality we may assume that M is a subset of 
The notion of a nonstandard extension and its properties can be generalized to many sorted structures. This will be significant for the definition of the height function which takes values in R. By a structure we mean a set equipped with some functions and relations on it. For example, a ring is a structure with addition and multiplication. A subset of a structure M which is given by a first order formula is called a definable subset of M. We say that a structure M is ℵ 1 -saturated if whenever a collection of definable subsets (A i ) i∈I whose parameters come from a countable set satisfies the finite intersection property (that means for any finite subset I 0 of I we have i∈I 0 A i is not empty ) then i∈I A i is not empty. We assume all nonstandard extensions are
For instance an ultrapower of K[X 1 , ...X n ] which respect to a nonprincipal ultrafilter on N is ℵ 1 -saturated. Ultraproducts of structures automatically become
takes values in * R though this extension is no longer a height function if h is unbounded. Moreover it satisfies the same first order properties as h. In particular if x, y in * R with h(x) ≤ n and h(y) ≤ n, where n ∈ * N, then we have both h(x + y) ≤ θ(n) and h(xy) ≤ θ(n). Note hal-00738713, version 2 -17 Oct 2012
where R f in = {x ∈ * R : |x| < n for some n ∈ N} and * R is a nonstandard extension of R. The elements in * R \ R are called infinite.
By the properties of the height function, if there is a height function on R, we see that R f in is a subring of * R and it contains R. The next lemma shows when R f in is internal.
Lemma 2.2. The set R f in is an internal subset of * R if and only if the height function on R is bounded.
Proof. Suppose R f in = * A for some subset A of R. First we show that the height function on A must be bounded. To see this, if there is a sequence (a n ) n in A such that lim n→∞ h(a n ) = ∞, then by saturation there is an element in * A whose height is infinite. This contradicts the fact that all the elements in R f in have bounded height. So the height function on A is bounded. Therefore the height function on * A is also bounded. However since R f in contains R, the height function on R must be bounded. Conversely if the height function on R is bounded, then we have R f in = * R and so R f in is internal.
Now we fix some more notations. Put L = F rac(R f in ) which is a subfield of * K. Note that * K is the fraction field of * R. Also we fix some algebraic closure K alg of K.
For more detailed information about Nonstandard Analysis and Model Theory, the reader might consult [6] , [7] and [11] . In fact of being a height function is very related to the set R f in . The following proposition is the nonstandard point of view definition of a height function. However it is ineffective, i.e. it does not provide the θ-type of the height function. Proof. We have seen that if h is a height function then R f in is a subring. Conversely suppose R f in is a subring and h is not a height function.
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This means there is some N ∈ N such that we have two sequences (r n ) and (s n ) in R with h(r n ) ≤ N and h(s n ) ≤ N, but lim n→∞ h(r n ⋆ s n ) = ∞, where the binary operation ⋆ means either addition or multiplication. By saturation, we get two elements r and s in * R such that h(r) ≤ N, h(s) ≤ N but h(r ⋆ s) is infinite. This contradicts the fact that R f in is a subring.
2.3. Faithfulness and degree bounds. In this subsection, we list some results from commutative algebra and in particular about faithful extension of modules. We refer the reader to [3] , [12] or [13] . Moreover we give the results in [5] that lead to the existence of the constant c 1 .
Lemma 2.4. Let F be a field and 
Definition 2.5. Let A and B be two rings and A ⊆ B. We say that B is a faithful extension of A, if the ideal BI is proper in B whenever I ⊂ A is a proper ideal.
Lemma 2.6. Let A and B be two rings. Suppose A ⊆ B and B is a faithful extension of A. If a, a 1 , ..., a k are in A and the linear equation
has a solution in B, then it has a solution in A.
Lemma 2.7. Let F ⊆ F 1 be a field extension. Then the extension 
For the following Lemma see [5, 1.8] .
Lemma 2.8. The extension
Using ( Definition 2.10. We say that R is a UFD with the p-property if R is an unique factorization domain endowed with an absolute value such that every unit has absolute value 1 and if there are primes p and q satisfying |p| < 1 < |q|, then there is another prime r non-associated to p with |r| < 1.
Examples
• Z is a UFD with the p-property whose primes have absolute value bigger than 1.
• Z p (p-adic integers) is a UFD with the p-property whose only prime has absolute value 1/p. • Let γ ∈ (0, 1) be a transcendental number. Then the ring S = Z[γ] is a unique factorization domain since it is isomorphic to Z[X] and its units are only 1 and -1. We put the usual absolute value on S. Then S has infinitely many primes p with |p| < 1 and infinitely many primes q with |q| > 1. So S is a UFD with the p-property.
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Lemma 2.11. Suppose R is a UFD with the p-property. If there are primes p and q with |p| < 1 < |q|, then there are infinitely many nonassociated primes with absolute value strictly less than 1 and infinitely many non-associated primes with absolute value strictly bigger than 1.
Proof. We know there are at least two non-associated primes with absolute value less than 1. Let p 1 , ..., p k (for k ≥ 2) be non-associated primes with absolute value less than 1. Put A = p 1 ...p k . Now choose m large enough such that
Since this element is not a unit, it must be divisible by a prime whose absolute value strictly less than 1. This gives us a new prime. For the second part, given q 1 , ..., q k primes of absolute value larger than 1, for large n the element q 1 n q 2 ...q k + 1 provides a new prime that has absolute value greater than 1.
Proof of the Main Theorem
In this section we will give the proof of the Main Theorem.
Main Theorem. Let R be a ring with a height function of θ-type. For all n ≥ 1, D ≥ 1, H ≥ 1 there are two constants c 1 (n, D) and
If R is a UFD with the p-property and h(x) = |x| is the absolute value on R, then we can choose a such that gcd(a, a 1 , ..., a m ) = 1 where a 1 , ..., a m are all elements that occur as some coefficient of some h i .
Remark 3.1. The constant c 1 does not depend on s because the vector space
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is finite dimensional over K. In fact the dimension is q(n, D) = n+D n . Given 1 = f 1 h 1 + ... + f s h s , we may always assume s ≤ q = q(n, D) because if s > q then f 1 , ..., f s ∈ V (n, D) are linearly dependent over K. Assume first that r ≤ q many of them are linearly independent. Therefore the other terms f r+1 , ..., f s can be written as a linear combination of f 1 , ..., f r over K. Thus the equation 1 = f 1 h 1 + ... + f s h s may be transformed into another equation 1 = f 1 g 1 + ... + f r g r . Consequently if 1 ∈ f 1 , ..., f s , then 1 ∈ f i 1 , ..., f ir where r ≤ q and i j ∈ {1, ..., s}. Hence, we can always assume s = q. Similarly the constant c 2 does not depend on s. Moreover, none of the constants depend on R.
Remark 3.2. If R is a ring with absolute value which has arbitrarily small nonzero elements, then we can multiply both sides of the equation
by some small ǫ ∈ R. Therefore the height bound c 2 can be taken 1 and the result becomes trivial. Note that (iv) in the Main Theorem prevents us from doing this if there are no small units in R. However if there is a unit u with |u| < 1, then multiplying both sides of the equation with powers of u the height can be made small again. So the interesting case is when there are no small units which is equivalent to all the units having absolute value 1. Note also that if |ab| < 1 then |a| can be very big and |b| can be very small. So cancellation can make the height larger if there are sufficiently small and big elements in the ring. Thus for the equation
simply dividing by gcd (a, a 1 , . .., a m ) may not work in order to obtain (iv) in the Main Theorem. 
where A ∈ N. By Remark 3.1, this is a finite dimensional vector space over K and the dimension is q(n, A). So we can consider its elements as a finite tuple over K m and any element of V m (n, A) is of the form (a 1 , ..., a q(n,A) ).
Note that the height of a tuple in V Rm (n, A) is the maximum of its coordinates. Our language contains a symbol h for the height function and also the ring operations. Consider the formula φ m (v 1 , ..., v s ): 
.
Note that this formula can be seen as a formula in R m by seeing each v i as the tuple of variables representing the polynomial f i . We see that R m |= ψ m where ψ m = ∃v 1 ...∃v s φ m (v 1 , ..., v s ). By compactness there is an integral domain R with a height function h R of θ-type that satisfies all ψ m . Now we consider the set of formulas
This is a set of formulas over * V R (n, D) using countably many parameters. This set is finitely consistent, so by saturation there is a 
is faithful by (2.7). Hence we know that given f 1 , ...f s ∈ R[X 1 , .., X n ] with no common zeros in
Moreover s ≤ q(n, D) and h(e) ≤ c 3 (n, D, H, θ) where e ∈ R is an element which occurs as a numerator or denominator for some coefficient of some h i . Let b 1 , ..., b m be all the elements in R that occur as a denominator for some coefficient of some
depends on n and D only. Also we know that h(
By the multiplicative properties of the height function, we get h(a) ≤ c 4 (n, D, H, θ) for some c 4 . Now we see that
Moreover, again by the multiplicative properties of the height function, we have h(ah i ) ≤ c 5 (n, D, H, θ). Now take c 2 = max(c 4 , c 5 ). Therefore we obtain (i), (ii) and (iii). Now we prove (iv). Assume R is a UFD with the p-property. We need to choose a such that gcd(a, a 1 , ..., a m ) = 1 where a 1 , ..., a m are all elements that occur as some coefficient of some h i . If all the primes in R have absolute value bigger than 1 or smaller than 1, then we can divide both sides of the equation , a 1 , . .., a m ) and get the result because if all the primes in R have absolute value bigger than 1, then cancellation makes the height
smaller and if all the primes in R have absolute value less than 1 then height is bounded by 1. The remaining case is when there are primes of absolute value bigger than 1 and primes of absolute value smaller than 1. By (2.11), there are infinitely many primes with absolute value strictly less than 1. Now choose a prime p such that |p| < 1 and p does not divide a. 
Therefore we obtain that
Observe that gcd(a, a 1 , ..., a m ) = 1 where a 1 , ..., a m are all elements that occur as some coefficient of some g i .
Concluding Remarks and Further Discussion of the Main Theorem
In this section we discuss the Main Theorem in terms of unique factorization domains, valuations and some arithmetical functions. Also we give some counter examples for the Main Theorem for non-height functions.
4.1. UFD with the 1-property. Definition 4.1. We say that R is a UFD with the 1-property if R is an unique factorization domain endowed with an absolute value such that every unit has absolute value 1 and there is only one prime p of absolute value less than 1 and infinitely many primes q of absolute value greater than 1.
Example: Let R be an unique factorization domain and p be a prime in R. Put the p-adic absolute value on R with |p| p = 1/2. Let c > 1 be any real number. On R[X] we define
Then R[X] is a UFD with the 1-property whose only small prime is p.
We proved the Main Theorem for UFD with the p-property. Thus the remaining case is when R is a UFD with the 1-property. Proposition 4.2. Let R be a UFD with the 1-property. Then we cannot ensure the correctness of (iii) and (iv) simultaneously in the Main Theorem.
Here ∞ is some element that is bigger than every element in Γ.
For a nonzero polynomial in n-variable we define its valuation as follows:
Note that this may not be a valuation that satisfies the three conditions above. Take R = Z and as a valuation we put a p-adic valuation for some prime p. Set f 1 = 1+X +(1−p m )X 2 and f 2 = X 3 where m is some large integer. Then the valuations of f 1 and f 2 are 0 and clearly they have no common zero in C. One can see that 1 is a linear combination of f 1 and f 2 and so every integer is. However, whenever we write a = f 1 h 1 + f 2 h 2 where a is nonzero, then h 1 must have degree bigger than 2 and the first three coefficients of h 1 are uniquely determined: The main nonstandard reason behind this is the fact that
is not a ring, because for nonstandard N ∈ * N the elements p N − 1 and 1 is in R vf in but not their sum. Therefore by (2.3), we know that the p-adic valuation on Z is not a height function.
If we take g 1 = p m − 1 + X and g 2 = 1 − X then they have no common zero and whenever we write a = g 1 h 1 + g 2 h 2 , then h 1 and h 2 must have the same degree and same leading coefficient. This implies that p m divides a which means that valuation of a can be very big even if the valuations of g 1 and g 2 are 0.
A valuation is called trivial if for all nonzero x we have v(x) = 0. We say that a valuation is a height function if the set R vf in is a subring. In fact we can determine when a valuation is a height function. Every arithmetical function g extends to Z by defining g(n) = g(−n) and g(0) = 0. Such a function on Z is called an arithmetical function on Z. Similarly for an an arithmetical function g on Z, we extend it to
Let * Z be a proper nonstandard extension of Z. Note that Z f in = {x ∈ * Z : |x| < n for some n ∈ N} = Z.
For an arithmetical function g, we define
Z gf in = {x ∈ * Z : |g(x)| < n for some n ∈ N}.
By (2.3), |g| is a height function if and only if Z gf in is a subring. Now we give some examples of arithmetical functions. Examples:
• π(n) = number of primes less than n • d(n) = number of divisors of n • ω(n) = number of distinct prime factors of n. . Finally since d(n) ≤ 2 √ n, we get the result.
Corollary 4.8. The functions π(n) and ϕ(n) are height functions.
Proof. Since there are infinitely many primes and √ n 2 ≤ ϕ(n), these two functions are height functions.
For the other two functions d(n) and ω(n), they take small values when n is a prime number.
Fact: Every sufficiently large odd integer can be written as a sum of three primes. This was proved by I. M. Vinogradov. For more about this theorem, we refer the reader to [4] . Proof. By three primes theorem and the transfer formula, there is an odd infinite N in * Z which can be written as a sum of three primes in * P where P is the set of all primes. Furthermore we can choose N such that ω(N) is infinite. This shows that the sets Z ωf in and Z df in are not closed under addition. So by (2.3), they cannot be height functions on Z.
The next two Corollaries are also true for the function ω(n). For simplicity, we just give the proofs for the divisor function. Proof. Set f 1 = a n + X + b n 2 X 2 and f 2 = X 3 where a n and b n are as in (4.10). Then d(f 1 ) and d(f 2 ) are bounden by A 2 and they have no common zero in C. However, whenever we write a = f 1 h 1 + f 2 h 2 where a is nonzero, then h 1 must have degree bigger than 2 and the first three coefficients of h 1 are uniquely determined: if h 1 (x) = c 0 + c 1 X + c 2 X 2 + ... + c k X k then automatically we have c 0 = a, c 1 = −a n a and c 2 = a(a n − b n )(a n + b n ). Hence d(c 2 ) can be very large. Moreover if we put g 1 = a n + X and g 2 = b n −X then they have no common zero. However, whenever we write a = g 1 h 1 + g 2 h 2 , then d(a) ≥ d(a n + b n ). Thus a has many divisors although d(g 1 ) and d(g 2 ) are bounded by A.
