In a previous paper we studied the double scaling limit of unitary random matrix ensembles of the form Z −1 n,N | det M | 2α e −N Tr V (M ) dM with α > −1/2. The factor | det M | 2α induces critical eigenvalue behavior near the origin. Under the assumption that the limiting mean eigenvalue density associated with V is regular, and that the origin is a right endpoint of its support, we computed the limiting eigenvalue correlation kernel in the double scaling limit as n, N → ∞ such that n 2/3 (n/N − 1) = O(1) by using the Deift-Zhou steepest descent method for the Riemann-Hilbert problem for polynomials on the line orthogonal with respect to the weight |x| 2α e −N V (x) . Our main attention was on the construction of a local parametrix near the origin by means of the ψ-functions associated with a distinguished solution u α of the Painlevé XXXIV equation. This solution is related to a particular solution of the Painlevé II equation, which however is different from the usual Hastings-McLeod solution. In this paper we compute the asymptotic behavior of u α (s) as s → ±∞. We conjecture that this asymptotics characterizes u α and we present supporting arguments based on the asymptotic analysis of a one-parameter family of solutions of the Painlevé XXXIV equation which includes u α . We identify this family as the family of tronquée solutions of the thirty fourth Painlevé equation.
Introduction and statement of results
Suppose also that the equilibrium measure µ V for V is regular [6] , and that 0 is a right endpoint of the support of µ V . In the paper [15] we computed the limiting eigenvalue correlation kernel in the double scaling limit as n, N → ∞ such that n 2/3 (n/N − 1) = O(1). We showed that it is characterized through a solution of a model RH problem associated with a special solution of the equation number XXXIV from the list of Painlevé and Gambier [11] ,
In particular, we showed how the relevant solution u(s) of (1.3) (which we denote by u α (s)) can be obtained from a solution of a model RH problem, which we next describe.
The model RH problem
The model RH problem is posed on a contour Σ in an auxiliary z-plane, consisting of four rays Σ 1 = {arg z = 0}, Σ 2 = {arg z = 2π/3}, Σ 3 = {arg z = π}, and Σ 4 = {arg z = −2π/3} with orientation as shown in Figure 1 . As usual in RH problems, the orientation defines a + and a − side on each part of the contour, where the +-side is on the left when traversing the contour according to its orientation. For a function f on C \ Σ ≡ Ω, we use f ± to denote its limiting values on Σ taken from the ±-side, provided such limiting values exist. The contour Σ divides the complex plane into four sectors Ω j also shown in the figure. Here, and in what follows, the O-terms are taken entrywise. Note that the RH problem depends on a parameter s through the asymptotic condition at infinity. If we want to emphasize the dependence on s we will write Ψ α (z; s) instead of Ψ α (z).
The model RH problem is uniquely solvable for every α > −1/2 and s ∈ R (for details see [15, Proposition 2.1] ).
All solutions of (1.3) are meromorphic in the complex plane. The special solution of relevance in [15] is characterized by the following result. Proof. The expression (1.6) follows from Lemma 3.2 in [15] . The remaining statements of Theorem 1.1 are contained in Theorem 1.4 of [15] . 2
Main result
The aim of the present paper is an analysis of the asymptotic behavior of the special solution u α (s), described in Theorem 1.1, as s → ±∞. Our main result is the following. In the Sections 2 -3, we provide a proof of our main result, Theorem 1.2. This is accomplished by using the Deift-Zhou steepest descent method for RH problems [7] . In the case at hand it consists of constructing a sequence of invertible transformations Ψ α → A α → B α → C α → D α , where the matrix-valued function D α is close to the identity as s → ±∞. By following the above transformations asymptotics for Ψ α and thus, in view of (1.5) and (1.6), for u α (s) may be derived.
RH problem for Painlevé XXXIV
In this paper we are mainly concerned with the special solution u α (s). The analysis of the general solution of the Painlevé XXXIV equation (1.3) can be also performed via the nonlinear steepest descent method applied to the following generalization of the RH problem above.
The complex numbers b 1 , b 2 , b 4 (the Stokes multipliers) and the constant invertible matrices E j , j = 1, 2, 3, 4 (the connection matrices) form the RH data. They satisfy certain general constraints which in particular yield the following cyclic relation for the parameters b j ,
(1.11)
Except for the special case, 12) when the solution of the RH problem is given in fact in terms of the Airy functions, the connection matrices E j are determined (up to inessential left diagonal or upper triangular factors) by α and the Stokes multipliers b j 1 . In the formulation of the general RH problem we keep the previous notation Ψ α (z) for its solution. Formulas (1.5) and (1.6) for the solution of equation (1.3) are still valid, although, of course, the function u α (s) for an arbitrary choice of the monodromy parameters b j might have poles on the real line.
The case of our special interest in this paper corresponds to the choice, 13) of the Stokes parameters b j . In Section 2 we treat the case s → +∞, which turns out to be the easier case. In Section 3 we deal with the more involved case s → −∞. The main technical issue is the necessity to construct an extra, in comparison with the +∞ case, parametrix with Bessel functions. It is well known (see e.g. [11] ) that the Painlevé XXXIV equation (1.3) can be in fact transformed to the Painlevé II equation. We discuss in detail some aspects of this transformation, relevant to our analysis, in the Appendix. In particular, we notice that the second Painlevé function which is associated with the special Painlevé XXXIV solution u α (s) we are studying here is not the familiar in random matrix [22] , [23] , [3] and string [21] theories Hastings-McLeod function. In addition, we show that, although the asymptotic behavior of u α (s) as s → +∞ can be extracted from the already known asymptotics of the second Painlevé transcendents, the asymptotic behavior of u α (s) as s → −∞ needs indeed a separate analysis.
In the Appendix we also discuss the question of the uniqueness of the solution u α (s). In fact, we show that there is a one-parameter family of solutions of equation (1.3) with the asymptotics (1.7). This family is characterizes by the choice, 14) of the monodromy data b j . At the same time, we conjecture that the asymptotic condition (1.8) fixes the solution uniquely. We present the arguments in support of this conjecture which are based on certain observations related to the asymptotic investigation of the general Painlevé XXXIV RH problem. We conclude the introduction by mentioning that the Painlevé XXXIV equation has also appeared in several other physical applications. In fact, in the already mentioned paper [21] it was the Painlevé XXXIV image of the Hastings-McLeod Painlevé II solution which showed up and not the solution itself.
2 Proof of Theorem 1.2: asymptotics as s → +∞
First transformation
It is then easy to see that A α satisfies a RH problem similar to that for Ψ α . In the following we often suppress the s-dependence of functions whenever they are understood.
Riemann-Hilbert problem for
(b) A α has the same jumps on Σ as that of Ψ α .
(d) A α has the same behavior near 0 as that of Ψ α .
From (1.6) and (2.1) it follows that
Let us put
which is the large parameter in the RH problem. Consider Figure 2 . Define Let Σ = Σ − 1, i.e., Σ is Σ translated to the left by one. Then 5) where the disjoint contours Σ j are oriented as in Figure 2 .
From (2.2) and (2.4) it follows that
We next introduce the g-function
By a straightforward computation
Then C α satisfies the following RH problem.
Note that the prefactor 1 0
−it/4 1 in the definition (2.9) of C α is needed for the asymptotic condition (c) in the RH problem. The prefactor does not affect the 12 entry and so does not influence the computation of u α via the formula (2.6).
Thus by (2.9)
In view of item (d) in the RH problem for C α (and the fact that det C α ≡ 1) we have that
Therefore the second term in the right-hand side of (2.10) vanishes as z → 0 and it follows by (2.6) that
2.4 Construction of parametrices
Away from the point −1 we expect that C α should be well approximated by the solution P (∞) α of the following RH problem.
It should be noted that P
does not depend on s. 12) where F α is analytic in C \ (−∞, −1]. Clearly then the jump is correct on (−1, 0). A straightforward computation shows that in order to have the correct jump also on (−∞, −1) we may take
where E is a constant prefactor and
Using the residue theorem and a contour deformation argument, it is also straightforward to see that
Hence,
In order to satisfy the asymptotic condition (c) of the RH problem we should take
from which it follows after straightforward calculations from (2.16) and (2.17) that
The global parametrix P (∞) α will not be a good approximation to C α near the point −1.
be a small open disc around −1 of radius < 1. We seek a local parametrix P (−1) α defined in U (−1) which satisfies the following.
, where v Cα denotes the jump matrix for C α (the contour having the same orientation as Σ).
(c) P
We seek P (−1) α in the form 19) where P (−1) α satisfies the following RH problem with constant jumps.
Riemann-Hilbert problem for P
A solution to this RH problem can be constructed in terms of Airy functions. The standard Airy parametrix is posed in an auxiliary ζ-plane and satisfies the following RH problem for a contour Σ as in Figure 1 .
The solution is built out of the functions
and takes the following form
in Ω 1 ,
(2.20)
Then we put
and Φ (Ai) α satisfies the following RH problem.
as ζ → ∞ with ±Im ζ > 0.
where E α is analytic in U (−1) . Then P (−1) α has the correct jumps. In order to satisfy the matching condition in the RH problem we take E α in the following way:
It is a straightforward computation to verify that E α extends as an analytic function in U (−1) . Combining (2.19), (2.22) , and (2.23), we see that
which completes the construction of the local parametrix P (−1) α .
Fourth transformation
Define now the final transformation
(2.24)
Since C α and P 
Riemann-Hilbert problem for
The subscripts ± in P (∞) are only relevant for the segment of the horizontal part of the contour to the left of 0.
2.6 Conclusion of the proof of (1.7)
The jump matrix satisfies
uniformly on the circle ∂U (−1) . In addition
. In a standard way (see e.g. [15] ) one shows that
Finally, we have by (2.24) and the fact that D α (z) and
so that in view of (2.11) and (2.18)
Inserting (2.28) with z = 0 into (2.29) and recalling that t = s 3/2 , we obtain (1.7).
Proof of Theorem 1.2: asymptotics as s → −∞
For the asymptotics as s → −∞ we also perform a sequence of transformations of the model RH problem Ψ α → A α → B α → C α → D α , but the transformations are different from the ones we performed for s → +∞. Thus A α , B α , C α and D α will now have a different meaning which hopefully does not lead to any confusion. We assume throughout this section that s < 0.
First transformation
Similar to (2.1), we introduce
The A α -RH problem reads as follows (the s-dependence is, as usual, suppressed).
Riemann-Hilbert problem for
(b) The jumps of A α on Σ are the same as those of Ψ α .
(d) A α has the same behavior near 0 as Ψ α has.
Here, the large positive parameter t is defined by the equation (cf. (2.3))
Using (1.6) together with (3.1) we can express u α in terms of A α as follows
An important difference comparing with the previous case is that a step analogous to the B α -step is skipped. That is, our next step will be the g-function "dressing". Put (cf.(2.7))
Note that, as before,
Then, B α satisfies the following RH problem.
(d) The behavior of B α (z) as z → 0 is the same as that of Ψ α (z).
We emphasize, that the contour Σ is now the same as in the original Ψ α -problem. From the transformation (3.6) it follows that
From part (d) in the RH problem satisfied by B α we can deduce that
as z → 0. It follows that we can forget about the second term in the right-hand side of (3.7) and we obtain from (3.3) and (3.7) that
In order to proceed further, we need to analyze the structure of the sign of Re g(z). The first observation is trivial:
Next, we notice that the function w = g(z) performs a conformal mapping of the upper half plane to the sector 0 < arg w < 3π/2. Under this mapping, the domain π 3
< arg(z − 1) < π becomes the left half plane Re w < 0, and the ray Σ 2 transforms to a simple smooth curve 
) which ends at −2i/3, lies entirely in the left half plane, and behaves for large z ∈ Σ 2 as Figure 4 . Similarly, the function w = g(z) performs a conformal mapping of the lower half plane to the sector −3π/2 < arg w < 0. Under this mapping, the domain
becomes the left half plane Re w < 0, and the ray Σ 4 is mapped to the mirror image of g(Σ 2 ) with respect to the real axis, see again Figure 4 . Therefore, there exists a constant c > 0 such that
(3.10)
We also notice that the function,
admits analytic continuation into the domains Ω u and Ω d indicated in Figure 5 . Indeed we have,
and
The indicated above characterization of the conformal mapping generated by the function g(z) yields the inequalities
The estimates (3.9) and (3.10) imply that the jump matrices on the rays (1, ∞), Σ 2 and Σ 4 and away of the end points are close to the identity matrix, while the estimates (3.14) and (3.15) suggest to "open the lenses" around the interval (0, 1).
Noticing that
we define the new function C α with the help of the following equations.
We use Σ u and Σ d to denote the curves which, in conjunction with the interval [0, 1], make the boundary of the lenses Ω u and Ω d , respectively. The curves Σ u and Σ d together with their orientation are indicated in Figure 5 . Let Σ C denote the contour Σ augmented by the arcs Σ u and Σ d . Then, C α satisfies the following RH problem.
When formulating the jump conditions across the lenses boundaries, i.e., on the curves Σ u and Σ d , we have replaced the function h(z) by the function g(z) according to the relations (3.12) and (3.13). The contours for the C α -RH problem are depicted in Figure 5 .
To express u α in terms of C α we can use the same formula (3.8) but with the understanding that z → 0 from outside the lens. Thus
3.4 Construction of parametrices
Away from the points 0 and 1 the jump matrices on (1, ∞), Σ 2 , Σ 4 , Σ u , and Σ d all tend to the identity matrix as t → +∞ at an exponential rate. Therefore, away from the points 0 and 1 we expect that C α should be well approximated by the solution P (∞) of the following RH problem with the only nontrivial jump across the ray (−∞, 1).
It should be noted that now P (∞) is clearly independent of both s and α. This Riemann-Hilbert problem is even simpler than the corresponding problem for the case of positive s, and its solution is obviously given by the formula (cf. (2.16))
Near the points 0 and 1 the parametrix P (∞) cannot be expected to represent the asymptotics of C α . Our next task is to construct the parametrix solutions near the points mentioned.
Local parametrix P (1)
We begin with the point z = 1. We will see that the form of parametrix at this point is very similar to the parametrix near the point z = −1 in the previous case of positive s.
Let U (1) be a small open disc around 1. We seek a parametrix P (1) defined in U (1) which satisfies the following RH problem.
(1)
Similar to the case of positive s, we use v Cα to denote the jump matrix in the RH problem for C α . Comparing this Riemann-Hilbert problem with the one for the function P (−1) α from the previous section, we see that the solution P
(1) can be given in terms of the matrix function Φ (Ai) α defined by equation (2.21 ) and evaluated at α = 0. Indeed, we propose the following form for the function P (1) (cf. (2.19), (2.22)) :
where Φ
α=0 . We note that the relevant left multiplier E(z) is chosen to be a scaling factor (−s) σ 3 /4 , and that this is exactly what the matrix function E α (z) from (2.23) reduces to if α = 0 and if we replace s(z + 1) by −s(z −1) as is appropriate in the present situation.
Defined by (3.20) , the function P (1) (z) has obviously the correct jumps. Moreover, when z belongs to the boundary of U (1) and −s is large, the function Φ 0 (−s(z − 1)) in the r.h.s. of (3.20) can be replaced by its asymptotics. Therefore, we have:
as t → ∞, uniformly for z ∈ ∂U (1) \ Σ C , which yields the matching condition needed. The parametrix in the neighborhood of the point z = 1 is then constructed. Note that it does not depend on α.
Local parametrix P
(0) α We are passing now to the analysis of the neighborhood of the point z = 0. Let U (0) be a small open disc around 0. We seek a parametrix P (0) α defined in U (0) which satisfies the following RH problem.
Riemann-Hilbert problem for
2×2 is continuous and analytic on
α has the same behavior near 0 as C α .
The contours and the jump matrices in the RH problem for P
α are depicted in Figure 6 .
Figure 6: Contours and jump matrices for the RH problem for P
α (magnified picture).
We take P
α in the form
and we see that P
α should satisfy a RH problem with jumps that are indicated in Figure 7 . The jump matrices for P (0) α are constant along the six different pieces. We now first construct the solution Φ (Bes) α of a model RH problem with the same constant jumps on six infinite rays in an auxiliary ζ-plane, and then we put where f is given by
and E α (z) is an analytic prefactor that will be chosen later. The function f (z) is analytic in U (0) . Moreover, f (z) = z+· · · and therefore it defines a conformal map in the neighborhood U (0) . After performing a slight contour deformation, we may and do assume that the six contours Σ 1 , Σ 2 , Σ 3 , Σ 4 , Σ u and Σ d are mapped by f into six rays. The exact relation between the functions f (z) and g(z) is given by the formula
We construct Φ (Bes) α by relating it to a model RH problem constructed by Vanlessen [24] and also used in [20] , whose solution we denote here by Φ (Bes) α .
2×2 is analytic, where Γ is the union of the eight half rays shown in Figure 8 , namely Γ = {ζ ∈ C | arg ζ ∈ {0, ±π/3, ±π/2, ±2π/3, π}}. . There is a different expression in each sector. Let it suffice here to mention the solution in the sector π/2 < arg ζ < 2π/3. We give it in a form that is different from the one in [24] , where the modified Bessel functions I α± 1 2 and K α± 1 2 are used. We state it here in terms of the usual Bessel functions J α± 
The asymptotics as ζ → ∞ in this sector is
πiσ 3 e 1 i i 1 is chosen so that we obtain the precise asymptotics as ζ → ∞ given in item (c) below. 
As noted before, we now put
where E α is still to be determined. Then, for fixed z ∈ ∂U (0) we have as t → ∞,
To match this with P (∞) (z) for z ∈ ∂U (0) we choose
which is indeed analytic in U (0) . This completes the construction of the local parametrix P 
Fourth transformation
In the final transformation we put
By construction, the only jumps that remain for D α are across the circles ∂U (1) and ∂U (0) and the parts of the arcs Σ u and Σ d and the rays [1, ∞), Σ 2 , and Σ 4 which lie outside of the neighborhoods U (1) and U (0) . We shall denote this remaining contour as Σ D ; it is depicted in Figure 9 . The Riemann-Hilbert problem for D α is set on this contour.
Riemann-Hilbert problem for
Due to the matching conditions of the Riemann-Hilbert problems for P (1) and P (0) , we have that
uniformly on the circles ∂U (1) and ∂U (0) . Simultaneously,
). Hence, as before,
, as t → +∞, (3.35) uniformly for z ∈ C \ Σ D .
3.7 Conclusion of the proof of (1.8)
The main remaining step in the proof of (1.8) is to express u α in terms of D α . The result of the calculations is contained in the next lemma.
Lemma 3.1 For every s < 0, we have 
as s → −∞, which is (1.8).
So it remains to prove Lemma 3.1.
Proof. Take z ∈ U (0) with Im z > 0 and outside of the lense. Then we have by (3.31), (3.22) , and (3.23), that
In the computation of the limit of z 12 as z → 0, the only term that will contribute is the one we get by taking the derivative of Φ (Bes) α (tf (z)). This easily follows from the fact that D α and E α are analytic at 0.
Since, by (3.30) and (3.19), we have
it then follows from (3.18) and (3.38) that
Putting ζ = tf (z) we get
Noting that f (0) = 0 and f ′ (0) = 0, we find
From the definition (3.28) of Φ (Bes) α we find that for Im ζ > 0,
and similar ones for the Hankel functions, it easily follows from (3.26) that
Combining (3.43) with (3.40), (3.41), (3.42) we get with θ = 4t/3 − πα,
which after straightforward calculation reduces to (3.36) . This completes the proof of the lemma. 
Then, the function u(s) defined by the formulae
satisfies the thirty fourth equation (1.3) with the parameter
(see [11] ; see also [2] and [15] ). The inverse transformation is given by the formulae
Moreover, the equations (see [2] , [19] ),
where w = e πi/2 2 −1/3 z 1/2 with Im w > 0, establish the relation between the solution Ψ α (z; s) of the general Painlevé XXXIV RH problem formulated in Section 1.3 and the solution Ψ F N ν (w; s) of the RH problem associated with the Painlevé II equation [9] with the parameter ν = 2α + 1/2. In (A.4), m F N (s) denotes the first matrix coefficient of the expansion Ψ
as w → ∞. We use here the Flaschka-Newell [9] form of the Painlevé II RH problem whose setting we will now remind (for details see [10, Chapter 5] ). The general Painlevé II RH problem involves three complex constants a 1 , a 2 , a 3 satisfying (cf. (1.11) ) π} for j = 1, . . . , 6, all chosen oriented towards infinity as in Figure 10 . The RH problem is the following. w 3 +sw)σ 3 as w → ∞.
where B is analytic. If ν ∈ + N 0 , then there exists a constant κ such that
where B is analytic.
Except for the special case,
when the solution of the RH problem is given in fact in terms of the Airy functions, the connection matrices E F N j are determined (up to inessential left diagonal or upper triangular factors) by ν and the Stokes multipliers a j . In the special case the solution is parametrized by the one non-trivial entry of the connection matrix E F N 1 . We refer to [10, Chapters 5 and 11] for more details on the setting and the analysis of the Painlevé II RH problem (see also our paper [15] , where we review these results in the notations we use here). Equation (A.4) implies the following relation between the Painlevé XXXIV and Painlevé II Stokes parameters ( [2] , [19] ; see also [15] ),
where we use the b j as in Section 1.3. Therefore, taking into account (1.13), we conclude that the second Painlevé function which is related to the special solution u α (s) of the thirty fourth Painlevé equation studied in this paper corresponds to the choice of the Stokes multipliers,
This is different from the choice, 
see also [3] . It follows from (A.11), however, that both solutions -the Hastings-McLeod solution and the one corresponding to u α (s), belong to the same one-parameter family of solutions of the Painlevé II equation which is characterizes by the following choice of the Stokes multipliers: 15) and the Stokes multiplier a 2 is a free parameter of the family. It is shown in [18] (see also [10, Chapter 11] ) that this family is exactly the classical family of the so called tronquée solutions, i.e., the solutions all of which exhibit the same behavior (A.13) at −∞. In fact, for every tronquée solution the behavior (A.13) can be extended to a full asymptotic series and it holds in the whole sector 2π/3 < arg s < 4π/3, 16) where all the coefficients c n are uniquely determined by the substitution into the Painlevé II equation (i.e., the series is the same for every solution from the family 3 ). , where Ψ(z) is the solution of the RH problem from [10, Chapter 11] . This in turn implies that the Flaschka-Newell monodromy parameters a j are related to the monodromy parameters s j from [10, Chapter 11] , via the equations, a 1 = is 1 , a 2 = −is 2 , and a 3 = is 3 .
3 We refer to [10, Chapter 11] for more on the asymptotic analysis of the tronquée solutions of the second Painlevé equation. In particular, the reader can find there an alternative parametrization (and its explicit relation to a 2 ) of the solutions via the coefficients of the oscillatory terms of the asymptotics on the boundary rays.
The above made observation suggests that one can obtain the asymptotic statement (1.7) of Theorem 1.2 directly from (A.16) using relation (A.2). Indeed, the first two terms of (A.16) read
Substituting this (differentiable !) asymptotics into (A.2) we indeed arrive at (1.7). The fact that the asymptotics (1.7) holds for a one-parameter family of the solutions of the Painlevé XXXIV equation (1.3) can also be deduced from the direct analysis of the Painlevé XXXIV RH problem. Denote the one-parameter family of solutions of Painlevé XXXIV corresponding to the RH data,
Note, that the cyclic relation (1.11) is valid identically for b 1 if b 2 and b 4 are as in (A.18). It is not difficult to see that exactly the same sequence of transformation as the one we used in Section 2 in the analysis of the RH problem in the case s → +∞ can be performed for any value of b. In the final D α RH problem the only difference is in the jump matrix v Dα on the segment of the horizontal part of the jump contour depicted in Figure 3 which is to the right of 0. That is, instead of
we now have,
In other words, the only difference in v Dα is in the exponentially small error. Hence the estimates (2.26) and (2.27) are valid for all b and lead to the same asymptotic behavior (1.7) of the solution u In fact, every solution from the family has the same asymptotic series representation, 19) with the coefficients d n uniquely determined by the substitution of the series into equation (1.3) (see [15] for the explicit recurrence relation for d n ).
The asymptotic behavior (A.14) of the Hastings-McLeod solution at +∞ is also shared by another one-parameter family of tronquée solutions. The corresponding RH parametrization is (see [13] ; see also [10, Chapter 11] ), a 2 = 0, a 1 + a 3 = −2i sin νπ.
(A.20)
The Painlevé II function which corresponds to the thirty fourth Painlevé function u α (s) obviously does not belong to this family and hence does not behave as (A.14) when s → +∞. However, the leading term of its behavior as s → +∞ is known ( [17] ; see also [10, Chapter 10] ). Unfortunately, the leading term is not enough to derive the corresponding asymptotics as s → −∞ of the Painlevé XXXIV function u α (s). Indeed, the leading asymptotics of q(s) as s → +∞ is of the form 23) and the transformation (3.17) is modified accordingly. It leads us to the following RH problem for the matrix function C α (z).
The contour for this RH problem is the same as before, i.e., the one depicted in Figure 5 . We can at once make two important observations. Firstly, the neighborhood of the point z = 0 will contribute to the asymptotic analysis (as, in fact, it has in the case b = 1) and hence we should expect a change in the asymptotics (1.8) and appearance in it of an explicit dependence of the parameter b. Secondly, the inequality b = 1 yields serious alterations in the constructions of the parametrices P (∞) and P
α . The RH problem for the global parametrix P (∞) now reads.
This RH problem still can be solved explicitly. In fact, it is now similar to the global parametrix from Section 2. The solution is given by the equation,
where
and the branches of the arguments are fixed by the inequalities,
The construction of the local parametrix P It is shown in [5] that the RH problem for Φ
supplemented by the proper representation at ζ = 0 (inherited from (1.9) and (1.10)) and the asymptotic condition,
is uniquely solvable; moreover, it admits an explicit solution in terms of the confluent hypergeometric functions ψ(a, c; ζ) with the parameters, a = α + β, c = 1 + 2α. is described by the following formulae. Define on the complex plane, cut along the negative imaginary axis, the matrix function, We use I-VIII to denote the eight sectors as in Figure 11 . The function Φ where the change-of-variable function f (z) is exactly the same as before, i.e., as in the case b = 1, while the holomorphic at z = 0 matrix valued function E α,β (z) is defined by the formula which is slightly more complicated than the previous equations (3.30). Indeed, this time we have, where B is again analytic at ζ = 0. The right matrix multipliers Q in (A.36) and (A.37) are piecewise constant matrix functions; in fact, they are constant in the eight sectors I-VIII. The matrices Q can be written down explicitly using either the general algebraic properties of the Riemann-Hilbert problem, or the explicit formulae (A.27) -(A.28) for the function Φ
The asymptotic analysis of the general tronquée solution which we just performed makes a strong case in favor of the fact that the solution u α (s) is characterized uniquely by the asymptotic conditions of Theorem 1.2. Indeed, using the transformation formula (A.3), we conclude that every tronquée solution of Painlevé XXXIV, i.e., one behaving at s → +∞ as (1.7), maps to a tronquée solution of Painlevé II. This means that the Painlevé II Stokes multipliers must be as in (A.15), because otherwise the asymptotics is oscillatory for s → −∞ and elliptic in the sectors 2π/3 < arg s < π and π < arg s < 4π/3 (see [17] and [12] ). This in turns means that the asymptotic condition (1.7) selects the tronquée family (A.18) of solutions. As we have already shown, for the positive b, in fact for all b such that | arg b| < π it must be exactly b = 1 in order for the solution to behave at −∞ as it is indicated in (1.8). It is natural to expect that in the case b < 0 the "minus infinity" asymptotics of the solution is different from (1.8).
As it was mentioned in the introduction, we actually conjecture that the asymptotics (1. 
