In this paper, we present an effective scheme for image denoising based on total variation regularization. The proposed scheme allows to efficiently remove Poisson noise as well as Gaussian noise simultaneously, with the help of a new kind of a data-fidelity term, that is suitable for mixed Gaussian-Poisson noise. The results show that the algorithm corresponding to our scheme outperforms the existed methods for mixed Poisson-Gaussion noise removal.
Introduction
This paper deals with the image reconstruction problem. We are given a picture, i.e. a matrix of pixels, which has been corrupted by some random noise, and our task is to compute an approximation of what the original picture was. A wide range of image acquisition devices are subject to noise, therefore this problem have many applications, e.g. in medical imagery, astronomy, microscopy, or even usual digital cameras. The distribution of the random noise is usually known in advance, since it can be deduced from the physical process of image acquisition. However, this distribution generally has some parameters which cannot be computed a priori, and therefore have to be estimated by the image reconstruction algorithm itself.
Two types of noise are commonly found in image acquisition applications: Gaussian noise and Poisson noise. A large body of litterature is devoted to the denoising problem for both types: see [1] and its references of the Poisson case, and [4, 18] for the Gaussian case. In [14] , the authors propose to model the noise with a mixture of Gaussian and Poisson distributions. The Gaussian part accounts for signal-independent sources of noise, such as thermal and electronic noise, while the Poisson part accounts for the uncertainty intrisic to the photon-counting process used in detectors. Various approaches have been investigated to denoise pictures with Gaussian-Poisson noise [7, 8, 11] .
In our setup, we only have one observation, i.e. one realization of the random variable "original picture + noise". Therefore we have to use some a priori knowledge about the original picture to be able to reconstruct it. The well-known ROF model [13] is a common approach to do so: it prescribes that the reconstructed image u * is computed from the observed image f by the following formula:
The definition of the |∇ · | operator is given later, cf. Equation (3) . The second term is a data fidelity term, which ensures that the reconstructed image should be close enough to the observed image. The first term is a smoothness term, which ensures that the reconstructed picture is not noisy. This is where the a priori knowledge lies: we assume that the original picture was smooth enough, in the sense that its total variation was low. Finally, λ is a parameter allowing to scale the relative importance of these two requirements. Using Euler-Lagrange equations, we can rewrite Equation (1) into a workable form that may be numerically solved using gradient descent or other techniques.
In [9] , Equation (1) was adapted to Poisson noise instead of Gaussian noise. The proposed method is to compute:
where β is a parameter giving the relative weight of the two constraints, similarly to λ. However, the numerical algorithm proposed in [9] to compute a solution to this equation has drawbacks; most notably, the intermediate solutions obtained during the execution of the algorithm may contain pixels with negative values. This causes problems with the log function when evaluating (2) , and the algorithm may end up with a sub-optimal result.
This concern was addressed in [17] , in which the authors give a new numerical algorithm which avoids this problem.
More recent work [3, 10] shows that Equations (1) and (2) can be combined to de-noise an image corrupted by a mixture of Gaussian and Poisson noise. However, similar problems of negative values arise in the proposed numerical algorithms. In this paper, we use the ideas from [17] , to design a new numerical scheme that overcomes these problems in the mixed Gaussian-Poisson case. We show that our scheme only yields positive values for each pixel in each intermediate picture it computes, thus avoiding the aforementioned problems. We also determine a bound on the rate of convergence of our algorithm. Then we provide experimental results, comparing our to the ones from [9, 13, 15, 17] , which are based on the ROF model, as well as BM3D [5] and PES-TV [16] , which are general denoising techniques not centered on Gaussian-Poisson noise. We use standard metrics for performance evaluation: Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [2] .
Other techniques have been investigated to denoise images in the Gaussian-Poisson case. The PURE-LET approach [12] uses statistical analysis on the noise model (PURE stands for Poisson Unbiased Risk Estimator, which can be modified to work on a Gaussian-Poisson mixed distribution [11] ) to estimate the noise. The denoising process is then parametrized lineraly, using Linear Expansion of Thresolds (LET), so that the optimal parameters are simply computed by solving a system of linear equations.
Another technique uses maximum a priori (MAP) formulation of the denoising problem, and statistical analysis of the noise distribution to give a Total Variation formulation [8] . The initial reasonning behind this approach is similar to ours; however, both the formulation and the algorithm scheme of [8] are more complex than ours. They get possibly better results, at the cost of trickier implementation.
In [7] , the authors deal with a slightly different case, where we have many acquisitions of the same picture (in other terms, several realizations of the random variable "picture + noise"). Their assumptions are that the original picture is fixed, while the noises are independent between realizations. They use an Expectation-Maximization approach to solve the problem.
Preliminaries
In all what follows, f denotes the observed picture. We assume that f is positive everywhere it is defined, and bounded. Moreover, we suppose that the total variation of f is also bounded. The adaptation of the ROF model to remove Poisson noise from image, introduced in [9] , prescribes to compute the reconstructed image u * as follows:
where f is the observed image and β is a parameter to be estimated. An efficient numerical approach to solve this minimization problem is given in [17] : start with u (0) = f , the observed image, and compute successive values of u (n) with the following formula:
where τ ∈ (0; 1) is the time-step parameter of the gradient descent, while β > 0 is a parameter weighting the relative importance of data fidelity and smoothness requirements. Keep computing u (n) for successive values of n , until the point where the difference u
The pictures that we are handling are discrete, i.e. matrices of pixels rather than functions from R 2 to R. Therefore we have to choose a discretization scheme for numerical computations. If u is a picture, we write u j,k for the pixel at coordinates (j, k) in u. We define the following quantities:
where ε is a small positive quantity, added for considerations of numerical stability. The * (1) and * (2) operators can be stacked, as follows:
Finally, if u is a picture, the operator div
is the picture defined by:
by analogy with the continuous case.
As suggested in [3, 10] , we can combine models (1) and (2) into a single one, aiming at removing a mixture of Gaussian and Poisson noise:
where f is the observed image, while λ and β are parameters which give the relative weight of Gaussian and Poisson noise (those parameters will have to be determined experimentally). One drawback of this model is that the variance of Poisson and Gaussian noise are assumed to be the same.
If we try to use a similar reasonning to [17] in order to derive a numerical approach solving (4), then we run into problems. Indeed, it is impossible to guarantee that u will always remain positive; we need the positivity since we have to compute log u to evaluate (4). We propose another numerical scheme to solve (4), which avoids these problems.
Modified numerical scheme
We want to solve (4) by gradient descent. We have:
where f is the observed image, and λ, β are parameters. Based on the ideas in [17] , we propose the following numerical scheme to implement the gradient descent:
where f is the observed image, σ is an estimation of the variance of the noise (determined by the method of Immerker described in [6] ), while τ is the time-step parameter (which lies in (0, 1) ) and λ, β are positive parameters such that λ + β = 1. They determine the relative importance of Gaussian and Poisson noise compensation in our scheme. We will determine the values of those parameters in the experimentation phase.
Let us group the similar terms to rewrite Equation (5) as:
where a n = 1 + τ λ
The solution is given by
We have claimed that, by contrast with previously published schemes, our approach never runs into a negative value for any pixel. The following calculation shows this.
Theorem 1 if u
(n) is positive everywhere, then the value of u (n+1) given by Equation (6) is also positive everywhere.
Proof
Recall that f is assumed to be positive and that the parameters τ, λ and β are all positive. Therefore by definition a n is positive, while c n is negative. It remains to prove that if b n is positive, then
Since −4a n c n is positive, we can use the bound x < √ x 2 + ε = √ (−x) 2 + ε, which is valid for each positive x and ε. □
The next theorem shows the theoretical rate of convergence for our numerical approach.
Theorem 2 If f has bounded total variation and f
where s = a n −1 and r = t/(1 − s), with t = sτ (
Proof By definition of a n and c n , the hypothesis on f implies that −4a n c n > 1; moreover, −b n > 0 . We can use the bound √ x 2 + y ≤ x + y to rewrite Equation (6) into:
Plug in the definitions of a n , b n , c n to get
By definition of s and t , this rewrites into u (n+1) ≤ su (n) + t. A simple recurrence shows that the general term
Here follows the algorithm. The given values for the parameters λ and β were determined exprimentally by trial and error; λ = 0.9 and β = 0.1 gave the best results. Those two values are actually one parameter because we have λ + β = 1. Parameters τ (the time step in gradient descent) and ε should be adjusted to the problem at hand, depending on the size of the picture and the scale of the pixel values (do they range from 0 to 100 or from 0 to 10000?). Here we give τ = 0.1 and ε = 1 , the values that we used for the experiments described hereafter: pictures of size 256 × 256 , pixel values ranging from 0 to 255 included.
Algorithm 1: Modified numerical scheme for mixed Poisson-Gaussian denoising
• Input: f the observed picture • Initialization: λ = 0.9, β = 0.1, ε = 1 , τ = 0.1 , and n iter the desired number of iterations
-Compute u (n) by using Equation (6) • End for
Experiments
In this section, we will compare the mixed Poisson-Gaussian results of the algorithm corresponding to our scheme with other relative methods, like ROF model [13] , Modified ROF (M-ROF) [9] , Modified Scheme for
Poisson-modified total variation model (MS-ROF) [17] and Modified scheme for Mixed Poisson-Gaussian model (MPGS) [15] .
To compare the efficiency of algorithms, we use the Peak Signal-to-Noise Ratio (PSNR) [2] . It is defined as:
where u, u * are the original image, the reconstructed or noisy image accordingly, I max is the maximum intensity of the original image, M and N are the number of image pixels in rows and columns.
The original image was standard images (Figure 1 ) [19] . All experiments were implemented in Matlab, We introduced Poisson noise with a peak intensity I max and then a Gaussian noise with a standard deviation σ . We set ε= 1, time step τ = 0.1 for all test images. For ROF, parameter λ varies 0.8; and for M-ROF parameter β varies 0.25 (see in [17] ). For MPGS, parameter β varies 0.2 , parameter λ varies 0.8 (see in [15] ). For our algorithm, we set parameter β = 0.1 , parameter λ = 0.9. Note that the iterative stopping criterion is set to get the best P SN R results.
First noisy observation is generated by introducing the Poisson noise with I max = 120 and the Gaussian white noise for standard deviation σ = 10 into Lena image (see Figure 2) . Results of P SN R , number of iterations and computational time are shown in Table 1 . Second noisy observation is generated by introducing the Poisson noise with I max = 60 and the Gaussian white noise for standard deviation σ = 10 into Cameraman image (see Figure 3) . Results of P SN R , number of iterations and computational time are shown in Table 2 .
Note that all the P SN R results (in dB) reported in experiments have been averaged over 10 noise realizations. Finally, we compare results of methods when noisy observations are generated by introducing the Poisson noise with I max = 120, 60, 30, 10 and the Gaussian white noise with standard deviation σ = I max /10 into test images. The P SN R results are shown in Table 3 . In Table 4 , the iteration count of methods for getting P SN R results in Table 3 is shown (It is important to note that the results in Table 4 Gaussian white noise for standard deviation σ = 12 into Lena image. As shown in Figure 4 , The the decreasing rate of PSNR for the proposed algorithm is less than that of the other methods. But the denoising process of other methods has started at early steps: for ROF, N iter = 141 ; for M-ROF, N iter = 150 ; for MS-ROF, N iter = 146 ; for MPGS, N iter = 152. These steps are the optimal number of iterations for the methods (see Table 4 ). However, at these steps, the noise is not completely removed by the proposed algorithm. Obviously, as shown in Figure ( 4 the higher PSNR results can be obtained by using the proposed algorithm with the same CPU time (see Tables 1 and 2 ). lead to a relatively mixed Poisson-Gaussion noise removal with a good result. The comparison of the results achieved by the proposed algorithm with the other methods has shown that the proposed algorithm perceptibly improves the quality of the denoised images with mixed Poisson-Gaussion noise quantitatively. Moreover, it has been shown that proposed scheme has computational time as well as other methods.
Pros: -Easy to implement -Compromise between performance and quality Cons: -Assumes same variance for Gauss and Poisson -Parameters need to be estimated
