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Samenvatting
Mensen die in verstedelijkte gebieden wonen, worden vaak gehinderd door lawaai
in hun dagelijks leven. De toename van mechanische geluiden in de stedelijke om-
geving in de twintigste eeuw stimuleerde het onderzoek naar de negatieve effecten
van dit geluid op gezondheid en welzijn. Dit onderzoek bracht de regelgevende
instanties ertoe om beleid en wetgeving voor te stellen voor de reductie van deze
negatieve effecten. Deze aanpak bleek echter niet zeer effectief en op vele plaat-
sen blijft lawaai een probleem. Daarom ontstond in de jaren negentig een andere
aanpak die de stedelijke geluidsomgeving in zijn geheel beschouwd, inclusief de
geluiden die bijdragen tot de aangenaamheid, de eigenheid en het ontspannend ka-
rakter van de omgeving. Deze aanpak werd de soundscape aanpak genoemd en
legde de nadruk niet enkel op fysische geluidsniveaus, maar ook op hun perceptie
en de wijze waarop deze geluiden genterpreteerd worden door de burgers en de
samenleving als geheel.
Soundscape onderzoek heeft aangetoond dat het vooral de afzonderlijke gelui-
den zijn die mensen horen, die bijdragen tot de algemene kwaliteitsperceptie van
de geluidsomgeving. Detecteren en opmerken van geluiden hangt nauw samen met
aandacht. Modellen en psycho-akoestische metrieken die vandaag gebruikt wor-
den in soundscape onderzoek zijn gerelateerd aan perceptie, maar ze houden niet
expliciet rekening met de werking van het aandachtsysteem. Door te focusseren
op die elementen van de stedelijke geluidsomgeving waar mensen effectief aan-
dacht aan spenderen zou het mogelijk zijn om de grote hoeveelheden data die uit
soundscape onderzoek volgen te condenseren en zouden onderzoekers en ontwer-
pers zich kunnen concentreren op de delen van de geluidsomgeving die relevant
zijn voor perceptie.
Dit werk beoogt de invloed van aandacht op de perceptie van de geluidsomge-
ving te ontrafelen en rekenmodellen op te stellen voor een analyse van geluidsom-
gevingen gebaseerd op deze kennis. Het opstellen van de modellen voor auditieve
opvallendheid – de trigger voor aandacht van een geluid – is geinspireerd door
zowel fysiologische kennis verzameld via neurowetenschappelijke experimenten
als door psycho-akoestische kennis. In dit proefschrift was de onderzochte stede-
lijke geluidsomgeving een stedelijk park: een openbare ruimte die voor iedereen
toegankelijk is en die vaak als een herstellende plek wordt beschouwd. Er worden
echter ook voorbeelden van andere omgevingsgeluiden die relevant zijn voor het
soundscape-onderzoek onderzocht met het ontwikkelde model.
Om de ruimtelijke en temporele variatie van de geluidsomgeving weer te ge-
ven, wordt een methodologie voorgesteld voor het vastleggen van het geluid met
xbehulp van mobiele metingen met combinatie van GPS en een zelf-ontwikkelde
geluidsmeter. Deze methodologie werd uitgetest in een studie van acht stadspar-
ken in Antwerpen waarbij zowel de mobiele geluidsmetingen als bevraging van
voorbijgangers werd uitgevoerd. De op deze manier in kaart gebrachte fysische en
psycho-akoestische kenmerken van de geluidsomgeving konden gerelateerd wor-
den aan de door bezoekers waargenomen kwaliteit van de geluidsomgeving. Op
dezelfde geluidsmetingen werd eveneens machinaal luisteren toegepast via een
model, ontwikkeld door Michiel Boes, dat een meerlagen recursief neuraal net-
werk gebruikt om de dynamiek van het menselijk gehoor de simuleren (aandacht,
vergeten, inhibitie, enz.). Dit model maakt echter gebruik van een vereenvou-
digde inschatting van de opvallendheid van geluiden die gebaseerd is op de output
van de huidige generatie van geluidsniveaumeters en een equivalentie met visuele
opvallendheid. Desondanks kon aangetoond worden dat de door het machinaal-
luisteren-model ingeschatte hoorbare geluiden een betere predictie gaven van de
kwaliteit van de geluidsomgeving zoals beoordeeld door mensen dan de klassieke
akoestische en psycho-akoestische indicatoren.
Op basis van deze eerste analyse kan gesteld worden dat het zinvol is om de
geluidskenmerken die de aandacht trekken nauwkeuriger te analyseren. Het is aan-
nemelijk dat geluiden waarop het menselijk auditief systeem specifiek is afgesteld
ook het gemakkelijkst de aandacht trekken. Verschillende literatuurbronnen on-
derlijnen de selectiviteit en het afstemmen van de menselijke auditieve cortex op
specifieke spectrotemporale modulaties, d.w.z. dynamische rimpelingen die over-
eenkomen met gelijktijdige modulatie in tijd- en frequentiedomein. Vanwege hun
nauwe band met de fysiologische reactie, werd ervoor gekozen om spectrotempo-
rele modulatiekenmerken te gebruiken in het model voor opvallendheid van een
geluid. Om de relevantie van de spectrotemporele kenmerken te testen, wordt de
respons op eenvoudige geluiden (autohonk en muziek) en hun tegenhangers met
hetzelfde amplitudespectrum maar gerandomiseerde fase getest. De vergelijking
met andere feature-extractoren toont aan dat de spectrotemporele functies discri-
minerend zijn tussen de originele en de aangepaste versie van het geluid, net zoals
een mens dit onderscheid gemakkelijk kan maken.
Omdat omgevingsgeluiden vaak van korte duur zijn, is bij de analyse van om-
gevingsgeluid de overgangsrespons van het model zeer belangrijk. Daarom werd
een biofysisch genspireerd computationeel model voor auditieve opvallendheid
ontwikkeld dat gebruik maakt van de onderzochte spectrotemporele modulatie-
functies. Het model is opgesplits in twee delen: de auditieve periferie en de cen-
trale verwerking. Voor de periferie wordt een ultramodern oormodel van Sarah
Verhulst gebruikt. Door de gedetailleerde implementatie van de oor-dynamiek, is
dit oormodel echter te traag om dit toe te passen op uitgebreide datasets van omge-
vingsgeluid of in meettoestellen die het geluid in rele tijd analyseren. Om dit pro-
bleem te ondervangen, is een snel alternatief gecreerd, dat Gammatone-filterbank
en een demodulatie op basis van kwadrateren en filteren gebruikt. Het deelmodel
dat de centrale verwerking simuleert omvat een simulatie van de auditieve cortex,
die het modulatie-gehalte evalueert en een excitatie-inhibitiemodel dat reageert op
veranderingen in de tijd van de modulatie-inhoud van het geluid. Ten opzichte
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van vroegere modellen uit de literatuur brengt het voorgestelde model overgangs-
respons beter in kaart door een combinatie van resonatoren en tijdsvertragingen
te gebruiken voor de implementatie van de gevoeligheid voor spectrotemporele
modulaties.
Verschillende stimuli werden gebruikt om de respons van dit-model te ana-
lyseren. De subtiele overgang van een zuivere toon naar een gemoduleerde or
ruwe toon kan door een mens gemakkelijk gedetecteerd worden. Er werd aange-
toond dat model voor auditieve opvallendheid eveneens op dergelijke overgangen
reageert. Maskeren kon zoals verwacht enkel vastgesteld worden wanneer het ge-
avanceerde oormodel wordt gebruikt. Voor het elektrofysiologisch meten van de
respons van het gehoor op afwijkende geluiden (mismatch negativity) worden in
het gehooronderzoek sequenties van tonen met een sporadisch afwijkende frequen-
tie gebruikt. Het model reageert op een vergelijkbare manier op deze sequenties
als het menselijk gehoor. Tot slot werd ook een omgevingsgeluid dat specifiek
ontworpen is om op te vallen: een sirene van een hulpverleningsvoertuig, ingebed
in achtergrondverkeersgeluiden, onderzocht. De resultaten tonen aan dat het mo-
del correct voorspelt dat de toename van het niveau door toevoegen van de sirene
opvallender is dan een vergelijkbare toename van het niveau van de verkeersgelui-
den.
Een aantal toepassingen van het model voor auditieve opvallendheid werden
binnen dit doctoraatsonderzoek gexploreerd. De huidige wetgeving voor indu-
strielawaai includeert een dosisstraf voor de zeer irritante geluiden. Er zijn ech-
ter geen duidelijke richtlijnen voor het identificeren van deze geluiden. Daarom
werd het antwoord op impulsieve geluiden en snelle toenames in amplitude van
verschillende modellen die van toepassing zijn op soundscape-onderzoek getest.
Het is aangetoond dat het model voor auditieve opvallendheid de aanwezigheid
van storend impulsgeluid en geluid met korte stijgtijd binnen een context van ver-
keersgeluid kan voorspellen. Dit resultaat bepleit de toepassing van het gecreerde
model als een beoordelingsmethode voor de nieuwe geluidsvoorschriften. Een
andere toepassing van het model is het interpreteren van de resultaten van een
luister-experiment, waarbij de deelnemers de aangenaamheid van de opgenomen
geluidswandelingen evalueerden. De gegevens werden geanalyseerd met behulp
van de Granger-causaliteitsanalyse met twee predictoren: geluidsamplitude en be-
rekende opvallendheid en de verandering in de beoordeling van de aangenaamheid
als afhankelijke variabele. De bevindingen suggereren dat de opvallendheid van
een geluid een betere voorspeller is voor de verandering in de beoordeling van de
aangenaamheid dan de geluidsamplitude. Om het belang van deze auditieve opval-
lendheid binnen een audiovisuele context verder te beoordelen, werd een vergelij-
king tussen het experiment met en zonder video uitgevoerd. Er wordt aangetoond
dat de auditieve opvallendheid een nog betere voorspeller wordt voor de veran-
dering in beoordeling van de aangenaamheid wanneer de visuele stimulus uit de
experimentele setting wordt verwijderd.
Hoewel de opvallendheid van geluiden een belangrijk en soms een dominant
component van aandacht is, speelt vrijwillige aandacht eveneens een belangrijke
rol bij het opmerken van de specifieke geluidsgebeurtenissen. De component van
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de vrijwillige aandacht is gerelateerd aan de betekenis en overtuiging die de men-
sen toekennen aan een geluidsomgeving. Deze naar buiten gerichte aandacht werd
onderzocht in het derde deel van het proefschrift. De perceptuele dataset van de
parken in Antwerpen werd gevalueerd op basis van de betekenis die de mensen
toekennen aan rust. Volgens de methodologie die werd voorgesteld door Pauline
Delaitre en Catherine Lavandier, werden de bezoekers van de parken toegewezen
aan een van de rustgezichtspuntgroepen op basis van hun antwoorden op een vra-
genlijsten. Met behulp van een variantieanalyse werd de relatie tussen het behoren
tot een gezichtspuntgroepen vergeleken het gerapporteerde horen van bepaalde ty-
pes van geluidsbronnen. De resultaten laten zien dat de bezoekers geluiden buiten
hun visie op wat rustgevend geluid is vaker opmerken: de deelnemers die tot de
groep behoorden die de rust associeerde met natuurlijke geluidsbronnen, bleken
meer mechanische geluiden te horen. Verder beoordelen dezelfde bezoekers de al-
gehele kwaliteit van de geluidsomgeving als minder aangenaam dan de bezoekers
die behoren tot de groep met een andere visie op wat een rustgevende omgeving
is.
Summary
People who live in urban areas are often bothered by noise in their daily lives. The
increase of mechanical noise in the urban environment in the twentieth century
stimulated research into the negative effects of noise on health and well-being. The
investigation led the regulatory authorities to propose policies and legislation for
the reduction of these negative effects. However, this approach has not been very
effective and noise remains a problem in many places. That is why, in the nineties,
a different approach emerged that considered the urban sound environment as a
whole, including the sounds that contribute to the pleasantness, individuality and
the relaxing character of the environment. This concept was called soundscape
and it emphasized not only the physical sound levels, but also their perception and
the way in which these sounds are interpreted by the citizens and the society as a
whole.
Soundscape research has shown that it is mainly the individual sounds that peo-
ple notice which contribute to the perception of the overall quality of the sound en-
vironment. Noticeability of the sounds is closely related to attention which can be
divided into two parts: bottom-up (inward-oriented, involuntary) attention based
on the physical characteristics of the sound, and top-down (outward-oriented, vol-
untary) attention formed by the higher cognitive processes. Although models and
psychoacoustic metrics that are used today in soundscape research are related to
perception, they do not explicitly take the attention system into account.
This work aims to unravel the influence of attention on the perception of the
sound environment and to present calculation models for the analysis of sonic
environments based on this knowledge. The thesis is structured in three parts:
mobile measurements and assessment of urban soundscape using the computa-
tional machine listening model, modeling of bottom-up auditory attention from
the spectrotemporal modulation features, and investigation of the higher cognitive
processes on the attended sounds. The creation of the models for bottom-up audi-
tory attention, i.e. auditory saliency—a metric that describes how much a sound
stands out of its environment—is inspired by both physiological knowledge from
the previous experimental studies in neuroscience, and psychoacoustical knowl-
edge.
In this thesis, the studied urban sound environment was an urban park: a pub-
lic space that is accessible to everyone and which is often regarded as a restorative
place. To represent the spatial and the temporal variation of the sonic environment,
a methodology is proposed for recording the sound using mobile measurements
with a combination of GPS and a self-developed sound meter. This methodology
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was tested in a study of eight city parks in Antwerp where both the mobile noise
measurements and the questioning of the visitors were carried out. It is shown
that the mapped physical and psychoacoustical characteristics of the sound envi-
ronment could be related to the quality of the sound environment perceived by the
visitors. On the same sound measurements, machine listening was also applied
using a model, developed by Michiel Boes, which used a multi-layered recursive
neural network to simulate the dynamics of human hearing (attention, forgetting,
inhibition, etc.). However, this model makes use of a simplified estimate of the
saliency of the sound based on the output of the current generation of sound level
meters and an equivalence with visual saliency. Nevertheless, it can be shown that
the audible sounds estimated by the machine listening model give a better predic-
tion of the quality of the sound environment as assessed by the people, than the
classical acoustical and psychoacoustical indicators.
Based on this analysis, it can be stated that it makes sense to analyze the sound
features that attract attention more accurately. It is plausible that the sounds, to
which the human auditory system is specifically tuned to, are also the ones that at-
tract attention. Several literature sources underline the selectivity and tuning of the
human auditory cortex to specific spectrotemporal modulations, i.e. dynamic rip-
ples corresponding to the simultaneous modulation in time and frequency domain.
Because of their close relation to the physiological reaction, it was decided to use
the spectrotemporal modulation features in the computational model for auditory
saliency. To test the relevance of these features, the response to simple sounds
(car honk and music) and their counterparts with the same amplitude spectrum but
scrambled phase is tested. The comparison with other feature extractors shows
that the spectrotemporal features are discriminating between the original and the
adapted version of the sound, just as a person can easily make this distinction.
Because environmental sounds are often short, the transient response of the
model is very important in the analysis of environmental sound. Therefore, a
physiologically-inspired computational model for auditory saliency that uses the
investigated spectrotemporal modulation features was developed. The model is
divided into two parts: auditory periphery and a central processing stage. A state-
of-the-art ear model by Sarah Verhulst is used for the periphery. However, due to
the detailed implementation of the ear dynamics, this model is too slow to apply
on the large datasets of environmental noise. To overcome this problem, a fast
alternative was created which uses a Gammatone filter bank and a demodulation
based on squaring and filtering. The stage of the saliency model that simulates the
central processing comprises a simulation of the auditory cortex, which evaluates
the modulation content, and an excitation-inhibition model that responds to the
changes in time of the modulation content of the sound. Compared to the earlier
models reported in the literature, the proposed model maps the transient response
better by using a combination of damped resonators and time delays as well as the
inhibition for the implementation of sensitivity to spectrotemporal modulations.
Different stimuli were used to analyze the response of the created model. The
subtle transition from a pure tone to a modulated or a rough tone can easily be
detected by a human being. It is shown that the model for auditory saliency also
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reacts to such transitions. Masking could only be determined when the advanced
ear periphery is used. For the electrophysiological measurement of the response
of hearing the deviant sounds for humans, i.e. mismatch negativity, sequences of
tones with a sporadically deviating frequency are used. The model responds to
these sequences in a way similar to the human hearing. Finally, an environmental
noise specifically designed to stand out of its background was also examined: a
siren from an emergency vehicle embedded in a background traffic noise. The
results show that the model correctly predicts that the increase in the level when
adding an emergency siren is more salient than a comparable increase in the level
when adding a traffic noise.
A number of applications of the computational model for auditory saliency
were explored within this doctoral research. The current industrial noise legisla-
tion includes a dose penalty for the very annoying sounds. However, there are no
clear guidelines for identifying these sounds. Therefore, the response to impulsive
sounds and rapid increases in amplitude was tested using several models applicable
to soundscape research. It was shown that the model for auditory saliency can pre-
dict the presence of the annoying impulse noise and the noise with short rise times
within a context of traffic noise. This result advocates the application of the created
model as an assessment method for new noise regulations. Another application of
the model is the interpretation of a listening experiment, in which the participants
evaluated the pleasantness of the recorded soundwalks. The data were analyzed
for the causality prediction using Granger causality methodology between three
metrics: sound amplitude, calculated saliency and the change in pleasantness rat-
ing. The findings suggest that the saliency of a sound is a better predictor for the
change in the assessment of the pleasantness than the sound amplitude. To further
assess the importance of this auditory saliency within an audiovisual context, a
comparison between experiments with and without the video was performed. It is
shown that the auditory saliency becomes an even better predictor for the change
in the assessment of the pleasantness when visual stimulus is removed from the
experimental setting.
Although auditory saliency is an important and sometimes dominant compo-
nent of attention, voluntary attention also plays an important role in noticing the
specific sound events. The component of the voluntary attention is related to the
meaning and belief that the people assign to a sound environment. This outward-
oriented attention was investigated in the third part of the thesis. The perceptual
dataset from the Antwerp parks was evaluated based on the meaning that the peo-
ple assign to tranquility. According to the methodology proposed by Pauline De-
laitre and Catherine Lavandier, visitors of the parks were assigned to one of the
three tranquility viewpoint groups (natural sound sources, social relationships, si-
lence) based on their responses to a questionnaire. Using an analysis of variance,
the relationship between belonging to a tranquility viewpoint group was compared
to the reported hearing of the sounds from the three categories: human, natural and
mechanical. The results show that the visitors notice the sounds outside their tran-
quility viewpoint group more often: the participants who belonged to the group
who associated the tranquility with natural sound sources reported to have heard
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more mechanical sounds. Furthermore, the same visitors rate the overall quality
of the sound environment as less pleasant in comparison to the visitors belonging
to the group with a different viewpoint on tranquility.
The models and methodologies for investigation of the noticeability of sound
events presented in this thesis could serve as a tool for investigating urban sound-
scape. By focusing on the elements of the urban sound environment that people
pay attention to, it would be possible to condense the large amounts of data from
soundscape studies and researchers and designers could concentrate on the sounds
and their sources which are relevant for improving the perceived quality of the
sonic environment.
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Introduction
World enveloped in noise
In a today’s world, people experience the overwhelming influence of noise, i.e.
unwanted sound, in their lives. During the day, noise interferes with their commu-
nication and work, while during the leisure time and night, it disturbs people’s rest
and sleep. The negative effects of noise have been investigated from the second
half of the twentieth century [15, 36, 136]. This large body of research influenced
the national and supranational policies and regulations [66] which now stipulate
the necessity of reduction of environmental noise.
One of the first notions of destructive power of noise told by the western soci-
eties is illustrated in the Bible story of the fall of Jericho walls (Joshua 6:1-22) [45].
In order to conquer the city, Jewish warriors and priests walked around the city
once each day for six days only blowing in horns with people being silent. In con-
trast, on the seventh day, they walked around the city seven times while blowing
in all horns and shouting. Due to the noise, the walls fell and the city was left
helpless to be sacked.
If we look at the symbols of the story closely, there is a differentiation between
the type of noise that was used to conquer the city. In particular, the inhabitants
of the city could sustain the horns that were blowing for a short amount of time,
however, longer exposure to this noise alongside with the shouting would provide
so much stress that the city would surrender – ‘the walls fell’. Indeed, some sounds
are easier to be backgrounded, as horns are in this story, however, there are some
that draw people’s attention such as the shouting that occurred on the day the city
finally surrendered.
Throughout history, the auditory sense has been a more evolutionary important
source of information than the vision. For instance, when an early human heard a
snake hissing or a lion roaring, it would mean there was only a short time before
she or he would be attacked. Therefore, listening was primarily used to detect
the safety of the environment, which is still relevant in the appraisal of the sonic
environment today [10].
Passing on knowledge was also related mostly on the auditive information, as
story telling was the main mode of educating the younger generations, while the
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visual information captured in the scribed texts was reserved to the elite few. To-
day, however, the digitization of the society and wide availability of the viewing
screens ensure that the people predominantly utilize vision to process the environ-
ment [85]. Nevertheless, auditory sense is still important as the sound contributes
to the ambience of the surroundings. This also means that the noise is a hindrance
in terms of quality of life [10, 112, 142] and is often reported as one of the most
important nuisance factors [34, 78].
Planning of the urban sound environment
In urban areas, the main source of noise originates from the widespread trans-
portation networks spanning throughout the cities. Therefore, as the traffic is
spread over the whole urban area, noise mitigation measures such as barriers [189],
greenery [180], facades [155] and low-noise roads [190] are generally difficult to
implement in already developed urban areas.
To alleviate this issue, the concept of urban sound planning was investigated in
the EU project SONORUS – “Urban Sound Planner” [6]. The project dealt with
solving the noise (annoyance) issue in the cities with the new approach of plan-
ning the sonic environment beforehand. Four test sites were investigated: Antwerp
(restoring a damaged sound environment with the development of finite-difference
time-domain simulations, determining the quality of the nearby park as an avail-
able restoration space), Brighton (assisting the new development of the environ-
ment deemed inappropriate for the sound by using road traffic maps, sound sources
maps and perceptual data from soundwalks), Gothenburg (using the dynamic traf-
fic noise maps in planning of the new urban development of the strategic area of
the city, analyzing traffic time patterns and noise events in rethinking the future
acoustic environment) and Rome (studying the historical area with measurements
and questionnaires to provide the city with an overview of the situation).
As shown by the variety of the investigated planning solutions, the urban sound
planning needs to account for the diversity of the effects that are desired for dif-
ferent urban areas and which are depending on the stakeholder needs. Therefore,
auralization methods [83, 150] and appropriate models for assessing and under-
standing the sonic environment are needed before the planning can start.
The urban soundscape concept
Main focus of the urban sound planner is to envisage a sound environment before
starting to change things. In essence, the sound ambience of the city is what a
designer aims for. Therefore, a central point of the urban sound planning process is
the sound environment and how it is experienced and understood by its users. This
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concept was first mentioned by the Canadian composer Richard Murray Schafer
[159], who described what he called soundscape.
Schafer introduced soundscape as any acoustic field of study (musical com-
position, natural or urban acoustic environment) as perceived and understood by
the individual or by a community. Shafer also divided soundscape into sound el-
ements: Keynote sounds which are backgrounded and do not have to be listened
to consciously, Signals which are present in the foreground and listened to con-
sciously (e.g. bells, whistles, horns and sirens) and Soundmarks which are unique
community sounds that possess qualities which make them specially regarded or
noticed by the people (famous church or clock bells, sounds of traditional activi-
ties, etc.).
Human auditory attention
As seen by the explanation of the soundscape concept, specific sounds and notic-
ing them is important for the perception of the sonic environment. However, when
exposed to environmental sound, humans usually do not focus on specific sounds,
but rather they are listening in readiness. Consequently, most of the environmental
sounds that people are exposed to are not being regularly noticed, but form a back-
ground mix or hum. However, from these sounds, the listener’s attention selects
and fine tunes the auditory streams [35] from which the sounds that are noticed
strongly influence perception [58, 105].
Human auditory attention could be divided into bottom-up (inward-oriented,
involuntary) part determined by the saliency of the sound and a top-down (outward-
oriented, voluntary) attention. The sound saliency is an intrinsic characteristic that
determines how much the sound (source or event) stands out from its environment.
Therefore, salient sounds will be more noticeable, but a non-salient sound might
also be noticeable as a person could focus their attention onto it.
The auditory saliency is modulated by the top-down attention. One of the
components of this attention is the meaning that the person assigns to a particular
sound. Provided that the sound is perceived as negative, behavioral actions such
focusing, denial and active coping could be observed [31]. On the other hand, pay-
ing attention to sounds with a positive connotation is considered an improvement
of the sonic environment [14].
It should also be noted that different people also assign different meaning on
soundscape based on their previous experiences and their own personal beliefs. As
it was shown by Lavandier and Delaitre [126], most of the people could be con-
fined to three main groups based on their preferences for tranquility of the public
spaces. An important factor in attention switching is the process of inhibition-
of-return which prevents the attention from permanently staying focused on one
single item [55, 191]. Therefore, inhibition reduces the focusing on a single audi-
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tory source or a stream and gives the possibility to perceive other sounds than the
currently most salient ones.
As shown by the famous vision experiment by Simons and Chabris [168], vol-
untary attention can also completely disregard the highly salient event—a gorilla
appearing in the scene—and focus the perception on the task at hand. Neverthe-
less, attention usually depends on the interplay of the two attentional components.
For instance, a person can focus her or his voluntary attention to a colleague speak-
ing on a conference banquet. However, the attention would be quickly switched
when a window glass in the banquet room is shattered, i.e. saliency of an event
would dominate.
Modeling auditory saliency
Contrary to vision, investigating saliency of a sound lacks a clear set of metrics in-
troduced in the research of visual salience. There, eye movements (saccades) can
easily be captured [186], while auditory saliency in general is measured in percep-
tual experiments using non-direct metrics. As during such evaluation process it
is difficult to neglect top-down attention, a question remains how to measure the
saliency of a sound without the influence of the voluntary attention [116]. Another
important part of the attention switching is a temporal component of the saliency.
For instance, in the Surprise symphony from Joseph Haydn, a surprise in the sec-
ond movement would not happen if the loud chord would come after the orchestra
was already playing loudly [116]. Therefore, accounting for the temporal pattern
of the acoustic signal is important when measuring the saliency of the sound.
Modeling of the auditory saliency started with the paper from Kayser et al.
[117]. The authors employed already known approaches for determining visual
saliency by using an image-like representation of the input audio. Saliency was
mapped across time, frequency and intensity contrasts filtered on different scales
while normalization was employed to extract salient sounds. Several other models
were created since. For instance, Tsuchida and Cottrell [178] used cochleogram
features based on the Gammatone filterbank while the saliency was determined by
the probability of the feature occurrence. On the other hand, Wang et al. [185] used
short-term Shannon entropy for global saliency extraction from a combination of
multiple temporal and spectral saliency features.
Kaya and Elhilali [115] used features on five dimensions (envelope, harmonic-
ity, spectrogram, bandwidth, temporal modulation) with the ground truth of salient
events. Their model was trained with adaptive Kalman-filters and the saliency was
extracted based on deviations from ongoing predictions. Initial determination of
saliency using physiologically-plausible features could be found in the paper from
Duangudom and Anderson [68]. The authors used the spectrotemporal modula-
tion features [47] determined from the calculated spectrograms and inhibition of
INTRODUCTION 5
the feature areas for detecting salient portions of a sound. In more recent studies,
similar spectrotemporal modulation features were used for processing the speech
in noisy environments [16, 17].
Motivation for the work
This work presents a methodology for assessment and modeling of the sonic envi-
ronment in relation to the human attention to sound events. In the current techno-
logically-advanced era, there is a widespread availability of the relatively cheap
and portable devices capable of capturing the state of the environment. Therefore,
this thesis starts with the explanation on how to employ mobile measurements to
capture both spatial and temporal evolution of the sonic environment for assessing
the soundscape quality.
Mobile measurements usually produce large amounts of data which are gener-
ally difficult to summarize in a concise and meaningful way. One of the approaches
of analyzing the obtained data is to determine the noticed sounds which are rele-
vant for human assessment of the quality of the sound environment. These sound
events need to be listened for which, in the case of big data, is a tiresome and
sometimes impossible task. To help with the task, computational models could be
created that employ machine listening to analyze and extract the portions of the
sound that are relevant for perception.
In this thesis, models for auditory attention and saliency of the sound are in-
vestigated and built. The first model for machine listening is based on the simple
vision-based discriminatory features [117], while the computational model for au-
ditory saliency incorporates human hearing traits into the analysis. Corresponding
to a good scientific practice when investigating auditory attention [116], the mod-
els are used to analyze specific and more general cases of environmental sound and
compared to the reaction of humans to the same or a similar sound environment.
Computational models usually do not include the traits of voluntary attention
which is generally easier to measure than to model [102]. This attention modulates
the perception as humans can focus on the sound based on their preferences. The
attentional preference comes from the individual, however, several groupings have
been proposed in previous soundscape studies. Using the methodology proposed
by Lavandier and Delaitre [126], the meaning and beliefs that the people have
on tranquil sonic environment are evaluated and the statistical models for sound
quality using reported sound sources are created.
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Outline of the thesis
This thesis contains three parts. In Part I, the assessment of soundscape using mo-
bile measurements will be shown. Firstly, in Chapter 1, a campaign that included
measurements and questionnaires conducted in Antwerp parks will be introduced.
This chapter will explain how the sonic environment could be represented using
spatial representation of the psychoacoustical indicators relevant to the perception
of soundscape quality. Moreover, the choice of indicators and the statistical mod-
els that are based on the already well-established methodology used in soundscape
studies will be shown.
These contents will lead to Chapter 2 which will extend on the statistical rep-
resentation by including the evaluation of the sonic environment using a computa-
tional model for auditory attention. It will be demonstrated how the validity of the
model could be assessed using labeled bird sounds. Moreover, the model’s pre-
diction of attention to different sound sources categories and soundscape quality
will be evaluated in comparison to the psychoacoustical indicators. The presented
work is part of the collaboration inside the Acoustics group in which the machine
listening model, developed by Michiel Boes, is used on the dataset from Antwerp
parks.
The development and evaluation of the computational model for auditory sali-
ency took the majority of the time in this doctoral research. Therefore, the model
will be discussed across four chapters in Part II. In Chapter 3, an introductory
paper is presented in which the initial implementation of the saliency model is
discussed. There, the importance of the spectrotemporal modulation features for
distinguishing between a sound and a sound with the same amplitude spectrum but
scrambled phase will be shown.
In Chapter 4, an implementation of the saliency model that operates on the
continuous data which is more suitable for soundscape studies will be presented.
The structure of the model, which uses a state-of-the art ear periphery model and
a fast periphery alternative, will be discussed in relation to the physiological and
psychoacoustical perspective. Firstly, the response of the two different periphery
implementations will be shown for the pure tones and ripple sounds. Moreover, it
will be shown how the model reacts to the change between the tone and the ampli-
tude modulated tone, as well as to the stimulus used in quantifying the mismatch
negativity in clinical practice [73]. Finally, the response of the model will be eval-
uated on the environmental sound created to be salient – an emergency siren.
The evaluation of the saliency model with environmental sounds will continue
in Chapter 5. There, the sound amplitude (level) and the Zwicker loudness, models
previously used when determining perception in soundscape studies [13,127], will
be compared. The sounds that will be used in the analysis are the impulsive sound
events that occur in environmental sound context: tone (beep) inside a traffic noise
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and a rising noise signal. At the same time, these sound events are relevant for
noise regulations which mention a penalty for impulsiveness of a sound but do not
specify the determination criterion [146].
Finally, the saliency model will be evaluated on the perceptual data in Chapter
6. For this purpose, data from the listening experiment conducted in ENSEA Lab-
oratory [11] will be analyzed. The dataset will contain three signals that will be
cross-examined: saliency extracted from the model, probability of the change in
participants’ rating and the sound level. The comparison, which includes Granger
causality, will be used to determine whether the saliency of a sound as evaluated
by the model is a better predictor of the change in the rating of the pleasantness.
As the model for auditory saliency only determines a bottom-up portion of
the auditory attention, another part that contributes to top-down, i.e. outward-
oriented, attention is discussed in Part III. This part consists of a single chapter in
which the perceptual data from the dataset obtained in Antwerp parks is analyzed.
In particular, by associating the respondents to the questionnaires to one of the
three groups of the tranquility belief (natural sound sources, social relationships,
silence), it will be determined if the people pay more attention to the sound they
want to hear or vice versa.
Finally, the thesis will conclude by briefly stating the main results of the doc-
toral research and finish with a discussion on the perspectives that arise from this
work. It should be noted that all of the chapters included in this thesis are based on
the papers that are either published or in the process of publication which explains
the overlap that sometimes occurs between the contents.

Part I
Mobile Assessment of Urban
Soundscape

1
Smart Sound Monitoring in Antwerp
Urban Parks
K. Filipan, M. Boes, D. Oldoni, B. De Coensel, D. Botteldooren
Published in the Proceedings of The 7th Forum Acusticum, 2014 as “Soundscape
quality indicators for city parks, the Antwerp case study”.
In this chapter, a brief overview of the measurement campaign in Antwerp
parks, which included questionnaires and mobile sound measurements, is pro-
vided. The obtained dataset is firstly analyzed using regression models between
the acoustical indicators and the reported perceptual indicators. Next, statis-
tical models for prediction of soundscape quality, which was determined from
the principal components of soundscape perception, are discussed. It is shown
that the quality could be estimated on the basis of a level, but knowledge on
the sounds that people report hearing improves the statistical model. Finally,
a novel mapping of the park soundscape is introduced. The mapping is done
using the acoustical indicators found to contribute to the perceived quality and
the output of the computational model which is discussed in detail in Chapter
2.
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1.1 Introduction
Parks, especially the ones in large urban areas, are considered one of the most im-
portant spaces for people’s outdoor relaxation. Whether it is for going out for a
walk or to do various sports activities, people expect these areas to have a situa-
tionally appropriate environment. This does not only extend to a pleasant visual
scene (without disturbing and unpleasant distractions), but also to an appropriate
soundscape.
Previous research of urban park soundscapes encompassed studies conducted
in Stockholm [142], where 16 different parks were investigated using a survey as
well as stationary measurements. More recently, a study of Italian parks, con-
ducted in Milan and Rome [34, 49], showed that, although the soundscape ap-
proach can provide information useful for planning strategies, the limitations are
on the environments investigated in the case studies. Additionally, research that
considers quiet places in general [54] provides a set of indicators that could also
be used in assessment of the quality of the sonic environment in urban parks.
In this paper, the results of the Antwerp city parks soundscape case study are
presented. The similarities with previous studies extend to the methodology of
data gathering (conducted surveys and measurements), as well as the statistical
procedures used. However, in this study, measurements were conducted with mo-
bile devices that are able to capture the whole area of interest more thoroughly and
dynamically. Moreover, the present study differs from previous research in that
the data is further analyzed with a computational auditory attention model that is
based on a recurrent neural network.
1.2 Methods
The data gathering campaign was conducted during August and September 2013
and in total covered eight different parks in Antwerp (locations of which are given
in Figure 1.1) during 23 days of measurements. The campaign consisted of per-
ceptual and personal data gathering by questionnaire surveys, and at the same time
physical environment capturing by measurements. The measurement systems used
were both stationary and mobile. The former included an Ambisonics recording
and a Svantek measurement system; the latter included custom produced equip-
ment, which is briefly explained in the next section.
1.2.1 Mobile measurements
Park areas were covered by people walking with a mobile measurement device
placed inside a backpack. Each device (i.e. sensor node) consists of a micro-
phone, a single-board computer with audio card, and a GPS sensor [32]. Along-
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Figure 1.1: Map of Antwerp city area with marked location borders of parks investigated
in this case study. (source: Google maps)
side with the GPS signal, the 1/3-octave band levels as well as the audio signal
is continuously recorded. After each day of measurements, data was uploaded to
a central database, which provides convenient access for later analyses (the total
amount of data gathered exceeded 370 gigabytes). While measuring, participating
researchers who were carrying the backpacks were asked not to disturb the acous-
tic environment, therefore great care was taken not to record footsteps and other
undesirable sounds.
1.2.2 Questionnaire survey
The campaign also included questionnaire survey (Appendix A) of visitors to the
parks during the time of the measurements. The surveys were organized by the
Energy and Environmental Department of the City of Antwerp, and included up
to three enqueˆteurs that interviewed randomly selected park visitors. In order to
be able to draw statistically significant conclusions, at least 80 people were inter-
viewed per park, resulting in a total of 660 participants.
The questions were based on surveys that were used in previously conducted
studies. For instance, the questions on quality of the park soundscape included a
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set of semantic differentials (11-point scale) as well as a checklist of noticed sound
categories, that was also used in the Stockholm parks study [142]. Additionally,
personal factors were investigated not only by questioning personal data but also
the attitude and beliefs of people with regard to tranquility. Lastly, the perception
of the overall environment was investigated by asking about the quality of the sur-
roundings. One interesting result that this question provided was that the visitors
ranked noise and traffic as the third nuisance factor in the investigated parks, which
encourages research in this field.
1.3 Results and Discussion
Data obtained during the campaign was compared through statistical analysis; in
particular, principal components analysis, correlation analysis and linear regres-
sion. Moreover, a computational human auditory attention model based on a re-
current neural network was used to determine the sounds that an average person
would most likely pay attention to.
1.3.1 Statistical analysis
For connection with the interview survey data, sound level data recorded with the
mobile devices was selected 15 minutes before the start of each interview (com-
parable to the 10 minutes used in e.g. [142]). This is assumed to be the state of
the sonic environment that people most likely were referring to when responding
to the questionnaires.
One of the regression models is presented in Figure 1.2 and shows the relation
between the A-weighted 50-percentile sound level (LA50) and reported quietness,
one of the four semantic differential questions related to soundscape quality. Re-
gression is shown on park level, and the error bars indicate the covered spread of
survey responses and 15 minute levels respectively. Even though the figure dis-
plays a reasonable trend on park level, on an individual level this trend is much
less pronounced. As it was proven in previous research, e.g. [54], LA50 correlated
reasonably well with the quality in tranquil areas and therefore this indicator is
shown as an example here.
The perceived soundscape quality that was used in this research was derived
from a principal component analysis of the four soundscape perceptual dimension
scales (Question 14 in Appendix A). In turn, the extracted soundscape quality was
selected from the first principal component which emphasized mostly on pleasant,
tranquil and quiet.
Several linear models for quality on individual response were extracted during
analysis and two of them are shown in Table 1.1. Both models produce similar
coefficients of determination, although the first model has a higher F-value. In
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Figure 1.2: Linear regression between LA50,15min and reported perceived quietness. Each
point shows the average value for a park together with standard error bars.
comparison to those results, models that contained LA50 as the only acoustical
property of the environment, but also the frequency of hearing different categories
of sounds, were found to be better. Their coefficient of determination increased to
0.309 (after adding all three groups of reported noticed sounds – human, natural
and mechanical) with an F-value of 72.9. This could be seen as proof that sounds
perceived by people in the parks play a role in determining the quality of the park
soundscape.
Table 1.1: Stepwise regression models with soundscape quality as dependent and spectral
and statistical acoustical indicators as independent input variables. Asterisk markings de-
note the statistical significance between intervals (notation from R): 0 *** 0.001 ** 0.01 *
0.05.
Model 1 Model 2
Intercept 13.46*** 15.52***
LCeq − LAeq -0.093*** -0.104***
LA50 -0.118*** /
LA90 / -0.111***
LA10 / -0.045*
R2 0.074 0.083
F − stat. 26.3 19.6
16 SMART SOUND MONITORING
1.3.2 Automated attention model analysis
A computational human auditory attention model1 was used for identifying from
purely acoustic information which sounds people are likely to pay attention to. The
model implementation consisted of a recurrent neural network [143] of which the
third layer output is presented in Figures 1.3 and 1.4. The evaluation of 1/3-octave
band levels converted to sound features was done with the model trained unsuper-
vised on data from seven different days of measurements. Although results show
some promising development in separation of attended sounds, further analysis
should include also supervised training what will be accomplished by using an
extended database of labeled sounds.2
Figure 1.3: Map of Stadspark. The park border is shown in blue. The yellow-to-red colored
dots represent low-to-high level of the 1-minute moving average of the A-weighted sound
level, sampled every 10 seconds. The purple dots indicate the activation of vocalization
concept neurons in the auditory attention model.
1Computational model is explained in detail in Chapter 2.
2Recorded park sounds were extracted by taking the most prominent output from the attention
model, and were uploaded to the database of sounds that were later labeled by humans in a “gamified”
interface. That growing database of sounds served as a training collection for the auditory attention
model explained in Chapter 2.
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Figure 1.4: Map of park Sorghvliedt. The park border is shown in blue. The yellow-to-red
colored dots represent low-to-high level of the 1-minute moving average of the A-weighted
sound level, sampled every 10 seconds. The purple dots indicate the activation of water
sound concept neurons in the auditory attention model.
1.3.3 Mapping of parks soundscape
For clear representation and identification of different soundscape zones, maps of
various indicators can be produced on the basis of the data that was gathered by
the continuous mobile measurements. As it was reported above, LA50 correlates
reasonably well with the perceived quietness (and quality correspondingly). As
an illustration, maps of this indicator are shown in Figures 1.3 and 1.4. Areas of
relatively high as well as low median sound level can be identified in both parks.
For instance, Stadspark (city park, located in Antwerp city center) has a favorable
environment towards quietness only in the middle of the park. This corresponds
to the park location since the park is surrounded by busy streets where traffic is a
dominant noise source. On the other hand, the map of LA50 for park Sorghvliedt,
which is located on the outskirts of Antwerp, shows a different pattern. Even
though the park is surrounded by streets, the quiet area can be seen as a more
spread over the whole park. However, in the middle of the park there is a quite
different area.
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An analysis of data with the auditory attention model was used to distinguish
the various dominant sounds in each area. In Figure 1.4, the spatial distribution of
concepts that represent various types of water sounds is shown. This corresponds
to the real situation found in the park, where three water fountains were situated
on the lake next to the path where recordings were made. Similarly, in Figure 1.3,
the spatial distribution of the concept that is mostly activated next to the busy
playground area is representative for vocalizations of children playing.
1.4 Conclusions
This paper presented the results from a measurement and survey campaign con-
ducted in eight Antwerp urban parks, as part of a soundscape case study on city
parks. A brief overview of data gathering procedures as well as the initial results
using statistical analysis and a computational attention model have been shown.
The obtained results show that the perception on various soundscape dimensions
combined into a quality indicator is better explained by models including the sound
categories that the visitors reported to have heard. This encourages the research on
computational auditory scene analysis and models for attention to sounds. Eventu-
ally, these may prove very valuable for categorization, understanding and design-
ing soundscapes.
2
Machine Listening for Park
Soundscape Quality Assessment
M. Boes, K. Filipan, B. De Coensel, D. Botteldooren
Published in Acta Acustica united with Acustica 104(1):121-130, 2018.
This chapter discusses the computational machine listening model, used for
predicting sounds that people hear, on the Antwerp parks dataset. Firstly, the
implementation of the computational model is explained: the artificial neu-
ral network which includes mechanisms that model human attention to sound.
Sound features used as an input to the model, and the unsupervised training
used on the analyzed dataset, are also discussed. A comparison between the
output of the model and the human benchmark is shown on the recognized bird
sounds from one of the parks. The output of the machine listening model is
also evaluated using statistical modeling of soundscape appraisal. The ob-
tained statistics show that the perceived quality is better explained using the
sound categories predicted by the machine listening model than the classic
acoustical indicators. The machine listening model used in the study was de-
veloped by Michiel Boes while the dataset and the statistical analysis are the
contributions relevant for this PhD.
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2.1 Introduction
Over the past years, soundscape quality has become an increasingly important fac-
tor in urban planning and design, and substantial research efforts have been spent
on methods that quantify how people perceive soundscapes [52,53,111,163]. It has
been established that, even though relationships can be found between soundscape
perception and outdoor energy equivalent sound pressure levels (Ldn or Lden),
these alone are not sufficient to predict outdoor soundscape perception [135, 141].
Although unnoticed sounds may influence emotional response to sound, psycho-
logical and neurophysiological findings strongly emphasize the significance of se-
lective auditory attention processes in human analysis of acoustic environments
[55, 74]. Indeed, in order for a sound to contribute to an overall soundscape ap-
praisal it needs to be paid attention to and attributed a meaning to [56,71,160,170].
Human attention processes depend on a range of sound signal properties, not just
the level, but also in no negligible degree on temporal and spectral content. Fur-
thermore, these processes are influenced by the state of mind and expectations of
the listener [74].
It is clear that the nature of the noticed sounds, their recognition by the listener,
and the meaning the listener attributes to them will be of great importance to the
influence they will have on the general appraisal of the sound environment. In
particular, certain sounds will generally be associated with a positive soundscape
quality, while others will be related to a negative quality. More concretely, from
the viewpoint of a park visitor, soundscape quality is found to be negatively related
to the presence of mechanical sounds (e.g. road traffic noise) and positively related
to the presence of nature sounds, while the relation between sounds from human
activity and soundscape quality depends on context, expectations and personal
preferences [141].
Questionnaire studies, in which a significant number of people need to be inter-
viewed about their perception of the soundscape, are time consuming and require
considerable human resources. Thus, a more automated approach to obtain a mea-
sure for the quality of the soundscape would be of significant interest. One possi-
bility here is the use of crowdsourcing, i.e. getting the general public involved in
the collection of perceptual soundscape data. Recent advances in mobile comput-
ing offer the opportunity to allow many people to participate in such measurement
campaigns, and thus make it an appealing approach [132, 138]. Another possibil-
ity is the use of statistical or computational models to find a relationship between
measured acoustical parameters and perceived soundscape quality [27, 194]. Tak-
ing this approach to the furthest extent would imply to start off from raw sound
recordings and use ab initio machine audition, emulating human sound process-
ing, to extract meaning and perception from it. Research efforts in this area have
so far mainly been focused on specific sub-problems in controlled environments
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and the establishment of theoretical frameworks [8, 9, 153].
This paper presents an ab initio machine learning model to achieve attention-
driven humanlike auditory environment perception. We incorporate well-estab-
lished human attention mechanisms in a 3-layer Artificial Neural Network (ANN),
of which the input layer is fed human-inspired sound features, simplified to be
extractable from common sound level meters, one timestep at a time. The output
layer contains neurons that represent different sounds, and of which the activation
strength depends on how clearly the input sound is noticed by the model, based
on the implemented attention mechanisms. In this context, a sound is defined as
an auditory object, a sequence and combination of acoustic features that can be
observed by the human listener and that frequently co-occur or occur in the same
sequence in a specific context (in this case parks in Antwerp). Due to the limited
number of output neurons, similar sounds will be mapped to the same (set) of
neurons.
This model, together with the data collection used to train it, is described in the
methodology section. Subsequently, in Section 2.3 it is validated that the model
and training procedure result in the identification of auditory objects that are mean-
ingful to a human listener. For this purpose, a human listener identified a few
classes of bird sounds in a recording made in parallel to the level recording used as
an input to the model. By confirming that each class of birds results systematically
in the activation of the same set of output neurons the hypothesis is validated. In
Section 2.4 the noticing of mechanical sounds, natural sounds, and human sounds
as predicted by the ANN model, are used as indicators in a statistical model for
soundscape quality reported in an extended questionnaire survey in 8 urban parks.
This section validates that these indicators obtained by human inspired identifi-
cation of noticed sounds and their classification outperform classical noise level
indicators for this purpose. Finally, in Section 2.5, conclusions are formulated.
2.2 Methodology
2.2.1 Model
The aim of the proposed model is firstly to combine acoustic features to sounds, i.e.
auditory objects, and select those that would most probably be noticed by a human
listener due to their saliency within a continuous sound stream. Secondly, these
sounds are then grouped into meaningful categories such as mechanical sounds,
bird vocalizations, etc. In humans, the formation of meaningful auditory objects is
aided by mechanisms such as attention, inhibition-of-return1, adaptation and habit-
1The inhibition-of-return is an observed mechanism of the brain response which, based on the
time of the stimulus presentation, enhances (100 to 300 ms) or impairs (500 ms to 3 s) the speed and
detection of the previously attended stimulus [119]. Consequently, it inhibits an individual to reorient
back to a stimulus that was previously attended to.
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uation. These mechanisms have therefore been an important source of inspiration
in constructing the tailored recurrent artificial neural network as explained below.
Initially, the input sound is converted into a series of features, with a time reso-
lution of 0.125s, inspired by human peripheral hearing. Multiple descriptor values
are used, calculated in the same way as in Oldoni et al. [143]: 4 values describing
sound intensity at different frequency ranges, 6 describing spectral contrast at dif-
ferent frequency ranges and 6 describing temporal contrast at different time ranges.
A spectral resolution of 0.5 Bark (the scale reaching from 0 to 24 Bark) is used,
thus resulting in (4 + 6 + 6)× 24/0.5 = 768 values per timestep. These features
and time resolution are chosen to balance detailed human-mimicking processing
on one hand and limited measurement hardware and computational resources on
the other, as they can easily be approximated by 1/3-octave bands measured us-
ing standard sound level recording equipment. More advanced features typically
used in speech recognition or bird song recognition such as MFCC would require
dedicated sensor nodes or continuous recording for monitoring and have therefore
not been used. The features are then used as excitation values to the 768 artificial
neurons in the first layer of the model, after which the 3-layered neural network,
the structure of which is shown in Figure 2.1, processes the information.
Figure 2.1: An overview of the structure and connectivity of the neural network model. The
dashed red arrows represent excitatory connections between layers.
The neural network builds on previous work by the same authors, and many
of its mechanics are the same as described in detail in [23, 24], but for clarity the
essential elements and differences are described in this paragraph. The network
consists of a first layer, called the input layer of 768 neurons as mentioned before.
This layer has excitatory connections to a hidden, middle layer, consisting of 1000
neurons, which in turn has excitatory connections to the last, output layer with
400 neurons. This number of neurons is significantly lower than the number of
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neurons found in modern deep-learning networks and obviously only a fraction
of the number of neurons found in biological brains. They were determined by
trial and error as a balance between computational cost of training and accuracy.
The output layer has excitatory feedback connections to the middle layer, with
a time delay of one timestep, making the excitation pattern of the middle layer
dependent on both the current input layer activation and the output layer activation
on the previous timestep. Excitation of a neuron is calculated as the sum of the
exciting inputs weighed by their respective neural connection weights, after which
a normalization and saturation procedure is applied, as described in [24]. Final
activation of the neuron is then calculated by means of a biologically inspired
competitive selection procedure as will be explained in more detail below. Note
that the inclusion of a difference of Gaussians filter on the neural activation pattern
in the competitive selection procedure, as detailed below, implements a form of
lateral excitation, as seen also in self organizing maps (SOMs) [123].
Learning of the connection weights is done following the Hebb principle:
“cells that fire together, wire together”. In the current implementation, connec-
tion weights are adapted both by learning (strengthening or weakening specific
connections in order to create patterns) and by forgetting (random convergence of
connection weights towards a set base level), while a dynamic equilibrium between
these two effects determines final connection weights. In the untrained network,
all connection weights are initialized at random values in a small interval around
a base level (in this work the interval [0.7, 0.9] and base level of 0.8 are used).
During training, these weights are then modified by both the learning and forget-
ting mechanisms, while limiting their values to the [0, 1] interval. For detailed
analysis and mathematical details of the implementation of these mechanisms, we
refer to [24].
In most theories on human attention (visual as well as auditory), the interplay
between bottom-up, saliency-based and top-down, voluntary mechanisms, com-
bined with a competitive selection process plays a central role [81, 121]. On the
one hand, the bottom-up mechanism enhances the response to conspicuous and
salient sounds, whereas on the other hand, the top-down mechanism introduces a
bias towards sounds that are most relevant for the listener’s current goal-directed
behavior. Taking into account the effects of both mechanisms, competitive selec-
tion will decide which sounds will finally be consciously noticed by the listener.
In addition, often, the concept of inhibition-of-return is introduced, which explains
why people do not direct their attention permanently to a single sound [55]. In pre-
vious work of the same authors [22], these mechanisms have been implemented
explicitly in a functional model of auditory attention. However, in the model pro-
posed here, these mechanisms emerge naturally from the biologically-inspired im-
plementation of the 3-layered artificial neural network:
• Bottom-up, saliency-driven attention is implemented by the choice of in-
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put features to the model, encoding intensity, spectral and temporal con-
trast similarly to the features for sound saliency calculation [110, 143]. The
intra-layer normalization and saturation (implemented exactly as in [24]),
combined with the competitive selection procedure (more details provided
below) are mathematically very similar to the method used in these refer-
ences, and thus the activation in the input layer reflects saliency values as
calculated there. As connection weights to further layers are initially all
around their base levels, activation in these layers will also reflect saliency.
As learning proceeds, as described in the third paragraph of this section,
however, differentiation between the different neurons grows, and activa-
tion will reflect not only saliency but also the degree of pattern recognition
that has been learned based on frequent co-occurrence or sequential occur-
rence of these features. Because connection weights are limited to the [0,
1] interval though, increasing saliency will still result in increasing neural
activation. Thus, a more subtle measure for saliency which is not a single
number saliency descriptor is achieved.
• Voluntary attention to sounds that are most relevant for the listener’s goal-
directed behavior can obviously not be included in this model. However,
top-down mechanisms are also responsible for sustained attention. Once the
onset of an auditory object is detected, the probability that this object wins
the competitive selection increases. This sustained attention also surpasses
short periods of silence such as those present in bird song. The delayed
feedback excitation from the third to the second layer of the model assures
that this form of top-down, sustained attention emerges.
• Competitive selection is incorporated as an intra-layer excitation-inhibition
mechanism making a biologically plausible selection amongst the neurons
within each layer. This is implemented by an iterative procedure in which
the neural activation pattern of the layer is transformed by self-excitation
and inhibition by neighbors (implemented by convolving the activation pat-
tern with a difference of Gaussians filter) in addition to a default inhibition,
similarly to the implementation in [55] and [110]. Formally, this transfor-
mation is given by p← max(0, p+αp∗DoG−β), in which p is the neural
layer activation pattern, DoG is the difference of Gaussians filter and α and
β describe the relative strengths of each of the contributions. This method
results in only the most strongly activated neurons retaining positive values,
and thus implements competitive selection between the neurons, in a way
which is in line with the way saliency is calculated in [110,143]. The values
of α and β determine the selectivity of the model, and can be adapted to the
desired amounts of selected sounds (default values of α = 1.0 and β = 0.5
were used in this work).
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• Inhibition-of-return is also included, represented by a neural excitation re-
ducing mechanism as a consequence of continuous stimulation of the neu-
ron, mimicking the gradual depletion of neurotransmitters in real neurons.
The concentration of neurotransmitters over time is modeled as c(t+∆t) =
min[1, c(t) + ∆t(ρ− c(t)A(t))], in which c(t) is the concentration at time
t, ∆t is the model’s time step, ρ is the concentration regeneration rate and
A(t) is the neuron activation strength. In order to calculate the effective ac-
tivation of the neuron, it is first multiplied by its respective neurotransmitter
concentration c. When the neuron is persistently activated, c will decrease
over time, and consequently the effective activation of the neuron will de-
crease, thus effectively implementing inhibition-of-return.
The artificial neural network is trained unsupervisedly: there is no teacher that
assigns for example a label to the sounds. This results in the neural connection
weights being trained in order to group sounds based on only feature cooccur-
rence and temporal consistency, or, in other words, feature sequential occurrence.
Training on co-occurence resulting in clustering is a direct extension of the self
organizing map (SOM) [123] that has been used in our previous work [143]. The
temporal consistency is introduced by the feedback loop between the middle and
output layer, while grouping based on feature co-occurrence happens mainly be-
tween the first two layers. It should be noted that the time constants implemented
by this feedback are of the order of 0.125s or longer. Differentiation between
sounds based on faster amplitude modulations are captured by the temporal con-
trast features. The neural activation in the output layer can then be interpreted
as a clustering of the input sound, in which each neuron represents a category of
sounds.
During the analysis phase, the activation of the output neurons can be inter-
preted as the degree to which the corresponding sound is likely to be noticed by a
park visitor. It does not give any label to this sound and only states that this sound
has been observed before and is now present again. In case no neurons in the out-
put layer are activated (which in a typical urban park environment happens most
of the time), this signifies that the sound is not being noticed. Note that the cate-
gories that are represented by the different output neurons are not predetermined
or manually chosen, but determined in an unsupervised way during the learning
phase.
2.2.2 Measurements
In order to train and test the model proposed above, a dataset of sound level record-
ings and perceptual assesments, obtained in 8 different urban parks in Antwerp,
was used. Figure 2.2 shows the location of the 8 parks: Rivierenhof, Stadspark,
Nachtegalenpark, Te Boelaerpark, Bisschoppenhof, Park Sorghvliedt, Park Den
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Brandt and Domein Hertoghe. The soundscape study was performed during 22
days in August and September 2013. Continuous, mobile sound level recordings
were made by three sound level recording devices carried by three different re-
searchers performing random walks through the parks, in order to obtain a suffi-
cient coverage of the soundscape of the entire park. More than 380 hours of sound
level recordings were collected, thus about 48 hours per park, divided over the
three mobile recording devices. For one of the parks, Rivierenhof, sound record-
ings conducted simultaneously with the level recordings will be used for recogniz-
ing bird songs in Section 2.3.
Figure 2.2: A map of the city of Antwerp with the investigated parks.
Concurrently with these sound level recordings, a face-to-face questionnaire
study was conducted amongst the park visitors in order to obtain their opinion
about the overall park environment and more specifically their assessment of its
soundscape. The questionnaire contained 22 questions, including a number of per-
sonal background questions (gender, age, roads used to get to the park, reasons to
visit the park, etc.) and a number of questions asking for the visitor’s perception
of the park on an auditory, visual and general level. As this work focuses on the
auditory perception, a selection of relevant questions was made: “How did you ex-
perience the sound environment today?”, with possible replies on a 9-point bipolar
scale between “pleasant” and “unpleasant”, “To what degree did you hear these
sounds during your current park visit?”, with possible replies on a 5-point unipo-
lar scale between “not at all” and “very often” for the sound categories of “human
sounds”, “natural sounds” and “mechanical sounds”. A total of 660 questionnaires
was filled in, divided over the 8 parks resulting in approximately 80 questionnaires
per park.
To compare the results derived from the sound recordings with those from the
questionnaires, the results are grouped per day and per park, as some parks did not
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have enough visitors and thus not enough filled in questionnaires in order to get
meaningful information on intra-day patterns. It was also decided not to follow
individual park visitors with the sound measurement equipment, even though this
could enable analysis on a visitor by visitor basis, because this approach would
likely introduce a bias in the results as the park visitor would be more attentive to
sound when being aware of the presence of sound measurement equipment.
2.3 Sound extraction validation
A main hypothesis underlying the approach for soundscape assessment is that the
proposed ANN, trained in an unsupervised way, will select and cluster auditory
objects in a meaningful way. That is, the sounds as defined by the network on the
basis of co-occurrence and sequential occurrence of (salient) features, correspond
to ’sounds’ in common understanding of people. To validate this hypothesis, the
model is applied to a selected period of the sound recordings, and the outcome
from its analysis is compared to the labeling of bird sounds by an attentive listener
in the same data. As the presence of bird sounds is generally seen as a strongly
positive element in a park soundscape [141], it is an interesting and valuable bench-
mark. In order to achieve this, one attentive listener listened to two full days of
recordings (twice 8 hours on 3 microphones, so a total of 48 hours) in Rivierenhof
park. A user interface was created in which the listener could press one key at the
start of a bird sound, and another one at the end, with the additional possibility to
relisten and correct if necessary. Afterwards, the same listener went through all
selected bird sound recordings and labeled them according to bird family (geese,
pigeons, gulls, jackdaws, ducks, crows and songbirds). This way, 2129 bird sounds
were selected and labeled, the duration of which ranged from around half a second
(short shouts) to as long as five seconds (full songs).
The ANN on the other hand was trained in an unsupervised way on the full
measurement dataset of 380 hours as described previously. The input sound is
fed into the network consecutively, in the same way as a human listener would
listen to the recordings. The implemented attention mechanisms and SOM-like
lateral excitation result in attention-fuelled competitive learning, in which a certain
degree of plasticity remains, thanks to the inclusion of the “forgetting” mechanism
as mentioned before. As the input sounds in the context of this work are all of a
similar nature (park sounds), an equilibrium in the connection weights is reached
eventually when no completely new sounds are presented to the ANN anymore.
In the ANN used in this work, 95% of the connection weight change compared to
their initial values happened within the first 100 hours of training. After training,
the model was run on the level recordings of the two days in Rivierenhof park
for which the synchronised sound recordings had been analyzed by the human
listener. The attentive reader will notice that this validation is done on a subset
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of the training data. In a classical machine learning context, validation checks
whether a complex model is applicable in different contexts or it over-fits the data
it is presented with, and thus, validation should be done on a set independent of the
training set in place and in time. Yet, the goal here is to validate that the automatic
construction of auditory objects matches the sounds that a human listener would
identify. The model will specialize on park sounds in a specific region where the
training set is collected obviously, but so would a human listener living in one
particular continent or area with a certain degree of organization. By means of
the attention and gating mechanisms implemented in the model described above,
the artificial neurons in the output layer are not activated continuously, but rather
in well delimited short timeframes, thus selecting sound events that are likely to
be noticed, and at the same time classifying them, depending on which neuron in
the output layer is activated. Note that this is achieved without any supervision or
any interaction with the model, and not only bird sounds are selected, but a whole
range of sounds.
In order to quantify the performance of the model, these two, completely in-
dependent selections and categorizations of sounds from the same pool need to be
compared. Two important factors were evaluated, the first being the attentiveness,
i.e. the number of bird sounds the model actually selects. The second factor is the
correctness, or the accuracy of the models ability to categorize all the sound events
it detects. Since the first factor is not a property that can simply be described in
terms of ’correct’ or ’incorrect’, as attentiveness varies between different listen-
ers and their mood and activity at the time of listening, it is represented by the
percentage of bird sounds that are paid attention to. In order to obtain this per-
centage, a bird sound is considered selected by the model if the overlap between
the bird sound time interval as determined by the human listener and a neural net-
work selected sound interval is sufficiently high (in this case an overlap of 50%
was used). The second factor is an exact property that can be quantified by its
false/true positives/negatives, and in this work it is represented by a Receiver Op-
erating Characteristic (ROC) or ROC curve. This curve shows the True Positive
Rate (TPR), the number of true positives divided by the total number of positives,
of a binary classifier as a function of the False Positive Rate (FPR), the number of
false positives divided by the total number of negatives, for a range of threshold
values θ. In order to determine which neurons of the network represent positives,
i.e. “birds”, the fraction of selected sounds for each of the neurons that correspond
to a human selected bird sound (correspondence is defined as above with a mini-
mum time interval overlap of 50%) is compared to the threshold value θ. In case it
exceeds the threshold, this neuron is considered to represent bird sounds, and thus
a positive, and vice versa. This selection of bird sound neurons is done with the
use of the data of the first measurement day. Next, the TPR and FPR are calcu-
lated on the data of the second measurement day, calculating the TPR as the total
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number of selected sounds that correspond to human selected bird sounds that are
categorized in bird sound neurons, divided by the total number of selected sounds
attributed to these neurons, and calculating the FPR as the total number of selected
sounds that correspond to human selected bird sounds that are categorized in non-
bird sounds neurons, divided by the total number of selected sounds attributed to
these neurons. Thus, the ideal point on the ROC curve is clearly at a TPR of 1 and
a FPR of 0, while a random classifier would result in points on the diagonal where
TPR=FPR.
First, the model is evaluated with its default parameters, resulting in 21.5 per-
cent of the labeled bird sounds being selected by the model. The resulting ROC
curve can be seen in Figure 2.3, calculated for bird sounds in general (left) as well
as for each of the different bird families separately (right). Because the majority
of birds in most of the parks are songbirds, the ROC curve for bird sounds in gen-
eral is very similar to the one for just songbirds, as can be seen in Figure 2.3. It
can also be seen that songbird recognition performs worse than the other kinds of
birds. Closer inspection and listening to false positives reveals that this is mainly
due to a certain degree of confusion by the model between songbirds and playing
children. The other bird families have more distinct sounds and are not as easily
confused with other sound sources present in the park, which is reflected in their
ROC curves.
Figure 2.3: ROC curves for the bird sounds selected by the ANN.
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By adapting the value of β in the competitive selection as described in Section
2.2.1, the model can be set to be more or less selective to sound input, just like the
attention human listeners attribute to sound can change depending on the environ-
ment and the current occupation of the listener. Changing β to 0.1 compared to the
default value of 0.5 and thus making the model more attentive to sounds in general,
a percentage of 47.9 of noticed bird sounds is reached. The ROC curve in this case
moves to the situation as shown in Figure 2.4. It can be seen that the categoriza-
tion quality of the model is slightly reduced in this case, as also less salient and
thus more difficult to categorize sounds are selected by the model, which results in
more mistakes in the categorization.
Figure 2.4: ROC curves for the bird sounds selected by the ANN, with β = 0.1 in the ANN
competitive selection.
Literature values for bird sound detection rates in background vary widely,
depending on the method used to quantify the quality of the detection, the exper-
imental setup, the relative strength and type of background sound, the species of
the birds, etcetera, thus making a comparison very difficult. To give an idea, Pa-
padopoulos et al. [144] report AUCs (Area Under Curve, the total area under the
ROC curve) of over 0.9 for 10 out of 15 species, but as low as 0.56 for some.
Potamitis et al. [148] on the other hand focus on just two species of birds, and
evaluate by means of a precision and a recall percentage, instead of a ROC curve.
They report precision values between 71% and 88% and recall values between
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77% and 92%. Even though these values are not directly comparable to the val-
ues obtained in this work, because of the aforementioned reasons, it can be stated
that the quality of the current model is roughly comparable, even though it is not
explicitly designed for the purpose of detecting and classifying bird sounds only,
unlike the other techniques.
2.4 Application in soundscape appraisal
Several studies have shown that the frequency of hearing mechanical, natural, and
human sounds is a strong predictor of soundscape quality [135,141]. The proposed
ANN allows to identify the sounds that a park visitor would most likely notice.
Hence, in this section it is investigated whether the calculated percentage of the
time that these sounds are noticed are good indicators for soundscape quality. For
this, the sound events selected and categorized by the ANN model into the differ-
ent output neurons need to be labeled. From the complete 380 hours of recordings,
7292 sounds were automatically selected, with an average duration of 0.86s (thus
amounting to less than 0.5% of the time), divided over the 400 output neurons of
the ANN. For each neuron, a small random sample was taken from the sounds
selected by the ANN, and based on these sounds a human listener could assign to
each of these neurons one of the three classes as used by Nilsson et al. [141]: natu-
ral sounds (mainly birds, but also the flow of water and wind), mechanical sounds
(mainly traffic around the park, but also some construction sounds) and human
sounds (people talking, restaurant sounds). In case of doubt (sounds belonging to
different classes in one neuron), no category was assigned, but this was only the
case for a small amount of neurons (< 5%). In this work, a fourth class was added,
containing all the sounds related to the execution of the measurements, such as
sounds caused by the movement of the backpacks containing the mobile measure-
ment devices or occasional voices of the researchers executing the measurements.
Although all reasonable efforts were made to stay quiet during the measurements,
the proximity of these sound sources to the microphones caused these sounds to be
relatively salient, and thus causes the model to detect them fairly easily. As these
sounds are also very distinct and different from most other sounds heard in a city
park, the model is well tuned to these sounds because it learned them very well in
the training phase by virtue of their saliency, they are effectively categorized apart
from other sound sources. This allows us to easily eliminate these non-relevant
and contaminating sounds from the measurements.
The applied method allows for the calculation of the number of sound events
per hour noticed by the model in each of these classes per park and measurement
day, denoted by HANN , NANN and MANN for human, natural and mechanical
sounds respectively. These can then be related to the responses given by the park
visitors in the questionnaire to the question “To what degree did you hear these
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Table 2.1: Linear regression models for human, natural and mechanical sounds and sound-
scape quality as reported by park visitors in the questionnaire as a function of human,
natural and mechanical sounds as detected by the ANN (C denotes the intercept). Only
regression coefficients for relevant contributors, as determined by forward selection based
on F -value, are shown. In addition, adjusted R2 and F -statistics are given for each model.
HQ NQ MQ QQ
C 1.0976 3.0154 2.5396 6.6500
HANN 0.1761
NANN 0.1786 -0.1685 0.2739
MANN -0.1693 0.1913 -0.1726
Adj. R2 0.662 0.621 0.774 0.598
F -value 42.18 18.19 36.88 16.63
sounds during your current park visit?” and “How did you experience the sound
environment today?”. The mean of the responses of the park visitors is calcu-
lated per park and measurement day, denoted by HQ, NQ, MQ and QQ for human
sounds, natural sounds, mechanical sounds and soundscape quality respectively.
Regressions were created for each of the four questionnaire results using an ordi-
nary least-square method [164], in which all three ANN results were included in
forward selection, with the statistical model selecting the highest F -value.
The regression coefficients, adjusted R2 and F -statistics are given in Table 2.1
(p-values for all independent variables are < 0.05 and the F -values are well above
their critical value for 5% significance, as this is 3.522 in the case of 2 used vari-
ables, and 4.351 in the case of 3 used variables), while the regression is visualized
by plotting the actual questionnaire values as a function of the predicted values by
the model for the different parameters (human sounds, natural sounds, mechani-
cal sounds and soundscape quality) in Figure 2.5. For the prevalence of human
sounds as reported by the questionnaire respondents, the only significant predictor
was found to be the prevalence of human sounds resulting from the ANN, with
a positive regression coefficient, as expected. For both the reported natural and
mechanical sound prevalence, the ANN predicted natural and mechanical sound
prevalences were both found to be relevant predictors, with calculated mechani-
cal sound prevalence having a negative regression coefficient for percieved natural
sound prevalence and vice versa. Lastly, also for the reported soundscape qual-
ity, only the ANN predicted natural and mechanical sound prevalences were found
to be significant predictors, with a positive regression coefficient for the natural
sound prevalence and a negative one for mechanical sound prevalence, which is in
line with the results found by Nilsson et al. [141].
For comparison, the same method was applied to correlate the questionnaire
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Figure 2.5: Actual values as a function of predicted values by the regression models based
on ANN results given in Table 2.1. Different points show measurement days in parks repre-
sented by different symbols.
answers per park and measurement day to classic acoustic indicators per park
and measurement day. The indicators that were used are A-weighted percentile
levels (LA10, LA50, LA90), the A-weighted equivalent level (LAeq), the differ-
ence between C-weighted and A-weighted equivalent levels (LCeq − LAeq), the
50-percentile Zwicker’s loudness (N50) [100], the 50-percentile Von Bismarck’s
sharpness (S50) [184], the spectral center of gravity (COG), the music-likeness
(ML) [28] and the number of sound events (NCN ) [28]. The resulting regression
coefficents and adjustedR2 and F -statistics are given in Table 2.2 (p-values for all
independent variables are< 0.05), while the visualization of the regression is given
in Figure 2.6. For mechanical sounds the only significant predictor was found to
be sharpness. Furthermore, center of gravity was found to be representative of
natural sounds perception demonstrating that the spectral information was a rele-
vant predictor for these types of sounds as well. The extracted model for human
sounds, on the other hand, includes multiple indicators showing that the percep-
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Table 2.2: Linear regression models for human, natural and mechanical sounds and sound-
scape quality as reported by park visitors in the questionnaire as a function of classic acous-
tic indicators (C denotes the intercept). Only regression coefficients for relevant contribu-
tors, as determined by forward selection based on F -value, are shown. In addition, adjusted
R2 and F -statistics are given for each model.
HQ NQ MQ QQ
C -3.7768 1.3182 9.8262 -0.8368
LA90 0.1000
ML 2.6954
COG 0.0039
S50 -5.3652 6.1567
Adj. R2 0.486 0.341 0.645 0.493
F -value 10.91 11.88 39.22 21.38
tion of these sounds was difficult to characterize with a single indicator. Finally,
the only significant predictor for soundscape quality is found to be sharpness, with
a regression coefficient which has an opposite sign than the one for mechanical
sounds, implying that less mechanical sounds result in better soundscape quality.
When comparing these regression models, based on classic acoustic indicators,
to the ones based on the ANN output, it is clear that the adjusted R2 is higher for
the ANN based models, thus indicating that a larger proportion of the variance
in the questionnaire responses is predicted by the ANN based models than by
the classic indicators based models, while F -values are comparable in magnitude
(higher for the ANN based models for human and natural sounds, the other way
around for mechanical sounds and soundscape quality). Thus, the ANN provides
an improvement on classical acoustic methods.
Note that the broader applicability of the derived models is limited by two
factors. Firstly, the average expectation pattern of the listeners determines which
sounds will be more often noticed, and whether they will be perceived more pos-
itively or negatively [77]. Thus adaptation of the regressions will be required in
case this is different, as the questionnaire results on which these are based will
not be generally valid any more. In case of urban parks in the same city, it can
be assumed that the expectation patterns are similar, but in order to assess urban
soundscapes outside of parks, for instance, the average expectations will clearly
be different. Secondly, the corpus of sounds that are present in the environment
also needs to be similar to the corpus of sounds in the training set in order for the
ANN output to be reliable. Again, in the case of urban parks with similar sound
sources, the corpus of occurring sounds will be similar, but in order to assess office
soundscapes, or park soundscapes with completely different fauna for instance, the
MACHINE LISTENING FOR QUALITY ASSESSMENT 35
(a) (b)
(c) (d)
Figure 2.6: Actual values as a function of predicted values by the regression models based
on acoustic indicators given in Table 2.2. Different points show measurement days in parks
represented by different symbols.
ANN would need to be retrained on an appropriate training set of sounds, in order
to be able to select and classify these. Thus, even though these two factors limit the
general applicability of the derived models, the method to obtain them should re-
main valid. Therefore, benchmarking the model’s accuracy in completely different
environments forms an interesting topic of further research.
2.5 Conclusions
It was illustrated that machine listening techniques could be used to predict the
categories of sounds that park visitors are likely to notice and that these indica-
tors could be used to construct a model for soundscape quality. It was shown that
the prediction of noticebility of different classes of sounds and soundscape quality
appraisal by users of 8 parks in Antwerp was better or at least as good as a pre-
diction based on classical sound level indicators. Yet the model has the advantage
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of explicitly including the mechanisms underlying perception of the sound envi-
ronment. The machine listening system proposed in this work to achieve these
results is a 3-layered artificial neural network adapted to take human attention
mechanisms and inhibition-of-return into account, thus enabling the network to
only process the information that receives attention. In addition to the comparison
to a soundscape questionnaire filled in by park visitors, the ability of this model
to select and classify auditory objects is validated by a comparison to an attentive
human listeners labeling of different bird species sounds in continuous park sound
recordings. The machine listening model used in this work uses 0.5 Bark or 1/3-
octave band average levels sampled at a 0.125s interval as raw input. Although this
allows to use standard sound level meters to collect data, models relying on more
detailed features extracted from continuous sound streaming or dedicated sensor
nodes, will most likely outperform the model presented here. Likewise combining
the innovations presented in this work with new ANN architectures such as deep
neural networks could advance the application of machine listening in soundscape
research.
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This chapter introduces biologically-inspired auditory features based on spec-
trotemporal modulations. The improvement of proposed features compared to
other feature extractors— Kayser features used in the machine listening model
in Chapter 2, and spectrograms—is shown using the phase-scrambled sounds
which can easily be detected by humans. In addition, this chapter presents an
initial version of the auditory saliency model. The parameters of the model
were adjusted based on the physical considerations, while the model was built
to evaluate the acoustic input using windowing over time. In the model, spec-
trotemporal modulation features are calculated by cross-correlating the mod-
ulation content extracted from the input with the modulator functions of the
relevant spectrotemporal modulations. The calculated features are then put
through an inhibitory stage after which a single-value saliency signal is ob-
tained. The benefits of the proposed model are demonstrated on environmental
sounds which contain salient events.
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3.1 Introduction
Soundscape, as defined in [99] investigates how people perceive or experience
and understand an acoustic environment in context. Therefore, when evaluating
soundscape of a specific sonic environment, human perception and its character-
istics have to be considered. Since the sound of a space is seldom the reason of
being there, human perception is generally formed by attention to specific sounds
sources found in the environment [76].
In order to separate the specific sources, people listening to the sound perform
an auditory stream analysis [35]. This analysis is formed by two coexisting pro-
cesses – stream segregation and grouping. Segregation enables time and frequency
separation and is established by the physical characteristics of human hearing. On
the other hand, higher cognitive stages are responsible for grouping the segments
into streams representing sound sources.
Although attention partly influences the stream formation [166], its main role
is in enabling the listener to focus on a single sound source from multitude of
processed events. Auditory attention itself is shaped by two interplaying processes
– bottom-up and top-down attention. While top-down is influenced by person’s
voluntary needs, bottom-up attention is shaped by the saliency of the sounds.
Sounds that are salient exhibit characteristic features that distinguish them
from other sounds and enable them to stand out from the background. However,
saliency features and corresponding models are not apparent, therefore different
saliency predictions have been proposed [23, 115, 166, 178, 185].
In this contribution, we outline the new brain-response-inspired features based
on ripple sounds (spectrotemporal modulations). To compare such ripple features
to the commonly used features based on spectrograms, feature space representa-
tion from sounds with the same amplitude but scrambled phase are shown. Fur-
thermore, we present a layout of the new auditory saliency model. Environmental
sound fragments are used to illustrate the capability of the model to correctly pre-
dict saliency of events in complex sonic environments.
3.2 Spectrotemporal modulations features and their
strength
3.2.1 Features based on spectrotemporal modulations
Saliency of a sound can be calculated as a weighted sum of the excitation strength
of properly selected features. In turn, such features should account for the response
of the auditory system to the relevant characteristics of the sound.
Some saliency models [23, 117, 178] use features that are constructed on the
basis of sound spectrogram. Other models, however, explicitly include known con-
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tributors to saliency [166]. In our proposed model, we include features based on
spectrotemporal modulations that were observed to relate well to spatially located
brain response [162].
The model’s feature extraction starts by filtering the input audio signal in Nf
narrow-band filters with central frequency fc,i. The selected frequencies are log-
arithmically spaced over the complete auditory frequency range (10 octaves) and
separated in 1/x (x being either 3, 6 or 12) octave bands. The output signals of
each of these filters are subsequently demodulated by squaring and low-pass filter-
ing of the result with a cut-off frequency of 20 Hz.
The demodulated signal is finally compared to a set of Nr orthonormal ripple
basis functions:
S(t, x) = 1 + ∆m · sin(ωt+ Ωx) (3.1)
where ω is the amplitude modulation in rad/s, Ω is the frequency modulation
in rad/oct, while ∆m represents a modulation depth. Amplitude modulation fre-
quencies are logarithmically spaced between 0.1 and 10 Hz and -10 to -0.1 Hz.
Correspondingly, frequency modulation rates are linearly spaced in the range of
0.1 and 10 cyc/oct.
Comparing the demodulated signal with the prototype ripples is done by cross
correlation. The resulting signals are summed over the filter bands and maximum
values over a sliding window of one octave are used as an output. Features are
determined in the overlapping time windows of 10 s (corresponding to the lowest
amplitude modulation rate) and with 50% time overlap.
3.2.2 Predictive strength of spectrotemporal modulation fea-
tures
To explore the strength of different feature extractors, an inconspicuous form of sa-
liency should be investigated. A well known sound (e.g. music) was transformed
with Fast Fourier transform algorithm and its phase scrambled. After inverse trans-
form, the sound was distinctively different from the original for the human listener
and phase-scrambled epochs were marked as salient. However, the power spec-
trum was unchanged and thus the spectrogram stayed exactly the same for both
the randomized phase and the original sound. Hence, any features attempting to
detect salience starting from a spectrogram extraction will be unsuccessful.
In Figure 3.1 the results from different feature extractors are shown. Multiple
repeated original and modified fragments of two sounds – car honk and guitar
music – are used. To obtain a complete comparability of the feature extractions,
all of the used procedures were done on the same time windows while modified
and original fragments were randomly selected as inputs.
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The upper half of each graph in Figure 3.1 represents phase-scrambled frag-
ments while in the lower part features from original fragments are shown. As it
can be seen, the spectrotemporal modulation features allow to clearly distinguish
between the fragments while the spectrogram does not show any difference. On
the other hand, Kayser features [117] only partly allow to distinguish both groups
for the strongly transient car honk sound.
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Figure 3.1: Comparison of different feature extractors on original and random phase repe-
titions of two separate sound recording fragments. In top row, car honk sound: (a) spectro-
gram, (b) Kayser features, (c) ripple features. In bottom row, guitar music: (d) spectrogram,
(e) Kayser features, (f) ripple features.
3.3 The saliency model
Based on demodulation, Nr ×Nf features are extracted at each time interval. As
these features represent the sensitivities of the human auditory system, the strength
of their excitation is proportional to the saliency of the sound. Additionally, our
model adds the feature signals integration using different rise and fall time con-
stants representing excitation and activation in neural pathways. For extracting the
information that is relevant for soundscape – namely the likelihood of a sound to
be noticed by the user of a space within a complex sound environment – a single
number indicator is preferred. Therefore, the integration responses are summed
ending up with a single number saliency measure.
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Until now, the model does not account for the frequency dependent response
of the human ear. Detailed and complex models for middle and inner ear dynamics
are available that could be used to weigh the input signal. However, for simplicity
a straight forward A-weighting followed by summation over frequencies is imple-
mented. Additionally, for weighing the importance of different spectrotemporal
modulations, the reported thresholds by Chi et al. [46] are used.
3.4 Extracting saliency of environmental sounds
To demonstrate the performance of the new saliency model on environmental
sounds, two five minute sound fragments containing salient sounds were evalu-
ated. The first one consisted of a highway noise recording on which a sound of
passing emergency vehicle with a siren was added five times. The second sound
was a five minute recording of urban traffic noise in which one of the vehicles
used its horn during four pass byes. In addition to analyzing these environmental
sounds on their own, the voice of a person talking in the foreground was mixed by
using two different speech fragments.
Figure 3.2 shows the output of the saliency model and compares it to the sound
level and the labeled parts of the salient events. For highway sound, saliency peaks
at the instances where an emergency vehicle passage was included. However, other
spikes emerge due to the specific trucks and motorcycles that pass by. Once speech
is added, the peaks at the locations where the emergency vehicle was inserted seem
slightly more pronounced. In comparison, no such distinctions are visible in the
simple signal levels at the times of salient events.
For traffic with car horn sound events, moments where the honking occurs do
not emerge in the saliency indication. The strong variation in traffic sounds seems
to include more saliency. Therefore, the habituation to the sounds may need to
be included in the model to allow for intermittent traffic to receive less saliency.
When speech is added, saliency spikes are less pronounced. While speech is a
typical sound with significant saliency, having such high levels in comparison to
the original recording, determines the detection of only the most prominent salient
events.
3.5 Conclusions
In soundscape analysis and design, noticing particular sounds in a complex sonic
environment plays an important role. Indeed, sounds that are noticed are expected
to have much stronger influence on perception and understanding of the sonic en-
vironment than subliminal sounds. Whether a sound is paid attention to by the
average user of a space depends on how much the sound stands out of its environ-
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Figure 3.2: Saliency prediction on two environmental sound recordings and corresponding
signals with added speech content. In top row, highway noise with emergency siren: (a)
basic recording, (b) recording with added first speech content, (c) recording with added
second speech content. In bottom row, traffic noise with honk sounds: (d) basic record-
ing, (e) recording with added first speech content, (f) recording with added second speech
content. Each graph shows three signal traces: saliency prediction, original labels from
embedded salient event and relative sound level.
ment, i.e. its saliency. To predict the salience of a sound, an accurate and agile
model for auditory saliency is needed. In this paper, we presented such model
inspired by an observed brain response to spectrotemporal modulations.
It is shown that the model’s output predicts purposely incorporated salient
sounds reasonably well depending on the content of environmental sound. Further-
more, when foreground speech is added, the model adapts its saliency prediction
and predicts only the prominent events in the resulting sound.
The sounds presented in this paper were used in an experiment with partic-
ipants instructed to attend to the speech, listen for the salient sounds or simply
not to attend to the sound stimuli. During this listening test, brain response with
EEG signals was recorded. In a follow up study, the calculated saliency will be
compared to a direct observation of EEG response in an attempt to find more solid
criterion on the algorithms underlying saliency calculation.
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In this chapter, a computational model for auditory saliency is described in
detail. Each part of the model is discussed in relation to the physiological or
psychoacoustical findings. Two models for auditory periphery are considered
as part of the saliency model: an advanced biophysically-inspired ear model,
and a simplified but fast auditory filter bank. The central (brain) processing
stage of the saliency model is implemented using damped resonators and delay
buffers, both of which ensure accurate account of the temporal behavior of the
acoustic input. Additionally, inhibitory circuitry of the brain is simulated using
leaky integration. The proposed model is evaluated using four tests comprising
various environmental sounds of increasing complexity. Firstly, the response
of the two different periphery implementations is assessed using pure tones
and ripple sounds. Moreover, transient response of the model to the change
between the tone and the amplitude modulated tone is discussed. The third test
shows the influence of the inhibitory part on the recognition of a deviant tone in
a sequence of repeated tones. Finally, it is shown that the model evaluates the
increase in the level of the emergency vehicle siren—a sound source created to
stand out from its background—as more salient than the same increase in the
level of the traffic noise.
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4.1 Introduction
The soundscape concept was introduced to explore how people experience the
sonic environment in urban public places [113]. Exploring how urban environ-
mental sound is perceived and understood by people using the space, and by the
society as a whole, allows to analyze the inner mechanics of the urban ecosys-
tem and eventually enables the design of better sound environments. A challenge
nevertheless exists in how to understand the perception of the urban sound envi-
ronment and how to measure or quantify it [25].
People enjoying a tranquil park or walking through a busy part of the city
rarely focus their attention on the sound voluntarily, i.e. city sounds are often
backgrounded. However, within the whole sonic environment, the sounds which
are noticed tend to determine the appraisal of the soundscape [13,21,33,56]. Thus,
methods for analyzing the urban soundscape should determine which sounds are
likely to attract attention and become noticed. Similarly, adding sounds that attract
attention and that are generally positively appraised, may offer a way to influence
the perceived quality of the urban sound environment.
Auditory attention is governed by outward-oriented as well as inward-oriented
components. On the one hand, outward-oriented (voluntary) attention occurs when
one starts to focus on a specific sound of interest (e.g. a person talking, music, a
bird song). Voluntary attention depends on the intentions of the person [89] and
varies among people [167]. Although important, these individual differences and
instantaneous intentions leading to voluntary attention are difficult to include in a
computational model for evaluation of the sonic environment.
Inward-oriented auditory attention, on the other hand, is triggered by the sound
itself, particularly by the degree to which the sound stands out in a complex acous-
tic environment. This concept is often referred to as auditory saliency of the sound.
Saliency comes in various flavors; the term auditory saliency is mostly used to re-
fer to sensory saliency whereas its counterpart, semantic saliency, indicates the
incongruence of a sound within an auditory scene [198]. Semantic saliency as a
trigger for attention depends on the meaning a person assigns to a sound and on
a deeper understanding of the environment. In particular, expectations regarding
the sonic environment may increase incongruence of some sounds and make them
more noticeable [77].
In recent years, modeling of auditory sensory saliency has shown significant
progress [116]. Early models identified salient features on the basis of spectro-
grams, essentially using the same methods as those applied for visual saliency
evaluation [117]. More recent models focus on auditory features and implement
methods to detect deviant or unique features in the auditory stream [115]. The
features used in these more recent auditory saliency models are typically based on
a spectral analysis in short temporal intervals [178] and a combination of multiple
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features (timbre, pitch, envelope, spectrum, modulation, etc.) that are known to
influence saliency [115, 166].
Several of the above mentioned models rely on traits observed in psychoacous-
tical experiments, i.e. response to tones, masking, etc. Another type of models is
inspired by the physiology of the neural pathways involved in auditory streaming.
Specifically, one important aspect of neural encoding is the tonotopically shaped
response to spectrotemporal modulations which was measured in the auditory cor-
tex [162].
Models based on spectrotemporal modulations usually apply two-dimensional
filter functions that map the sound input to a multidimensional space [16, 47]. Us-
ing this approach, portions of the spectrogram are convolved with the filter repre-
sentations. Differently, this work presents a model for auditory saliency detection
that evaluates the complete audio stream. In contrast to the convolution approach,
the presented model is designed to capture the transients in the input more accu-
rately. Furthermore, the response of the model maintains the phase information
and it is immediate up to the delay of the used filters. This is essential for a sali-
ency model as all processes leading to attention occur within a couple of hundred
milliseconds after the sound reaches the ear.
Section 4.2 provides details on the implementation of the proposed computa-
tional model for auditory saliency, and presents two implementations of the audi-
tory periphery in the saliency model: an advanced ear model implementation, and
a simplified, but fast, implementation. In Section 4.3, the response of the model to
a series of selected sound samples is discussed to explore the different characteris-
tics of the model. In particular, the applicability of the model in detecting a salient
event in an environmental sound is evaluated.
4.2 The auditory saliency model
The proposed model for calculating auditory saliency is inspired by physiological
and psychoacoustical knowledge, yet it aims to be applicable in the analysis of
large amounts of data available in soundscape studies. This implies that approx-
imations, which guarantee short calculation times on present-day computers, are
necessary. Hence, the model only evaluates those features of the human auditory
system that are most relevant for sensory saliency.
The two main stages that comprise the model are shown in Figure 4.1. For pe-
ripheral processing, a state-of-the-art model of the human auditory periphery [181]
is used. Aside from this biophysically-inspired, but slow to compute model, we im-
plemented a fast auditory periphery model based on Gammatone filters [96] for the
purpose of running the saliency model in real time. Comparing model implemen-
tations which use a fast and slow periphery allows us to maximally compromise
between biophysical relevance and computation speed.
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After the auditory periphery model, the tonotopically organized output is ana-
lyzed for the presence of amplitude and frequency modulations using a physiolo-
gically plausible approach that mimics cortical-subcortical interaction processes.
Specific sensitivity of the areas in the auditory cortex that are responsive to such
modulations was indeed reported in earlier studies [156,162]. When evaluating ur-
ban soundscapes, it is usually assumed that there is no initial outward-oriented at-
tention to environmental sound [113]. Hence, the final stage of the model assumes
that the sensory input is maximally inhibited, or in other words, that environmental
sound is not task relevant.
Outer/middle 
ear
Cochlea Auditory cortexBrainstem
Inhibition
Saliency
Figure 4.1: Stages of the computational model for auditory saliency. Starting from the
auditory periphery containing ear filter, cochlea and brainstem simulation, continuing to
the higher brain processing model simulating cortical oscillations with neural inhibition
feedback. The output of the computational model is a single-value saliency signal that is
proportional to the probability that an environmental sound will be noticed.
4.2.1 Auditory periphery stage
The auditory periphery is generally modeled using a filter bank that simulates the
tuning and frequency dependence of cochlear mechanical filtering on the input
sound. The periphery models range from a relatively simple invertible Gammatone
filter bank [96, 157] to a model of the complete cochlear and auditory nerve (AN)
processing [197] and models for simulating the auditory brainstem response [151,
181, 182]. Some of the mentioned models are also publicly available [171].
4.2.1.1 Outer and middle ear
The first stage of the model comprises the outer and middle ear simulation which
was implemented using a band-pass filter between 0.6 and 4 kHz based on the
measured transfer functions of the human middle ear [149]. Such suppression
of the frequencies outside the mid-frequency range captures a large part of the
frequency sensitivity most often expressed by using A-weighting in soundscape
studies. It should be noted that the same outer and middle ear filter is used in the
advanced and fast periphery models.
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4.2.1.2 Advanced auditory periphery model
The auditory periphery is modeled using a state-of-the-art model for human audi-
tory periphery processing [181]. In this advanced biophysically-inspired model,
the cochlear mechanics are represented using a transmission line architecture for
the basilar membrane (BM) vibration [3, 181, 183]. This includes a level and fre-
quency dependent tuning of cochlear filters and a longitudinal coupling between
the cochlear sections. The transformation from the instantaneous BM velocity to
inner hair cell (IHC) bundle deflection is represented using a constant gain. The
IHC nonlinearity is modeled by a compressive nonlinear function between the IHC
bundle deflection and the IHC receptor potential [4]. Next, adaptive properties as-
sociated with the IHC and AN synapse are modeled by including the kinetics asso-
ciated with outward basolateral IHC K+ currents and a three-store diffusion model
for the AN synapse [5]. Finally, the function of the auditory brainstem response,
in particular the ventral cochlear nucleus, is implemented using a functional exci-
tation/inhibition model of spherical bushy cells [139].
In the mid brain, a high number of neural circuits are found that are sensitive to
amplitude modulations in the 100 Hz region [118]. These will transmit signals at
this particular amplitude modulation rather strongly while acting as an inhibitor for
other parts of the neural circuitry. As modulation frequencies above the response
of these filters are less likely to be transmitted further, the proposed periphery is
most sensitive to envelope frequencies below this limit.
4.2.1.3 Fast auditory periphery model
The biophysically-inspired implementation of the auditory periphery requires a
substantial computational time, which is not practical when analyzing large datasets
available from soundscape studies. Therefore, a fast alternative for the auditory
periphery was also considered as a compromise between computation speed and a
realistic model of auditory processing.
Several published cochlear models exist, e.g. [72,134,181,197]. However, the
fastest implementation as shown in [157] is a cochlear model based on a linear
Gammatone filter bank. Therefore, the second stage of the fast auditory periph-
ery model comprises a filter bank consisting of 4th-order Gammatone filters [169]
which has the same frequency response as the widely used Gammatone filters pro-
posed by Hohmann [96, 171]. The temporal response is, however, slightly dif-
ferent: the relative difference at 250 Hz was found to be 4% while for the higher
frequencies it was less than 0.1%. The center frequencies of the Gammatone filters
are calculated using a 12-bands-per-octave division according to the ANSI S1.11
standard [7]. Therefore, for the fast periphery implementation, 120 bands are cre-
ated with logarithmically spaced frequencies spanning the hearing range between
22.74 Hz and 21983.25 Hz.
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The AN is usually modeled using a cascade of nonlinear functions and in-
cludes a low-pass filtering associated with the IHC properties responsible for the
AN phase locking limit [175, 197]. Simpler nonlinear functions have also been
proposed for this process in form of a half-wave rectifier [47,106]. For simulating
the nonlinearity associated with AN processing, the proposed fast periphery imple-
mentation uses a squaring of the signal. In addition, this nonlinear function places
the amplitude modulation content of the cochlear frequency bands around the DC
value, similar to a demodulation process in the signal processing domain [133].
To increase speed, downsampling to 250 Hz was used in the final stage of the
periphery processing, both in the advanced model and fast periphery implemen-
tations. Considering the Nyquist theorem, a low-pass 6th-order Chebyshev type I
digital filter [20] filter with a cut-off frequency of 119 Hz was created. Although
this low-pass filter cannot entirely substitute the cochlear nucleus and inferior col-
liculus models, it simulates a loss of phase-locking [44].
4.2.2 Sensitivity of the auditory system to modulation
The selectivity of the human auditory system for simultaneously applied ampli-
tude and frequency modulation observed through functional magnetic resonance
imaging (fMRI) showed spatially separated regions of the auditory cortex respond-
ing to ripple sounds [162]. Psychoacoustic experiments have also explored sensi-
tivity changes to a broadband sound modulated by different ripple modulations
and found low-pass characteristic of the perceptual filters in both modulation do-
mains [46].
In relation to these findings, several models that extract the response to spec-
trotemporal modulations have been proposed. To model the spectrotemporal re-
sponse fields (STRF), Chi et al. [47] combined a gamma function in the time do-
main with a Gabor filter in the frequency domain. In another study, Gabor filters
simulating the auditory cortical receptive fields were used to model the effect of
plasticity on auditory stream segregation in a cocktail party context [41].
As the auditory system was found to be tuned to spectrotemporal modula-
tions [41, 46, 47, 156, 162], including a model stage which captures a cortical rep-
resentation of ripple sounds can be beneficial for determining sensory saliency in
a computational model.
4.2.2.1 Amplitude modulation sensitivity through resonators
Sensitivity to amplitude modulation can be implemented in different ways. At
the neurological level, the mechanism by which neural complexes could become
sensitive to specific amplitude modulation, and in particular the transient response,
have been shown in the simple neural circuit of the cricket [161]. Inspired by this
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work, and the general observation that oscillating complexes are rather common
in brains, resonators were chosen to implement amplitude modulation sensitivity.
The resonators are implemented as constant-gain two-pole filters. In discrete-
time domain, such filters are represented by Equation 4.1. The parameters of this
digital filter are: the resonance frequency Fr, the resonator pole radiusRp, and the
sampling frequency of the input Fs. The resonators reflect the sensitivity of the
auditory cortex to amplitude modulated ripples, where i-th resonator evaluates the
response to the AM on F (i)r Hz.
H(i)r (z) = G
z−2 − 1
1− 2Rr cos(Θ(i)r )z−1 +R2rz−2
G =
1−R2r
2
Rr = 1− 2pi
Fs
(1−Rp)
Θ(i)r =
2pi
Fs
F (i)r
(4.1)
Several previous studies were considered for determining the range of frequen-
cies to use for the AM response. For instance, Fig. 2 in [109] gives a comprehen-
sive overview of the neural processing of modulated sounds: a fundamental limit
in modulation frequency sensitivity is given by the cut-off values of the modula-
tion transfer functions. Additionally, the same figure shows that the perception
of AM changes from fluctuation to roughness over a modulation frequency range
between 15 and 70 Hz.
On the other hand, in [46], a sensitivity for amplitude and frequency modula-
tion of a broadband carrier sound has been investigated over the amplitude modula-
tion range from 1 to 100 Hz, showing a drop in sensitivity above 30 Hz. Similarly,
in the research identifying cortical response by fMRI [162], a range of Fr between
1.6 Hz and 27.4 Hz was used. Considering the mentioned studies, our model in-
cludes a non-equidistant series of Fr with 11 resonators logarithmically spaced
between 1 and 32 Hz.
In view of the importance of the transient behavior, damping as a function
of resonator central frequency Fr is chosen such that the envelope of the time
response is equal for all resonators. This is different from previous work that has
analyzed modulation using a constant bandwidth on a logarithmic axis [16,47,50].
Such implementations resulted in longer temporal responses for decreasing center
frequencies which would smear out the transient response across filters.
Time and frequency responses of the resonators used in the model are plotted
in Figure 4.2. Figure 4.2.a and b show the time response to an impulse and step
respectively for a subset of the used resonators. The resonators have an initial
negative peak which is ensured by the numerator expression in Equation 4.1.
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(a) (b) (c)
Figure 4.2: Response of the resonators used to evaluate amplitude modulation of the input,
defined in Equation 4.1 multiplied with F (i)r : a) time response to impulse; b) time response
to step; c) frequency response to impulse. For time response, only resonators up to 8 Hz
are shown to avoid clutter. Frequency response displays all resonators used, while the filter
shape and the bandwidth at the cut-off frequency (Q3dB) are only outlined for 1, 4 and 32
Hz.
Frequency responses of the resonator filters are shown in Figure 4.2.c. As the
implementation assumes different bandwidths at the cut-off frequency (Q3dB), the
filter bandwidths ranged from 4.5 to 1.1 at the lowest and the highest amplitude
modulation respectively. This bandwidth range was ensured by the pole radius
Rp and equaled 0.45 for all filters. Additionally, the bandwidth of the resonator
corresponding to 4 Hz, which is in range of a typical temporal envelope of flu-
ent speech [109], equals 1.6. This value corresponds to the bandwidth used in
earlier work, where Dau et al. [50] reported a Q3dB of 2, while Chi et. al [47]
implemented a constant Q3dB of 1.8.
4.2.2.2 Frequency modulation implementation with delays
The input to the frequency modulation part is the response of the resonators ex-
tracting the AM content from the periphery (Section 4.2.1). The response of the
i-th resonator corresponding to ωi AM is given in Equation 4.2. There, the res-
onator is defined by its transfer function H(i)r (z) (Equation 4.1), while the periph-
ery output in frequency band c is marked as p(c)out[n].
y(c,i)r [n] = h
(i)
r [n] ∗ p(c)out[n] (4.2)
The output of this resonator is then delayed using a delay buffer as shown in
Equation 4.3. The delay δ(i,j)c , determined from a spectrotemporal modulation
function, is calculated with Equation 4.4 for the combination of the resonator AM,
the FM Ωj and the octave axis representation of the frequency band c.
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y
(c,i,j)
∆ [n] = y
(c,i)
r [n− δ(i,j)c ] (4.3)
δ(i,j)c =
Ωj
ωi
xc. (4.4)
The delayed output from Equation 4.3 over all frequency bands is then summed
using the overlapping procedure in Equation 4.5. The output v(i,j)q [n] corresponds
to the output frequency band q for each AM/FM combination.
v(i,j)q [n] =
q+U2∑
c=q−U2
ζc · y(c,i,j)∆ [n]
q ∈ {0, T, 2T, . . . , Nf − U + 1}
(4.5)
Equation 4.5 shows that the delayed output of the resonators is first multi-
plied with the windowing function ζ, defined for each frequency band c, and then
summed over a range of frequency bands around the tonotopical band of interest
q. The ζ-window is given as a simple rectangular window, while the step T equals
6 bands and the window size U is given as 12 bands. The number of frequency
bands in the periphery is given as Nf .
Several ranges of the frequency modulation for modeling and investigating the
response to spectrotemporal modulations were reported in the literature [16, 17,
41, 46, 162]. As found by Chi et al. [46], the human auditory response to the FM
part of the dynamic ripple exhibits a low-pass characteristic, i.e. the threshold
is the lowest for low FM. Moreover, for investigating the direct response of the
auditory cortex to ripple sounds [162], FM from 0.16 to 2.5 Hz/octave were used.
Similarly, Carlin and Elhilali [40] used FM up to 2 Hz/octave in the model evaluat-
ing a speech-in-noise detection task. Correspondingly, the current implementation
includes five linearly spaced FM filters from 0 to 2 Hz/octave.
Figure 4.3 shows the output of the frequency modulation part of the saliency
model. A bank of five ripple sounds was created, each having a 4 Hz amplitude
modulation with 0 to 2 Hz/octave frequency modulation corresponding to the exact
FM used in the model. Figure 4.3 displays the model output for these sounds for a
4 Hz resonator (AM part) and for all FM filters of the model.
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Figure 4.3: One second of a temporal response of the frequency modulation part on the
input ripple sounds. The columns represent different input ripples: AM is always equal to 4
Hz while FM ranges from 0 to 2 Hz/octave in the same steps as implemented in the model.
The rows represent different output frequencies with the amplitude on the same range across
all graphs in a row. Inside each graph, all FM outputs are plotted with different colors as
shown in the legend.
The contrast between the output signals for different AM/FM combinations is
important to note. The output FM corresponding to the input FM (i.e., the blue
line in the first column of Figure 4.3, the orange line in the second, etc.) always
exhibits the largest response over all frequency modulations.
It should also be noted that the amplitude difference across created ripples
(rows in Figure 4.3) is related to the ripple sound characteristics. For the same rea-
son, the low frequency band (243 Hz) displays artifacts in the pure tones occurring
because of the higher proximity between the carrier and the modulation content in
the lower frequency bands of the ripple sound. The artifacts would disappear if
delayed amplitude modulated sines are used as periphery signal (Equation 4.2) as
they represent a perfect decomposition of the ripple sound.
The amplitudes over the frequency bands, shown by the difference between the
scales on the ordinate axis across rows, are related to the weighting of the input
sound (Section 4.2.1.1). For the ripple with 4 Hz and 0 Hz/octave, there is only
one signal close to the exact AM/FM combination signal. The same characteristic
AUDITORY SALIENCY MODEL 55
can be observed for the 2 Hz/octave, while for the FM values in the middle, two
signals are close to the largest one. This is due to the difference in FM values close
to the exact FM: for the middle FM (0.5, 1 and 1.5 Hz/octave) there is a reaction to
both the adjacent lower and upper FM, while for the two boundary values (0 and 2
Hz/octave) only one closest FM is excited.
4.2.2.3 Inhibition in the neural circuits
The above sections describe an analytical phase in the processing of auditory stim-
uli. This process is classically referred to as auditory scene analysis or computa-
tional auditory scene analysis when it is mimicked by a computer [35]. However,
an important last step is missing, namely the ability of the brain to gate-out task-
irrelevant and focus on task-relevant sound. Magnetoencephalography (MEG) and
electroencephalography (EEG) studies have shown that brain currents and poten-
tials are entrained by the temporal variability of attended auditory streams and are
not entrained to unattended streams [89]. Correspondingly, in a recent publication,
Bellur and Elhilali [17] employed a detuning of modulation filters similar to those
implemented here to separate the task-relevant speech from irrelevant sound.
Auditory attention is the result of a complex interaction of top-down and bottom-
up mechanisms [18]. In the proposed model, it is assumed that the environmental
sound is always task-irrelevant and therefore maximally gated-out. This sound
will, nevertheless, occasionally activate cortical areas for a short time. Hence,
the transients occurring in the gating process are of the main interest. Available
physiological evidence mainly points to the cortical-subcortical feedback circuits
playing a crucial role. For example, in animal models, a balancing effect of the
inhibition and excitation in the auditory cortex has been investigated [196].
Additionally, auditory inhibition was found to be associated with increased
brain activity in the alpha-frequency range that is not phase-coherent with the au-
ditory stimulus [173, 191]. Therefore, this alpha-oscillation might be a side effect
of a feedback control including loop delays in the order of 100 ms. Considering
the mentioned phenomena, the response of the auditory cortex simulation in the
proposed model is dynamically down-regulated using an inhibitory circuit to tune
the strength of the output to a desired level.
Thus, the output of the periphery v(i,j)q , related to the frequency band fq , am-
plitude modulation ωi and frequency modulation Ωj is fed back and inhibited with
the inhibition signal g(i,j)q according to Equation 4.6. It should be noted that the
difference between the periphery output and the inhibition signal is delayed by m
samples (to be comparable in case of different sampling frequencies) and multi-
plied with a constant K. In the current implementation, the delay m is set to be
3 samples (12 ms) and no amplification of the inhibition is provided (K equal to
1). The difference signal is then rectified, similarly to the process occurring in the
neuronal circuits of the neocortex [94].
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s(i,j)q [n] = max
(
v(i,j)q [n]−K · g(i,j)q [n−m], 0
)
(4.6)
Inhibition is a slow process, hence, the periphery output is integrated using a
leaky integrator. In a discrete-time domain, leaky integration is defined by Equa-
tion 4.7. As it can be seen, the current output signal zout depends on the previous
output and the αI portion of the difference between the current input zin and the
previous output.
zout[n] = zout[n− 1] + αI (zin[n]− zout[n− 1]) (4.7)
In the model, inhibition is calculated using Equation 4.8. Correspondingly,
integration constant of the leaky integrator is determined separately in case of a
rising and falling signal.
g(i,j)q [n] = leaky(v
(i,j)
q [n]) (4.8)
Considering the alpha-activity as a proxy for the transients of the inhibition
process, the inhibition rise time needs to be small. In the proposed model, alpha
oscillations are not explicitly simulated but in view of their periodicity, the rise
time of the leaky integrator is set to 100 ms. On the other hand, based on recent
experimental results on the response of alpha activity to the onset of stimuli [191],
an inhibition fall time of 5 s is chosen in the proposed model. Therefore, the
output remains active for several seconds after the stimulus disappears, allowing it
for instance to bridge the interval between the short sounds such as the words in a
conversation.
4.2.2.4 Total saliency signal
Signal s(i,j)q calculated in the inhibition stage (Equation 4.6) represents a contribu-
tion to the overall saliency of the particular band, amplitude and frequency mod-
ulation. To come to the overall saliency, all individual contributions are summed
together across ripple space and frequency bands as shown in Equation 4.9. Al-
though measured response to AM/FM perceptual space exists [46], in the model,
the weighting function ξ(i,j) was chosen to be equal to 1 for all signal traces.
S[n] =
∑
q
∑
i,j
ξ(i,j)s(i,j)q [n] (4.9)
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4.3 Evaluation of the model response
Four numerical experiments were conducted focusing on different parts of the pro-
posed saliency model. In all tests, the output of the saliency model with advanced
ear periphery was compared to the model with fast periphery.
4.3.1 Experiment 1: Reaction of periphery to simple sounds
4.3.1.1 Stimuli
To compare the immediate output of the fast and advanced periphery (Section
4.2.1), several five-second signals were used: three tones of 0.3, 1 and 3 kHz,
two ripple sounds of 4 Hz AM and upwards and downwards 1 Hz/octave FM,
and finally the logarithmic sweep between 20 Hz and 20 kHz. The tones were
used as typical examples of stimuli used for testing the exact response of human
hearing [70, 158]. On the other hand, a logarithmic sweep was used to test the
transient response of the periphery. Finally, as the model is created to react to the
spectrotemporal modulation content of the input (Section 4.2.2), the response to a
typical ripple sound was also evaluated.
It should be noted that the used sounds were normalized to 50 dB SPL by their
RMS value before feeding them to the advanced periphery model. On the other
hand, no normalization was necessary for the fast periphery as its output is linearly
related to its input (Section 4.2.1).
4.3.1.2 Results
The output of the periphery to the described stimuli is shown on Figure 4.4 be-
tween the time segments 2.5-3.5 seconds to contain only a stationary part of the
signal and to cover the mid range of the sweep. It should be noted that for this
comparison, the center frequencies in the fast periphery were the same as in the
advanced periphery: 401 bands spaced from 113 Hz to 12.01 kHz used in [181].
Furthermore, the output of the advanced periphery was downsampled to the same
sampling frequency as the fast periphery (250 Hz). This action was preceded by
the removal of all frequencies above 119 Hz and a normalization of each response
between 0 and 1.
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(a) Tone: 0.3 kHz (b) Tone: 1 kHz (c) Tone: 3 kHz
(d) Ripple: 4 Hz, 1 Hz/octave (e) Ripple: 4 Hz, -1 Hz/octave (f) Logarithmic sweep
Figure 4.4: Response to tones, ripples and sweep of the two available peripheries used in
the saliency model. In each example, the amplitude of the output is normalized between 0
and 1 for both outputs respectively. The central frequencies are taken from [181] and are
equal for both peripheries. Duration of the stimuli is 5 seconds while the response is plotted
from 2.5 to 3.5 seconds.
Figure 4.4 shows that the advanced periphery model has significant excitation
in the bands exceeding the frequency content of the input – a consequence of the
longitudinally coupled bands. On the other hand, the fast periphery has the highest
response in the band of the input frequency while both higher and lower bands are
suppressed. For the response to tones, each periphery implementation produces
a constant output. For the 0.3 kHz tone (Figure 4.4.a), a small ripple effect was
observed for both peripheries. In the fast periphery implementation, this was more
pronounced in the side frequency bands which were not directly excited by the
tone. The rippling effect in the fast periphery happens due to the non-linearity
introduced in the squaring of the signal. Nevertheless, for both peripheries, the
rippling effect disappears for response to the 1 and 3 kHz tones.
The simulations to the ripple sound input (Figure 4.4.d and e) display the qual-
ity of the extraction of the modulation content from the ripple sound. Both ad-
vanced and fast periphery exhibit similar characteristics. Namely, the pattern of
concurrent AM and FM can be observed only marginally in the lower frequency
bands while the spectrotemporal modulation content is clearly visible in the higher
bands.
The response to the middle portion of the 5-second logarithmic sweep shows
the difference in transient responses between the two implementations. As the
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input is a rising sweep, the advanced model excitation of the bands starts before
the band is excited. Conversely, in the response of the fast periphery to the same
sweep, the middle ear filter influence is more visible in the output as the amplitudes
follow the frequency response curve of the middle ear filter.
4.3.2 Experiment 2: Transition between the tone and AM tone
4.3.2.1 Stimuli
Models for auditory saliency that rely on narrow-band spectrograms are typically
not very sensitive to a transition from a pure tone to an amplitude modulated tone.
Yet psychoacoustics shows a clear perceptual transition. To illustrate the sensi-
tivity of the proposed model to these sound transitions, nine stimuli of 60 seconds
duration containing a transition from a pure tone to a modulated tone were created.
Each sequence was preceded and concluded by a low-level background noise seg-
ment.
In detail, 15 seconds after the start of the stimulus, a single 1 kHz tone was
added with a duration of 15 seconds. Immediately after the tone, an AM of 30 dB
modulation depth on the same 1 kHz carrier was provided. There were nine AM
frequencies considered for the nine created stimuli: 1, 3, 4, 14, 16, 24, 32, 64 and
128 Hz. Additionally, each stimulus contained a low background pink noise (-70
dB of the digital full scale) throughout the whole duration.
The stimuli were normalized so that the tone and the AM signal had a level of
50 dB SPL. It should also be noted that the transition between the single tone and
the AM was seamless: the end of the tone occurred at the same time as the start of
the AM on the same carrier and no sharp transition could be heard when listening
to the sound.
4.3.2.2 Results
The intermediate output after the frequency modulation extraction (Section 4.2.2.2)
for the three selected transient stimuli is shown in Figure 4.5. The first stimulus
with the 4 Hz AM directly corresponds to a resonator implemented in the model
(Section 4.2.2.1). The second stimulus with 24 Hz AM is still in the range of the
model resonators, while the last stimulus with 64 Hz AM lies beyond the range of
resonators implemented in the model.
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(a) Ear periphery (b) Fast periphery
(c) Ear periphery (d) Fast periphery
(e) Ear periphery (f) Fast periphery
Figure 4.5: Response after the frequency modulation extraction (Section 4.2.2.2) to the
three transient stimuli: 4, 24, and 64 Hz AM. For each stimulus, the response of the saliency
model with the ear periphery is given on the left (graphs a, c and e) and for the model with
the fast periphery in b, d and f. Each graph shows the traces for a 1 kHz output band for all
AM/FM combinations with the equal amplitude range across combinations.
The response of the resonators to a low frequency AM tone (4 Hz is shown as
AUDITORY SALIENCY MODEL 61
an example in Figure 4.5.a and b) is not limited to the corresponding resonator but
extends to higher harmonics. This effect was more pronounced for the advanced
ear periphery. This difference comes from the implementation of the non-linearity
in the auditory nerve simulation in the two peripheries: while in the fast periph-
ery, the squaring produces a response on the second harmonic, the non-linearities
included in the advanced ear periphery produce a richer harmonic content.
For higher AM modulations that would still evoke a modulation response in
human brain (24 Hz is shown as an example), the outputs of both saliency model
implementations were similar (Figure 4.5.c and d): the AM of 24 Hz excites mostly
the resonator with center frequency of 22.63 Hz while the other responses are
suppressed. Finally, for the input AM of 64 Hz (Figure 4.5.e and f), only the 32
Hz resonator is excited in both peripheries.
For all of the considered stimuli in Figure 4.5, the difference between the am-
plitude of the response on the FM implemented in the model could be observed.
As the stimuli only contain the AM, the largest response was observed for 0 Hz/oc-
tave. However, signals with the same shape but a lower amplitude could also be
observed on the other FM implemented in the model, with the dynamic range be-
tween the FM similar to the one shown in Figure 4.3.
Finally, all graphs in Figure 4.5 display larger transient peaks at the output of
the resonators for the model with the ear periphery at the onset of the pure tone
at 15 seconds. These peaks are also influencing the total saliency output which is
shown for all tested stimuli in Figure 4.6. Therefore, when using the ear periphery
for several AM stimuli, the saliency model reacts stronger to the beginning of the
tone than to the transition to the AM tone. The large peaks at the start of the
simulation observed with the advanced periphery should be ignored as they do not
correspond to any physical phenomena.
(a) (b)
Figure 4.6: Computed saliency on the transient AM stimuli for the saliency model with:
a) advanced ear periphery, b) fast periphery. The output amplitude scale is equal for all
stimuli in each graph.
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For both model implementations, a difference between the responses in Figure
4.6 can be seen for the 14 and 24 Hz AM stimuli. In comparison to the other AM
inputs, a faster fall from the peak can be observed for these modulation frequen-
cies. This is most likely due to the cancellation of the responses occurring when
multiple implemented resonators are excited (Figure 4.2). On the other hand, for
the 3 Hz AM, the response is covered by the resonators with large bandwidths and
the total saliency output similar to the other AM.
The traces shown in Figure 4.6 also show that saliency is maintained at a a
small level during the AM part of the signal while this is not the case for the pure
tone. At very low modulation frequencies (1 Hz), the response tends to show
some oscillating behavior which is related to the time constants of the inhibition
processes.
4.3.3 Experiment 3: Repetitions of a deviant event
4.3.3.1 Stimuli
Whether a sound stands out of the sonic environment depends on whether its
acoustics have changed, but also on whether the same sound has occurred a short
time before. In clinical neurophysiology practice, the mismatch negativity (MMN)
[73] is often reported when testing the response to a deviant event inside a sequence
of standard events. The MMN is a component of the event-related potential (ERP)
and is conceptualized as an automatic process happening in the brain when a dif-
ference between the stimulus and the sensory memory trace of a preceding stimuli
is detected [73]. Test subjects are asked not to attend to the sounds stimulus, which
is precisely the situation mimicked by our model.
In this experiment, we use a standard MMN sequence for testing the response
of the saliency model. A deviant 2 kHz pure tone stimulus of 100 ms duration
was created. A reference 1 kHz stimulus of 100 ms was presented using an inter-
stimulus interval of 500 ms. The level of both deviant and standard stimuli was
normalized to 80 dB SPL. There were 300 stimulus repetitions and the probability
of a deviant event in the sequence equaled 20%. Finally, a pink noise of 30 dB SPL
was added to the whole sequence to simulate real laboratory testing conditions.
4.3.3.2 Results
The created sound sequence was evaluated using both implementations of the sa-
liency model. The simulations consisted of a three minute saliency trace for each
model implementation. As in the clinical experiment, both sequences were cut and
synchronized to the start of a deviant event. Finally, the results of the synchronized
traces are shown in Figure 4.7.
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(a) Ear periphery (b) Fast periphery
Figure 4.7: Response to a MMN stimulus evaluated by the saliency model: a) with the
advanced periphery, b) with the fast periphery. The MMN sequence is synchronized on
the deviant event (marked by red shade) while colored traces represent different cuts. The
saliency output of both model implementations is averaged over the cuts and represented
by a dashed line.
Figure 4.7 shows that a deviant event is clearly detected for both periphery
implementations. As it can be seen, the range between the peaks of the deviant
and standard stimuli is much less pronounced for the advanced ear periphery. This
difference is due to the saturation included in that model. For the same periphery, a
dip in the reaction could be observed: a second occurrence of the standard stimulus
after the deviant has the lowest amplitude and the saliency output stabilizes for the
latter ones. On the other hand, for the model with the fast periphery, a monotonous
downwards trend is seen after the largest peak associated with the deviant event.
The difference between the two implementations comes from the shorter over-
all fall time in the saliency model with the advanced periphery from the inhibi-
tion already included in the simulation of the cochlear nucleus in the ear model
[181]. Additionally, in the same model, the inhibition at the deviant frequency
(2 kHz) slightly influences the response at the regular frequency (1 kHz) due to
non-linearities [181].
Both deviant and standard stimuli are created without any rise and fall func-
tions. Therefore, the response of the saliency model to a step-like signal could also
be observed from Figure 4.7. If we take the red shade marking a deviant tone as a
reference point, it can be seen that the overall rise time of the complete model is
short: the model reacts to a stimulus around 150 ms after the onset. When com-
paring these model results to MMN experiments in humans, one should realize
that the modeled output is closer to the neural response than to the scalp potential
measured in the MMN.
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4.3.4 Experiment 4: Salient event in traffic noise
4.3.4.1 Stimuli
Some environmental sounds are created to be salient. The sound of an emergency
vehicle siren is designed to stand out of the traffic noise. Hence, an experiment
was conducted where the sound of an emergency vehicle pass-by was added to a
recording of the highway traffic noise at a distance of approximately 100 m. For
comparison, additional traffic was also added to the original highway noise. For
the latter, a different fragment of the traffic sound recorded at the same location was
used. Including the background highway noise, there were 13 created mixtures of
25 seconds duration.
The mixtures were evaluated with both implementations of the saliency model
using either the advanced periphery or fast ear periphery. For the saliency model
with advanced periphery, the RMS of the original background highway noise was
normalized to 50 dB SPL. This value was then used as a calibration factor for
all mixtures: the largest calibrated level of the mixture with the added emergency
siren was 57.6 dB SPL, while for the highway noise the largest RMS value was
equal to 63.3 dB SPL.
4.3.4.2 Results
All of the created stimuli were assessed separately by the two versions of the sa-
liency model. To obtain a single saliency value for each stimulus k, an average
output of the time evolution of the saliency signal Sk[n] (Equation 4.9) was calcu-
lated and transformed into decibel values as shown in Equation 4.10 (D denotes
the time duration in number of samples).
Sk,dB = 10 · log10
(
1
D
D∑
n=1
Sk[n]
)
(4.10)
Furthermore, a single value representing the output of the periphery for each
stimulus was extracted using Equation 4.11. It can be seen that, for the stimulus k,
the signal trace on frequency c is first averaged across the whole time duration D
and then summed over all Nf frequency bands.
Pk,dB = 10 · log10
Nf∑
c=1
(
1
D
D∑
n=1
P
(c)
k [n]
) (4.11)
Finally, the equivalent continuous A-weighted level (LAeq) was calculated for
each of the stimuli. To obtain a relative increase for all three quantities, the dif-
ference between the obtained value for a mixture and the value for the original
background noise was calculated.
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Figure 4.8 shows how much the total periphery output and the final computed
saliency increases when the A-weighted level increases. First to note is the dif-
ferent scale of the increase in decibel values for the ear and fast periphery imple-
mentations. This difference in decibel scale comes from the saturation included in
the ear model. The implemented saturation therefore translates a large difference
of the input acoustic signal into a smaller range on the output in the ear periphery,
while for the fast periphery, no saturation function is included in the model.
(a) (b)
(c) (d)
Figure 4.8: Computed increase periphery and saliency output versus calculated increase
in equivalent continuous A-weighted level (LAeq) when adding emergency vehicle or more
traffic to a background traffic noise: a) increase in periphery output for ear model periphery,
b) increase in periphery output for fast periphery, c) increase in saliency for ear model
periphery, d) increase in saliency for fast periphery. Each graph contains a zoomed range
in the top left corner for the increase of LAeq up to 1 dB.
Comparison of periphery outputs (Figure 4.8.a and b) between the advanced
and fast periphery implementations shows interesting results. As it can be seen,
the summation of the fast periphery output (Equation 4.11) for both mixture types
is obtained around a proportionally increasing trend. Nevertheless, it is also shown
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that adding the traffic noise in a mixture produces a slightly larger increase than
adding the emergency vehicle sound. This trend is even more visible for the ear
periphery (Figure 4.8.a) where the traffic noise mixtures clearly show a larger pe-
riphery output than those with the emergency vehicle. Thus, if saliency would be
directly determined from the periphery, adding the traffic would be deemed more
salient than adding the emergency siren – an opposite trend of what is expected
from a saliency perspective.
However, when looking at the summed results (Equation 4.10) evaluated in the
second stage of the model, Figure 4.8.c and d show a different trend. For instance,
the saliency model with the ear periphery clearly reverses the trend from the simple
periphery output and the emergency vehicle mixtures are defined as more salient
than the traffic noise. However, this only starts from around 1 dB increase in LAeq
while for the lower level the traffic noise is still found to be more salient. On
the other hand, the output of the saliency with the fast periphery clearly shows the
immediate separation of the saliency between the emergency vehicle and the traffic
noise. Thus, the observed results confirm the expected saliency for the mixtures
including the salient environmental sound and the quality of the proposed saliency
model.
4.4 Conclusions
Research on the perception of environmental sound in the context of soundscape
has highlighted the importance of noticed sound events, i.e. the sounds that are
heard. As users of the public space do not often engage in attentive listening,
mainly sounds that stand out and attract attention will be noticed [113]. Hence,
sensory saliency plays a key role. Nevertheless, no measurement methodologies
are currently available that allow detecting these salient events in a biologically-
plausible way. In this paper, a model for assessing sensory saliency in an envi-
ronmental sound context is proposed. In contrast to other models that are mainly
developed for speech [17], the proposed model more accurately accounts for tran-
sients in acoustic input.
Two variants of the model were presented and tested. The first variant starts
from an accurate model for the auditory periphery and thus automatically includes
saturation and energetic masking [181]. It turns out, however, that this implemen-
tation required too much computational power to be applicable to environmental
sound observations. Therefore, a faster periphery model was also used and results
of both periphery implementations were compared.
The proposed saliency model was applied to sound signals of gradually in-
creasing complexity. In general, both variants of the model were capable of de-
tecting non-trivial changes in sound signals such as an onset of a modulated tone.
However, the simplified ear periphery model tended to give a stronger response in
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such situations.
Detailed transients were studied by calculating the response to a typical signal
used in mismatch negativity test paradigms which explored the human unattended
response to a deviant sound event. The parts of the central processing stage of the
model: the damped resonators with the delays and the inhibitory process, together
ensured the adaptation to an event-like standard and deviant stimuli. This proves
that the applicability of the proposed model extends beyond gradient or peak de-
tecting approaches for environmental sound assessment [192].
Some environmental sounds are designed for sensory saliency. As an example,
we investigated the sound of an emergency vehicle siren in traffic noise by arti-
ficially mixing and changing the signal to noise ratio. The model confirmed the
expected perception of the emergency vehicle: an increase in sound level measured
in dB caused by adding the siren resulted in a higher saliency than a comparable
increase in dB caused by the increased traffic noise.
The implementation of the model as a detector of saliency from the spectrotem-
poral modulation content guarantees the response to another key component of the
sound environment: voices and animal vocalizations. The proposed model for sen-
sory saliency has therefore been introduced in parallel research that deals with the
analysis of soundscape of urban public spaces [79, 177].
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This chapter shows the comparison between several models which could be
used to evaluate the sonic environment in soundscape studies: a computational
model for auditory saliency, Zwicker loudness and sound amplitude. Firstly,
the characteristics of the proposed saliency model are briefly explained along-
side with the two auditory peripheries used in the model. Next, the two ex-
amples of impulsive sound events relevant for noise guidelines (beep inside a
traffic noise, rising industrial noise) are presented. It is shown that the pro-
posed saliency model could detect the impulsiveness of the investigated sounds
better than the models commonly used in soundscape studies.
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5.1 Introduction
Soundscape research has shown that sounds which are noticed influence the per-
ception of soundscape [113]. While walking through an urban environment, peo-
ple generally pay little attention to details in the audiovisual environment when not
asked to do so [67]. Most environmental sounds may therefore remain unnoticed
and hence would not contribute to the cognitive appraisal of the sonic environment.
However, some sounds have intrinsic characteristics that separate them from their
background. The measure of separation is sound saliency—the degree of how
much a sound stands out in the sonic environment.
The two most important saliency traits are sensory saliency, which is deter-
mined by the enhanced sensitivity or tuning of the human hearing system for
specific sound features, and semantic saliency, which requires recognition of the
sound and incongruency within the environment [198]. Sensory saliency has been
investigated by explicitly identifying features that increase the behavioral response
or by resemblance of the spectrogram with visual saliency [117]. By associating
sensory saliency to the tuning of the human auditory system, brain imaging tech-
niques can also serve as a starting point for creating computational sound saliency
models. In [162] it was shown that topographically localized regions of the brain
respond to specific spectrotemporal sound modulations, i.e. amplitude and fre-
quency modulation ripples.
Several models for evaluating saliency based on modulations have been pro-
posed throughout the years [47, 115, 116]. Building on that knowledge, a model
for sensory saliency that accounts for amplitude and frequency modulations on top
of a tonotopically organized representation of sounds in the auditory system [75]
was improved and evaluated. The model was created with soundscape research in
mind—it utilizes techniques that enable a constant stream of input while the sim-
plification of the computationally expensive calculations enables it to run in real
time on a smaller device. Therefore, this biologically inspired model would enable
analysis of large amounts of data available in soundscape studies thus bridging the
gap between highly complex auditory neuroscience models and simple indicators
used in soundscape research.
5.2 Computational models for noticeability evalua-
tion
The stages of the computational model for auditory saliency are presented on Fig-
ure 5.1. The acoustic input is fed to an auditory periphery model [181] that simu-
lates how the sound is represented up to the level of the auditory brainstem. The
model output at each tonotopic region is used as an input to the model of higher
band processing: auditory cortex and sensory activation.
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Auditory cortexAuditoryperiphery
Sensory 
activation
Figure 5.1: Stages of the computational model for auditory saliency—output of auditory
periphery is used as an input to the simulation of higher brain processing [79].
The auditory cortex stage is modeled using spectrotemporal modulation repre-
sentations [79]. In this stage, an input consisting of several frequency band signals
is passed through a series of resonator filters with their resonance on different
amplitude modulations (AM). Afterwards, the signal on each frequency band is
delayed using the buffers with the length corresponding to the frequency mod-
ulation (FM) on the exact frequency band. The next step includes overlapping
summation across several frequency bands, thus reducing the number of output
bands. Finally, to remove the rippling effect in the output, the maximum is taken
across buffers with the length related to the amplitude modulations. Therefore, at
each time step, the output consists of three dimensions: AM, FM and (a reduced
number of) frequency bands. Sensory activation is modeled by excitation and in-
hibition integration with different rise and fall time constants [75, 79]. Finally, the
overall saliency is calculated by summing over all outputs of the sensory activation
stage.
Several models for the auditory periphery have been published previously [96,
151, 197]. Nevertheless, in this paper we compared the two most distinct options:
fast implementation with Gammatone filterbank and complex simulation of the
physical processes that take place in the auditory system [181]. On the one hand, a
fast implementation is necessary for being able to use the model with large datasets
usually available in soundscape studies. On the other hand, complex simulation of
the auditory system is desired when the model is used for simulating and evaluating
more detailed characteristics of human hearing.
In general, for determining noticeability of sound events, soundscape stud-
ies apply simplified models using commonly established psychoacoustic indica-
tors [2]. Therefore, in this study, two additional models based on such indicators
were included: Zwicker loudness according to the ISO 532-1 standard [100] and
the energy-equivalent continuous A-weighted sound pressure level (LAeq). We
evaluate our model against those standard approaches to see if the biologically
inspired models perform better.
72 ASSESSMENT OF NOTICEABILITY OF SOUND EVENTS
5.3 Evaluation of environmental sounds
The models were compared using two groups of sound signals. A first batch was
created by combining background traffic noise with a 1000 Hz pure tone beep
at five different levels (”Peak in noise”). It should be noted that the sound was
created with randomized time of the beep start, to remove the influence of traffic
noise characteristics in the output detection. In turn, such signals would determine
at which input level the signal-to-noise ratio (SNR) of the beep to background
noise in the input would enable a clear detectability in the output. Furthermore, a
second batch of sounds was created by varying the rise time (”Slope change”) of a
particular segment of industrial noise, which would demonstrate if and how much
the rise in the input influences the magnitude of the output [146].
5.3.1 Changing the level of a beep in traffic noise
The response of the saliency model based on spectrotemporal modulations with
Gammatone auditory periphery on different levels of the 1000 Hz beep is displayed
on Figure 5.2.a. As it can be seen, the peaks corresponding to the onset of the beep
are clearly detected up to 20 dB(A) of the lowest level of the beep. On the other
hand, for the same auditory saliency implementation but with complex ear model
periphery only the highest two peaks are detected (Figure 5.2.b) which is due to
the masking implemented in the ear periphery.
Furthermore, although the same parameters were used for the higher brain
processing stage, the saliency output with the ear periphery exhibits a faster decline
from the peak (i.e. shorter fall time). This trait stems from the inhibition already
included in the response of the auditory nerve fiber. At the same time, the loudness
model (Figure 5.2.c) as well as the amplitude of the equivalent level (Figure 5.2.d)
exhibit no decrease of the output for the duration of the tone. Finally, for the
30 dB(A) beep, the amplitude calculated from equivalent continuous A-weighted
level demonstrates better detectability of the onset peak than the loudness model
output.
5.3.2 Changing onset slope of the industrial noise
The output of the four models in relation to rise time was checked using the in-
dustrial noise with varying onset slopes (from the fastest rise of 20 dB/s down
to the slowest 4 dB/s). The saliency model with Gammatone periphery (Figure
5.3.a) displays an increase in saliency magnitude for the steepest onset, therefore
showing the influence of the higher onsets on the saliency output.
Furthermore, for the saliency model with ear periphery (Figure 5.3.b) the
change was detected in the latency difference with relation to different rise times
corresponding to the fact that the ear reacts faster for steeper rises.
ASSESSMENT OF NOTICEABILITY OF SOUND EVENTS 73
(a) (b)
(c) (d)
Figure 5.2: Response on different levels of beep in traffic noise: (a) saliency model with fast
Gammatone periphery, (b) saliency model with complex ear model periphery, (c) Zwicker
loudness, (d) equivalent continuous A-weighted sound amplitude.
Finally, the loudness and sound amplitude (Figures 5.3.c and 5.3.d) were found
not to be dependent on the slope, but their outputs were instead following the rise
up to a steady signal proportionally to the onset.
5.4 Conclusions
In this paper we presented the assessment of noticeability of representative sound
events that might occur in environmental sound context. The comparison included
four models appropriate for evaluation of sound events in soundscape research:
saliency based on spectrotemporal modulations with Gammatone periphery, sali-
ency based on spectrotemporal modulations with ear periphery, Zwicker loudness
and finally energy-equivalent continuous A-weighted sound pressure level.
It was shown that the biologically inspired auditory saliency model based on
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(a) (b)
(c) (d)
Figure 5.3: Response on different rise times of the industrial noise: (a) saliency model
with fast Gammatone periphery, (b) saliency model with complex ear model periphery, (c)
Zwicker loudness, (d) equivalent continuous A-weighted sound amplitude.
spectrotemporal modulations with Gammatone auditory periphery had clear de-
tection of the beep signal inside the traffic noise even for low signal-to-noise ra-
tios. Moreover, the same model had a higher response for the fastest rise time in
comparison to other models. Consequently, the shown examples indicate that the
computational model of auditory saliency based on spectrotemporal modulations
adds valuable information for evaluation of noticeable events occurring in a sonic
environment.
To further investigate the appropriateness of the proposed model, future studies
will include evaluation of the stimuli used in auditory neuroscience experiments
as well as the artificially created sound signals relevant for soundscape studies.
Finally, the model will be validated with experimental data obtained through a
continuous evaluation of sound saliency during walking trips through urban envi-
ronments.
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In this chapter, it is shown how the saliency of the sound can be used to assess
the changes in perceived soundscape quality, evaluated by the pleasantness
rating in audiovisual and audio-only listening experiments. A brief overview
of the obtained dataset and a detailed explanation of the saliency model is
presented. In contrast to the model presented in Chapter 4, which is tuned
to the biological response, the parameters of the model used in this chapter
were adapted for its practical application. The statistical analysis in the study
was performed using Granger causality. The results show that the saliency
calculated by the model predicts the change in pleasantness better than the
amplitude of the sound. It is also shown that the computed auditory saliency
predicts the change in pleasantness more strongly when the quality rating de-
pends mainly on the sound, as was the case in the audio-only experiment.
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6.1 Introduction
People often experience an urban public space while walking through it. The per-
ceived quality of walking routes through the urban environment may affect their
usability and thereby promote an active lifestyle [42]. Pleasant routes may also
promote the choice of walking as a travel mode [145] and thereby help reducing
inner city car traffic and its negative influence on the living environment. Walking
through an agreeable environment may even become a mentally restoring activ-
ity [86]. The soundscape—the sonic environment as perceived or experienced
and/or understood by a person or people, in context [99]—is part of this experi-
ence [154] and is important for the perceived quality of the walking routes. The
sonic environment itself relates to the physical (acoustic) environment which con-
stitutes the sound at the receiver from all sound sources as modified by the envi-
ronment [99].
It has been shown that sounds that are noticed influence soundscape percep-
tion [113]. While walking through an urban environment, people in general pay
little attention to details in their surroundings unless asked to do so [67]. Most
environmental sounds may therefore remain unnoticed and hence would not con-
tribute to the cognitive appraisal of the sonic environment [76]. Subliminal envi-
ronmental sound might still contribute to the overall affect, emotion, and stress but
would not trigger conscious changes in pleasantness rating [82].
However, some sound events have higher probability to be noticed depending
on how much they stand out of the sonic environment. The term saliency is used to
refer to the degree to which an event stands out of the environment [122]; therefore,
such sounds are deemed salient. Correspondingly, salient sound events trigger
people’s attention and evoke a reaction depending on cognitive appraisal: from the
fight-or-flight response to fast approaching car honking to the appreciation of the
bird singing in the tree [130].
Auditory saliency could be divided into two non-excluding dimensions: sen-
sory and semantic saliency. Sensory saliency is determined by the enhanced sen-
sitivity or tuning of the human hearing system to specific sound features [116].
On the other hand, semantic saliency requires recognition of the sound and in-
congruency within the environment [198]. Sensory saliency has been investigated
by explicitly identifying features that alter behavior [116] or by inspection of the
spectrogram using methods similar to the ones used to model visual saliency [117].
The tuning of the auditory system can nowadays be measured using several
brain imaging techniques. Therefore, responses and findings obtained using brain
imaging can serve as a basis for the features used for calculating auditory sali-
ency. In [162] it was shown that tonotopically-localized regions of the brain re-
spond to spectrotemporal modulations, i.e. ripple sounds that have simultaneous
modulation in amplitude and frequency domain. In this study we therefore use
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a biologically-inspired computational model for auditory sensory saliency which
evaluates the similarity of the input to spectrotemporal modulations.
This paper explores the hypothesis that sensory salient events trigger changes
in the appraisal of the sonic environment. Two laboratory experiments, an au-
diovisual and an audio-only experiment, in which people continuously rated the
pleasantness of the sonic environment recorded during a city walk [11], are used
for verifying this hypothesis. More specifically, this paper evaluates if the sensory
saliency, computed using the proposed model, increases the probability that the
participants in the experiments will change their pleasantness rating of the sonic
environment.
In Section 6.2, the audiovisual listening experiment carried out in a labora-
tory context is briefly presented and the obtained dataset and calculated metrics
are discussed. In Section 6.3, the layout and the implementation of the compu-
tational saliency model are discussed. Section 6.4 outlines the metrics and the
statistical methods used in the analysis and presents the results for the audiovi-
sual experimental dataset. Finally, using the same methodology, the results for the
audio-only experimental dataset are presented and discussed in Section 6.5.
6.2 Evaluating pleasantness of a sound walk
A listening experiment was conducted where participants were asked to contin-
uously assess the pleasantness of the sound environment which was a recorded
soundwalk. Five paths covering Paris boulevards, streets, passageways and parks
were chosen as a representative of the urban sound environment. The walks were
recorded in both directions to capture the transition between the environments. For
the complete explanation of the experiment we refer to [11].
There were 30 participants in the experiment. They were recruited inside the
university (students and university staff) with no relation to any soundscape study.
The group consisted of 18 women and 12 men, with a mean age of 33 years (SD
= 14). The participants were naive to the tested hypotheses, and received a small
monetary compensation for participation. Prior to the experiment, all of the par-
ticipants gave their informed written consent.
The same experiment was also carried out in situ, walking on the same paths,
asking for pleasantness at different locations [12]. The use of audiovisual stimuli
was preferred above the use of only sound stimuli, in order to be able to compare
the real pleasantness (measured in situ) with the pleasantness measured in labora-
tory. The results were found to be comparable, and the continuous pleasantness
measured in laboratory has been considered ecologically valid.
Ten recorded sound scenes corresponding to urban walks in Paris through dif-
ferent types of areas (boulevards, streets and park) were played back inside a semi-
anechoic room through a transaural system. The sampling frequency used was 48
78 SALIENCY PREDICTS CHANGE IN PLEASANTNESS
kHz and the duration of each scene was 185 s. The recorded sounds were repro-
duced with the corresponding videos on a large screen in the laboratory. Partici-
pants evaluated the sound pleasantness on a continuous scale by moving a marker
bar with the mouse. The sampling frequency of the mouse movement measure-
ment was 8 Hz (1480 samples for 185 seconds sound duration).
6.2.1 Perceptual dataset of pleasantness rating
The perceptual dataset consisted of 300 collected mouse traces from each combi-
nation of participant and sound. In order to create a single trace for each sound
sample from 30 participants, the data was averaged. As it can be seen in Figure
6.1, the reaction time response varied highly between participants; therefore, an
average metric would not provide a relevant reference and the data of each single
participant would need to be considered. Furthermore, it was found that some of
the traces were broken when the mouse was not positioned above the scale. This
was later accounted for by retaining only the participant-sound combinations that
had less than 25% of missing data.
(a) (b)
Figure 6.1: Recorded trace of answers for sound sample T1OE: (a) raw data from all 30
participants and (b) average data with standard deviation. Missing data from the traces
was not taken into account when calculating the average.
6.2.2 Probability of change in pleasantness rating
The perceptual evaluation data consisted of slider traces as shown in Figure 6.1.
As it can be seen, these included long periods without participant’s reaction. As
hypothesized, the change of the pleasantness rating would happen when the par-
ticipant’s attention is triggered by the salient event [74]. Therefore, a metric was
created representing the probability of the change in the pleasantness rating.
This metric was calculated by taking the absolute value of the finite difference
of the pleasantness rating ψ. This difference was calculated for each of the samples
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in the signal of the length D equal to 1480 samples (Equation 6.1). Additionally,
the difference signal was also rectified with threshold T equal to 0.001, i.e. very
small changes were not taken into account.
Due to the nature of the numerical difference and in order to maintain the same
length as the original signal, the initial sample was set to have a difference equal to
zero (Equation 6.1). Such calculation process produced a non-avoidable 62.5 ms
delay (half a period of the 8 Hz sampling frequency) between the change signal
and the original pleasantness rating.
dψ|n∈{1,2,...,D}[n] =
{
1, |ψ[n]− ψ[n− 1]| > T
0, otherwise
dψ[0] = 0
(6.1)
The probability of the pleasantness rating change (Pdψ) was subsequently cal-
culated with a sliding window w across the signal dψ (Equation 6.2). The duration
of the sliding window was 2 seconds (L equal to 16 samples) with a step of 250
ms (S totaling 2 samples), thus making the sampling frequency of the final output
equal to 4 Hz.
Pw(dψ) =
w+L∑
n=w
dψ[n]
L
w ∈ {0, S, 2S, . . . ,D − L}
(6.2)
Furthermore, if the signal inside a sliding window consisted of more than 50%
of missing data, this portion of the output was labeled as missing. Finally, the
mask (0 – perceptual data present, 1 – no data recorded) was stored in order to
remove the same portions when comparing probability of change to other metrics.
6.2.3 Recordings of the sonic environment
The sound samples used in the listening experiment were 10 recorded urban se-
quences of three minute duration, recorded with a binaural system (two omnidi-
rectional microphones inserted in the ears of the experimenter) during five trips
traveled in both directions in the 13th district of Paris, in April 2015.
The left and right channels were recorded with slightly different sensitivities
which needed to be accounted for. As the absolute value was not important in the
analysis, a relative (mutual) calibration was performed. Therefore, the left and
right channel of the sound file were equalized by fixing the lower level channel
(left in this case) and adjusting (lowering) the higher level channel by the ratio of
the root-mean-square values of the calibration signals.
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6.2.4 Sound pressure amplitude
The amplitude of the sound pressure was calculated on the mutually calibrated left
and right channels separately to emulate the saliency calculation procedure (Sec-
tion 6.3.5). No calibration of the absolute sound pressure was performed since the
relative pressure was sufficient for the performed statistical analyses. The extrac-
tion of the sound pressure signal started from the monaural signal which was firstly
weighted with an A-weighting digital filter. The A-weighting was chosen as it is
a standardized modification of the sound signal based on human perception that is
used extensively in environmental noise and soundscape studies [13, 39, 187].
In the next step, the equivalent level was calculated using a time window with
a length of 6000 samples to achieve the same 8 Hz sampling frequency as the
pleasantness rating (Section 6.2.1). Left and right levels were then logarithmically
summed to a single level and converted back to sound pressure amplitude. Finally,
a windowing procedure was applied—an average sound pressure was calculated
inside a 250 ms window which was shifted with a 250 ms time step until the end
of the signal.
6.3 Computational model for auditory saliency
A biologically-inspired computational model for auditory saliency is created for
calculating the sensory saliency of the input sound. The model is comprised of
two stages: the auditory periphery stage and the brain (central) processing stage.
The input sound is fed first to a simplified auditory periphery model that uses
Gammatone periphery [157] and simulates the peripheral processing up to the level
of the auditory brainstem. The output of the periphery model at each tonotopic
region, i.e. central frequency, is then used as an input to the simulation of brain
processing: spectrotemporal modulation content reacted to in the auditory cortex
[125] followed by a sensory activation stage based on leaky integration [84].
Although most recent research employs spectrotemporal modulation features
in models that focus exclusively on speech [16, 17], previous models also investi-
gated sensory saliency of mixtures of environmental sounds including noise, an-
imal sounds, music, sirens, etc. [68, 69]. Moreover, studies that investigated the
perception of spectrotemporal modulations have analyzed complex mixtures of
sounds (harmonic complexes, tones in noise, amplitude and frequency modulated
tones, etc.) [43, 46, 47], although often with a focus on the analysis and recon-
struction of speech signals. However, most urban sounds from sources such as
road traffic, birds or airco units, have their dominant frequency contributions in
the same frequency range as speech.
The proposed model evaluates the spectrotemporal content in all frequency
bands evaluated by the periphery model, therefore, not focusing only on the range
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specific to human vocalizations. Similarly to previously proposed models that ex-
tract indicators of temporal structure of the soundscape in relation to music [26],
this model extracts the spectrotemporal modulation content from the acoustic input
as a relevant soundscape indicator of the tuning of a human brain to spectrotem-
poral modulations [125, 162].
6.3.1 Spectrotemporal modulations
The created saliency model is inspired by the observation of the sensitivity of the
human auditory cortex to spectrotemporal modulations [46, 47, 162]. Ripples, i.e.
sound signals that have simultaneous sinusoidal modulation in time and frequency
domain, can be considered as prototypes of this spectrotemporal modulation. Us-
ing functional magnetic resonance imaging (fMRI), it was shown in [162] that they
excite particular, spatially separate regions in the auditory cortex.
The modulation function M(t, x) of such ripple sound is shown in Equation
6.3. There, modulations are given as amplitude modulation (AM) ω on time axis
t, frequency modulation (FM) Ω on octave band axis x with the modulation depth
∆m usually set to 1.
M(t, x) = 1 + ∆m · sin(ωt+ Ωx) (6.3)
For the creation of ripple sounds in the digital domain, the frequency axis f is
discretized with Nf discrete frequencies, according to the number of octaves Noct
calculated from the start and end frequency, with the number of separate divisions
of octave band axis x as shown in Equation 6.4.
x ∈
{
0,
1
Nx
,
2
Nx
, . . . , Noct
}
Noct =
⌈
log2
(
fend
fstart
)⌉
; Nx =
Nf
Noct
(6.4)
With this, the term Ωx in Equation 6.3 becomes a constant and the carrier
on a frequency band c is only an amplitude modulated function Sc(t) shown in
Equation 6.5. There, xc is given as an octave band number on a frequency band
fc, corresponding to one value from the discretized octave band axis in Equation
6.4, and βc is a randomly selected phase. Finally, the complete ripple sound S(t)
is calculated by summing over all the AM modulated frequency band signals as
displayed in Equation 6.6.
Sc(t) = M(t, xc) · sin(2pifct+ βc) (6.5)
S(t) =
Nf∑
c=1
Sc(t) (6.6)
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6.3.2 Auditory periphery stage
The saliency model is created to be able to separate the spectrotemporal content
from the input sound into ripples. Firstly, the input sound (sampled at 48 kHz) is
passed through a filter simulating the outer/middle ear transfer function. This is
modeled using a band-pass filter between 0.6 and 4 kHz simplifying the transfer
functions of the human middle ear [149]. The next step, which represents cochlear
processing, is modeled using a filterbank of Nf filters. This filterbank consists
of 120 Gammatone filters [169] created across the hearing range with central fre-
quency division according to [7]. The central frequencies of these filters provide
the basis fc values for the Equation 6.5 as well as the later stages of the model.
The final step of the auditory periphery model is a simplification of the brain-
stem response. The input signal to the brainstem stage is demodulated by squaring
the content from each frequency band, in a manner similar to simple nonlinear
functions used in other periphery models [47, 106]. According to [133], the de-
modulation procedure positions the AM content around the DC value and there-
fore, in combination with low-pass filtering, it could be separated from the rest
of the signal contents. Finally, the output signal is also downsampled which is
allowed according to the Nyquist theorem. The parameters used for demodula-
tion and downsampling in this study were a cut-off frequency of 152 Hz for the
low-pass filter and an output sampling frequency equal to 320 Hz. This cut-off
frequency is high enough to cover the main peak in the frequency response of the
inferior colliculus neurons [44].
6.3.3 Auditory cortex stage
The auditory cortex stage is modeled based on the analysis of the amplitude and
frequency modulation content from the signal according to basic ripples (Equa-
tions 6.3-6.5). Since the ripple can be expressed with a separate AM and FM
portion, the auditory cortex stage is based on two simulation stages: detection of
AM using resonator filters and FM using carrier frequency dependent time delays.
Firstly, the AM content is extracted using a filterbank of constant-gain single-
pole resonator filters. The transfer function of such filters in discrete-time Z-
transform domain is presented in Equation 6.7. The parameters of the filter are
the resonator pole radius Rp and the resonance frequency Fr, where Fs equals the
sampling frequency of the input. In this study, a filterbank was created with 10
resonator filters all having the pole radius Rp equal to 0.0001. This assured that
the actual pole radius Rr was close to the minimum possible which maximally
reduces the duration of the impulse response. The resonance frequencies of the
filters were logarithmically spaced from 1 to 10 Hz, i.e. ω was spaced from 2pi to
20pi cycles.
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H(z) = G
1− z−2
1− 2Rr cos(Θr)z−1 +R2rz−2
G =
1−R2r
2
Rr = 1− 2pi
Fs
(1−Rp)
Θr =
2pi
Fs
Fr
(6.7)
For each AM/FM combination the time delay δc(ω,Ω) on frequency band c is
calculated according to Equation 6.8. This enables calculating the first step of FM
using buffers with a length equal to the time delay in each of the frequency bands
fc.
δc(ω,Ω) =
Ω
ω
· xc (6.8)
Now, consider a ripple sound with AM ω0 cycles and FM Ω0 cycles/octave
(Section 6.3.1) as an input to the auditory periphery stage of the saliency model
(Section 6.3.2). The (perfect) output of the auditory periphery would then consist
of a sinusoid on each frequency band fc with angular frequency ω0 and delay equal
to δc,0(ω0,Ω0) (Equation 6.8).
We then analyze every signal on fc only with a single resonator (Equation 6.7)
which has 2piFr equal to ω0 and Rp equal to 1. The output is then fed to the Nf
buffers each with a delay corresponding to δc,0. The output consists of sinusoids
with angular frequency ω0 and delays δc,0 over frequencies fc. These delayed
sines are then fed to the overlapping summation which is shown in Equation 6.9.
As it can be seen, for a single output band q a window of length U is applied over
the frequency band axis c and the time signals (sines in this case) are summed
together. Afterwards, the window is shifted to the next frequency band with step
T and the summation is repeated.
Vq =
q+1+U∑
c=q+1
sin(ωt+ δc)
q ∈ {0, T, 2T, . . . , Nf − U + 1}
(6.9)
This procedure reduces the number of output bands to Nout calculated from
the number of frequency bands Nf , window size U and step T . In this study, an
overlapping summation over one octave band with a half-octave step was used. As
there were 120 frequency bands coming from the auditory periphery stage with 12
bands inside each octave, the number of output bands amounted to 19.
Nout =
⌈
Nf − U + 1
T
⌉
(6.10)
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It can be proven mathematically that the summation of any number of sinu-
soidal signals of the same angular frequency gives either another sinusoid with
this angular frequency or no response because of the cancellation due to opposite
phases. This is the theoretical baseline of the final calculation step of the auditory
cortex stage—calculation of the amplitude across the buffer with the length cor-
responding to ω. In turn, this step ensures that the rippling effect in the output is
smoothed to a constant value. When the modulation content of the input coincides
with the delay, as in our example with ω0 and Ω0 corresponding to delay δc,0, the
output produces the highest value.
In this study, five frequency modulations were selected with linear spacing
from 0 to 1 Hz/octave, i.e. Ω was spaced from 0 to pi cycles/octave. To reduce
the long delays that can occur for high values of Ω/ω, the modulation axis x in
Equation 6.4 was wrapped. Since the delays in the first octave are the smallest due
to the lowest values of xc, they were repeated for all other octaves according to
Equation 6.11.
xoct ∈
{
0,
1
Nx
,
2
Nx
, . . . , 1
}
Noct =
⌈
log2
(
fend
fstart
)⌉
; Nx =
Nf
Noct
x ∈ {xoct, . . . , xoct}
(6.11)
To summarize, in the auditory cortex stage the input, i.e. the modulation con-
tent of the signal, is expanded across ripple-like functions while the output of
any of the AM/FM combinations peaks if the input is a matching spectrotemporal
modulation.
6.3.4 Sensory activation stage
The sensory activation stage simulates the excitation and inhibition processes in
the brain which are found to be important for human attention and gating [60,124,
193]. To model the excitation and inhibition in the sensory activation stage of the
model [140], a leaky integrator implementation is used [101]. The mathematical
expression of leaky integration in discrete-time domain is provided in Equation
6.12. As it can be seen, the current output signal zout on time step n depends on
the previous output on step n− 1 and the αi portion of the difference between the
current input zin and the previous output.
zout[n] = zout[n− 1] + αi (zin[n]− zout[n− 1]) (6.12)
Equation 6.13 shows the mathematical expression for calculating the value αi.
It is calculated based on the time constant for integration time τi and sampling
frequency Fs which is a measure of time spacing between the two samples in
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discrete-time domain. Additionally, different time constants τi could be given for
rise and fall of the signal, therefore αi would change if the difference between the
current input and previous output in Equation 6.12 is greater or lower than zero.
αi = 1− e−
1
Fsτi (6.13)
In the model, excitation and inhibition are determined according to the expres-
sions shown in Equation 6.14. Firstly, excitation e is calculated on the input ain.
The current excitation therefore depends on the current input evaluated with leaky
integration (Equation 6.12). Afterwards, inhibition g is evaluated on the excitation
signal also with the leaky integration function, however with different values of
αi (Equation 6.13). Corresponding to the previous work [22, 55], the values of τi
used for excitation were 0.05 s and 2 s for rise and fall time respectively. Addi-
tionally, inhibition time constants were given as 1.8 s and 10 s for rise and fall time
respectively.
e[n] = leaky(ain[n])
g[n] = leaky(e[n])
(6.14)
The effect of the sensory activation stage aout is determined as an interplay
between the excitation and inhibition and calculated according to Equation 6.15.
Firstly, the difference between the excitation signal e and the inhibition signal g de-
layed bym samples and multiplied with a constantK is calculated [55]. Secondly,
the output is rectified using maximum rectification, an approach found in neuronal
circuits of the neocortex [94] and widely used in neural network research [131].
In this study, the buffer length m was set to be 3 samples (9.375 ms, i.e. an ap-
proximation of 0.01 s up to a sampling frequency step) and no multiplication was
applied (K equal to 1) [55].
aout[n] = max(e[n]−K · g[n−m], 0) (6.15)
The computational saliency model generates several output values, i.e. on each
time sample NAM ×Nout ×NFM values are calculated. As noted previously, we
used 10 amplitude and 5 frequency modulations, as well as the 19 output bands
in the model. These 950 separate outputs were compressed into a single value on
each time sample using a simple summation. This ensured that, when evaluating
the continuous input to the model, the output saliency becomes a single-valued
time signal Y .
6.3.5 Saliency computed from the recordings
The saliency model does not have an implementation of binaural hearing character-
istics, therefore, left and right channel for each sound were evaluated separately.
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Consequently, the saliency signal Y was computed for the left Yleft and right
Yright channels separately which needed to be combined into a single saliency
value. The saliency computed from the model implementation discussed in previ-
ous paragraphs can be in the range [0,∞). Therefore, a sigmoid function [87] was
used to confine the saliency value into [0, 0.5) as shown in Equation 6.16. With
the implementation and parameters listed in Sections 6.3.2, 6.3.3 and 6.3.4, the
calculations were performed faster than real time on a conventional PC.
Y =
1
1 + e−(Yleft+Yright)
− 0.5 (6.16)
As discussed, the output of the computational model was produced with a sam-
pling frequency of 320 Hz. This enabled capturing the complete range of the am-
plitude modulations as well as the transients in the response over time. However,
the computed saliency was additionally downsampled to 8 Hz to be directly com-
parable to the dataset of pleasantness ratings (Section 6.2.1). Finally, the average
saliency was calculated within a moving window to enable a direct comparison to
the probability of the change in pleasantness rating (Section 6.2.2). Conversely
to the probability which predicts the response in the next two seconds (2 s time
window), saliency was calculated within a window of 250 ms while the step be-
tween the windows was the same 250 ms, i.e. a sampling frequency of 4 Hz. This
windowing procedure also directly corresponded to the calculation of the sound
amplitude (Section 6.2.4).
6.4 Predicting change in pleasantness assessment
This study investigates whether salient sounds in the environment trigger changes
in the appraisal of the sonic environment. On the one hand, people’s appraisal of a
walk in the city was measured using a continuously monitored pleasantness rating
within the laboratory experiment (Section 6.2). On the other hand, the saliency of
the sound recorded during the walk was calculated using a proposed biologically-
inspired computational model for auditory saliency (Section 6.3).
In order to test the hypothesis that the salient events as evaluated by the com-
putational model are the ones that trigger changes of pleasantness rating, an ad-
ditional metric was used: A-weighted sound pressure amplitude (Section 6.2.4).
Therefore, the analysis involved three types of signals: the probability of change
in pleasantness assessment, the computed saliency and the sound pressure am-
plitude (Figure 6.2). Finally, using the same approach, the relationship between
sound pressure and computed saliency was also investigated.
The first comparison was between the computed saliency and the probability
that people change their pleasantness rating when listening to the same sound.
Additionally, sound pressure amplitude as a predictor for the change was analyzed
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in order to reject the hypothesis in case it was found to be a better predictor for
the change in rating than the saliency itself. Finally, the potential existence of a
prediction relationship between sound amplitude and saliency was investigated.
Sound amplitude
Computed saliency
Change in
pleasantness
Figure 6.2: Three signal types used in the prediction analysis: output of the computational
saliency model (Computed saliency), probability of the change in participant’s reaction
(Change in pleasantness rating) and time evolution of the A-weighted sound pressure am-
plitude (Sound amplitude).
Each combination of three signals was evaluated separately for each participant-
sound combination and an example of these data is shown in Figure 6.3.a and b.
It should be noted that the saliency and amplitude signals were the same for each
sound, nevertheless, the probability of change varied across participant and sound.
For example, sometimes a participant changed his/her answer constantly over a
period of time as shown by the probability of change equal to one between 75 and
100 seconds in Figure 6.3.a. On the other hand, data for a different participant dis-
plays only a small probability of change over time (Figure 6.3.b between 25 and
100 seconds) since the participant was changing the rating only sometimes and
during a long period of time.
Two additional datasets are represented in Figure 6.3 to compare the sound
events in the recordings. Firstly, the spectrograms of the left and right channel of
binaural recordings which were used to calculate the sound amplitude trace (Sec-
tion 6.2.4) are shown in Figure 6.3.c and d. The other dataset comprises the sound
events which were labeled by listening to the binaural recordings. Additionally,
the transition between the recorded environments is also shown in the top banners
in Figure 6.3.e and f.
For the sound named T3OE, i.e. the recording that starts in a small street and
finishes in a large boulevard, there are several labeled events that can be seen in
the calculated saliency trace. In the first place, the sounds of a meal (clanking of
the cutlery and plates, voices, etc.) coming from the building above the recorded
path are recognized in the model while the participant 7 also changed the pleasant-
ness rating in this time frame. Furthermore, the squeaking around 50 second time
stamp is also recognized by the model as a salient event, however, this participant
did not change the pleasantness rating then. The highest saliency comes from a
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(a) (b)
(c) (d)
(e) (f)
Figure 6.3: (a) and (b): Example of signal traces for the three types of data (probability
of change in pleasantness rating, saliency calculated from the computational model and
sound pressure amplitude) shown for two participant-sound combinations. (c) and (d):
Spectrogram of the binaural recordings (left channel in top graph, right channel in bottom
graph) corresponding to the sound amplitude signal trace above. (e) and (f): Markings
of the recorded environment (filled banner) and sound events labeled from listening to the
binaural recordings.
loud car pass-by before the 100 second mark which is also easily recognizable in
the spectrogram. Finally, the difference between the calculated saliency and the
level could be seen from the second 140 onward where the level stays up while
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the saliency model is reacting to individual sound events (speech, motorbike and
squeaking brakes).
Sound T5OE covers the transition between the three environments: the record-
ing started in a boulevard, then continued in a small pedestrian passageway until
the end in another boulevard. When listening to the sound recording, the first
clearly noticeable event is a sound of a woman walking in high heels. This is
also reflected in the change of the rating of participant 16. Similar to the record-
ing T3OE, in the sound T5OE between seconds 25 and 75, loud traffic noise is
also visible in the sound amplitude and the spectrogram but not in the calculated
saliency trace. Several events are recognized by the saliency model in this time
frame—one of which is a bird around the second 70. Moreover, a honk of a car
is a clearly dominant event in the calculated saliency trace around the second 110.
However, loud bird around the second 125 is not recognized by the model as a
salient event even though this event produced the change in the pleasantness rating
of participant 16. Contrary to this, birds singing around the second 175 are marked
as salient by the computational model.
6.4.1 Granger causality
To assess the hypothesis that the auditory saliency computed by the proposed sa-
liency model can be used as a predictor for changes in the appraisal of the sonic
environment, a Granger causality analysis was performed [90]. Granger causality
is a measure of one signal being predicted by another: if a signal X1 “Granger-
causes” a signal X2, then past values of X1 should contain information that helps
to predict X2 above and beyond the information contained in past values of X2
alone [165].
Granger causality has been used extensively in econometric studies [91] and
in the recent years to analyze brain imagining datasets [65]. Additionally, some
studies related to sound (music) also analyzed other types of data using Granger
causality: D’Ausilio et al. investigated causal relationship among musicians using
the recorded movement kinematics during an execution of a musical piece [51],
while Dean et al. studied continuously rated perception of arousal in relation to
the varying intensity change of a musical piece [59]. Similarly, this study relates
the perceptual data from a listening experiment to the varying indicators (saliency
and sound amplitude) extracted from the listened sounds.
In this study, a Granger causality analysis was performed for each participant-
sound combination between the metrics shown in Figure 6.2. Granger causality lag
(LAG) was set to be up to 500 ms, a representative of delays found in brain imaging
studies [64, 88]. As the exact reaction time of the participants was unknown, an
additional time shift between the signals (SHIFT) was included in the analysis. To
remove the risk of not covering the minimum possible reaction time which could
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be below 250 ms [48], a zero time shift was also included. On the other hand, the
largest time shift was selected to be 1.5 seconds, in accordance with the largest
reaction time found for multi-sensory stimuli [19].
The time shift and Granger lag could also be related to the previous analysis
of the reaction and integration time when evaluating the connection between the
continuous level and evaluated pleasantness [11]. However, in the previous study,
the assessed time constants were on a larger scale up to several seconds while here
only the values around one second were investigated. Furthermore, correlations for
the previously reported results were found to be the highest around lower values
of SHIFT-LAG space which coincides with the ranges investigated in this study.
6.4.2 Unidirectional Granger causality
Three types of data signals (probability of change in pleasantness rating, saliency
calculated from the computational model and sound pressure amplitude) were an-
alyzed using a Granger causality analysis for the combinations shown in Figure
6.2. Granger causality is assessed by creating two vector autoregression (VAR)
models [165], the second one of which fits the prediction of the signal with the
past values of itself and those of another signal. Accordingly, for this study, the
Akaike Information Criterion (AIC) of the second model was selected to be a dis-
tinguishing factor when selecting the best model.
An example of the analysis process of one combination of data signals, i.e.
computed saliency and probability of change in rating, is shown in Figure 6.4.
Several VAR models across TIME-LAG space were evaluated, however, the top
graphs in Figure 6.4 indicate only the AIC values where Granger causality is con-
firmed with asymptotic significance of p-value less than 0.05. Furthermore, in the
same figure the result of the selection process of unidirectional Granger causality
(UGC) is represented in the bottom graph.
UGC is calculated using Equation 6.17 where k denotes a single SHIFT-LAG
combination whileA→ B denotes the direction of analysis between signalsA and
B. Consequently, UGC for one SHIFT-LAG combination between two signals is
confirmed only if Granger causality is confirmed in one direction and rejected in
another.
UGCk,A→B =
{
1, (pk,A→B < 0.05) ∧ (pk,B→A ≥ 0.05)
0, otherwise
(6.17)
6.4.3 Stationarity of the analyzed signals
The properties of Granger causality assume the stationarity of the analyzed signals.
Time signals are deemed stationary if the shift in time does not produce a change
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Figure 6.4: Granger causality measures calculated for relationship between the computed
saliency and probability of change in rating for participant 20 and sound sample T3EO.
Evaluated time shifts (SHIFT) included delays up to 1.5 seconds and number of assessed
lags (LAG) up to 500 ms. The Akaike information criterion is displayed in the top part of
the graph for Granger causality confirmed with p < 0.05. The lower part of the graph
represents unidirectional Granger causality, i.e. indication of SHIFT-LAG combinations
where causality was confirmed in one direction and rejected in another (Equation 6.17).
in the shape of its probability distribution. In turn, statistical values of mean,
variance and covariance are constant over the length of the portion of the signal
and its position in time.
Since the data traces used do not appear immediately as such (Figure 6.3),
it was important to check their stationarity. An Augmented Dickey-Fuller (ADF)
test, i.e. a unit root test for stationarity, was used for this purpose [137]. Regression
models in the ADF test were built by adding a constant (assuming no zero-mean of
the signals) while simultaneously no trend was included. Furthermore, maximum
checked lag was four samples, a reasonably higher number than the maximum
Granger causality lag of two samples. Finally, the AIC value of the ADF test (not
to be confused with the AIC for Granger causality) was used to select the optimal
lag for the significance check.
The results show that the computed saliency was stationary for all 10 sounds.
Similarly, the stationarity was confirmed for sound pressure amplitude of all sounds
except T2EO and T2OE, as well as T5OE. Moreover, the perceptual data was
stationary for all participants-sound combinations, except for participant 14 and
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sound T3EO, participant 21 and sounds T1OE and T2OE, and participant 22 and
sound T1EO.
Although the majority of the signals were confirmed stationary, the main lim-
itation of the study is on the sound amplitude which is not stationary for three out
of the 10 evaluated sounds. It should be noted, however, that the stationarity of
the sound amplitude is confirmed when the difference of the amplitude is used.
Nevertheless, to keep a direct reference to this widely used acoustical metric, it
was decided to make the analysis on the sound pressure amplitude.
6.4.4 Determining Granger causality across combinations
In order to summarize the large amount of data obtained for each participant-
sound-SHIFT-LAG combination, a single statistical measure was created. Firstly,
for each participant and sound, an unidirectional Granger causality in SHIFT-
LAG space was determined as explained in Section 6.4.2 and shown on Figure
6.4. Next, a single model with the lowest AIC value was selected across SHIFT-
LAG combinations where UGC was confirmed. In case no UGC was found for this
participant-sound combination, the output was marked as negative. This procedure
was repeated for all the signal types used in prediction analysis (Figure 6.2).
The results for the computed saliency and the probability of change in rating
are shown in Figure 6.5. Counting the amount of times UGC was confirmed across
participants shows that the largest difference between the original and the reverse
direction of saliency predicting probability of change is found for sounds T2EO
and T2OE. For both sounds, UGC was confirmed for 14 participants in the original,
while only 3 and 4 participants respectively had the UGC confirmed in the reverse
direction. Looking at the recorded environment, it could be observed that both
sounds were recorded on a path which featured a transition between a park, a
passageway and a boulevard.
However, sounds T4EO and T4OE were also recorded on a path that included
a park environment. Nonetheless, for sound T4OE, UGC was confirmed for the
computed saliency predicting the change for 12 participants and in the other di-
rection for 3 participants. For sound T4EO, there were 10 participants with UGC
confirmed in both directions. As the sounds that people hear matter for their per-
ception in the parks [77], the observed difference between the results for the same
environment could come from the difference in the recorded sonic environment:
for sounds T2EO and T2OE, a park was located in a shielded space between the
buildings which allowed more prominent park sounds (birds in this case) to be
more noticeable in the recording, while for sounds T4EO and T4OE, a park was
an open area with large amount of visitors and a high level of traffic noise.
The environment featured in recordings T1EO and T1OE, T3EO and T3OE,
T5EO and T5OE included boulevards, streets and passageways. Counting the
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amount of participants for each sound, computed saliency was found to be a better
or equally good predictor in the original direction of UGC compared to the reverse
direction for five sounds. Only outlier was sound T3EO which had a notable dif-
ference of 6 participants with the confirmed UGC in the original direction and 12
in the reverse direction. Although for this sound the environments are the same but
recorded in reverse, there is a less amount of noticeable events in sound T3EO than
for sound T3OE (Figure 6.3.e). Moreover, this recording had a notable difference
in the visual stimulus, i.e. a clouded sky and thus a darker video, which could also
influence the importance that the auditory sensory saliency had on the rating of the
participants [177].
(a) (b)
Figure 6.5: Audiovisual experiment: Unidirectional Granger causality (Equation 6.17) for
both directions between computed saliency and probability of the change in participants’
rating. Participant-sound combinations are marked as confirmed where the model evalu-
ated by the AIC value in the SHIFT-LAG combination space exists for UGC (Figure 6.4).
Dashed lines denote the participant-sound combinations with missing data which were ex-
cluded from the analysis.
As it can be seen from Figure 6.5, for almost 50% of the assessed combinations
the saliency is confirmed as a predictor of the change in soundscape rating. How-
ever, this representation needs to be contrasted with the same analysis but in the
opposite direction (i.e. change in rating predicts the saliency). To obtain such con-
trasting measure, a ratio of confirmed Granger causality across participant-sound
space was calculated by counting the participant-sound combinations where UGC
is confirmed and by dividing by the total number of cases. Moreover, the un-
certainty on this measure was calculated using Equation 6.18. There, A and B
represent the data signals, r is the ratio of confirmed UGC and ρ represents the
uncertainty of the measure. On the one hand, when calculating the relationship
with change in pleasantness, the degrees of freedom Ndf equals 300, i.e. the total
number of combinations that was used. On the other hand, Ndf equals 10 when
evaluating the 10 sound recordings between sound amplitude and computed sali-
ency.
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ρA→B =
√
rA→B(1− rA→B)
Ndf,A→B
(6.18)
The results shown in Table 6.1 demonstrate that there is a larger amount of
cases confirming Granger causality in the original direction for both computed
saliency and sound pressure amplitude. However, the sound amplitude is better
predicted by the computed saliency than vice versa. This could be a surprising
result since the saliency is evaluated later in time than the amplitude of the sound
itself. However, the saliency model is created to react better to the change rather
than the level itself, a fact exhibited in, for example, the audibility of impulsive
sounds [146]. It should also be noted that as there are only 10 sounds, the UGC
percentage in the last row of Table 6.1 could only be calculated in steps of 10%,
which is much more discrete than the other two relationships.
Table 6.1: Audiovisual experiment: Percentage of confirmed unidirectional Granger
causality across participant-sound combinations for three data signals: Computed sali-
ency (Y ), Probability of change in pleasantness rating (P ), Sound pressure amplitude (E).
The confidence intervals are calculated using Equation 6.18.
Unidirectional Granger causality, [%]
Original direction Reverse direction
Y → P 47.54± 2.88 32.79± 2.71
E → P 42.62± 2.86 38.11± 2.80
E → Y 0.00± 0.00 30.00± 14.49
Furthermore, when comparing the values including their uncertainty, the per-
centages are distinctly separated for the saliency as a predictor of the change in
pleasantness. For the sound amplitude, the intervals of uncertainty are overlapping
and the percentages are not significantly different.
Table 6.1 also shows that there is a relatively low amount of combinations
where Granger causality is confirmed for the prediction of probability of change.
This could be due to various reasons, however, most notably the influence could
come from the fact that the experiment was performed in an audiovisual setting.
Therefore, the saliency of the event would not only be present in the sound but also
in the visual scene [152]. What is more, the non-explained portion of the results
could arise from the responses of the participants that are determined by top-down
attention [172], i.e. when the participants focused on the non-salient portions of
the stimuli.
Finally, the results show that for the prediction of the change in pleasantness
as evaluated by this dataset, the saliency of the signal computed by the proposed
model is a better predictor than the sound amplitude. Consequently, this validates
the hypothesis that the saliency of the sound predicts change better than the sound
amplitude in the appraisal of the perceived soundscape.
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6.5 Prediction without a visual component
The experimental data that was used to investigate the relevance of the computed
saliency came from an audiovisual experiment where participants listened to the
sound recordings and at the same time watched the matching videos. This setting
provides the most difficult one for auditory sensory saliency, due to the influence of
the visual component [154,177]. In order to evaluate the influence of sensory sali-
ency for the change in pleasantness rating in an easier setting, a Granger causality
analysis was also performed on a dataset from an audio-only experiment.
The experimental data came from the same study as the audiovisual experi-
ment [11]. The group of participants in the audio-only experiment was, however,
different. The recruitment procedure was the same as explained in Section 6.2.
Initially, there were 11 women and 19 men with a mean age of 33 years (SD = 14).
However, seven participants were eliminated from the analysis due to measured
hearing loss and/or incoherent responses (very incomplete, constant or random
ratings). Therefore, only 23 participants were included in the analysis.
Contrary to the audiovisual experiment conducted in the same laboratory set-
ting, in the audio-only case, participants listened to 16 recordings with the visual
component reduced to a minimum by presenting only a blurred stationary image
of an urban environment on a screen. It should also be noted that the 16 recordings
used in the audio-only experiment were specifically constructed from the two au-
dio files and therefore different from the ones used in the audiovisual experiment.
Therefore, comparison on a sound-by-sound instance between the obtained results
was impossible, however, the evaluation of the cumulative results of the Granger
causality analysis was attainable.
The audio-only experimental dataset was evaluated using the same procedure
as explained in Sections 6.2-6.4. In particular, from the perceptual dataset, the
change in pleasantness assessment was calculated using Equation 6.2. Moreover,
the sound amplitude was extracted from the recordings as explained in Section
6.2.4. Finally, the saliency of the sound recordings was calculated using the same
proposed saliency model presented in Section 6.3. The dataset of three signal types
was then analyzed using the procedure explained in Section 6.4.
In order to confirm the applicability of the Granger causality analysis to the
new dataset, the obtained data traces were firstly tested for their stationarity. The
results of the Augmented Dicky-Fuller test confirmed that all sound amplitude and
computed saliency signals are stationary. For the perceptual data traces, however,
the stationarity was not confirmed for 12 out of the 368 participant-sound com-
binations. Therefore, although this presents a limitation of the analysis, all the
combinations were kept in the dataset, similar to the analysis of the audiovisual
data (Section 6.4.3).
The same SHIFT-LAG combinations were assessed in the analysis of the audio-
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only experimental dataset. Therefore, the time shifts between the signals included
delays up to 1.5 seconds, while the assessed lags for Granger causality were up to
500 ms. Although the multi-sensory reaction from the visual part [19] was min-
imized in the audio-only case, it was decided to keep the analyzed SHIFT-LAG
space the same in order to obtain more comparable results.
The results from the unidirectional Granger causality analysis of the audio-
only dataset are shown in Figure 6.6 and Table 6.2. When comparing the same
representation (Figure 6.5) for the audiovisual experiment, it can be seen that the
reverse prediction for the Granger causality is confirmed in more cases than for the
audio-only experiment.
(a) (b)
Figure 6.6: Audio-only experiment: Unidirectional Granger causality (Equation 6.17) for
both directions between computed saliency and probability of the change in participants’
rating. Participant-sound combinations are marked as confirmed where the model evalu-
ated by the AIC value in the SHIFT-LAG combination space exists for UGC (Figure 6.4).
Dashed lines denote the participant-sound combinations with missing data, which were
excluded from the analysis.
Table 6.2: Audio-only experiment: Percentage of confirmed unidirectional Granger
causality across participant-sound combinations for three data signals: Computed sali-
ency (Y ), Probability of change in pleasantness rating (P ), Sound pressure amplitude (E).
The confidence intervals are calculated using Equation 6.18.
Unidirectional Granger causality, [%]
Original direction Reverse direction
Y → P 48.77± 2.89 21.53± 2.37
E → P 38.15± 2.80 18.53± 2.24
E → Y 0.00± 0.00 43.75± 15.69
The larger relative difference between the confirmed UGC in both directions
is further substantiated using the values from Table 6.2. For instance, the relative
difference in the original and reverse direction of the prediction of the computed
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saliency and the probability of change in pleasantness rating is 27.24%. On the
other hand, the difference between the original and reverse direction for the sound
pressure amplitude and the change in pleasantness rating is 19.62%. Contrary to
the previous results (Table 6.1), both these differences are inside the confidence
intervals, therefore it can be concluded that the prediction is confirmed in both
cases.
The most important comparison between the experiments, however, comes
from the confirmed UGC for the original direction between the computed saliency
and the sound amplitude respectively and the predicted change in pleasantness. In
particular, for the audio-only experiment, there is a 10.62% difference of the con-
firmed instances between the saliency and the sound amplitude as predictors. On
the other hand, for the audiovisual experiment, this difference falls to 4.92%. This
result is in line with the idea that auditory sensory saliency should be more rele-
vant when assessing the environment using the acoustic stimulus alone. In turn,
this finding also shows the applicability of the proposed computational model for
calculating the sensory saliency of the sound environment.
6.6 Conclusions
In this paper we evaluated the hypothesis that auditory saliency triggers change in
pleasantness assessment of the soundscape. Recordings of walking trips through
urban environments were assessed in a previous audiovisual experiment by their
pleasantness [11]. In this study, the continuous rating obtained from this experi-
ment was used as a basis for determining the probability of change in pleasantness
rating over time.
The recordings from the audiovisual experiment were analyzed by the pro-
posed biologically-inspired auditory sensory saliency model. The model is based
on the fact that the human auditory cortex is sensitive to a range of spectrotemporal
modulations [46, 47, 162]. Thus, the model evaluates the similarity of the input to
the spectrotemporal modulation content. Finally, at the last stage, the model uti-
lizes sensory activation to interplay the excitation and inhibition processes taking
place in the neural circuits [60, 124, 193].
To test the hypothesis that the saliency of the sound as determined by the sali-
ency model is indeed a predictor of changes in pleasantness, the A-weighted sound
pressure amplitude, a common indicator used in soundscape studies [13, 39, 187],
was also calculated. The prediction between the signals was then evaluated using
a Granger causality analysis with a unidirectional causality constraint.
It was found that saliency better predicts the probability of change than sound
amplitude. In particular, for 47.54% of combinations, the computed sensory sa-
liency predicts change in pleasantness while the opposite is confirmed in 32.79%
of cases. Sound amplitude was found to predict change in rating in 42.62% and
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38.11% of combinations in each direction respectively, thus having a smaller num-
ber of cases predicted and a smaller difference between the two directions than
with computed saliency.
Finally, to account for the effect of audiovisual interaction, which happens
even at the lowest stages of attention processing [154, 177], the data from the au-
diovisual experiment was compared to the data from an audio-only experiment
conducted in the same study [11]. The results show that computed sensory sa-
liency becomes an even better predictor for the change in pleasantness rating in
comparison to sound amplitude, as shown by the 48.77% of confirmed cases for
the computed sensory saliency and only 38.15% of confirmed cases for sound am-
plitude. This result also shows the applicability of sensory saliency as evaluated
by the proposed computational model in assessment of sound environments.
To conclude, the proposed model could serve as an evaluation tool in other
urban soundscape studies. One of the studies, in which the model is currently
used, is the categorization of urban soundscapes. Other future studies could also
include evaluation of large datasets of environmental sound and comparison with
the indicators currently established in soundscape research. Finally, the proposed
saliency model could be extended with binaural hearing traits, to better represent
the processes of auditory perception taking place in the brain.
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This chapter explains how higher cognitive processes affect human attention to
sound, in particular, how viewpoints on tranquility influence people’s listening
to the sonic environment. For this purpose, tranquility viewpoints, extracted
from the answers to tranquility statements in the Antwerp parks questionnaire
(Appendix A), were combined with the heard sound sources and reported sound
quality. It is shown that people are more likely to notice sounds which are not
associated with their viewpoint on tranquility. Correspondingly, people asso-
ciate the quality of the sonic environment as less pleasing the more unexpected
sounds they hear in the environment. The results of this research were pre-
sented at The 43rd Congress and Exposition on Noise Control Engineering
(Inter·noise) [29].
102 VIEWPOINT ON THE MEANING OF TRANQUILITY
7.1 Introduction
People widely acknowledge urban parks as places for appreciating tranquility and
a restorative soundscape. The term soundscape has previously been defined by
different practitioners such as composers, acousticians, architects and psycholo-
gists [37,112,159]. Within the ISO 12913-1 international standard, the term sound-
scape is defined as “the acoustic environment as perceived or experienced and/or
understood by a person or people, in context” [99]. The soundscape is generally
considered as not equal to the sound environment, and therefore not measurable
using only standard sound measurement equipment. Fundamentally, soundscape
is shaped within a context of a person–environment interaction. This context is
induced by all sensory stimulations, most importantly by auditory and visual ob-
servations. However, other senses, such as smell and touch variably contribute
to overall perception. Additionally, context is also shaped by the knowledge that
people have accumulated about the space, its use, purpose and cultural meaning,
people’s motivations and purposes, associated activities and other factors [30].
The soundscape of urban environments has been thoroughly investigated dur-
ing recent years [13, 114, 143]. Even though the soundscape of urban parks only
represents a small subset of all existing soundscape types, its context has been
reasonably well described [34, 103, 129]. In this description, urban parks are
frequently regarded as calm and tranquil areas within the liveliness of the city.
Moreover, the concept of tranquility has been studied in various research areas
closely related to soundscape. For instance, a direct brain response with relation
to perceived tranquility was measured with neural imaging [97]. Additionally, the
tranquility of natural places has been investigated and evaluated with established
soundscape indicators [188]. Finally, tranquility is considered to be an important
characteristic of the soundscape of religious spaces [104].
A study on linguistic representations of tranquility has been conducted among
the French population [63, 126]. In this research, three major groups of people
were identified: those who associate tranquility to social relationships, those that
mention sounds, in particular natural sounds with relation to tranquility, and those
that focus on silence. Although these categories were quantitatively assessed for
“zones calmes” (quiet areas), there has been no attempt to relate these findings to
the perception of the sonic environment. Therefore, linking these findings with
widely used soundscape evaluation methods could provide new insights into the
assessment of urban parks.
In a broader context, this paper focuses on the influence of the viewpoints or
beliefs related to tranquility and the way they affect the perception of the sonic en-
vironment. The present study combines a tranquility viewpoints extraction method-
ology with the soundscape perception data from questionnaires administered in
urban parks, and aims to quantitatively and directly link this personal factor to
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the perception of the sonic environment in urban parks. Based on the theoretical
consideration on the perception of soundscape given in [33], two hypotheses are
formulated.
A first hypothesis relates directly to attention mechanisms, the component of
sensory processing that prioritizes on the basis of motivational relevance [174].
Known sounds trigger attention more than unknown sounds and a keen interest in
these sounds may sustain voluntary attention to them. Thus, people associating
tranquility to hearing specific sounds, in particular natural ones, may have a bet-
ter knowledge and sensitivity for them and hence a higher probability for noticing
these sounds. Moreover, it could also be expected that these people report hear-
ing natural sounds more often when asked about their experience while visiting a
park. Similarly, people that associate tranquility to social sounds could be expected
to notice human voices more often. Recently, it was observed that environment-
related attitudes influence perceptions of green space, in particular that nature-
oriented attitude leads to valuing natural sounds more highly [92]. This result
could support our first hypothesis, yet the questions about natural sounds used in
this study were more oriented towards valuation than towards observation. At the
higher level of auditory object formation, incongruent sound may, however, also
attract attention more often. Nevertheless, incongruence depends primarily on the
presence of other sounds and is not expected to be strongly influenced by beliefs on
tranquility [93]. In summary, based on the first hypothesis, one could expect that
people who associate tranquility with hearing natural sounds would report hearing
more natural sounds than their peers. Additionally, people who associate tranquil-
ity with social relationships could be expected to report hearing more sounds of
people.
A second hypothesis links tranquility viewpoints to expectations, the compo-
nent of sensory processing that interprets a stimulus with respect to its prior like-
lihood. Therefore, expected sounds do not add information about a place and thus
would most likely not be noticed and remembered when a person is asked to de-
scribe what he or she had heard during a park visit. The role of consistency with
schema expectation in remembering elements from a scene has been established
in earlier studies [147]. Therefore, in our study, people that associate tranquility
to hearing natural sounds would notice non-natural sounds more often and people
associating tranquility to silence would hear all sounds more often than others.
In addition, although a mild violation of expectation that does not offend the lis-
tener may be appraised as pleasing [98], expectation violation is assumed to trigger
mainly negative appraisals. Because of the overall sonic environment, parks in ur-
ban settings are less likely to match expectations of the listeners who associate
tranquility with natural sounds or silence. Hence, these people would not only
notice unexpected sounds more often, they would also appraise the soundscape as
less pleasing.
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Section 7.2 of this paper introduces the methodology for extracting the view-
points on tranquility. Section 7.3 describes the case study in Antwerp, on which
data from the hypotheses are tested, and Section 7.4 discusses the results. Note that
part of the results presented in this paper were published in a previous conference
paper [29].
7.2 Main Viewpoints on Tranquility
In order to provide an overview of the different meanings given to tranquility,
an online survey has been conducted in France using Q-methodology with 302
participants [63, 126]. This study revealed the main beliefs shared by different
groups of the population. A brief description of the methodology is given in this
section, but, for the complete study, we refer to [126].
7.2.1 Methodology of Extraction
The participants were asked to rank 47 sentences (called Q-statements) depend-
ing on their agreement with each specific statement. The statements were chosen
based on the earlier lexicographic studies [62]. In a survey, participants placed the
statements into a pyramid with an 11-point scale from “mostly disagree” (−5) to
“mostly agree” (+5). A matrix (n×p), where n stands for the number of statements
(47) and p for the number of participants (302), was created from the obtained data.
The xij-th element of the matrix corresponds to the agreement score on the scale
for statement i, as given by person j. To identify similar participants, a principal
component analysis (PCA) [107] was conducted, where the objects represent the
statements, and the participants the variables. A Varimax rotation [1] was imple-
mented in order to maximize the correlations rjk between the variables (persons)
and the components.
Each component was then interpreted as a typical viewpoint shared by all of
the statistically significant correlated members. Afterwards, only exclusive con-
tributors, i.e., correlated to one component alone, were kept for the interpretation
of each component. The weights of each exclusive contributor wjk were defined
(Equation 7.1) from the correlation coefficients rjk between the corresponding
contributor (person) j and component k:
wjk =
rjk
1− r2jk
(7.1)
Finally, the weighted mean scores in the pyramid were ranked again by giving
the lowest score −5 to the two lowest values, −4 for the three following values,
and so forth until reaching +5 for the two highest values. This final pyramid cor-
responded to “factor array” [38] and provided understanding of beliefs shared by
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the members contributing exclusively to each component.
7.2.2 Viewpoint Groups
Within the French survey, nine components were interpreted as nine different
meanings of tranquil areas, although only three included more than 10 exclusive
contributors.
7.2.2.1 The “Social Relationships” Group
This group consisted of people who agreed with the idea that tranquility could be
experienced with other people. For them, a quiet area is symbolized as a shared
space which facilitates social relationships and enables spending time with others.
In this group, the percentage of people who live in city centers (53%) is found to
be larger than in the initial corpus.
7.2.2.2 The “Natural Sound Sources” Group
Exclusive contributors to this group agreed with the sentences “in a quiet area,
there is nature” (+5); “the presence of birds reinforces the tranquility” (+4); and
“the presence of water contributes to the tranquility” (+4). In turn, this experienced
natural atmosphere provided them with escape from the urban context. No special
profile of the members of this group has been found. Therefore, this viewpoint
was shared by various demographic groups.
7.2.2.3 The “Silence” Group
People belonging to this group mostly agreed with the sentence “a quiet area must
be silent” (+5). Accordingly, they stated that they did not desire any sound such as
sounds from people’s activities or facilities. This group mainly consisted of men
(71%), compared to the initial corpus (45%). The members of this group were also
older than the others (36% were over 50 years old, compared to 17% in the initial
corpus), and 29% of exclusive contributors stated that they held management work
positions.
7.3 Antwerp Parks Survey Campaign
7.3.1 Study Area
This study was conducted during 22 days in August and September 2013. The
data were gathered in eight different urban parks located in the city of Antwerp
(Figure 7.1). Antwerp has a population of about 500,000 people and an economy
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centered around an important European harbor. Therefore, the traffic going to and
from the city has a big impact on the urban sound environment.
The investigated parks, chosen in cooperation with the city council environ-
mental authority, were expected to thoroughly represent the Antwerp park environ-
ment. They were located in different urban areas: city center (Stadspark), near the
big highway junction (Rivierenhof) and in various living districts (six other parks).
Moreover, their sizes also varied considerably from the smallest park (Bischoppen-
hof, around 0.03 km2 in size) to the largest park (Rivierenhof, around 1.3 km2 in
size).
7.3.2 People
During the survey campaign, 660 participants were interviewed inside the investi-
gated parks. The average age of the participants was 49.2 years while the standard
deviation was 19.3 years (minimum and maximum age was 18 and 93 years, re-
spectively). In total, 301 male participants (46% of the total sample) and 359
female participants (54% of the total sample) were interviewed. Most of the par-
ticipants reported that they had a normal hearing (579 participants); however, 81
participants reported having one or more problems related to hearing: 32 partici-
pants reported being sensitive to noise, 16 reported using a hearing aid, 19 reported
suffering from tinnitus and 27 participants reported they had other hearing prob-
lems. Participants voluntarily took part in the questionnaire. Nevertheless, an
additional incentive was given by the possibility of winning a lottery prize of 100
euros.
7.3.3 Mobile Measurements
Measurements were performed using mobile recording devices carried in back-
packs by two to three people per park. Researchers carrying the backpacks were
specifically instructed to mind their walking manner in order not to disturb the
recorded sonic environment. Paths were chosen to cover the whole area of the
park while no specific walking directions were given. Additionally, approximately
every half hour, the researcher would stop to make stationary recordings by plac-
ing the backpack on the closest bench for 10 min. Moreover, in order to capture
the sound environment outside the park, the researchers also walked on the roads
surrounding the park.
The devices used in measurements were custom-made, Linux-based sensor
network mobile nodes [57] adapted to incorporate both sound and location record-
ing. Therefore, the collected data comprised sound recordings, 1/3-octave band
levels saved eight times per second, as well as GPS positions recorded one time
per second. To facilitate data processing and presentation, spectral levels and GPS
values were later transferred to a spatial database.
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Rivierenhof
Bisschoppenhof
Te Boelaerpark
Stadspark
Domein Hertoghe
Nachtegalenpark
Park Den Brandt
Park Sorghvliedt
Figure 7.1: Locations of the eight parks in the city of Antwerp studied in the survey cam-
paign.
A set of indicators characterizing the sonic environment was extracted from
the stored measurement data. These indicators were calculated from recorded 1/3-
octave band values selected with a moving window of one minute duration and
10 s time step. Thus, every 10 s, one value was calculated, integrated over the
last minute. Consequently, there was a 50 s overlap of data with the previous
indicator value. Finally, location data (GPS positions) were included and related
to the acoustic indicators by interpolating the dataset to the same 10-second period
division.
7.3.4 Soundscape Questionnaire
A questionnaire (in Dutch) was created based on previous research [13,195] and a
survey was conducted amongst park visitors. The interviewers aimed to collect at
least 80 completed questionnaires in the central area of each park. The question-
naire included questions about the visitors’ general profile, their use of the park,
their evaluation of the soundscape along a number of perceptual dimensions [13],
their perception of the environmental quality of the park and other factors.
In particular, the questionnaire inquired about the noticing of sound sources
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during the park visit. The three groups of sounds were listed as “human sounds
(talking people, playing children, . . . )”, “natural sounds (wind in the leafs, birds,
water, . . . )” and “mechanical sounds (traffic, airplanes, machines, small electronic
accessories, . . . )”. Participants were asked to rank hearing sounds in these cate-
gories on a 5-point ordinal category scale with categories: “not at all”, “a little”,
“moderately”, “much” and “very much”.
Another question examined the participants’ agreement with the statement “the
sounds in this park are the sounds that one expects to hear in a park”. The answers
were listed on a 5-point ordinal category scale with values: “completely agree”,
“agree”, “neither agree / nor disagree”, “disagree” and “completely disagree”. Ad-
ditionally, participants were asked on the overall quality of the sonic environment
during their visit. Their opinion was marked on the 5-point ordinal category scale
with labels: “very bad”, “bad”, “neither good / nor bad”, “good” and “very good”.
Finally, participants were asked, in a direct question, on their opinion about the
purpose of a park in general. Corresponding to the tranquility viewpoint groups:
“Natural sound sources”, “Silence” and “Social relationships” (Section 7.2.2),
three mutually exclusive options were provided for park as a: “place for appreciat-
ing nature”, “place for appreciating silence” and “place for meeting other people”,
and the participants were asked to select only one option.
7.3.5 Tranquility Statements
The questionnaire also included the 13 statements on tranquility presented in Ta-
ble 7.1. They were selected from the 47 statements used in the French population
quiet areas study [126] to be the most differentiating between tranquility view-
points (Section 7.2). In accordance with the methodology, participants ranked
their preference on an ordinal scale with 11 numbers ranging from −5 to +5 with
the labels only on both ends: “do not agree at all” (−5) and “completely agree”
(+5).
The degree of similarity between the prototypical tranquility viewpoint and the
participants’ responses was extracted by connecting the prototypical group mark-
ings from the French study (Table 7.1) with the participants’ answers (ranging
from −5 to +5) on the same 13 tranquility statements.
For this, the value mji (i.e., the response of participant j to statement i) was
first selected. At the same time, the prototypical group marking gki (all values
shown in Table 7.1) for each tranquility viewpoint group k and statement i was
obtained. Secondly, using the data for all 13 tranquility statements, the degree of
similarity Gj(k) between the response of participant j and the group k was cal-
culated using the overlap-integral method (Equation 7.2). Therefore, three values
representing degree of similarity to three tranquility groups (Section 7.2.2) were
assigned to each of the 660 participants. Finally, Gj(k) can be interpreted as the
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partial membership of person j to tranquility viewpoint group k in a probabilistic
way:
Gj(k) =
∑
i
mjigki√∑
i
m2ji
√∑
i
g2ki
(7.2)
7.3.6 Relative Membership to Tranquility Groups
Relative membership to each tranquility viewpoint group was introduced to com-
pare people’s responses to other questions, taking into account their specific tran-
quility viewpoint group. Firstly, the degree of similarity (partial membership)
Gj(k) (Equation 7.2) for each participant j and tranquility viewpoint group k
was normalized to the average membership of group k between all 660 responses
(Equation 7.3). G′j(k) can be interpreted as how much more participant j belongs
to the tranquility viewpoint group k than the average over all participants:
G′j(k) =
Gj(k)
1
N
∑
j
Gj(k)
, N = 660 (7.3)
Table 7.1: Tranquility statements used in the Antwerp parks survey campaign with their
corresponding reference number to the French quiet areas study [126]. Prototypical group
markings (gki) are provided for each statement i and three tranquility groups k: (1) –
“Social relationships” group, (2) – “Natural sound sources” group, (3) – “Silence” group.
i No. in [126] Survey Statement Translated Statement (1) (2) (3)
1 11 Een rustgevende plek is een toevluchtsoord A quiet area is a refuge 3 1 5
2 29 Achtergrondgeluid stoort mij niet Background sound does not bother me 1 −4 −4
3 22 Een plek is rustgevend als er geen kinderen zijn A quiet area is an area without children −5 −3 0
4 33 Een rustgevende plek moet stil zijn A quiet area must be silent −2 0 5
5 20 Een rustgevende plek nodigt uit om een tijdje te blijven hangen In a quiet area, I can linger 4 3 3
6 13 Een rustgevende plek wordt nog rustgevender door het contrast met de omgeving A quiet area is even quieter when it contrasts with its surroundings 2 −1 3
7 34 Het is rustgevend als specifieke geluiden hoorbaar zijn Tranquility, it is being able to hear specific sounds 3 2 1
8 44 Op een rustgevende plek kunnen er winkeltjes en horeca zijn In a quiet area, there may be shops 1 −2 −3
9 46 Op een rustige plek ben ik bang om alleen te zijn In a quiet area, I am afraid of being alone −4 −5 −5
10 42 Rust is er om te delen met anderen Tranquility can be experienced with others 5 0 2
11 32 Vogels dragen bij tot het rustgevende karakter van een plek The presence of birds reinforces the tranquility 0 4 1
12 36 Water draagt bij tot het rustgevende karakter van een plek The presence of water contributes to the tranquility 4 4 2
13 47 Een plek kan rustgevend zijn, zelfs met voorbijgangers We can be tranquil, even if there is movement around 4 −3 −4
Secondly, the set of persons j that answered value l to question Q (e.g., “not
at all” for question “hearing human sounds”) was selected. Finally, the relative
membership HQ,l (Equation 7.4) was calculated as an average of the normalized
degree of similarityG′j(k) over the persons that selected the l-th answer to question
Q (the sum in denominator in Equation 7.4 effectively represents this number of
participants). Additionally, for the complete representation of the selected dataset,
standard deviations were also calculated:
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HQ,l(k) =
∑
j|Qj=l
G′j(k)∑
j|Qj=l
1
(7.4)
With a similar procedure, relative membership to each tranquility viewpoint
group was also extracted for the participants from each park separately. To this
purpose, in Equation 7.4, questionQwas evaluated as the park location and answer
l as the specific park.
7.4 Results and Discussion
7.4.1 Tranquility Groups in Antwerp Parks
Visitors of the surveyed parks were classified according to their tranquility view-
points extracted with the procedure described in Section 7.3.5. Each participant
was then assigned to only one of the three tranquility groups by selecting the group
with the largest valueGj(k). In turn, it was found that 74% of the 660 interviewed
participants adhere to the viewpoint that a tranquil park is a place for social rela-
tionships, whereas only 18% associate a tranquil park to silence. The remaining
group (8%) identifies their tranquility viewpoint with natural sound sources. This
differs from the results previously reported by Lavandier and Delaitre [126], where
62%, 57% and 14% of participants associated tranquility to social relationships,
natural sound sources and silence, respectively.
This difference could be explained by various factors. Firstly, in the French
population study, it was observed that the participants could have multiple tran-
quility viewpoints, not limited to the three major groups (Section 7.2.2). Never-
theless, for the prototypical response values (Table 7.1), only the three strongest
principal components for tranquility viewpoints from the French study were re-
tained. Additionally, for this analysis, each participant was assigned to only one
tranquility viewpoint group. Finally, it should be noted that this study’s context is
urban parks, in contrast to the French study, in which tranquil areas in a general
sense were considered. Tranquility in urban parks may be less associated to hear-
ing natural sounds, than tranquility in general. Therefore, this difference might
explain the relative lack of tranquility viewpoints related to natural sound sources
in this study, as compared to the earlier one [126].
7.4.2 Noticing Sounds
Relative membership to tranquility viewpoint (Equation 7.4) was evaluated to ob-
serve how tranquility viewpoint affects people’s perception of soundscape. Since
previous work [14,52,95] has found a strong relationship between the sounds that
people report to have heard while in a public place and the pleasantness of the
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soundscape, the relationship between the sounds that people have heard and their
membership to a tranquility viewpoint group was assessed first. For brevity, the
fact that people reported that sounds belonging to a specific category (mechanical,
natural, human) have been frequently heard is labeled as noticing these sounds.
Survey participants answered the question about hearing different categories
of sound on a 5-point ordinal category scale. The calculated membership to tran-
quility viewpoint groups is furthermore assessed as a continuous variable as it
aggregates the answers from an 11-point scale and 13 questions with an overlap
integral method (Equation 7.2). In Figure 7.2, the results are therefore shown as
the relative membership to tranquility viewpoint groups, i.e., the average of the
normalized degree of similarity calculated by Equations 7.3 and 7.4, for differ-
ent answer categories on the questions about hearing particular sounds. This may
look slightly unconventional, as it is more popular to show expected effects as a
function of expected cause.
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Figure 7.2: Relative membership to tranquility viewpoint groups shown in relation to hear-
ing sound sources: A) human, B) natural and C) mechanical. In D): relative membership
in relation to evaluation of the quality of the sonic environment is presented. Whiskers
indicate one standard error of the dataset. A star indicates statistically significant differ-
ence confirmed by the analysis of variance between tranquility groups within one answer
category.
Given that the descriptive analysis shows some possible trends, the statistical
significance was assessed using the Kendall rank correlation coefficient (τb) (sta-
tistical analyses were performed using the Python programming language with
Scipy [108] (analysis of variance (ANOVA) and correlation) and Statsmodels [164]
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(Tukey test) modules). Table 7.2 shows this correlation coefficient between notic-
ing sounds belonging to one of the three categories (human sounds, natural sounds,
mechanical sounds) and the relative adherence to the tranquility viewpoint groups
(“Social relationships”, “Natural sound sources”, “Silence”). Belonging to the
tranquility viewpoint group “Social relationships” (first row in Table 7.2) does not
correlate statistically significant with noticing sounds from any of the categories,
yet there is a weak trend for noticing more human sounds. However, the trends be-
tween belonging to the tranquility viewpoint group “Natural sound sources” and
noticing natural sound (negative) and noticing mechanical sounds (positive) are
highly statistically significant. Likewise, the positive trend between belonging to
the tranquility viewpoint “Silence” and noticing mechanical sounds is statistically
significant, while the negative trend between belonging to the tranquility viewpoint
“Silence” and noticing natural sounds is statistically significant but also weaker.
Finally, there is no statistically significant or pronounced trend between belonging
to either of these last two tranquility viewpoint groups and noticing human sounds.
Table 7.2: Rank correlation coefficients with significance values between participants’ re-
sponses to questions on hearing sounds (human, natural and mechanical) and belonging to
a specific tranquility group. In the last column, the same is shown for the question on the
quality of the sonic environment.
Question: Human Sounds Natural Sounds Mechanical Sounds Sound Environment
Tranquility Group
Social relationships
τb = 0.066
p = 0.011
τb = 0.008
p = 0.747
τb = −0.048
p = 0.066
τb = 0.072
p = 0.006
Natural sound sources
τb = 0.000
p = 0.998
τb = −0.118
p < 0.001
τb = 0.114
p < 0.001
τb = −0.130
p < 0.001
Silence
τb = −0.060
p = 0.022
τb = −0.073
p = 0.005
τb = 0.106
p < 0.001
τb = −0.142
p < 0.001
Rank correlation only allows detecting monotonous trends. Although these
already illustrate the main effect, visual inspection of Figure 7.2 seems to reveal
that less people associating tranquility to social relationships report hearing human
and mechanical sounds “very much”. Only the latter is confirmed by a one-way
ANOVA test: there is a statistically significant difference between the participants
belonging to different tranquility groups who reported hearing mechanical sounds
“very much” (F (2,168) = 5.969, p = 0.003).
A Tukey post hoc test revealed that the relative membership of people be-
longing to tranquility groups “Silence” (H = 1.195, SD = 0.088, p = 0.006) and
“Natural sound sources” (H = 1.164, SD = 0.076, p = 0.014) was statistically sig-
nificantly different from the relative membership of “Social relationships” group
(H = 0.872, SD = 0.050). In brackets, H represents the relative membership
to the stated tranquility viewpoint group (Equation 7.4), whereas SD represents
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the standard deviation of the dataset used to calculate this relative membership
(Section 7.3.6). Additionally, no statistically significant difference could be found
between the relative memberships to tranquility groups “Silence” and “Natural
sound sources” using the Tukey test.
These statistically significant trends reject the hypothesis that persons associ-
ating tranquility to social relationships would report hearing human sounds more
often as well as the hypothesis that persons associating tranquility to natural sound
sources would report hearing natural sounds more often as they would pay more
attention to noticing these sounds.
7.4.3 Quality of the Sonic Environment
As could be expected on the basis of the known relationship between hearing par-
ticular sounds and overall quality judgment of the sonic environment and the re-
sults discussed in Section 7.4.2, statistically significant trends are found between
relative adherence to tranquility viewpoints and judgment of the quality of the
sonic environment. Indeed, the last column of Table 7.2 shows a statistically sig-
nificant negative correlation coefficient between relative membership to the tran-
quility viewpoint groups “Natural sound sources” and “Silence” and the judgment
of the overall quality of the sound environment. Thus, persons adhering to these
tranquility viewpoints judge the quality of the sonic environment worse.
Although these statistically significant trends as a function of the appraisal of
the sonic environment highlight the effect of relative membership to the tranquility
viewpoints “Natural sound sources” and “Silence” on this appraisal, it is also use-
ful to study the difference between membership of tranquility viewpoints within
each of the five sonic environment quality judgment groups.
A statistically significant difference determined by one-way ANOVA between
tranquility groups was observed within several categories of the overall quality
appraisal of the sonic environment. The difference was found for the responses:
“very bad” (F (2,30) = 6.147, p = 0.006), “bad” (F (2,162) = 3.373, p = 0.037),
“neither good, nor bad” (F (2,366) = 4.353, p = 0.014) and “very good”
(F (2,273) = 3.107, p = 0.046). For the responses “neither good, nor bad” and
“very good”, results from Tukey post hoc tests revealed that the difference is sta-
tistically significant only between the tranquility groups “Silence” and “Social re-
lationships” (with Tukey test significance levels of p = 0.011 for the response “nei-
ther good, nor bad”, and p = 0.041 for the response “very good”). Furthermore,
Tukey tests showed that the response “very bad” had a statistically significant dif-
ference between the groups “Natural sound sources” and “Social relationships”
(p = 0.025) as well as between the groups “Silence” and “Social relationships”
(p = 0.007). For the response “bad”, no statistically significant result was found
with the post hoc test.
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The questionnaire also asked about the degree to which the sounds that people
heard while visiting a park matched their expectations (Section 7.3.4). The Kendal
correlation coefficient shows no statistically significant correlation between re-
ported matching expectations and the relative membership to the “Social rela-
tionships” tranquility group. There is, however, a statistically significant nega-
tive correlation between the degree of matching of the sounds that people heard
with their expectations and the relative membership to tranquility group “Natural
sounds sources” (τb =−0.121, p < 0.001) and “Silence” (τb =−0.109, p < 0.001).
Both statistically significant trends discussed in this section may be indicative
of the fact that persons associating tranquility to hearing natural sounds, or to
silence, do not find their expectations matched in the city parks of Antwerp, and,
therefore, also tend to rate the quality of the sonic environment worse than other
people visiting the park. It should nevertheless be noted that the causality chain
has not been proven. It might be that the persons belonging to these tranquility
viewpoint groups are more demanding on the sonic environment when assessing
its quality and, at the same time, have higher expectations than those associating
tranquility to social relationships.
7.4.4 Differences between Parks
In previous sections, a relationship was established between some tranquility view-
points and sounds that persons visiting a park notice. Similarly, a relationship be-
tween some tranquility viewpoints and the overall assessment of the quality of the
sonic environment was established. In this section, the influence of the park where
the persons were encountered is studied in relation to the tranquility viewpoint and
whether visitors’ expectations were matched. Therefore, relative membership was
also calculated for people interviewed in each park (Equation 7.4).
The results show that, although the viewpoint on tranquility may have an influ-
ence on the park that is visited, this influence seems not to be statistically signifi-
cant. Indeed, one could imagine plenty of other factors such as proximity, visual
environment, infrastructure, etc., that affect which park people select.
In addition, Table 7.3 presents the percentage of the persons that stated that the
sounds heard in the park matched their expectations. In particular, participants who
stated “agree” or “completely agree” on the questionnaire statement “the sounds
in this park are the sounds that one expects to hear in a park” (Section 7.3.4) were
considered to have the expectations of the sonic environment of the park matched.
Whether or not the sound environment matches the expectations of the park
visitor could depend on many different factors. For example, the intrinsic quality
of the sound environment in the park could match expectations of park visitors in
general. However, a possible deviation in the sonic environment, as compared to
the usual situation that the visitor might know from earlier visits, could also lead to
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Table 7.3: Membership of the tranquility viewpoint groups normalized to indicate in which
parks persons adhering to these viewpoints are found more often than average (arrows
point to difference of more than 5% to overall average). Matching expectations are shown
with the percentage of the visitors that stated “agree” or “completely agree” on the ques-
tionnaire statement “the sounds in this park are the sounds that one expects to hear in a
park” (Section 7.3.4). The last column presents the average and standard deviation of the
50-percentile A-weighted sound pressure level from data aggregated over the whole park
(Section 7.3.3).
Park Tranquility Viewpoint Matching Expectations, (%) LA50, (dBA)
Social Relationships Natural Sound Sources Silence
Bisschoppenhof 0.929↓ 0.905↓ 0.969 88 49.7± 3.6
Domein Hertoghe 0.991 1.004 1.079↑ 86 52.9± 5.2
Nachtegalenpark 1.001 1.055↑ 0.921↓ 69 53.6± 5.1
Park Den Brandt 1.002 1.094↑ 1.093↑ 79 47.9± 4.0
Park Sorghvliedt 1.006 0.933↓ 0.948↓ 93 51.9± 4.8
Rivierenhof 1.002 0.993 1.048 71 55.9± 5.4
Stadspark 0.996 0.984 0.946↓ 73 56.2± 4.1
Te Boelaerpark 1.070↑ 1.030 0.997 66 53.9± 4.4
an expectation mismatch. Finally, the expectations regarding the sounds a visitor
would like to encounter in a park could be related to the tranquility viewpoint
to which that person adheres. However, no statistically significant trends were
found with Pearson correlation analysis. Therefore, at the park level, a multitude
of other factors influencing whether the sonic environment matches expectations
obscures the trend observed for some viewpoints seen at the level of the individual
(Sections 7.4.2 and 7.4.3).
7.4.5 Sound Levels in the Parks
Although this publication and the underlying study do not aim at identifying phys-
ical indicators for the quality of the sonic environment of parks, the reader may
be interested in sound levels in the parks. Therefore, Table 7.3 also presents the
50-percentile A-weighted sound pressure level (LA50), an indicator which is of-
ten reported to relate well to people’s overall tranquility experience of a sonic
environment [54]. The values in this table represent an average over the whole
park, calculated from one-minute indicator values obtained using the procedure
described in Section 7.3.3.
When comparing the levels between the parks, the range in level spans 8.3
dB, with Park Den Brandt having the highest LA50 and Stadspark having the low-
est LA50. Accordingly, visitors who associate tranquility to silence (and natu-
ral sound sources) were found more often than average in Park Den Brandt. In
the same manner, visitors who were found in Stadspark adhere less often to the
tranquility viewpoint associated with silence. However, no statistically significant
trend can be found from Kendall rank correlation between the tranquility group
memberships in the investigated parks and the LA50. This is further illustrated by
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Domein Hertoghe. For this park, the relative membership of the visitors to tran-
quility groups “Silence” and “Natural sound sources” is higher than the average
of both groups, and, moreover, the sounds heard in this park match expectations,
yet the LA50 is slightly higher than the average over parks. This could potentially
be explained by the observation that this park is almost completely covered by
forest and green paths and the knowledge that visual elements contribute to the
perception of tranquility [188].
7.4.6 Reported Park Purpose in Relation to Derived Tranquil-
ity Viewpoints
Rather than identifying tranquility viewpoints from the 13 questions, as explained
in Section 7.3.5, one could attempt to deduct this viewpoint from a more direct
question about the belief on the purpose of a park. Figure 7.3 compares the tran-
quility viewpoint between groups of people reporting different purposes of a park.
On the direct question on park purpose, most respondents answer that a park is a
place for appreciation of nature.
Membership of tranquility viewpoint groups was compared with a one-way
ANOVA within park purpose groups. Results for the answer for park as a place for
appreciating nature were not statistically significant (F (2,1320) = 1.089, p = 0.337).
However, for park as a place for appreciating silence, the analysis shows sta-
tistically significant difference between groups (F (2,396) = 21.541, p < 0.001).
A Tukey post hoc test unveiled that the difference was statistically significant for
all comparisons. In particular, statistical significance of p less than 0.001 was
identified between “Natural sound sources” (H = 1.049, SD = 0.040) and “Si-
lence” (H = 1.269, SD = 0.048) tranquility viewpoint groups as well as “Social
relationships” (H = 0.893, SD = 0.034) and “Silence”. In brackets, H represents
the relative membership to the stated tranquility viewpoint group (Equation 7.4)
and SD represents the standard deviation of the dataset used to calculate this rel-
ative membership (Section 7.3.6). Additionally, relative membership to “Natural
sound sources” (H = 1.049, SD = 0.040, p = 0.019) was found to be statistically
significantly higher than to “Social relationships” (H = 0.893, SD = 0.034).
For persons that identify a park as a place for meeting other people, statisti-
cally significant difference between the groups of people belonging to different
tranquility groups was found (F (2,255) = 8.611, p < 0.001). However, results
from a Tukey test suggest that the statistical significance is only between people
associating tranquility to silence (H = 0.691, SD = 0.073, p < 0.001) and those
associating it to social relationships (H = 1.033, SD = 0.034). For comparison
of people belonging to “Natural sound sources” tranquility group (H = 0.870,
SD = 0.061) and to two other groups, no statistically significant difference was
found.
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The difference between the results for the direct question on the purpose of
a park and the results from the indirect viewpoint extraction method is most ob-
vious for people stating that they are considering parks as places where they can
appreciate nature. Within this group, each tranquility viewpoint is equally present.
However, people that explicitly stated that they were considering a park as a place
for appreciating silence also belong more frequently to the group that associates
tranquility to silence. Similarly, the last group that perceives a park as a place for
meeting people also puts an emphasis on social relationships different to the two
other tranquility groups. Thus, for these latter categories, the direct question could
be used as a proxy for deriving the tranquility viewpoint.
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Figure 7.3: Membership of tranquility viewpoint groups, as a function of the response to
the direct question on park purpose: A) percentages of people responding to an opinion
statement in each tranquility group; B) relative membership to tranquility group per opin-
ion on the park purpose. In B): whiskers correspond to one standard error, and stars indi-
cate statistically significant difference confirmed by analysis of variance between tranquility
groups.
7.5 Conclusions
In this study, the influence of a particular contextual factor—the viewpoint of a
park visitor on tranquility—on the perception of the sonic environment was inves-
tigated. To extract the viewpoint on tranquility, the results from an earlier study
about the meaning of “zones calmes” (quiet areas) [126] were translated to a set of
13 most differentiating statements. A survey with 660 participants in eight urban
parks in Antwerp was used to relate these viewpoints to different aspects of the
soundscape.
The results obtained in this work show a tendency to falsify the first hypothesis
stated in the introduction. Persons associating tranquility to hearing natural sounds
do not tend to notice natural sounds more during their visit to a park. Moreover,
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the trend between belonging to this viewpoint group and hearing natural sounds is
slightly but statistically significantly negative. Therefore, persons adhering to the
“Natural sound sources” viewpoint notice less natural sounds than their peers, and,
thus, it is expected that they do not pay more attention to the natural sounds. How-
ever, no statistically significant trend was found between noticing human sounds
and belonging to the tranquility viewpoint “Social relationships”. In turn, this
result neither confirms nor falsifies the first hypothesis.
Turning to the second hypothesis: non-expected sounds are likely to be noticed
more often than the expected ones. The results demonstrate that indeed people
more frequently notice and report hearing sounds other than the ones associated
with their tranquility viewpoint. In particular, it was found that the participants
who belong to groups that associate tranquility to natural sound sources or to
silence were more often found amongst those that reported hearing mechanical
sounds a lot, and that there was a statistically significant positive trend for belong-
ing to these tranquility viewpoint groups and noticing mechanical sounds. On the
other hand, persons belonging to the tranquility viewpoint group “Social relation-
ships” do not hear mechanical sounds more often.
In addition, we hypothesized that the people who notice these unexpected
sounds would also assess soundscapes as less pleasing. In turn, statistically sig-
nificant trends were found for people who associate tranquility to natural sound
sources or to silence and their rating of the overall quality of the sonic environ-
ment. Therefore, people seem to pay more attention to the sounds that they do not
expect to hear and rate the quality of the sound environment in Antwerp parks as
less pleasing. The role of expectation is confirmed by the statistically significant
negative trend between the answer to a direct question on whether the sounds that
were heard matched the person’s expectation and their membership to tranquility
viewpoint groups “Natural sound sources” and “Silence”. All of these aforemen-
tioned results confirm the statements in the second hypothesis.
Our study also showed that there is no one-to-one relationship between the
viewpoint on tranquility as assessed using the proposed 13 statements and the re-
sponse to a direct question on the purpose of an urban park in general. Specifically,
most of the people reported a park as a place for appreciating nature. However, no
statistically significant difference between the membership to tranquility groups
was found. On the other hand, people that see a park as a place for appreciating si-
lence belong to the “Silence” tranquility viewpoint group statistically significantly
more often.
Finally, it was observed that, although there were slight differences in the mem-
bership of different tranquility viewpoint groups depending on the park where par-
ticipants were encountered, no statistically significant differences were found. The
same holds for the degree to which the park matched the expectations of the visitor
as well as the overall sound level (LA50) in the park. This confirms that the tran-
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quility viewpoint assessed using the 13 statements about tranquility is orthogonal
to the quality of the specific park where the person was interviewed. Consequently,
it indicates that the tranquility viewpoint is a personal factor.
To summarize, this study shows that there is a diversity in opinions on the
meaning of tranquility, with a vast majority stressing its social component. In
addition, it was shown that this tranquility viewpoint is a personal factor that in-
fluences the sounds that are noticed during a park visit, the degree to which these
sounds match expectations and the overall perceived quality of the soundscape.
This conclusion, however, only holds for specific viewpoints that might be associ-
ated with more critical listening.
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Conclusions and Perspectives
The work presented in this thesis gave an overview of the conducted studies that
enveloped measurements, modeling and assessment of the urban sound environ-
ments with regards to the human auditory attention. The sonic environment that
was studied was related to the outdoor public spaces, in particular to the sound-
scape of the urban parks. Pertinent to the soundscape approach, the physical envi-
ronment, the perceptual response and the context were evaluated in different parts
of the presented work.
People seldom stay in one spot when visiting an urban public space. There-
fore, measuring with the stationary equipment does not capture the complete sonic
environment. On the other hand, mobile measurements enable capturing of the
spatial variability of the sonic environment [61,132]. To this purpose, a long-term
campaign, that included mobile measurements and questionnaires, was conducted
in several parks in Antwerp. The measurement devices carried in the backpacks
were used to record the sounds from the environment, while at the same time the
visitors of the parks were being interviewed. It should be noted that it was neces-
sary to split the notion of the measurement from the interview in order to reduce
the focusing on the sound by the interviewed person.
The obtained data was analyzed in order to predict the reported quality of the
soundscape from the physical measurements. Aggregation was necessary to sum-
marize the data, in turn, several measurement points were converted into a repre-
sentative for a stretch of path. As a first step, maps of the investigated parks were
plotted alongside the psychoacoustical indicators found to represent the quality of
the soundscape. On the other hand, the recorded sounds were also analyzed us-
ing a machine listening model which evaluated the human attention to sound. The
model, developed by Michiel Boes, is based on the recurrent neural network and
incorporates saliency-based attention as well as learning.
For the analysis of the data from the parks, unsupervised learning was used.
The evaluation was done by listening to a limited number of sounds corresponding
to each of the output neurons and allocating the neurons into three sound cate-
gories: human, natural and mechanical sounds. In the next step, statistical models
were created for the prediction of the heard sounds and soundscape quality as re-
ported by the visitors of the parks. In the first batch of the models, the predictor
variables were the psychoacoustical indicators, while the other batch was based on
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the machine listening model output. It was shown that the predictability using the
machine listening model was significantly better, but the improvement in statisti-
cal models for machine listening was not very large in comparison to the statistical
models with psychoacoustical indicators.
The machine listening model used simplified features, chosen in relation to
the capabilities of the sound level meters, which were calculated from the third-
octave bands evaluated every 0.125 seconds. These features, however, did not have
enough spectrotemporal resolution to predict the sounds that people would notice.
Therefore, a more detailed physiologically-inspired computational model for audi-
tory saliency was created. This model, explained in the second part of the thesis, is
based on the analysis of the spectrotemporal modulation content of the input. The
inspiration of the model came from the response measured tonotopically at the
peripheral level and spatially organized according to the amplitude and frequency
modulations and their combinations in ripples [80, 161, 162].
The predictive strength of the spectrotemporal modulation features from the
auditory saliency model was firstly discussed by comparing the response to sounds
and their modified phase-scrambled versions. To this purpose, music and honk
sounds—the representatives of the mechanical sounds category in the soundscape
context—were evaluated by different feature extractors: spectrogram, Kayser fea-
tures which were used as an input to the machine listening model (Part I), and the
spectrotemporal modulation features. The results showed that the spectrotemporal
modulation features were the most discriminative in determining the difference be-
tween the original and the phase-scrambled sound. Therefore, these features were
the most similar to a human listener who would easily recognize the difference
between the two sound samples.
The implementation of the auditory saliency model was discussed in detail in
Chapter 4. It was shown that the model was constructed from the state-of-the-art
periphery and the brain processing part. As this advanced implementation of the
periphery required long calculation time, a simplification which used Gammatone
filterbank and a squaring demodulation was proposed. To compare the periphery
implementations, pure tones and ripple sounds were evaluated. Only looking at the
periphery output for these simple sounds, it was shown that the general structure
between the two peripheries was preserved: for instance spectrotemporal modu-
lation pattern was clearly visible in both outputs. On the other hand, it was also
shown that the fast periphery response to a sweep did not have the masking and
the lateral excitation of the frequency bands that were included in the advanced
periphery implementation.
The brain processing simulation in the saliency model is split into two parts:
the simulation of the auditory cortex which assesses the spectrotemporal modula-
tion content and the inhibitory circuits that operate on the cortex output and tune
it based on the difference with the previous output. In humans, the detection of
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the difference is investigated using mismatch negativity stimulus [73]. Feeding a
similar signal to the model confirmed that the deviant event in a stream of simi-
lar events could be determined as more salient, as shown on the sequence of two
recurring tones.
The response of the auditory cortex simulation was evaluated using the stimu-
lus that included the change from the tone to the amplitude modulated tone. This
was done to check the response of the model to the transition between the tone,
a single frequency stimulus, and an amplitude modulation (AM) to which the au-
ditory cortex is adapted to react [162]. It was shown that the resonator filters,
implemented to assess the AM from the spectrotemporal modulation content, re-
spond similarly for the corresponding AM when the fast periphery was used, while
for the ear periphery, the masking was visible as the amplitude of the response was
lower in case of the slow AM. Finally, the environmentally-relevant stimuli were
employed to test the saliency output of the model. The stimuli included the mix-
tures of the traffic noise and the emergency siren, a sound source created to be
salient. The results showed that the saliency, as determined by the model, was
lower for the increase in the level of the traffic noise, i.e. the addition of more
traffic lanes, than the increase in the level of the emergency siren.
In Chapter 5, auditory saliency of the sounds with known annoying characteris-
tics—varying levels of the impulse inside a traffic noise and the industrial noise
with the change in rise time—was calculated. Moreover, several models that could
be applicable to soundscape studies were tested on the same sounds: sound ampli-
tude, Zwicker loudness and the saliency model with both periphery implementa-
tions. It was shown that, in comparison to other models, the saliency model could
detect an onset of the beep even in the low signal-to-noise ratio conditions, as well
as that the auditory saliency model could react to the short rise time (impulsive-
ness) of the signal. As shown previously [146], humans react to the impulsiveness
of the noise as it attracts their attention. Some guidelines include a penalty for
this characteristic of the sound, however, they do not state how the impulsiveness
should be measured. Therefore, a potential application of the saliency model could
be as a simple but accurate assessment method for new noise regulations.
To answer the question whether the saliency model could be used to predict
the quality of changing sound environments, the model was also evaluated on the
dataset for the previous listening experiment [11]. The participants of the ex-
periment were asked to continuously assess the pleasantness of the sound walks
recorded in Paris. From this data, the time evolution of the probability of partic-
ipants changing their pleasantness rating was calculated. The hypothesis of the
study was that the saliency of the sound was a good predictor for the change in
pleasantness rating, as the listeners mostly evaluated soundscape based on what
triggered their attention which was in turn determined by the saliency of the sound.
To test this hypothesis, the saliency as well as the sound amplitude were extracted
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from the sound recordings used in the experiment. Using the Granger causality
analysis, it was shown that the saliency determined by the model was a signif-
icantly better predictor than the sound amplitude for the change in pleasantness
rating, which was even more pronounced when the visual stimulus was not present
in the experiment.
Evaluating a model for auditory saliency on multiple sounds relevant for sound-
scape studies showed that the model could be used when evaluating the existing
and potential sonic environments. As it was demonstrated that the model was ca-
pable of determining e.g. the impulsiveness of the sound and the change in pleas-
antness, the model could serve as a tool for urban sound planners [6] for immedi-
ately assessing the imagined and auralized new sonic environments. Furthermore,
a model that is constructed on the basis of the physiological characteristics of the
human hearing could be useful when assessing the urban sonic environment from
the viewpoint of soundscape but enveloped in other experimental disciplines.
In addition to the investigated bottom-up attention evaluated using the pro-
posed saliency model, top-down attention is equally important for noticing par-
ticular sounds from the environment. One of the components of this outward-
oriented attention are the expectations of the person. Therefore, in this thesis, it
was investigated how the meaning that the people assign to park tranquility and
their expectations [126] shape their hearing of the sounds. The results from the
Antwerp parks study showed that the viewpoint of tranquility was relevant when
considering the reported and thus attended sounds. In particular, people noticed
the sounds outside their tranquility viewpoint group more often: for instance, the
participants that belonged to the group that associated the tranquility with natural
sound sources were found to hear mechanical sounds more. It was also shown that
the same group of participants was valuing the overall quality of the sonic envi-
ronment as less pleasing. These results show that the people hear what they do
not expect, which could be related to the fact that the violated expectations on the
representative memory are more relevant for attention than the novelty itself [179].
The contribution of the performed doctoral work to the overall knowledge and
application of soundscape is threefold. Firstly, there is the methodology of the mo-
bile measurements and assessment of soundscape. Such approach, which includes
capturing the properties of the sonic environment and concisely presenting the re-
lationship to the overall perceived quality, could be used to structure and conserve
the urban environments with regards to sound. In turn, obtained databases could
serve as a tool for the policy makers and the general public.
The second contribution of the thesis is the computational model for auditory
saliency. There were multiple models investigated throughout the thesis and, as
such, appropriate parameters based on the desired application of the model (tun-
ing to the physiological response or the analysis of the data from the perceptual
experiment) needed to be taken into account. For example, the proposed model
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could be used to determine the saliency of the large databases of environmental
sounds, however, only using the fast periphery implementation due to the amount
of data available. Correspondingly, the proposed model is being used in the study
of classifying the database of world soundscapes [176]. Moreover, running the
model on a portable device, would also mean that the saliency of a sound could be
used when characterizing the soundscape quality in a mobile assessment paradigm
(Part I). Finally, the model could also be applied in the analysis of the record-
ings of the brain response by using the parameters which correspond best to the
brain response reported in previous neurological studies. In an ongoing study, the
data from the experiment, where a stepwise assessment of auditory attention was
measured using the continuous EEG recordings on ecologically-valid stimuli, are
being related to the output of the saliency model.
However, there are several aspects in which the computational saliency model
could also be improved and refined. For instance, the model does not currently
take into account the location of the source as it only operates on the mono audio
inputs. As the direction of the sound coming to the listener is important when
determining the saliency of the sound [128], the simulation of the binaural hearing
traits could be added by using the simplification of the cross-correlation of the
periphery output.
Furthermore, the implementation of the delays in relation to the amplitude
(AM) and frequency (FM) modulation has limitations in terms of the minimum
and maximum possible delay. Therefore, a more biologically-plausible approach
of evaluating the spectrotemporal modulation content could be taken. In particular,
the delay corresponding to the FM could be extracted before the damped resonators
which are related to the AM. This will give areas in the FM/AM plane that are
no longer equally spaced on the FM axis, but according to the pattern where the
FM/AM ratio is constant.
Alpha activity has been related to the inhibition and self-regulating processes
in a previous electroencephalography (EEG) study [191]. In the presented model
for auditory saliency, however, inhibition is implemented by the long integration
time constants. Nevertheless, an oscillatory circuit that exists in a feed-back loop
is more plausible than the current implementation of the inhibition using a feed-
forward loop. In turn, this would give the model a more experimentally-relevant
response to the input sound.
Moreover, the proposed saliency model could be incorporated in the aggregate
model for auditory attention which would include the top-down personality fac-
tors. These factors could be represented either by the perceptual data or the phys-
iological data, e.g. inhibition constants tuned to the brain response of the noise
sensitive people [120]. In both cases, the saliency model output could be matched
to a single person, as it is often the case in the models using the EEG data, or to
the investigated population which is usually the aim of perceptual studies. One
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of the possibilities is to use a machine listening model [21] already applied for
determining the sound sources in Antwerp parks (Chapter 2). The model would
be improved with the spectrotemporal saliency features, while the semantic con-
tent of the saliency and top-down simulation of attention would be determined in
the last layer of the model. The top-down factors for the auditory attention model
could also come from the evaluation of the tranquility viewpoint which presents a
third contribution of this thesis. As it is shown, the person’s belief relates to what
sounds a person hears which could be represented as a modifier of the saliency
extracted by the model. Implementing such concept in a quantifiable way would,
however, present an interesting challenge for future studies.
Considering all of the above, it is my hope that all of the discussed approaches
of characterizing the soundscape using mobile assessment, saliency modeling and
tranquility viewpoints would inspire future work and ultimately lead to a better
understanding and development of the sound environments we all live in.
Appendices

A
Questionnaire from Antwerp parks
campaign
The Dutch questionnaire that was used in Antwerp parks campaign is displayed
in the next pages. It was developed in collaboration with the Energy and Environ-
mental Department of the City of Antwerp, therefore it includes questions not only
related to noise.
The questionnaire consists of 25 questions on: general profile of the park visi-
tor (questions 1-3), their previous visits to the public spaces (questions 4-6), nature
of the current visit (questions 7-12), quality of the (sound) environment (questions
13-16), sound sources in the park (questions 17-18), hindrance factors (question
19), home situation (question 20-21), tranquility viewpoint (questions 22-24) and
the status of the visitor’s hearing (question 25).
Presented questionnaire was administered by the trained interviewer to the park
visitors. There were 660 participants questioned, while the average time for gath-
ering a complete response was 13 minutes.
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ENQ. OPGELET ! : DE RESPONDENT MOET AL MINSTENS 5 MINUTEN IN HET PARK ZIJN 
Ontwerpvragenlijst stilte in parken 
Locatie:…………………………………………..   volgnummer: |__|__|__|__| 
Datum: |__|__| / |__|__| / 2013   Starttijd: |__|__| uur |__|__| minuten 
 
1. ENQ: Duid geslacht respondent aan:  
(ENQ. NOTEER HIERONDER) 
 
 1: man 
 2: vrouw 
 
2. Wat is uw geboortejaar?   
(ENQ. NOTEER HIERONDER) 
 
|__|__|__|__| 
 
3. Wat is de postcode van uw woonplaats?  
(ENQ. NOTEER HIERONDER) 
 
|__|__|__|__| 
 
4. Hoe lang duurde uw huidige bezoek aan dit park tot hiertoe ongeveer ? 
(ENQ. VRAAG OM EEN SCHATTING-EEN GEMIDDELDE INDIEN DE O.P. NIET KAN ANTWOORDEN) 
 
|__|__| uur |__|__| minuten  
 
5. Hoe vaak hebt u de voorbije 3 maanden een park of publieke groene ruimte bezocht? 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK) 
 
 1: dagelijks 
 2: enkele keren per week 
 3: eens per week 
 4: enkele keren per maand 
 5: enkele keren de voorbije 3 maanden 
 6: zelden 
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6. Hoe vaak hebt u dit park de voorbije 3 maanden bezocht?  
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK) 
 
 1: dagelijks 
 2: enkele keren per week 
 3: eens per week 
 4: enkele keren per maand 
 5: enkele keren de voorbije 3 maanden 
 6: zelden 
De volgende vragen gaan over uw huidige bezoek. 
(ENQ. LEES VOOR) 
 
7. Waar kwam u vandaan voor uw parkbezoek?  
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK) 
 
 1: van thuis 
 2: van het werk 
 3: van een andere plek 
 
8. Hoe lang moest u zich verplaatsen van die plaats naar dit park?  
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK) 
 
 1: 0-15 minuten 
 2: 16-30 minuten 
 3: 31-45 minuten 
 4: meer dan 45 minuten 
 
9. Hoe verplaatste u zich van die plaats naar dit park? 
(ENQ. LEES EEN VOOR EEN VOOR - MEERDERE ANTWOORDEN MOGELIJK) 
 
 1: te voet 
 2: met de fiets 
 3: met moto/bromfiets 
 4: met openbaar vervoer 
 5: met de auto 
 98: andere (ENQ. SPECIFIEER) ………………………………… 
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10. In welke delen van het park bent u geweest?  
(ENQ. TOON PLAN VAN HET PARK EN LAAT RESPONDENT AANWIJZEN - MEERDERE ANTWOORDEN 
MOGELIJK – NOTEER DE ZONES) 
 
 1: Zone 1 
 2: Zone 2 
 3: Zone 3 
 4: Zone 4 
 5: Zone 5 
 
11. Met hoeveel personen bezocht u het park, uzelf inbegrepen?  
(ENQ. NOTEER HET JUISTE AANTAL – INDIEN ALLEEN: NOTEER 1) 
 
 1: aantal volwassenen |__|__| 
 2: aantal kinderen |__|__| 
 
12. Waarvoor kwam u vandaag naar het park?  
(ENQ. LEES EEN VOOR EEN VOOR - MEERDERE ANTWOORDEN MOGELIJK) 
 
 1: sporten 
 2: met de hond wandelen 
 3: van de natuur genieten 
 4: enkel doorlopen 
 5: wandelen 
 6: mensen ontmoeten 
 7: picknick 
 8: ontspanning en rust 
 9: spelen met kinderen  
 98: andere (ENQ. SPECIFIEER) …………………………………………………………………. 
 
13. Hoe zou u de parkomgeving in het algemeen beschrijven tijdens uw bezoek vandaag? 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK) 
 
 5: zeer aangenaam 
 4: aangenaam 
 3: noch aangenaam, noch onaangenaam 
 2: onaangenaam 
 1: zeer onaangenaam 
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14. Welke woorden geven volgens u de geluidsomgeving zoals u ze vandaag hebt ervaren, het beste 
weer?  
(ENQ. TOON ANTWOORDKAART - 1 ENKEL ANTWOORD MOGELIJK PER LIJN) 
De geluidsomgeving is eerder 
 -4 -3 -2 -1 0 +1 +2 +3 +4  
aangenaam          onaangenaam 
levendig          rustig 
afwisselend          eentonig 
stil          rumoerig 
 
15. Hoe beoordeelt u de volgende aspecten van de parkomgeving tijdens uw bezoek vandaag? 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK PER LIJN) 
 5: 
zeer goed 
4:  
goed 
3:  
noch goed, 
noch slecht 
2:  
slecht 
1:  
zeer slecht 
Landschap      
Omgevingsgeluid       
Luchtkwaliteit       
Geur       
Licht       
 
16. Hoe goed passen de volgende beschrijvingen bij het park zoals u het vandaag ervaren hebt? 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK PER LIJN) 
 5: 
zeer goed 
4:  
goed 
3:  
noch goed, 
noch slecht 
2:  
slecht 
1:  
zeer slecht 
Ongerepte natuur      
Een plek om na te denken      
Een plek voor rust en 
ontspanning 
     
Een plek om inspiratie en 
nieuwe ideeën op te doen 
     
Een plek om de dagelijkse 
bekommernissen te vergeten 
     
 
  
136 ANTWERP PARKS QUESTIONNAIRE
     
5 
 
17. In welke mate hoorde u de volgende geluiden tijdens uw huidige bezoek?  
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK PER LIJN) 
 1: 
Helemaal 
niet 
 
2: 
Een 
beetje 
3: 
tamelijk 
4: 
veel 
5: 
zeer veel 
Menselijke geluiden (sprekende 
mensen, spelende kinderen,….) 
     
Natuurlijke geluiden (de wind in de 
blaadjes, vogels, water,…) 
     
Mechanische geluiden (verkeer, 
vliegtuigen, machines, kleine 
elektronica,…) 
     
 
18. In welke mate bent u het eens met de volgende stelling?  
"De geluiden in dit park zijn geluiden die je verwacht te horen wanneer je in een park bent.” 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK) 
 
 5: helemaal mee eens 
 4: tamelijk mee eens 
 3: noch eens / noch oneens 
 2: tamelijk mee oneens 
 1: helemaal mee oneens 
 
19. In welke mate werd u gehinderd door de volgende factoren tijdens uw huidige bezoek? 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK PER LIJN) 
 1: 
Helemaal 
niet 
gehinderd 
2:  
Beetje 
gehinderd 
3: 
Tamelijk 
gehinderd 
4: 
Ernstig 
gehinderd 
5: 
Extreem 
gehinderd 
6: 
niet van 
toepassing 
lawaai van wegverkeer       
zwerfvuil       
toestand van de 
wegbedekking 
      
graffiti       
tekort aan vuilbakjes       
loslopende honden        
hondenpoep        
blaffende honden       
lawaai van andere 
mensen 
      
lawaai van vliegtuigen       
lawaai van spoorwegen       
lawaai van spelende 
kinderen 
      
ongedierte        
voederen van duiven 
en eenden 
      
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Nu een paar vragen over uw thuisomgeving. 
(ENQ. LEES VOOR) 
 
20. In welk type woning woont u? (buitenruimte = tuin, terras, koer) 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK) 
 
 1: eengezinswoning met buitenruimte 
 2: eengezinswoning zonder buitenruimte 
 3: appartement met buitenruimte 
 4: appartement zonder buitenruimte 
 98: andere (ENQ. SPECIFIEER) ……………………………………….. 
 
21. Als u denkt aan de voorbije 12 maanden, in welke mate bent u in of rond uw woning gehinderd 
door de volgende geluiden?  
(ENQ. TOON ANTWOORDKAART - 1 ENKEL ANTWOORD MOGELIJK PER LIJN) 
 1: 
Helemaal 
niet 
gehinderd 
2: 
beetje 
gehinderd 
3: 
Tamelijk 
gehinderd 
4: 
Ernstig 
gehinderd 
5: 
Extreem 
gehinderd 
geluid van wegverkeer (auto’s, 
brommers, bus, tram,…) 
     
geluid van treinverkeer      
geluid van vliegtuigen      
geluid van bedrijven en industrie 
(bv vrachtwagens, zelfstandige 
beroepsactiviteiten, bedrijven, 
bouw- en sloopactiviteiten,…) 
     
geluid van evenementen, 
recreatie en toerisme (bv muziek 
van cafés, kermissen, festivals, 
sportvelden, crossen,…) 
     
geluid van buren (bv spelende 
kinderen, huisdieren, doe-het-
zelfactiviteiten, tuinonderhoud, 
muziek of TV, airco,…) 
     
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23. Als u een park bezoekt, in welke mate zijn stilte en rust voor u belangrijk? 
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK)  
 
☐ 1: helemaal niet belangrijk 
☐ 2: tamelijk onbelangrijk 
☐ 3: noch belangrijk, noch onbelangrijk 
☐ 4: tamelijk belangrijk 
☐ 5: heel belangrijk 
 
24. Vul de volgende uitspraak aan met wat voor u het beste past: Een stadspark zou een plaats 
moeten zijn om…  
(ENQ. LEES ALLE ANTWOORDMOGELIJKHEDEN VOOR - 1 ENKEL ANTWOORD MOGELIJK)  
 
 1: …van de natuur te genieten. 
 2: …van de stilte te genieten. 
 3: …andere mensen te ontmoeten. 
 
25. Wat is op u van toepassing? 
(ENQ. LEES EEN VOOR EEN VOOR - MEERDERE ANTWOORDEN MOGELIJK) 
 
 1: Ik draag een hoorapparaat 
 2: Ik heb tinnitus of oorsuizen. 
 3: Ik heb (andere) gehoorproblemen 
 4: Ik ben zeer gevoelig voor geluid 
 97: Geen van deze 
 
Hartelijk dank voor uw medewerking. 
Eindtijd: |__|__| uur |__|__| minuten 
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B
Implementation of the Gammatone
filter bank
To compare the response of the developed Gammatone filter bank and the response
of the widely used implementation [96], filters on the 0.25, 1, 4 and 16 kHz cen-
tral frequency were created. In Figure B.1 and B.2, the comparison between the
frequency and the time responses of the filters is plotted. It can be seen that the
frequency response is the same between the two implementations. However, the
time response is different, although the relative difference is 4% for the 250 Hz
while for the higher frequencies it is less than 0.1%.
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Figure B.1: Comparison between Gammatone filters implemented by Hohmann and the
used implementation of Gammatone filter bank: amplitude-frequency response of 0.25, 1, 4
and 16 kHz filters with 48 kHz sampling frequency.
Figure B.2: Comparison between Gammatone filters implemented by Hohmann and the
used implementation of Gammatone filter bank: relative difference of time responses be-
tween implementations of 0.25, 1, 4 and 16 kHz filters with 48 kHz sampling frequency.
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In contrast to the implementation by Hohmann, in the proposed implementa-
tion, downsampling is used for the lower frequencies. The downsampling proce-
dure for the default central frequencies from [96] is shown in Figure B.3. There,
the relationship between the central frequency of the filter and the Nyquist fre-
quency as an upper selection boundary is presented. For the lower boundary, a
frequency 20 times lower than the Nyquist frequency was selected to balance the
computation time and the correctness of the response.
Figure B.3: Comparison between Gammatone filters implemented by Hohmann and the
used implementation of Gammatone filter bank: selection of downsampling in the used
implementation for the default central frequencies from [96].
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C
Comparison of neural activation and
resonator filter
Activation network of the ear model [181] is composed of two linear filters rep-
resenting excitation and (delayed) inhibition. They are connected in the system
(Figure C.1) that comprises the transfer function in Equation C.1.
Hexc(z) +
Hinh(z)z‐m
x[n] y[n]
Kinh
Kexc
‐
Figure C.1: Neural activation system: the output of the excitation filter (Hexc(z)) multi-
plied by the gain constant (Kexc) is summed with the negative output of the inhibition filter
(Hinh(z)) multiplied with gain Kinh and delayed m samples.
Htot(z) = Ktot[KexcHexc(z)− z−mKinhHinh(z)] (C.1)
Parameters for the activation system are: gain (A), decrease (S), excitation
time (Texc), inhibition time (Tinh) and number of delay samples or time delay
(m or dt). Definition by these parameters of the system in Figure C.1 is given in
Equations C.2-C.8.
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Hinh(z) =
1 + 2z−1 + z−2
1− 2kinhz−1 + k2inhz−2
(C.2)
Hexc(z) =
1 + 2z−1 + z−2
1− 2kexcz−1 + k2excz−2
(C.3)
kexc =
1− 12FsTexc
1 + 12FsTexc
(C.4)
kinh =
1− 12FsTinh
1 + 12FsTinh
(C.5)
Ktot =
Acn
4F 2s
(C.6)
Kexc =
1
T 2exc
(C.7)
Kinh =
Scn
T 2inh
(C.8)
Using the symbolic mathematical calculation and the delay m equal to 0, the
transfer function in Equation C.1 can be unwrapped into the form shown in Equa-
tion C.9, with G and K defined in Equations C.10 and C.11 respectively.
Htot(z) = G
(1 + z)2(k2exc +K(kinh − z)2 − 2kexcz + z2)
(kexc − z)2(kinh − z)2 (C.9)
G = KtotKinh (C.10)
K =
Kexc
Kinh
(C.11)
From this, poles can be easily expressed as per Equations C.12 and C.13. How-
ever, zeros are more complicated and require symbolic calculation the result of
which is shown in Equations C.14-C.16.
p1,2 = kexc =
1− 12FsTexc
1 + 12FsTexc
(C.12)
p3,4 = kinh =
1− 12FsTinh
1 + 12FsTinh
(C.13)
z1,2 = −1 (C.14)
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(a) (b)
Figure C.2: Frequency response of activation filter – all parameters are at default values
except for logarithmic change of: a) decrease (S) between 0.1 and 100, b) inhibition time
(Tinh) between 10 µs and 100 ms). Default values of the parameters: Fs = 100 kHz, A =
1.5, S = 0.6, Texc = 0.5 ms, Tinh = 2 ms.
z3 =
√
ScnTexc(2FsTexc−1)(2FsTinh+1)−Tinh(2FsTexc+1)(2FsTinh−1)
(2FsTexc+1)(2FsTinh+1)(
√
ScnTexc−Tinh)
(C.15)
z4 =
√
ScnTexc(2FsTexc−1)
2FsTexc+1
+ Tinh(2FsTinh−1)2FsTinh+1√
ScnTexc + Tinh
(C.16)
The frequency response of the activation filter will usually appear as a low-
pass filter with a resonance shaped frequency response or even a band-pass filter
(Figure C.2), However, depending on the parameters, the gain will change and
tuning these parameters to make a filter-bank is not trivial.
To circumvent the problem of parameters selection while keeping the trans-
fer function as simple as possible, a constant-gain two-pole resonator was chosen.
Therefore, the parameters selection was reduced to: sampling frequency (Fs), res-
onance frequency (Fr) and pole radius (Rp).
Transfer function of constant-gain two-pole resonator is given in Equations
C.17-C.20 (Rr is the damping or the actual pole radius, while Θr represents the
pole angle and G is the transfer function gain).
H(z) = G
1− z−2
1− 2Rr cos(Θr)z−1 +R2rz−2
(C.17)
Rr = 1− 2pi
Fs
(1−Rp) (C.18)
G =
1−R2r
2
(C.19)
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Θr =
2pi
Fs
Fr (C.20)
The limitation of such definition is that the actual pole radius (Rr) depends
on the sampling frequency (Equation C.21). Nevertheless, the time and frequency
response of the range of the filters in a filterbank can be easily tuned by changing
the resonance frequency and damping.
Rr  [1− 2pi
Fs
, 1] (C.21)
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