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ABSTRACT
Abstract
Plastic scintillators are used in scenarios where gamma-ray identification is necessary and can
be scaled to large sizes for use in applications such as particle physics and nuclear security.
In particular, modern plastic materials with the ability to detect neutrons via Pulse Shape
Discrimination (PSD) are providing exciting new avenues of research for the field. The pulse
shapes for these materials have characteristic decay time constants based on the radiation
interaction causing scintillation emission. The materials exhibit this capability with volumes of
a few cubic centimetres, but when scaled to larger volumes, the PSD performance diminishes.
By identifying the cause of this deterioration, methods can be determined and implemented to
increase PSD performance.
Through the course of the work reported on, methods for increasing the performance
are identified. In one instance, the detector configuration should be chosen based upon the
application. The accompanying PSD algorithm should be selected based on the configuration
and application environment to achieve maximum performance. When designing the detector
configuration, simulations should be used as a tool to help maximise performance. The
simulations presented in this thesis have identified that pulse shapes change based on many
aspects of the scintillation system. By modelling the light transport, it has been found that the
emission direction of scintillation light alters the pulse shape decay times. The light arrives in
different distributions based on the directionality. Moreover, these distributions change based
on reflector type, the percentage reflectivity and location of the scintillation emission. PSD
relies on differences in the decay time constants of pulse shapes. These factors outlined lead
to additional time constants being convolved with the pulse shape. This creates variation in
the PSD parameter calculated in the algorithms. This variation increases with the scintillator
volume and is the cause of reduced performance with large-sized plastic scintillators.
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1. Introduction
Scintillation detectors operate on the principle of absorbing energy from incident radiation.
The absorbed energy is released as light known as scintillation, which is promptly registered by
photodetectors. The signal produced allows a characterisation of the initial radiation. The first
of these detectors was designed in 1903 and employed by William Crookes to detect α particles
[1]. The scintillation light produced in this system was visible to the naked eye. It was not
until 1944 that the scintillation detector was used for its full potential with the introduction of
photomultiplier tubes, which enabled the detection of only a few photons. In the late 1940’s
inorganic materials such as thallium-activated sodium iodide, NaI(Tl), crystals were developed
which featured high light yield and thus a strong scintillation response [2]. Liquid and plastic
organic scintillation materials were developed at a similar time, although these had a low light
yield in comparison to NaI [3]. Organic scintillators can be created in much larger volumes
in comparison to inorganics. Future advancements concentrated on the stoichiometry to help
increase light yield and thus performance. Since then scintillation detector systems have been
commercialised and are widely used for detection of radiation such as gamma-rays, x-rays, α
and β particles and neutrons.
Over the last decade, the scintillator detector has been benefiting from continuous advances
in materials and photodetector technology. The latter comes in the form of a semiconductor
device known as a silicon photomultiplier. These are seeing performance improvements such
that they are now comparable to the conventional photomultiplier tubes. Benefits of these
devices are that they are small and lightweight, enabling scintillation detectors to be mounted on
drones to be used in aerial radiation mapping and monitoring [4]. Some material development
has focused on new types of scintillation material that is capable of detecting both neutron
and gamma-rays using a method known as Pulse Shape Discrimination (PSD), where the
arrival time light is used to determine the radiation interaction in the material. Inorganic
materials developed for this purpose include CLYC1, CLLBC2 and GAGG3, whereas for organic
scintillators plastic scintillators have been focused on. Neutron and gamma sensitive plastic
scintillators have been actively investigated due to their ease to work with, in comparison to
similar PSD liquid scintillators which are hazardous. These PSD capable scintillation detectors
are useful for applications which work in mixed neutron and gamma radiation environments,
where a single detector can be used for both types of radiation. The detectors are used in a
vast variety of fields such as medical imaging, nuclear physics, space science and high energy
1Cesium Lithium Yttrium Chloride (Cs2LiYCl6)
2Cesium Lanthanum Lithium BromoChloride (Cs2LiLa(BrCl)6)
3Gadolinium Aluminium Gallium Garnet (Gd3Al2Ga3O12)
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particle physics. These detectors also have a key role in nuclear security science. From events
over the last few decades, their use has been vital to maintaining a line of defence.
1.1. Applications for Nuclear Security
Nuclear security science works to prevent, detect, control and monitor the use of nuclear and
radioactive materials and devices. For the purpose of enforcing and providing safeguards for
the Treaty on the Non-Proliferation of Nuclear Weapons, the International Atomic Energy Agency
(IAEA) was established by the United Nations. In part it helps enforce the treaty, where all
member states must help prevent the spread of nuclear weapons and focus the nuclear science
and technology on the peaceful use of energy and medicine [5]. Nuclear and radioactive
materials are under strict control by the IAEA. Since 1993, when records began, to December
2018 there have been over 3000 reported incidents outside of regulatory control of the handling
of nuclear material [6]. With over 280 reports relating to the trafficking or malicious use of
these materials, however, only 18 incidents have been confirmed to be connected with this use.
The number of incidents in this category has declined in recent years. Therefore detecting and
tracking their illicit transfer is vital for counter-terrorism. Radiation detection is a key tool in
security science and strives to achieve the following objectives [7]:
Detection - A signature that there is a source present.
Location - Where or what the direction to the source is from the detector.
Identification - What the source is.
Characterization - In what form is the source i.e. raw or part of a device etc.
It is unlikely that a single detector can meet all these requirements; therefore, a combination
can be used to identify the sources. The detectors can vary in size depending on the application.
Large area portal systems exist so that trucks and shipping containers can be scanned whilst
small hand-held devices can be used to inspect luggage or inside vehicles. The two radiation
signatures in the detectors need to be sensitive to neutron and gamma rays. For detecting
signatures from material that could be used for illicit purposes such as Special Nuclear Material
(SNM), their signal needs to be distinguishable from the background. The gamma background
is abundant with sources from man-made material to Naturally Occurring Radioactive Material
(NORM) and cosmic-rays. These can provide greater energies, > MeV, from the Uranium
and Thorium decay chains in comparison to the signatures for SNM [8, 9]. In contrast, the
natural neutron background is virtually non-existent, therefore, a fast neutron signal with
energies above 2 MeV is a smoking gun of the presence of something important [7]. Thus neutron
detection is an essential part of the screening process. There are two categories for the detection
of materials: passive measures and active interrogation. The former looks for signals in the
background whilst the latter exposes the material to a radiation source causing fission, then the
signals are analysed to determine the source. Currently, systems use passive techniques and
active interrogation is being investigated at high technology readiness levels [9].
2
1.1 Applications for Nuclear Security
Three key types of detector are often used; semiconductor, gaseous and scintillation. Semi-
conductor detectors offer high efficiencies with fast timing allowing for high count rates and
very high energy resolutions. The latter means they are very good at the identification of the
source isotope. They are small enough to be placed in arrays for imaging techniques and
can be configured to include neutron conversions to enable detection. Common detectors of
this type include the high-purity germanium (HPGe) detector and cadmium zinc telluride
(CdZnTe/CZT) detectors. Despite being able to fulfil all the objectives, the detectors are not
widely used due to cooling and scalability issues. The substrates to make the HPGe and CZT
detectors suffer from impurities with increasing size, therefore, it is difficult to produce these
for the size requirements of a Radiation Portal Monitor (RPM) thus these detectors are often
used in hand-held devices.
When choosing a detector for neutrons, the selection is based on the energy of the neutron.
For thermal neutrons, capture reaction detectors can be used of which the most popular is the
helium-3 (3He) ionization detector. It also offers the ability to detect fast neutrons making it
versatile for neutron spectroscopy [5]. The 3He device also offers good PSD ability allowing
it to work in a high gamma environment. The main disadvantage of this detector type is
the supply of 3He which is limited. Therefore, alternatives to the 3He based systems are
urgently needed. Moreover, the research and development goals for these systems is to produce
improved detectors compared to the current 3He systems. The 3He detectors feature long dead
times and thus underperform in environments which feature a high rate of radiation emission;
faster systems would help address this issue. Scintillation detectors offer PSD ability so are
a good alternative. Scintillation detectors are commonly used in gamma spectroscopy using
inorganics which provide good energy resolution. Organic liquid and plastic scintillators offer
lower resolution, although they offer scalability that their inorganic crystal counterparts lack.
Liquid scintillators are quite hazardous due to flammability and therefore are not used for
portal detectors. Whereas plastic scintillators can be used for hand-held detectors and portal
gamma detector systems. Large scale non-PSD capable plastic scintillators are incorporated
into RPMs which are in use today for the detection of gamma signatures. They offer the benefit
of being low cost and less susceptible to damage in comparison to NaI(Tl) RPMs [10]. These
gamma sensitive materials are used in conjunction with neutron detectors, to identify illicit
material.
With the development of PSD plastic scintillators, they are a potential candidate for future
portal monitors to help provide an alternative to 3He devices. The problem with PSD organic
scintillators is that their performance degrades with increasing volume, but the cause has not
been fully identified [11]. Consequently, their adoption into RPMs cannot be undertaken until
this issue is understood. Simulation of these scintillators offers an avenue of investigation such
that characteristics can be identified to help increase performance. For example, geometry
and photodetector layout. PSD plastic scintillator also offers poorer performance at lower
energies in comparison to their liquid counterparts [12, 13]. These new plastics are therefore
being researched for scalability and for being able to discriminate at lower gamma energies i.e.
< 1 MeV.
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1.2. Motivation
The goal of this thesis is to improve PSD performance in plastic scintillators for use within
nuclear security science. This is to be achieved primarily through the development of a Monte
Carlo model of optical photon transport within a PSD capable plastic scintillator with multiple
decay time constants. This model will be used to identify potential causes of degradation
in PSD performance and thus establish improvements that can be made to detector designs.
This primary objective is linked to the use of large volume detectors for use within RPMs. A
secondary objective is to increase current performance in PSD plastic scintillators through the
use of SiPM arrays and new algorithms for data analysis. This is useful for a hand-held system
which could help detect multiple types of radiation whilst out in the field.
1.3. Structure of Thesis
The outline of this thesis is detailed as follows. In Chapter 2, the fundamental physics theory of
radiation and particle interactions is detailed. In addition, the light transport within scintillators
is explained within this chapter. Afterwards, in Chapter 3, scintillation detector systems and
their component parts are described. This includes details regarding the analysis used to
identify particle type in PSD materials. Information regarding the experimental systems and
methodology used in this thesis are stated in Chapter 4. Chapter 5, presents the results and a
discussion into PSD algorithm performance in a plastic scintillator and SiPM system. This is an
extension to the published article, titled “Exploration of Fourier based algorithms and detector designs
for pulse shape discrimination” [14]. Information about the structure of the Geant4 simulation
framework used for the radiation and optical photon transport is found in Chapter 6. Chapter
7, uses the simulation framework to explore light transport within plastic scintillators. Within
this chapter causes for the degradation of PSD are discussed. Chapter 8, compares simulations
with experimental set-ups to test the findings of the previous chapter. Finally, the general
conclusions of the findings throughout the thesis are presented in Chapter 9. This also features
a discussion into future work and development for the simulation environment and prospective
detector designs. In the appendices, additional figures and examples of Geant4 code are shown.
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2.1. Types of Radiation
The term radiation can be defined as the transfer or emission of energy via particles or waves
through a medium. Radiation can be split into two groups: ionising and non-ionising radiation.
Ionising radiation means the radiation has sufficient energy to produce ionisation in the medium
it is traversing, whereas non-ionising radiation does not.
Ionising radiation can be further subdivided into two categories - charged and uncharged
radiation. Types of charged radiation include alpha particles, electrons, protons and many other
energetic ionic nuclei. Whereas, uncharged radiation which indirectly ionises and encompasses
x-rays, gamma rays and neutrons [15].
2.1.1. Radioactive decay
In nature, certain nuclei are unstable and therefore can decay via emissions of radiation
to achieve an energetically stable state. This process is known as radioactive decay. The
radioactivity of these nuclei is governed by quantum mechanics [1]. When this is experimentally
observed it follows a statistical, time-dependent probability and can be found to be:
−dN
dt
= λN, (2.1)
where N is the number of radioactive nuclei, λ is the decay constant and dNdt can be described
as the disintegration rate or activity (A). This is the radioactive decay law.
The time dependency of the radioactive decay law is governed by the half-life t 1
2
, which
is defined as the time taken for the number of atoms to halve in the nuclei. These properties
include the number of radioactive nuclei, activity etc. This can be expressed by the rate of decay
equation
N(t) = N0e−λt, (2.2)
where N0 is the initial number at time t = 0 and t is time. This can be derived by integrating
Equation. 2.1. Using Equation. 2.2 it can be shown that the half-life can be expressed as
t 1
2
=
ln 2
λ
, (2.3)
where 1/λ is equal to τ, the mean lifetime.
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The half-life is dependent on the mode of decay, this relates to the amount of excess energy
and nuclear structure. Three common forms of decay are alpha, beta and gamma, these are
outlined below.
2.1.1.1. Alpha decay
The emission of a bare helium nucleus (42He), consisting of two protons and two neutrons is
known as alpha (α) decay. The 42He nucleus is called an alpha particle during this process. The
daughter nucleus formed after this particle emission has a mass number of 4 units lower and
an atomic number of two units lower when compared to the parent nuclei:
A
Z P→A−4Z−2 D +42 α, (2.4)
where P and D are the parent and daughter nuclei respectively.
The α decay can only be explained by quantum tunnelling because in classical physics the
Coulomb barrier is higher than the energy of the alpha particle. Quantum theory allows for
there to be a small probability that the particle will tunnel through this barrier by approximating
it to a free particle. This process type occurs in heavy nuclei with Z> 82 [16] due to this being
a stability limit.
Alpha emission is a two-body decay process, therefore mono-energetic particles are produced.
Due to the conservation of momentum the released energy is shared between the daughter
nucleus and the α particle. As the α particle has a charge of +2e, it experiences the Coulomb
force more than that of an electron and is heavier; thus, when travelling through matter it
will experience a high energy loss, resulting in a small penetration distance of around a few
centimetres.
2.1.1.2. Beta decay
The beta (β) decay process consists of the emission of electrons and positrons; these particles
are denoted by β−/β+ to differentiate from atomic electrons e−. This process occurs in nuclei
with excess neutrons or protons, thus allowing isobar transitions between these baryons allow
for the nuclei to become more stable [17]. Therefore depending on which particle is in excess in
the nucleus, different transitions occur. There are three transition types: beta-minus (β−) decay,
beta-plus (β+) decay and Electron Capture (EC).
β− decay
The emission of an electron (β−) occurs when there is an excess number of neutrons. The
decay process can be summarised by:
n→ p+ + e− + ν¯e AZ P→AZ+1 D + e− + ν¯e (2.5)
When a nucleus decays via this process the daughter product will increase the atomic
number by one.
β+ decay
When the parent nucleus has surplus protons, an emission of a positron (β+) can ensue.
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The decay is similar to that of the β− process:
p+ → n + e+ + νe AZ P→AZ−1 D + e+ + νe (2.6)
As the mass of the proton (938.27 MeV/c2) is less than that of the mass of the neutron
(939.56 MeV/c2 [18]), for this transition to occur some mass-energy is required from the
parent nucleus and therefore the parent nucleus must be at least two electron masses
(me) more than the daughter nucleus. The positron in this reaction is a fairly short-lived
particle because it is anti-matter. The particle quickly interacts and loses kinetic energy
eventually annihilating with a free electron. This process creates two annihaltion photons,
known as annihilation radiation [1]. The photons each carry 511 keV of energy and are
emitted in opposite directions at the interaction point.
Electron capture
The electron capture process can be expressed as
e− + p+ → n + νe, e− +AZ P→AZ−1 D + νe, (2.7)
where the electron is located in the electron shell of the atom. The nucleus captures this
orbital electron causing it to interact with a proton and create a neutron and neutrino.
This process takes place in nuclei also with a low neutron to proton ratio similar to the β+
process. However, the parent nucleus does not have enough energy to emit a positron.
Unlike the alpha decay process, the β− and β+ decay processes are a three-body decay.
Consequently, the emitted particles share the kinetic energy, as the mass of the daughter nuclei
is large when compared to the electron and neutrino the of the energy is shared between the
two. As the neutrino energy is not detectable in regular detectors the observed energy leads to
a β decay energy spectrum, which is continuous.
2.1.1.3. Gamma decay
The emission of a gamma ray usually occurs when a heavy nucleus is in an excited state and
transitions to a lower energy state, commonly the ground state. This usually occurs to the
daughter nucleus produced after a previous decay such as alpha or beta [1]. The gamma ray or
photon is a quantum of electromagnetic energy and therefore leaves the proton number Z, and
atomic number A, unchanged.
The emitted gamma rays are mono-energetic and their energies Eγ are related to the change
in energy of the excited to the lower energy state. Their energy can be expressed as
Eγ = Ei − E f , (2.8)
where Ei is the energy of the excited state and E f is the energy of the final state. Consequently,
if prior to the gamma emission, a β decay has taken place the energy is related to the energy
levels of the daughter nucleus. In addition, the characteristic half-life from the energy level
transitions relates to the initial β decay [15]. If the half-life is > 10−9 s the nuclides are labelled
isomers [16]. These energy level transitions are governed by selection rules and the angular
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momentum can make some transitions forbidden. When the selection rules do not allow for a
gamma decay via certain transitions other radiation emission processes, for example, internal
conversion are possible.
2.1.2. Neutron emission
The neutron is a subatomic particle and due to its internal structure, the particle has no net
charge. Neutrons have a spectrum of kinetic energies and are therefore classified based upon
this by the following regions [19]:
• Fast neutrons: En > 1 MeV
• Intermediate energy: 1 eV < En ≤ 1 MeV
• Slow neutrons: En < 1 eV
– Epithermal neutrons: 0.025 eV < En ≤ 1 eV
– Thermal neutrons: En ' 0.025 eV (vrms ≈ 2200 m s−1)
– Cold neutrons: 0.5 µeV < En ≤ 0.025 eV
– Very Cold Neutrons (VCN): 100 neV ≤ En ≤ 0.5 µeV
– Ultra Cold Neutrons (UCN): En < 100 neV
As the neutrons are chargeless they do not interact via the Coulomb force and thus will
interact based on their energy, for example fast neutrons interact predominantly via collisions
whilst thermals by reactions. In addition, nuclei can have enough excitation energy to overcome
the neutron binding energy and decay via neutron emission [15]. The mechanisms behind
neutron emission sources are described in Section. 2.2.3.
2.2. Radioactive Sources
The universe is full of radioactive materials and on Earth there exists a variety of sources
of this background radiation. From cosmic rays originating from the depths of space and
primordial radionuclides found in rocks to nuclear waste from man-made activity, there is a
natural abundance to be aware of.
These sources can be useful in industrial applications such as large scale energy production
and also man-made sources are created for use in an average household. In addition, radiation
has found use in medicine. Artificial sources of x-rays are used for diagnosing an injury, whilst
radiopharmaceuticals are used in nuclear medicine to image deep inside the body. Furthermore,
radiation is also used to treat certain ailments for example, proton beams have been designed
to destroy cancer cells.
Understanding the radiation source is vital for detection allowing certain characteristics to
be exploited.
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2.2.1. Naturally occurring radioactive material
Naturally Occurring Radioactive Material (NORM) describes materials that have a long half-life
comparable to the age of the Earth or longer [20]. Some of these radionuclides were produced at
the birth of the Earth, therefore these naturally occurring in the environment lead to background
radiation. NORM consists of elements that decay directly to a stable state or decay chains
of elements. These decay chains, decay through a series of elements via different radiation
emissions.
2.2.2. Artificial sources
Through various processes in nuclear reactors or during nuclear refinement of material, radionu-
clides are produced as by-products. These nuclides decay by various emissions of radiations
and find uses in industrial or medical applications. For example 241Am is a common isotope
found in nuclear waste and has been used as a fuel in radioisotope thermoelectric generators,
although it is more commonly found providing a mechanism of detecting particulates in smoke
detectors [21].
2.2.3. Neutron sources
As discussed previously in Section. 2.1.2, neutron sources found in laboratories are based on
either nuclear reactions or nuclear fission [1].
In heavy nuclei, a rare process known as spontaneous fission can occur, in which the heavy
nucleus breaks down into lighter nuclei by releasing neutrons and fission fragments. A common
laboratory fission source is 252Cf with a half-life of 2.65 years.
Nuclear reactions are also used to produce neutrons. This involves bombarding a particle at
a target nucleus to produce neutrons. The bombarding particle can be accelerated in a particle
beam before hitting the target, this is called a beam induced reaction. The other two common
reactions are the (γ,n) reaction, referred to as a photoneutron source where gamma rays are the
bombarding radiation and (α,n) reaction where α particles are the bombarding particle.
The most common (α,n) reaction sources use beryllium as the target nucleus. The following
reaction then occurs:
4He +9 Be→13 C∗ →
12C + n + 5.6 MeV12C + n + γ(4.44 MeV) + 1.2 MeV (2.9)
The branching ratio between the two reactions is about 40 % and 60 % for top and bottom
respectively; although other reaction outcomes are possible these two are the most probable [22].
Therefore, when coupled with a long-lived α emitter a steady flux of neutrons can be obtained.
α emitters used include 241Am, 238Pu, and 210Po, the most common of which is americium
which forms the AmBe source. The maximum neutron energy output is 11 MeV with an average
of 4.16 MeV according to ISO 8529 [23].
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2.2.4. Special Nuclear Material
Title 1 of the Atomic Energy Act of 1954 declares Special Nuclear Material (SNM) as Plutonium
and enriched Uranium of isotopes 233 and 235. Uranium-233 and Plutonium do not occur
naturally and are produced in reactors, whilst 235U is produced from enriching uranium ore
and these fissile materials are often hard to detect [24]. In addition to these materials, any other
material that could be used in creation of nuclear weapons is classed under SNM. The Nuclear
Regulatory Commission has further created categories of materials based on their potential to
produce a weapon directly or to produce material for a weapon. The categories range from 1 to
3 and relate to weight; Category 1 is defined as strategic use, whilst 2 and 3 are moderate and
low strategic use. However, in contrast the International Atomic Energy Agency classes them
under direct and indirect use based on the timeliness that they can be utilised [25].
2.3. Particle Interactions
To detect the particles associated with radiations, understanding their interaction mechanism
with matter is crucial. The characteristics of both detector material and particle lead to different
interactions. Similar to the types of radiation, interaction mechanisms can be split into two sets:
charged and neutral.
2.3.1. Charged Particles
Two main features are present when charged particles transverse through matter: loss of energy
and deflection from the path travelled. Predominantly these are caused by the two key processes:
elastic scattering from nuclei and inelastic scattering from atomic electrons. In addition to
the aforementioned processes, there are others which occur with a lower probability. Some
examples include nuclear reactions, Bremsstrahlung and emission of Cherenkov radiation [16].
2.3.1.1. Heavy Charged Particles
Protons, α particles, muons and pions, amongst others are classed as heavy charged particles.
The Coulomb force is almost solely responsible for the interaction of these particles with matter.
They interact with atomic electrons via inelastic collisions which leads to energy loss.
The inelastic interactions can be divided into two categories: soft and hard collisions. If
the interaction energy transfer only leads to an excitation of the atom this is considered a soft
collision. Equally, if the energy transfer is large enough to cause ionisation it is classed as a hard
collision. In the case of a hard collision sometimes the energy transfer is sufficient to liberate the
atomic electron. This high energy electron is referred to as a knock-on electron or δ ray. These δ
rays can then lead to secondary ionisation within the medium.
Given that the heavy charged particles mass, m0, is much larger than the rest mass of an
electron, me, the rate of energy loss or stopping power is described by the Bethe-Block equation
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[18],
−dE
dx
= 2piNAr2e mec
2ρ
Z
A
(
z
β
)2 [
ln
(
2mec2γ2β2Wmax
I2
)
− 2β2 − δ(βγ)− 2 C(βγ)
Z
]
, (2.10)
Wmax =
2mec2(βγ)2
1 + 2
(
me
m0
)√
1 + (βγ)2 +
(
me
m0
)2 ,
where:
NA is Avogadro’s number,
re is the electron radius,
me is the rest mass of the electron,
c is the speed of light in a vacuum,
Z, A, ρ are the atomic number, mass number and density of absorbing material,
z is the charge of the incident particle,
β = vc is the velocity of the incident particle in natural units,
γ = (1− β2)− 12 is the Lorentz factor,
Wmax is the maximum energy transfer in a single collision,
I is the mean excitation potential of the medium,
δ(βγ) is the density correction; this term is critical at high energies. The term corrects
the ionisation energy loss where the electric field of the incident particle polarizes the
transverse medium creating a shielding effect.
C(βγ) is the shell correction which is imperative at low energies where β of the incident
particle is comparable to that of the shell electrons.
The Bethe-Bloch equation is only valid for heavy charged particles and not for electrons. The
equation is valid in the particle velocity region of 0.1 . βγ . 1000 [18] where the stationary
electron approximation is made. Although the shell correction is used to correct at lower energies
when the stationary electron approximation is no longer valid.
Elastic scattering occurs less frequently than inelastic scattering. Very little elastic energy is
transferred via this mechanism because the mass of the nuclei is generally larger than that of
the incident particle. Therefore this process is the main cause of the scattering and deflections
when the particle is traversing the medium.
2.3.1.2. Electrons
When considering electron interactions, both the projectile (i.e. the free electron) and the target
(i.e. the atomic electron) have the same mass. Consequently, during an encounter, a larger
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fraction of energy can be lost in comparison to heavy charged particles. In addition, the path
deviations due to elastic scattering are more frequent and larger.
Depending on the electrons’ energy different processes dominate during energy loss. For
low energy, the ionisation process is the most prominent although other processes contribute.
In the case of fast electrons the radiative loss channel becomes significant; this is referred to as
Bremsstrahlung. Therefore the total linear stopping power for electrons is defined as the sum
of the loss due to collisions and radiative losses.
dE
dx
=
dE
dx
∣∣∣∣
coll
+
dE
dx
∣∣∣∣
rad
(2.11)
In expression 2.11, the first term is collisional energy loss due to ionisation and excitation.
This can be calculated using a modified version of the Bethe-Bloch equation as the particles
are indistinguishable. Subsequently, the correction is also dependent on whether the incident
particle is an electron or positron. The radiation loss term, on the other hand, is related to
the cross section for the high energy electron or high Z materials and accounts for Coulomb
interactions and radiative processes.
2.3.2. Neutral Radiation
Unlike charged particles neutral radiation does not interact directly via the Coulomb force,
therefore other interaction mechanisms are utilised for detection. Subsequently, neutral radia-
tions are usually detected from secondary products of primary interactions within the detecting
medium.
2.3.2.1. Gamma and X-rays
In contrast to charged particles for which energy is lost as they transverse a medium, x-ray and
gamma ray photons, which are part of the electromagnetic spectrum, are instead attenuated as
they pass through media. This means that the radiation is removed either by absorption or a
scattering process. This effect is defined by Beer’s law as:
I = I0e−µx, (2.12)
where I is intensity, I0 is initial intensity, µ is the linear attenuation coefficient and x is the
distance transverse in the medium. The linear attenuation coefficient can be expressed as
µ = NAσtot, (2.13)
where σtot is the total interaction cross section [26], which is the sum of all interaction cross
sections. There are three key photon interaction processes for radiation measurements: photo-
electric absorption, Compton scattering and pair production. There are other processes although
their respective cross sections are small in comparison. These processes dominate at different
gamma ray and x-ray energies and Z values of the absorbing material as shown in Figure. 2.1.
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Figure 2.1: The cross section regions for the three key gamma interactions. Lines show where effects have equal
probability of occurrence. Image based on Evans [27].
Photoelectric absorption
The photoelectric effect occurs when a photon is absorbed by the atomic electrons bound to a
nucleus and leads to the ejection of an electron from the atom. Consequently, this can only occur
when the energy of a photon is greater than that of the electron’s binding energy. This form of
absorption can only occur with bound electron as the nucleus absorbs the recoil momentum.
The emitted photoelectron has a kinetic energy
Ee = hν− EB, (2.14)
where EB is the binding energy of the shell electron, and hν is the energy of the photon. The
binding energy is shell dependent and the K shell is, therefore, the most likely shell as it is the
most tightly bound.
The cross section for the photoelectric absorption can be approximated as
τ ∝
Zn
E3.5γ
, (2.15)
where n varies between 3 and 5 depending on Z of material and photon energy (Eγ) [1].
Typically this process is dominant for low energy photons (. 100 keV) interacting with high Z
materials.
Compton Scattering
If a photon interacts with an electron and is scattered rather than absorbed, different interaction
processes can take place. For gamma and x-ray interactions the cross section of Compton
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Figure 2.2: Klein-Nishina plot for various photon energies. The radial axis is the differential cross section for an
unpolarised photon and the polar axis is the scattering angle, θ. A forward scatter is represented by
θ = 0° and a backscatter by θ = 180°
scattering is highest, whereas other scattering processes such as Thomson scattering could still
take place with a low probability. Compton scattering can occur on free electrons, unlike the
photoelectric effect. In this process, the photon transfers part of its energy to the electron and
due to the conservation of momentum, it also changes its path of travel.
In the Compton scattering process both its energy and the energy of the scattered gamma
ray are dependent on the scattering angle θ. The resulting energy of the scattered gamma ray
as a function of scattering angle is given by
hν′ = hν
1 +
hν
m0c2
(1− cos θ)
, (2.16)
where hν is the energy of the incident gamma ray and m0c2 is the electron rest mass. The
Klein-Nishina formula can be used to predict the angular distribution of the scattered gamma
rays and shows a strong trend of forward scattering in high energy photons an example and be
seen in Figure. 2.2 [15].
The cross section for Compton scattering is related to the density of electrons in the absorbing
material. This is expressed as:
σ ∝
Z
Eγ
(2.17)
Pair Production
At high gamma ray energies (Eγ > 5 MeV) a third process known as pair production becomes
dominant. This mechanism is only allowed once the gamma ray energy is above a threshold. In
pair production a gamma ray interacts directly within the nucleus’ Coulomb field and produces
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a matter-antimatter pair. The gamma ray energy is completely absorbed and transfers additional
energy and momentum to the recoil nucleus such that quantities are conserved. The threshold
is dependent on the mass of the matter-antimatter pair, which can be written as
Eγ ≥ 2m0c2, (2.18)
where m0 is the rest mass of the matter/antimatter particle [28]. For gamma rays the production
of an electron-positron pair has the highest cross section and has a corresponding threshold of
1.022 MeV. Additional energy above this threshold is predominantly transferred to the matter-
antimatter pair as kinetic energy. The positron created in the reaction described above will
further transverse the absorbing material before annihilating with an electron. This produces
two annihilation photons emitted back-to-back each carrying 511 keV of energy. The pair
production cross section can be roughly given as:
κ ∝ Z2 (2.19)
Spectrum features for photon interactions
The previous interaction mechanisms produce unique spectral features. Assuming an ideal
detector, where no detector response function is convolved into the spectrum the following
would appear in gamma spectroscopy. For the photoelectric effect, the corresponding photo-
electron can then be detected in an energy spectrum and appear as a Kronecker delta in the
ideal system, this is shown as an orange line in Figure. 2.3. The energy of this will correspond
to that of the original gamma ray.
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Figure 2.3: A diagram to show the spectrum from a ideal detector of a 511 keV gamma event, the x-axis shows
the electron energy which can be detected. The y-axis shows the Compton scattering differential cross
section for electrons as given by the Klein-Nashina equation.
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Equation. 2.16, describing Compton scattering, leads to an energy distribution for the
scattered gamma rays in a detector system, known as a Compton continuum. In the two extremes
of Equation. 2.16 at θ = 0, a small amount of energy is transferred to the recoil electron resulting
in a small angle deflection. Whereas in the limit of θ = 180°, the result of a head-on collision
produces the maximum energy for the recoil electron, a Compton edge is seen in the spectrum.
The Compton continuum and Compton edge are demonstrated in Figure. 2.3 from a differential
cross section using the Klein-Nishina equation. The energies in the Compton continuum are
always lower than the energy of the photopeak. If multiple Compton scatters occur, the region
between the Compton edge shown and the photopeak can bceome populated with energies.
Although not shown specifically in the ideal gamma spectrum of Figure. 2.3 due to the
example being for a 511 keV event gamma ray event. The pair production interaction process
also produces characteristic energy deposits. For example, if a gamma ray with energy Eγ
undergoes pair production. The resulting positron created annihilates with an electron in the
detector. This produces two photons with 511 keV in energy. If both the photons are absorbed
back into the detector then a characteristic peak known as a double escape peak is produced with
an energy of Edouble = Eγ − 2(511 keV). Whereas, if one of the photons escapes with the other
being absorbed, produces a single escape peak with energy Esingle = Eγ − 511 keV. In an ideal
system, these would also appear as kronecker delta functions similar to that of the photopeaks
at the energies defined.
2.3.2.2. Neutrons
Similarly to photons, neutrons are chargeless and therefore cannot be directly detected. Instead,
secondary detectable particles produced from neutron interactions with the nucleus are used
for detection. The neutron has to pass very near to the nucleus for these to take place due to
the short-range nature of the nuclear forces involved. Furthermore, due to the relative size of a
neutron to a nucleus and the range of the forces involved, the neutrons can transverse large
distances within detectors before an interaction takes place. Subsequently, they are unlikely to
interact in common sized detectors of a few centimetres [15].
Neutron interactions can be classed under two main categories: scattering or absorption [29].
In the case of scattering the energy and direction of travel of the neutron change significantly.
The radiations used for detection of the neutrons in these cases are either the recoil of the
nucleus or predominantly the production of heavy charged particles. The interaction categories
can be further separated into processes, a few of the common processes are listed below:
• Scattering
– Elastic Scattering
– Inelastic Scattering
• Absorption
– Radiative Capture
– Transmutation
– Nuclear Fission
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The energy of the free neutron and the target nucleus determine the likelihood of each
interaction process taking place. Based upon the definitions for the energy of the neutrons
explained in Section. 2.1.2, the interaction mechanisms for slow neutrons and fast neutrons
including the intermediate energy region will be summarised.
For slow neutrons, elastic scattering and neutron-induced reactions such as radiative capture
are the most common. Considering the low kinetic energy for these neutrons, very little energy
is transferred to the recoil nucleus [15]. Therefore in this energy region, scattering interactions
are rarely used for detection purposes despite having a high occurrence. Radiative capture has
a cross section which is proportional to 1/v, where v is the velocity of the neutron. Hence at
low energies, this reaction is most probable. Elastic scattering thus aids in the probability of a
radiative capture as it slows down the neutrons. In a capture reaction, a neutron is absorbed by
the nucleus and thus the nucleus becomes excited. The nucleus then decays via the emission
of gamma rays to a stable state. There are other reactions which do not produce gamma rays
but rather charged particles used for detection. One of these reactions is transmutation. In
this process, the neutron is absorbed forming a compound nucleus that then emits a different
particle. The particles ejected include α, protons and fission fragments these reactions are
denoted as (n,α), (n,p) and (n,fission) respectively.
As the neutron energy increases through the intermediate region, scattering becomes more
important. The energy transferred in these scattering events become significant for a single
collision with a target nuclei, providing it with a substantial amount of kinetic energy. These
nuclei are referred to as recoil nuclei, which can be used for detection methods. Further, this
scattering also moderates the neutrons to lower energies. Lighter nuclei absorb more energy
from the neutron. This implies lighter nuclei slow down neutrons more efficiently, therefore
hydrogen and hydrogenous materials such as water and paraffin make the best moderators.
Fast neutrons (E > 1 MeV) have a sizeable energy such that inelastic scattering becomes
significant. After the collision, the target nucleus is left in an excited state which promptly
de-excites. This leads to the emission of one or more gamma rays until it reaches a stable
state. The gamma background can be problematic for elastic scattering based detector systems
although can be useful for shielding the high energy neutron [15]. Hadron shower production
becomes observable for very high energy neutrons (En > 100 MeV) which strike target nuclei.
Elastic scattering
As summarised previously, elastic scattering is present for a wide range of neutron energies. The
process of elastic scattering involves the transfer of kinetic energy from the incoming neutron to
a recoil nucleus. The term elastic is used as the nucleus is unexcited during the interaction and
thus no new daughter products are created as the kinetic energy and momentum are conserved
in the system.
The interaction which causes elastic scattering is best analysed by comparing two frames
of reference: the laboratory frame and the Centre of Mass (CoM) frame. We assume that the
system is non-relativistic and only two particles are involved; the neutron and the target nucleus.
The target nucleus in the laboratory frame is initially at rest. Figure. 2.4 shows two diagrams
comparing the frames of reference. In the CoM frame the observer moves with the CoM and
the total momentum of all particles is zero. Using the diagrams, calculations can be made and
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Figure 2.4: Kinematic diagrams for neutron elastic scattering in different reference frames. The lower case letters
for mass and velocity related to the neutron and target nucleus. Subscripts describe the frame of the
system, L for LAB and C for CoM. A prime is used to signify the scatter state after the collision with
the exception of the angles. θ is used for the scattered neutron and φ is for the scattered target nucleus.
relations drawn. Defining a parameter A = M/m based on the mass of the particles involved
and then working in units of the neutron mass (mn = 1) means the mass of the target nucleus
can be represented by its atomic number, A. The following equations can be derived:
ER =
2A(1− cos θC)
(A + 1)2
En, (2.20)
cos φL =
√
1 + cos θC
2
, (2.21)
ER =
4A
(A + 1)2
cos2 φLEn, (2.22)
where En is the incoming neutrons kinetic energy and ER is the recoil energy of the target
nucleus, other parameters are defined in the caption of Figure. 2.4. Equation. 2.20 is the recoil
energy in the CoM frame, this can be transformed back into the laboratory system using
Equation. 2.21 giving Equation. 2.22 which is useful for angle and energy relations [1, 15].
Equation. 2.22 shows that the target nucleus recoil energy depends on the angle and incident
neutron energy. For glancing encounters, there is no or minimal energy loss to the neutron.
Whereas for head-on collisions the recoil angle takes the form φL = 0 leads to the maximum
recoil energy. Defining this independently of the incident neutron energy gives
ER
En
∣∣∣∣Max
φL=0
=
4A
(1 + A)2
, (2.23)
giving the fractional energy transfer to the target nucleus based on its atomic number. As
the atomic number of the target increases the maximum energy transferred decreases as
demonstrated in Figure. 2.5. As the figure shows, the lighter the nucleus the greater the
potential for the neutron to impart more of its energy. Therefore materials that comprise of
lighter elements are more likely to slow down and stop neutrons. In the case of Hydrogen their
is a chance that the neutron will transfer all of its energy, and is referred to as proton recoil
interaction.
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Figure 2.5: Elastic neutron scattering: Maximum fractional energy transfer to recoil target nuclei as a function of
mass. Discrete data points for certain nuclei are labelled. Data plotted using Equation. 2.23 .
2.4. Optical photons
Optical photons form part of the electromagnetic spectrum. X-rays and gamma rays also
form part of the spectrum, these are classed as ionising radiation due to their high energy,
O(E & keV), whereas optical photons have a lower energy, O(meV & E ≥ eV). This lower
energy corresponds to having a longer wavelength which is larger than that of the spacing
between atomic nuclei, thus this changes the interaction probabilities within media. The
interaction cross sections for photons shown in Figure. 2.1 are for the gamma rays which are
higher energy (E ≥ keV) and the processes shown are no longer dominant in the lower energy
regime of optical photons. Some of the processes can take place although they are very unlikely.
As stated previously in the radiation interaction for gamma and x-rays, in Section. 2.3.2.1,
processes for photons transversing through matter are either absorption or scattering. Scattering
in the optical regime additionally encompasses transmission, reflection and refraction as these
are just macroscopic phenomena representing of sub-microscopic scattering [30].
2.4.1. Absorption and Scattering
As optical photons travel through matter they also obeys Beer’s law (Equation. 2.12). If the
energy of a photon matches an excited state of a molecule, absorption can occur; the energy
is then dissipated via thermal energy. This process is known as dissipative absorption. If the
photons energy does not match ground state resonances of molecules it is not absorbed however
it can cause oscillation in the electron clouds of the molecule. The oscillations in the cloud can
prompt an emission of light in the direction of the absorption, this is a form of scattering.
Several scattering mechanisms can occur for optical photons. However, the ones with the
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highest interaction cross section are those which are elastic, i.e. no change in wavelength: Mie
scattering and Rayleigh scattering. As both these processes conserve the energy of the photon it
is only the direction that changes, depending on the size of the target. In addition, the size of
the target also changes the probability of the scattering type. Furthermore, this is dependent
on the wavelength of light. Approximating the scatterer to a sphere, the size of the scattering
target can be defined using a dimensionless parameter, x.
x =
2pir
λ
(2.24)
In Equation. 2.24, r is the radius of the target and λ is the wavelength of the incident radiation.
Using the spherical approximation and only considering single scattering, three scattering
regimes can be defined:
x  1 Rayleigh scattering
x ∼ 1 Mie scattering
x  1 Geometric scattering
Geometric scattering is described by geometrical optics, these effects are observed with targets
the size of raindrops or larger (r & 1 mm) and will therefore not be discussed further. The
other two limits are relevant for photons traversing through materials. The directionality of
the scattering photon is heavily dependent on wavelength (∼ 1/λ4) for Rayleigh scattering
but almost all directions are equally probable. This relation with wavelength means that blue
light is approximately ten times more likely to scatter than red light. Whereas Mie scattering is
loosely dependent on wavelength, however, it favours forward scattering [30].
2.4.2. Transmission, Refraction and Reflection
When optical photons arrive at boundaries between materials different processes such as trans-
mission and reflection occur, these mechanism are best described using the wave interpretation
of light. When light propagates through a medium it travels at a relative phase velocity v, which
can be faster or slower than the constant velocity in a vacuum, c = 299 792 458 m s−1. The index
of refraction, n, is:
n(λ) =
c
v(λ)
(2.25)
The refractive index is wavelength dependent there is also evidence to suggest n is temperature
dependent although the mechanism is not fully understood [30, 31]. When crossing an interface
between two media which have different indexes of refraction Snell’s law can be utilised to
determine the direction of light.
ni sin θi = nt sin θt (2.26)
Where the incoming incident light wave is travelling though a medium with refractive index, ni,
and transmitting into a secondary media with refractive index nt [32]. As Figure. 2.6(a) shows
transmission can occur via refraction, however, reflection can still occur simultaneously, this is
due to quantum mechanical effects. If the incident angle, θi, matches a critical angle, θc , the ray
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Figure 2.6: Examples of Snell’s law scenarios. Dashed line represents surface normal. (a) demonstrates the refractive
transmission at a surface, reflection is possible but less likely indicated by the magnitude of the path. (b)
highlights the outcome if the incoming incident light wave matches the critical angle θc. If θi < θc only
total internal reflection occurs.
is reflected along the boundary, if θi is below θc then total internal reflection (TIR) occurs and
refraction is not possible [33]. TIR is useful as the boundary processes are then a loss-less light
process meaning the photons are only lost due to other processes, this can be helpful in light
guide development.
2.4.2.1. Types of Reflection
There are different ways of describing reflections firstly following Snell’s law and the diagrams
in Figure. 2.6, if ni > nt then reflection type is referred to as internal whereas if ni < nt it is
external. The law of reflection states that the angle-of-incidence equals the angle-of-reflection.
θi = θr (2.27)
As Figure. 2.6 demonstrates all angles are defined from the surface normal to the ray, there are
no additional polar angles, everything occurs in a single plane known as the plane-of-incidence.
When a parallel wave of light interacts with a surface the light is not always observed to reflect
in the same direction, this is due to the surfaces not being flat. The surface at the microscopic
scale is a field of hills and valleys of micro-facets which are brief regions of flatness. Each
micro-facet has its own surface normal and thus Snell’s law still holds, this is depicted in
Figure. 2.7(a). The distribution of these micro-facets thus determines the reflection process
observed. The distribution can be described as a mirror or polished surface if all the micro-facets
are aligned and the surface is effectively smooth, then specular reflection occurs and θi = θr
(Figure. 2.7(b)). Whereas the opposite extreme is where the surface consists of the micro-facets
with a distribution with a large standard deviation from the global surface normal is considered
to be a rough or ground surface. In this circumstance a light beam would come in and be
reflected in various directions thus not appearing to follow the θi = θr, however, this law is still
held on the microscopic scale just not on the global scale, this is a diffuse reflection diagram
can be found in Figure. 2.7(c). Perfectly diffuse reflectors are called Lambertian reflectors as
they follow Lambert’s cosine law.
P(θr) ∝ cos (θ) (2.28)
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surface normals shown on the right in teal.
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Figure 2.7: Diagrams depicting optical surfaces with reflection processes. (a) shows a global ‘flat’ surface however at
the microscopic scale it is built up of micro-facets. (b) demonstrates specular reflections from a polished
surface where from a global frame, the angle of incidence of the beam of light is equal to the angle of
reflection. (c) is an example of diffuse reflections from a ground surface, from a global perspective light
is scattered.
This follows that the reflected angle probability is proportional to the cosine of the incident
angle, where θi is defined from the global surface normal [1]. Actual surfaces will exhibit a
mixture of these reflectance processes and will be between the two extremes.
2.4.2.2. Electromagnetic approach
As light is part of the electromagnetic spectrum, the processes of reflection and refraction can
be explained by electromagnetic theory. These processes, as previously stated, can both take
place if the incident radiation meets certain criteria, however, the basic scattering theory does
not reveal anything with regards to the intensity or probability for which they can occur. From
Maxwell’s equations the law of reflection (Equation. 2.27) and Snell’s law (Equation. 2.26), in
addition to these, equations can be found relating refraction and reflection intensities called the
Fresnel equations. From these equations, the following relations can be found [30].
R⊥ = r2⊥, R‖ = r
2
‖
T⊥ =
(
nt cos θt
ni cos θi
)
t2⊥, T‖ =
(
nt cos θt
ni cos θi
)
t2‖
R⊥ + T⊥ = 1, R‖ + T‖ = 1
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When R and T are the ratios of reflected flux and transmitted flux to incident flux respectively.
The lower case r and t are the Fresnel equations of amplitude for reflectance and transmittance
respectively. The subscripts indicate the polarisation of the wave in relation to the surface; ⊥ for
perpendicular and for ‖ parallel. The equations show that there is no absorption at a surface
and the photons are either transmitted or reflected. In the case of transmission, it shows that if
the refractive indexes are similar the probability of transmission increases.
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3. Scintillation Detector
Technology
3.1. Introduction
The fundamental understanding of particle interactions enables systems to be designed and
built to detect particles. As different particles have various interaction mechanisms, based upon
factors such as energy and the medium they transverse through, systems are implemented
depending on the particle and information which wants to be recorded.
For example, gamma rays have numerous interaction mechanisms and there are two main
types of detector for this radiation. One type is a semiconductor detector such as High-Purity
Germanium (HPGe) which relies on the creation of electron-hole pairs, whereas the other
type of detector for gamma rays is a scintillation detector, for instance, a NaI(Tl) detector is
commonly used.
Neutrons have dominant interactions based upon their energy, therefore detectors for slow
and fast neutrons differ, although all methods rely on charged particles being produced from
a neutron interaction [28]. A common detector used for both regions is the 3He proportional
counter which uses the (n,p) reaction for detection. Alternatively, scintillation based detectors
can be used which utilise the elastic scattering mechanism for fast neutrons or can be loaded
with elements such as Lithium-6 for reactions with thermal neutrons. As the scintillation
detectors are used for both gamma ray and neutron radiations, they will be discussed.
Scintillation detectors consist of a scintillating material and a photodetector. The scintillation
material converts energy from particles passing through into optical photons. The coupled
photodetectors are matched such that they are sensitive to the wavelength of output photons
from the scintillation material. Furthermore, optical grease, light guides and wavelength shifting
fibre can be used to help aid coupling between the photodetector and scintillator.
When designing a scintillation detector, the scintillating material should have a set of
properties that achieve an ideal outcome. Although it is often difficult to meet all the optimal
criteria. The main characteristics which should be optimised include [15]:
High scintillation efficiency. The ratio of the intensity of the output photons to the kinetic
energy of the impinging particle transferred to the scintillator, should be maximised.
Where the impinging particle is a photoelectron or recoil proton for a gamma or neutron
respectively.
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Linearity. The correlation of light yield and deposited energy should follow a linear trend, over
a wide energy interval.
Transparency. The overlap of emission and absorption spectra of photons should be minimised
within the material.
Fast pulses. The time constants of the exponential decay of the induced luminescence should
be small, thus creating fast signals.
Practicality. The material should be able to meet the requirements of the detection task and
environmental conditions such as scalability and temperature stability. Furthermore, good
optical quality should be present and with an appropriate refractive index for coupling
with a photodetector.
As an example, if a fast detector is required with a high energy resolution, choosing the
correct material can be difficult. Inorganic scintillators have a high number of photons emitted
per deposit of energy ∆E; this quantity is known as light yield and is linked to energy resolution.
Unfortunately, they also tend to have long decay times thus making them unsuitable for fast
measurements. Conversely, organic scintillators have lower light yields but very quick decay
times, of the order of a few nanoseconds. Therefore choosing a scintillation material is all
about balancing the optimal characteristics for the detection requirement. When energy is
measured in a scintillator it is described in terms of electron equivalent energy, denoted by ‘ee’
after the unit. By definition, a 1 MeV fast electron will produce 1 MeVee of light in the system.
Heavier particles have a reduced light yield per unit energy and therefore it takes several MeV
to produce 1 MeVee [15].
3.2. Scintillators
Scintillators are materials that have light emitting properties when they interact with radiation.
They are one of the two components required for scintillation detectors used in experimental
nuclear and particle physics. The physical process which enables scintillation in the material is
known as luminescence. This is where the material becomes excited via a process and thus emits
electromagnetic radiation. The process of excitation determines the type of luminescence and it
should be noted that light emitted as a result of heat is not luminescence, but incandescence.
For scintillators, the excitation is caused by incident radiation interacting with the material
and causing atoms or molecules to move to an excited state. The de-excitation from these states
releases photons and thus produces a characteristic spectrum related to the excitation state,
further details are described in literature by Knoll [15] and Birks [34].
Scintillators can be split into two groups: organic and inorganic. They differ by chemical
structure but more importantly by the mechanism of scintillation.
3.2.1. Inorganic scintillators
Inorganic scintillators typically have high densities and effective atomic number (Zeff) due
to high atomic and proton numbers. Therefore these materials have high stopping powers
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Figure 3.1: Diagrams to show band structure which leads to luminescence in inorganic scintillators. (a) shows a
‘pure’ crystal luminescence due to self-trapped exciton. (b) exhibits activator luminescence. Both also
contain traps which are defects these delay emission and reduce conversion efficiency. Black and white
circles are used to represent electrons and holes respectively, with yellow circles signifying electron-hole
recombination.
and short radiation lengths and from Equation. 2.10, the Bethe-Block equation, there is an
increased amount of energy loss per path length for charged particles. Using photons with
gamma energies as an example, this means that the photoelectric interaction cross-section
(Equation. 2.15) is the most probable and thus higher energy absorption can occur. This leads
to the photon completely stopping, leading to a photopeak and consequently enabling good
energy resolution.
Inorganic materials rely on the crystalline lattice and its associated band structure to
scintillate. The energy absorbed by the material develops electronic excitations. These migrate
through the lattice to luminescent centres, which eventually leads to relaxation and photon
emission [35]. The luminescent centres are defects in the lattice responsible for light emission.
Inorganics can be placed into two classes, in the majority of cases small concentrations of
impurities cause the luminescence in the materials and are thus classed as impurity-activated
phosphors, the luminescence is described as extrinsic. The impurity itself doesn’t have to be an
added component, it can be excess atoms or ions or even defects in the crystal lattice structure
[34]. The other class is a pure crystal material, where the luminescence is characterised as
intrinsic. The luminescence emission is similar for both classes. Figure. 3.1 shows both examples.
The crystal lattice structure causes a valence band structure where electrons are bound. The
absorption of energy in the system can promote electrons to the conduction band where there
is some movement available for the electrons. The two bands are separated by a band gap,
which is a forbidden region where no electronic states can exist, the energy of the region, EG, is
defined as
EG = EC − EV , (3.1)
where EC and EV are the energies of the conduction and valence band respectively. The process
for both types of luminescence starts the same where the absorbed energy causes electrons to
be excited to the conduction band from the valence band. The transference of the electron to
the conduction band creates a hole in the valence band, this electron-hole (e-h) pair is said to be
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free. However, the e-h pair can be bound and is referred to as an exciton, the electron is still
de-localised and free to move through the material. The exciton is in a stability region and thus
has slightly less energy than an unbound state.
EG = Eunbound > Ebound (3.2)
These excitons move through the material and become bound at luminescent centres and
then the e-h pair recombines releasing a photon, it is these centres which define the class of
luminescence. Intrinsic luminescence occurs when the exciton recombines due to a defect in the
lattice and results in the emission of a photon. Whereas extrinsic is where recombination for
either unbound e-h pairs or excitons occurs due to an impurity in the system such as when
a dopant exists in the system. The dopant has associated activator levels which are much
lower than the band gap energy. These activator sites become excited and then de-excites to a
ground state either via a non-radiative process such as a lattice vibration or via radiation in
the form of a photon [36]. In a system with the same conduction and valence band energies,
a photon emitted from intrinsic luminescence is of higher energy than that of an extrinsic
emission. Example materials for intrinsic luminescence include crystals such as Lead Tungstate
(PbWO4), Barium Fluoride (BaF2) and Bismuth Germanate (Bi4Ge3O12) commonly known as
BGO, whereas extrinsic examples are alkali halides doped with Thallium such as Caesium and
Sodium Iodide, (CsI(Tl) and NaI(Tl) [2]).
The time required to produce the excited states is very fast on the order of picoseconds,
this means the scintillation light pulse has a quick rise time. The luminescence observed
results in decay times of nano to microseconds, for example, NaI(Tl) and CsI(Tl) have decay
times of 250 ns and 1 µs respectively. In addition to luminescence, there are other competing
processes which can contribute to decay times. One of these results in a afterglow effect known
as phosphorescence, which has very long decay times of the order of milliseconds [37]. This is
caused by electrons being trapped at centres due to a forbidden de-excitation and the only way
to overcome this is when additional energy, for example thermal excitation, is transferred to the
electron.
The total light output can also be affected by processes such as quenching. This process can
occur in a variety of places, one example are quenching centres where the excited states relax via
non-radiative methods such as thermal-ionisation to the valence band. The quenching centres
can exist on their own or alongside luminescence centres [38]. Another place for a reduction
in photon emission is from traps at metastable levels which can trap electrons and excitons,
from here quenching can occur. Alternatively, lattice vibrations can cause them to excite back
to the conduction band which can lead to phosphorescence [34]. Despite the processes which
reduce the light output, the inorganic scintillators luminescence mechanism has high efficiency.
This coupled with the cross-sections associated with their effective atomic masses, the materials
have high light yields of the order 10,000 photons per MeV [15].
3.2.2. Organic scintillators
In comparison to inorganic scintillators, organic scintillators fluorescence is achieved by energy
level transitions of molecules. Common organic molecules used for scintillation are aromatic
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Figure 3.2: Benzene ring diagrams for electron orbital structures which leads to electronic and vibrational level
systems.
which means they are circular, for example a phenyl (C6H5) or benzene (C6H6) ring. The
rings have σ and pi bonds, which are hybridized orbitals between carbon and hydrogen [39].
Hybridized orbitals are the mixing of atomic orbitals, which produce lobe-like structures. The
σ-bonds of the carbon lie in the plane and at 120° to each other due to sp2 hybridization as seen
in Figure. 3.2(a). The resulting pz-orbitals are out of the plane and due to superposition leads
to the formation of pi-bonds as seen in Figure. 3.2(b), where the pi-electrons are de-localised.
The sharing of the pi-electrons between molecules and atoms then results in a system with
discrete quantised energy and vibrational levels leading to singlet and triplet states [34]. The
de-excitation of the molecular states release scintillation photons, an example of the energy
level transitions can be seen in, Figure. 3.3.
The incident radiation’s kinetic energy is transferred to the pi-electron and excites it from its
ground singlet state S00, either via photon absorption or ionisation excitation. This is shown in
Figure. 3.3 as absorption. σ-orbitals can also become excited however they are at higher energies
(> S3). The initial or principal scintillation light is caused by fluorescence which is from the
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Figure 3.3: Energy level diagram for pi-orbitals of a scintillating fluor molecule. Singlet states are spin zero and
triplets are spin one. Snν represents the state where the subscripts are quantum numbers; n is for
the electronic state and ν is the vibrational state. The vibrational sublevels are indicated by dashed
horizontal lines, whilst the excited states are shown as thick lines [34, 40].
S10 → S00 decay. This is often referred to as the prompt or fast component as it takes place in
the order of a few nanoseconds. There are no Sn → S0 due to non-radiative internal conversion,
this is a very fast mechanism O(ps) [15]. In addition to fluorescence, there are other transitions
available for S10 → S00, one of these is S0 − S1 mixing, this is due to an overlap between S0ν
and S1 where ν is the vibrational state. This is a non-radiative process to ground with a fast
relaxation of a few picoseconds. A useful property can be defined called fluorescence quantum
yield defined in Equation. 3.3, scintillators with Q f > 0.8 are a good scintillator [41].
Q f =
Radiative rate
Radiative rate + Non-radiative rate
(3.3)
In addition to to the fast component there are slower components; delayed fluorescence and
phosphorescence. Due to selection rules for spin, parity and angular momentum the transitions
S0 ⇔ T1 are forbidden. Intersystem crossing leads to the population of triplet states. The slow
phosphorescence component arises from an indirect process and is of the order of milliseconds
due to the T1 long lifetime. The delayed component is caused by Triplet-Triplet Annihilation
(TTA) which produces further scintillation light by decay.
T1 + T1 → S1 + S0 + phonons (3.4)
The additional S1 de-exciting causes the delayed fluorescence, whilst the phonons release some
of the energy via a non-radiative process. Alternatively, there are other outcomes which can
produce T0 + S0 or two S0 states however these are less likely [42]. The TTA process is only
29
CHAPTER 3. SCINTILLATION DETECTOR TECHNOLOGY
Time→
Li
gh
tO
ut
pu
t→
Total Pulse
Fast Component
Slow Component
Figure 3.4: Schematic diagram showing fast and slow components of a scintillators light output.
possible when there is a high density of excited triplet states, this is possible in scintillators due
to the energies of the interacting particles in addition to the short path length of the energy
dissipated. Other mechanisms can create delayed emissions such as thermally activated delayed
fluorescence or organometallic phosphorescent dopants. The former utilising thermal energy to
produce photons whilst the latter uses spin-orbit coupling [43]. Firstly if an organic scintillator
is imagined to only have a prompt fluorescence with a decay time τ, following an excitation
then the corresponding intensity at a time t can be written as
I = I0 exp
(−t
τ
)
, (3.5)
where I0 is the intensity at t = 0. This can be further expanded by adding a second delayed
component to represent the slower mechanisms. The two components form a pulse and can be
represented by the exponential:-
L(t) = A exp
(−t
τp
)
+ B exp
(−t
τd
)
, (3.6)
where L is the pulse amplitude as a function and, A and B are constants and τp and τd are the
time constants for prompt and delay components respectively. A representation of this is shown
in Figure. 3.4, which depicts the fast and slow parts combining to form an overall pulse. Also
the pulse has a rise time caused by the first instantaneous transitions. The rise time is defined
as the time taken for the pulse to rise from 10 % to 90 % of the pulse amplitude. The slow
component also creates a tailing effect on the pulse, hence the tail is dependent on the number
of T1 pairs and their average lifetimes. Papers by Hawkes & Taylor [44] and Marrone et al. [45]
further explored the mathematical models for light pulse shape, including investigations into
the constants and additional time constant relations.
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As organic scintillators rely on the molecules and not a crystalline structure for florescence
they can be loosely grouped into three categories based upon their support medium. The
categories are crystals, liquids and plastics. In short, crystals are pure organic crystal lattices;
the scintillation of this group is dependent on the angle of the incident radiation and therefore
not many tend to show good scintillating properties and the cause is under investigation [46].
However, anthracene (C14H10) and trans-stilbene (C14H12) are two crystals which do have good
scintillation properties although they are difficult to produce in large sizes and are known to be
brittle [15].
3.2.2.1. Liquid scintillators
In contrast to pure crystal organics, liquid scintillators are based upon dissolving an organic
scintillator in a solvent. Examples of solvents are toluene, xylene and linear alkylbenzene.
These alone still consist of an aromatic matrix however its emission is often self-absorbed. The
scintillating solute molecules added are known as a fluor in the mixture and their properties
include fast decay times, high fluorescence quantum yield and wavelength shifting ability
to reduce self-absorption. Common fluors include p-terphenyl (C18H14), PBD (C20H14N2O)
and PPO (C15H11NO). The percentage loading of the fluor is often only a few percent this
means that the ionisation process occurs predominantly in the solvent. A simple binary system
includes the solvent and a single fluor, more complex systems exist containing two or more
fluors referred to as ternary etc. systems which further wavelength shift the light. Binary and
ternary systems are the most common forms.
An example of a ternary system is shown in Figure. 3.5. The solvent molecule, x is excited
and subsequently relaxing to a Sx10, the primary fluor, y is then excited by either non-radiative
or radiative transfer. The radiative process is emission by x followed by absorption by y for
this to occur the emission and absorption spectra of the molecules must overlap. The non-
radiative process occurs either by thermal diffusion of excited solvent molecules or by Förster
resonance energy transfer (FRET). The solvent molecules are considered donors whilst the fluor
is considered the acceptor. If the molecules are between 15-60 Å FRET can occur [47]. Due to
this, the efficiency of FRET relies on there being a low concentration of the fluor to the solvent
[48]. The energy is transferred via virtual photons due to dipole-dipole coupling between the
donors and acceptors. The secondary fluor is often a wavelength shifter (WLS), due to the
low concentration of this fluor radiative transfer is most probable. The scintillation emission
from the primary is absorbed by the secondary and remitted with a different wavelength and
reduces self-absorption in the system. The WLS ability also provides a good way of matching
the output light to known photodetector sensitivities.
Due to their physical state, they are less prone to radiation damage when compared to
solid scintillators. The liquid solvents used often possess unwanted properties such as being
hazardous to health and being highly flammable. The scintillators are thus often encapsulated,
this provides a safer way of working with them and reduces the possibility of contamination
which can alter their performance. NE-213/EJ-301 use xylene as a solvent which is flammable,
but variations such as EJ-309 have been made which have higher flash points with solvents
being based on pseudocumene [49].
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Figure 3.5: Fluor coupling in a ternary system. Initial ionisation process occurs in the solvent or polymer base in
liquid or plastic respectively. Energy is transferred to the fluors via radiative and non-radiative processes
with the highest radiative emission from the final fluor. In a real system, both energy transfer process
will occur, the diagram depicts the ones with the highest probability.
3.2.2.2. Plastic scintillators
Plastic scintillators in comparison to liquids are dissolved in a base which is then polymerised
such that a solid is produced. Typical bases which form plastic matrices for scintillators
include polystyrene (PS), polyvinyltoluene (PVT) and or polymethylmethacrylate (PMMA).
Methylstyrene can also be added as a polymerisation element [50]. The base polymer has
to be ionisation sensitive and is normally optically transparent such that the scintillation
wavelengths pass through. The organic scintillator is also known as a dye when it is used in
plastic scintillators. Therefore the dye and polymer solvent pair used to create a scintillator are
dependent on solubility. It was noted by Zaitseva et al. [50] that dyes such as diphenylanthracene
(DPA) have a low solubility in many solvents such as vinylstyrene and vinyltoluene used in
PS and PVT respectively. Therefore dyes and solvents need to be chosen carefully to achieve
results. Common dyes include 2,5-diphenyloxazole (PPO) and 1,4-di-(5-phenyl-2-oxazolyl)-
benzene (POPOP). The scintillation mechanism within the plastics is almost identical to liquid
scintillators therefore Figure. 3.5 can still be used. The non-radiative FRET process is slightly
different and instead occurs along the same and adjacent polymer chains.
In comparison to liquid scintillator, plastics have advantages such as being cheaper, safer
to work with and the ability to be easily fabricated into desired shapes and sizes. However,
an issue plastic scintillators suffer from is radiation damage; this is due to the benzene rings
becoming broken by repeat absorption. This reduces the optical transport within the material
and produces absorption centres. Furthermore, the wavelengths can also become shifted and
can change the colour of the plastic [51]. In addition to irradiation, plastic scintillators will also
degrade when under mechanical flexing, high temperatures and exposure to some solvents
including oils from the skin which can be easily transferred from fingerprints. The surface of
the material is susceptible to chemical damage, including natural oils from fingerprints. This
leads to reduced light transport at the surface due to surface and sub-surface micro cracks
known as crazing [52].
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3.2.3. Properties of Scintillators
Scintillators have a variety of properties associated with them, therefore when designing a
system picking the ideal properties is a balancing act between the properties required for the
application. Furthermore, these properties may have different underlying physics based upon
whether the scintillator is organic or inorganic.
3.2.3.1. Light yield
The light output or light yield of a scintillator is an important parameter. It defines the number
of photons generated proportional to the energy deposited by the ionizing interaction. This
depends on the scintillation efficiency which incorporates the fluorescence quantum yield,
in addition to the fraction of the energy of the interaction that is converted. The efficiencies
can be independent of energy and particle interaction type which would correspond to a
linear scintillation yield. It has already been stated that inorganics offer a higher light yield
than organics; this in part due to densities and effective atomic numbers which change the
probabilities of the interaction cross-sections.
The light output is also influenced by quenching, in general, the types include [53]:
• Impurity quenching
• Ionisation quenching
• Colour quenching
• Temperature quenching
Some of these have been discussed in the prior sections related to the type of scintillator,
specifically ionisation quenching. As a whole, the impurities can increase self-absorption and
shorten the lifetime of the scintillator.
In the case of organic scintillators, ionisation quenching directly impacts the scintillation
mechanism. The ionising radiation excites the pi-electronic states either to the singlets or triplets.
High ionising particles can lead to quenching of singlet states and thus a non-linearity in
responses to particle energy.
dL
dx
=
S dEdx
1 + kB dEdx
(3.7)
The left-hand side of Equation. 3.7 is the fluorescence light yield, L, per unit path length of the
ionising track, whilst the right-hand side has the scintillation efficiency S, the specific energy
loss of the charged particle per unit path length dE/dx, the density of excitation centres along
the path is written as BdE/dx and k is the quenching factor. The Birks factor is defined as kB
and is a free parameter that is taken from experimental data and is related to each scintillator
[54]. In the absence of quenching the right-hand side simplifies to just the numerator.
The quenching of the light generated will also affect the detector resolution, as there will
be a non-proportionality in the number of scintillation photons generated per event, this can
be represented as a parameter RNP. Another resolution contributor is inhomogeneities (RIH)
of luminescent centres in inorganics or fluors in organics and this will lead to a distribution
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spread of optical photons [55]. The light collection efficiency (LCE) of the transport of light
around the geometry and up to the point of entry into the photon detecting device will fold
into the resolution and is defined as RLCE. The more reflections in a scintillator the greater the
spread in the number of photons arriving at the collection face which is a factor of LCE [56].
These three resolutions combined are the intrinsic resolution of the scintillator, in an ideal case
this would be zero. The overall scintillation detector resolution is
R = R2NP + R
2
IH + R
2
LCE + R
2
PD, (3.8)
where RPD is the resolution due to the photodetector. The energy resolution would be found
experimentally from fitting the data using Equation. 3.9.
R =
FWHM
E0
(3.9)
The full width at half maximum (FWHM) and mean energy (E0) of a distribution are used to
calculate resolution. In general due to the higher light output the resolution of inorganic (6.7 %
at 438 keV for NaI(Tl) [57]) is usually greater than that of organics (9.2 % at 477 keV for NE102
[58]).
3.2.3.2. Stokes shift
Scintillators need to be optically transparent to their emitted light and not re-absorb the energy
back into the system. Therefore the emission and absorption spectrum for the material need to
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Figure 3.6: Emission and absorption spectrum of EJ-299, demonstrating Stokes shift. The stokes shift is the difference
between the absorption and emission spectra. The emission data is taken from a photoluminescence
measurement using a 395 nm LED and the plot includes the spectral emission colour. Undershoot at
395 nm caused by error in background subtraction from the LED. The scintillator likely blocked the
direct emission of the LED to spectrometer and lowered its contribution during acquisition.
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be different and reducing the overlap between the two spectra is vital [15]; an example of the
spectra are shown in Figure. 3.6. This can be analysed by using a parameter known as Stokes
shift which can be defined in terms of energy or wavelength, see Equation. 3.10 [59].
∆EStokes = EAbs − EEm, ∆λStokes = λmaxEm − λmaxAbs (3.10)
For the wavelength the Stokes shift looks at the difference between the maxima of the
absorption and emission spectra; the larger the parameter the lower the probability of self-
absorption of the photons and this increases the attenuation length of optical photons. This
follows Stokes law which states the wavelength of emission is larger than that of absorption.
In the case of organic scintillators added WLS can increase the Stokes shift of the scintillator.
Analysis of the emission spectrum can also lead to predictions of the chemical composition
of the material, for example spectra with a 420 nm peak are likely to contain the wavelength
shifter POPOP which has a peak emission at that value [60].
3.2.3.3. Pulse shape discrimination
Pulse Shape Discrimination (PSD) is a method of identifying different particles by the pulse
generated within a scintillator. Both types of scintillator have shown the ability to provide
this property. PSD and the previously mentioned processes of quenching and linearity are not
mutually exclusive. Both of the processes change the ionisation density within the scintillators
which is fundamental for PSD to occur. In an inorganic scintillator PSD arises from a greater
exciton formation from highly ionising particles; the high ionization density leads to the
efficient transfer of the energy to the activators and thus a faster fluorescence. This means
pulses are faster for highly ionising particle and slower for low linear energy transferring
particles. Organic scintillators are commonly used to discriminate between neutron and gamma
rays. The mechanism for fluorescence in organic scintillators is discussed in Section. 3.2.2 and
is caused by transitions between molecular energy levels. The different masses of charged
particles cause distinctive excitations to occur. This forms the basis of PSD for neutron and
gamma events, as they both interact differently to cause a charged excitation.
Organic scintillators are proton-rich due to their hydrocarbon structures and therefore have a
high cross-section for neutrons to interact with. The neutrons elastically scatter with the proton,
the resulting recoil proton causes ionisation and thus excitation [15]. The excitation dissipates
the energy and excites the scintillator molecules which leads to fluorescence. Similarly, the
gamma photons are charge-free and therefore need a charged particle to mediate the detection.
The gamma photons Compton scatter with atomic electrons, the resulting Compton electrons
from this interaction are absorbed by the molecules. The excited molecules thus fluoresce to
ground [34]. These two different types of radiation, therefore, transfer different amounts of
energy to the molecules. The higher ionising proton creates more triplet states this, in turn,
leads to more triplet-triplet annihilations (Equation. 3.4). As mentioned this creates a delayed
slow component which occurs over a few hundred nanoseconds in some pure crystals and
liquid scintillators, in plastic scintillators this is even lower and the time is close to the fast
component of a few nanoseconds. The weaker ionising electrons produce more singlet states
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for the gamma rays and thus a faster pulse. Therefore the pulses which are formed from higher
ionising particles in organics produce slower components, this is in contrast to inorganics where
the outcome is the opposite. Using the pulse shape in Equation. 3.6, the ratio between the
constants A and B is can be used in the PSD analysis technique. The ratio A : B will change
between material and particles and therefore will allow for neutrons and gamma rays to be
distinguished based upon a single pulse shape.
Pure organic crystal scintillators such as Stilbene have shown PSD properties [61]. Liquid
scintillators with PSD are usually used in many applications due to their high light yield which
improves LCE and thus helps distinguish between pulse shapes. Plastic scintillators that exhibit
PSD are less common. The reason for this is in part due to the matching of dye and solvent as
mentioned by Zaitseva et al. [50] meaning many plastic scintillators are not able to have PSD
properties. Plastics generally do not show the same performance as their liquid counterparts
for PSD. It is not known why so few plastic scintillators show PSD characteristics, theories
include the solubility limit of the scintillation dye within the solvent for polymerisation [50, 62].
Another theory is that a reduced number of T1-T1 pairs are produced due to impurities in the
plastics. The impurities may have low band gap energies which become energy traps for the
recoil protons.
In 1960 Brooks et al. initially developed the first PSD plastic for neutron and gamma rays; in
the paper, it is referred to as Plastic 77 which was then later marketed as NE-150 [63]. Unfortu-
nately, the product was eventually withdrawn after a few months due to edge deformation and
whitening such that the material resembled ivory [64, 65]. Following developments made by
Zaitseva et al. in 2012 [50], Eljen technologies showcased two new plastic scintillators with PSD
characteristics. Eljen technologies have released new plastic scintillators inducing EJ-299-33A,
EJ-299-34 [66] the former is manufactured into a cylindrical shape whilst the latter is rectangular
and harder. EJ-299 will be used in this document to refer to the two plastics interchangeably.
There have been recent studies using these plastics by Pozzi et al. [67], Lawrence et al. [68] and
Cester et al. [12] that state plastics are becoming comparable to liquid scintillators specifically
EJ-309. Furthermore, EJ-276 has now been released which is the successor to EJ-299 and is
claimed by the manufacturer to offer greater performance [69]. Also, other manufacturers have
started to release PSD plastic these include Amcrys UPS-112NG and UPS-113NG although the
PSD performance is weaker than that of Eljens materials [70].
The current results show weak PSD in all the PSD plastic scintillators at low neutron energies
for neutron/gamma detection; in addition, the plastics have poorer energy resolution. As the
plastics are proprietary it is currently unknown which dyes and solvents have been used to
create these PSD plastic scintillators; however, datasheets for Eljen technologies plastics [66,
69] are provided with various information such as emission spectra. The spectra show various
peaks; there does not currently appear to be any documentation stating where each peak
is attributed to but work by Bertrand et al. has shown evidence that emission wavelengths
are linked to the initial radiation interaction which could lead to a new method of particle
identification, known as Spectral Shape Discrimination (SSD) [64].
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3.3. Photodetectors
Photodetectors are designed to produce an electrical signal when a photon intercepts them; for
this reason, they are coupled with scintillation materials. There are two main types of these
detectors which are currently used in radiation and particle physics which are photomultiplier
tubes and solid-state photodetectors. A common type of solid-state photodetector is the Silicon
Photomultiplier (SiPM). Both these types of photodetector share some fundamental attributes,
one such is the photon detection efficiency (PDE). This quantity is a measure of the sensitivity
to incident photons as a function of the wavelength that produces a signal. This will vary on
model and manufacturer. Another important quantity is gain and is the amount of charge or
number of photoelectrons created per photon, dependant on the type of detector. These two
parameters and many others are used to find a suitable photodetector for use within a system.
3.3.1. Photomultiplier tubes
A Photomultiplier Tube (PMT) can be simplified down to a three part structure; a photocathode,
electron multiplier and an anode. A diagram is provided in Figure. 3.7. This is usually all sealed
in a high vacuum unit and operated at high voltages of the order of hundreds to thousands
of volts. The vacuum helps reduce the probability that the electrons only interact at certain
components. Generally in front of a photocathode is a window which allows photons into the
device. The material of the window also governs the wavelength of the incident photons, a
typical material used for near ultraviolet (UV)1 and blue light collection is borosilicate glass
[71].
The photocathode uses the photoelectric effect to produce a photoelectron from an incident
photon entering the system. The material used for the photocathode is chosen that the work
function φ, in the photoelectric effect Equation. 2.14 is a low quantity . 4 eV [15]. An important
parameter to define for a photocathode is the Quantum Efficiency (QE), η(λ), and is defined as
η(λ) =
Npe
Nip(λ)
, (3.11)
where Npe is the number of photoelectrons generated and Nip is the number of incident photons.
An ideal QE would be 100 %; however common materials used typically have QE of 20-30 %
and is a major light loss in the system [15]. Due to the energy and the number of photoelectrons
produced from the photocathode, an electrical signal cannot be made at this stage. Therefore
once the photoelectron exits the photocathode, it enters the electron multiplier section. Here
the photoelectron is directed towards a set of dynodes using focusing electrodes [71]. When an
electron hits a dynode further electrons are created and emitted, these are known as secondary
electrons and multiples of these are generated per interaction. The dynodes are arranged such
that the secondary electrons travel towards more dynodes in the system. To help achieve this
the dynodes are held at increasing voltages using a voltage divider, such that the electrons
move through the device towards the anode. The increasing voltage creates an electric field
that the electrons follow, as such there are many different layouts for dynodes used in PMTs
1Near UV is defined as 300-400 nm.
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Figure 3.7: Schematic diagram of a PMT.
to help produce this. The different layouts can achieve different goals such as maintaining
linearity, high gain, being compact and allowing for fast response timing. Each dynode has a
multiplication factor known as gain. Ignoring dynode and geometry arrangement inefficiencies
the gain for a single dynode can be approximated as
δ =
Nse
Nie(E)
, (3.12)
where Nie is the number of primary incident electrons and Nse is the number of secondary
electrons emitted. The gain of a single dynode is dependent on materials and the initial electrons
energy. Equation. 3.13 defines the total gain in a system with n dynodes, the gain is a product of
the individual dynode gains. Therefore the more dynodes the higher the gain, systems typically
achieve a multiplication factor of 105 − 107 [72].
G = δ1 · δ2 · δ3 · · · δn−1 · δn ≈ δn (3.13)
Eventually, the cascade of secondary electrons makes contact with the anode. A resultant
charge is formed from the accumulation of these electrons which then produces a signal. The
dynodes in the system act as a signal amplifier, although the more incident photons striking
the photocathode the larger the signal so information is not lost. There are associated time
characteristics with the response to the detection of single photoelectrons in the PMT. That leads
to an additional time constant convolution with the light signal detected from a source such as
a scintillator. As a single photoelectron generates a cascade of secondary electrons a response is
seen at the anode known as a Single Electron Response (SER), the parameters associated with
this are shown diagrammatically in Figure. 3.8. Two parameters are Electron Time Transit (ETT)
and Time Transit Spread (TTS). The former is the mean transit time for photoelectrons generated
at the photocathode to reach and produce a signal at the anode, whereas the latter describes the
spread of this transit time. Typical times for ETT are 20-70 ns and 0.1-10 ns for TTS depending
on dynode configuration [71]. The rise and fall time relate to the different pathlengths and
associated times of the secondary emission electrons, in an ideal system all electrons would
arrive at the same time leading to a delta function [72]. The TTS is important as it leads to
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Figure 3.8: Illustration of photomultiplier tube time response parameters. Both diagrams show the input light is
modelled as a delta function, (a) shows how the rise and fall times are defined as the time taken to go
from 10 % to 90 % of the anode pulse height and vice versa. (b) demonstrates how the variation in the
electron transit time leads to the time transit spread.
time jitter in the signal; the source of this arises from fluctuations of the pathlengths from the
generation of photoelectrons to the first dynode in addition to the variation in velocities [28].
The TTS also convolves with the rise and fall time to form a pulse width of the PMT.
An important performance metric for timing applications is the linearity in PMTs. It
is dependent on the dynode configuration and relates to the electron multiplication factor
remaining constant from a single photoelectron to an extensive amount of, photoelectrons
which are experienced at high light levels. However, if the incident light intensity is too high
non-linearity can occur having an impact of the readout of the PMT. This is due to a build-up
of space charge carriers between the last dynode and anode electron trajectories can be diverted
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away from the anode resulting in signal loss [15, 71].
The individual current response observed on the anode due to a simple scintillation light
emission with a single decay time τS and assuming that TTS τS, the current can be approxi-
mated to
I(t) =
GNpee
τS
exp
(−t
τS
)
, (3.14)
where G is gain, Npe is the number of photoelectrons generated and e is charge of the electron.
Modelling the system as a simple RC circuit [1] the current is defined as
I(t) =
V(t)
R
+ C
dV(t)
dt
. (3.15)
Using the initial condition of at t = 0, V(0) = 0, a solution to this first-order inhomogeneous
differential equation is
V(t) =
GNpeeR
τRC − τS
[
exp
(−t
τS
)
− exp
( −t
τRC
)]
, (3.16)
where τRC is the recovery time and R is the resistance of the RC circuit. Therefore the pulse
shape captured via the PMT also includes time convolutions from the detecting circuit [15, 71,
73, 74]. If τRC  τS then a faster pulse is captured, this is important in timing and pulse shape
analysis experiments as the decay time is a more accurate representation of τS . With every
extra time constant the output gets more complex, for example in a scintillator with fast and
slow decays there are two time constants, add the rise times of the decays and incorporate TTS,
the output becomes very complicated very quickly.
Even in complete darkness, current flows inside PMTs and is known as dark current. This
dark current therefore provides a constant background and noise to the system. There are
many different factors that can lead to dark current, thermionic emission is where most of
this noise originates. Thermionic emission comes from the photocathode and dynodes, as the
materials have low work functions, the photoelectric effect can occur at room temperature [1].
The resulting photoelectron emission can be multiplied in the system and lead to a current
in the system and thus a signal. There are several other factors that can lead to dark current
these include and are not limited to scintillation of glass housing from being in a radiation
environment, ohmic leakage current and ionisation of materials in the PMT. These all contribute
to noise within the system; the other contributor is shot noise from the statistical nature of the
transport and generation of electrons [72].
Photomultiplier tubes have been used for around 80 years since their development in
1936 [75]. They have been the most common photodetector to be coupled with scintillation
materials. As the electron multiplication section relies on the use of an electric field produced
using high voltage, it makes them hard to use in systems which are needed to be portable.
Other drawbacks include sensitivity to temperature, magnetic, electric and radiation fields.
As previously mentioned, the temperature leads to noise in the system causing thermionic
emission. As the system relies on the transport of the electrons by the use of an electric potential,
electric and magnetic fields can disrupt this. Therefore protection can be added and careful
consideration of the environment in which they are placed must be taken. Different dynode
structures can reduce this issue, although as aforementioned these also have an impact on the
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characteristics of the PMT and its use for certain situations. Being in radiation environments
can lead to damage of the materials within the PMT, the glass can become tinted changing the
light transportation properties. Furthermore if there are residual gases within the PMT the
radiation can cause ionisation leading to a source of noise and after pulses which follow regular
pulse emissions. All these factors have to be accounted for when deciding the environment and
application that they will be used for.
3.3.2. Silicon Photomultipliers
Semiconductor detectors are used to detect ionising radiation; the materials used include silicon,
germanium and many more. Along with charged particles these detectors are also sensitive to
optical photons. The Silicon Photomultiplier (SiPM) comes from a class of silicon photodetectors
which includes PIN photodiodes, Charge Coupled Devices (CCDs), Avalanche Photodiodes
(APDs) and Geiger Mode APDs (GAPDs). These are all solid-state detectors and are based
upon photons inducing a signal in the silicon by lifting an electron from the valence band to
the conduction band. This occurs by having two types of doped silicon placed adjacent to
each other. They are doped such that one side has a net negative charge whilst the other a net
positive and a bias is applied across the silicon. This creates an insulating region known as
a depletion layer between the two types of doped silicon. This structure of semiconductor is
known as a p-n junction. Adding additional dopant regions and changing the bias across the
silicon creates the different photodetectors.
For example, in an APD, electrons and holes which are created in silicon from interaction
with photons create a cascade of further electron-hole pairs generating an internal current
gain. By altering the bias voltage applied across an APD two modes of operation are possible;
linear-mode and Geiger-mode. In linear-mode, which is also known as proportional mode, the
bias is below that of the breakdown voltage (VBr) of the APD2. The output for the current from
the incoming photon flux is considered mostly linear similar to that of a PMT in this operational
mode unless the bias is high and near the breakdown then non-linear behaviour is seen. If
the APD is operated above its breakdown voltage by approximately 10-20 %, it is running
in the limited Geiger mode region [76]. Higher reverse biases can cause the semiconductor
to become damaged. In this operational mode, the avalanche is self-sustained and needs an
external quenching circuit to prevent the multiplication process and reset the APD [77]. This is
where the term Geiger-mode APD (GAPD) originates in its similarity to that of the gaseous
Geiger-Müller tubes. GAPD can be tuned to display a binary output, this enables the GAPD
to produce a single photon response. Some diodes are further refined for this task and are
referred to as a Single Photon Avalanche Diode (SPAD). To be classed as a SPAD, the GAPD
has to meet the following:
• The device should feature a low dark count rate.
• Afterpulsing probability should be minimal.
• The active area of the diode should produce a standard current pulse through a uniform
breakdown voltage [77].
2An I-V curve for the operation of a p-n junction under forward and reverse bias is shown in Figure. 3.9. The
diagram also highlights the breakdown region.
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The SPAD is designed to have a very small collecting area (100-10 000 µm2) and is used in low
rate photon flux applications, this helps fulfil some of the conditions [76].
The endeavour of creating solid-state single photon counters began in the 1960s [78, 79],
where research into APD and GAPDs was undertaken. It was not until the 1990s when
patents appeared for what is now known as a Silicon Photomultiplier (SiPM). Today, when
marketed, SiPMs are called several different names including Multi Pixel Photon Counter
(MPPC), Avalanche Micro-pixel Photodiode and Solid-State Photomultiplier (SSPM) depending
on the manufacturer. There are several current SiPMs models available on the market from
companies such as SensL, Hamamatsu Photonics, KETEK and AdvanSiD [61, 80, 81].
The SiPM itself is a 2D array of SPADs, their binary like output is summed in parallel
to create a signal. Each SPAD cell includes a resistor and a capacitor. These as a unit are
collectively known as a microcell or pixel and typical densities include between 100 and several
1000 per mm2 over a SiPM [82]. The system is designed such that when one microcell triggers,
the other microcells are still able to detect other photons. The surface area of a SiPM that is
sensitive to light is governed by the number of microcells and components. This is represented
by a percentage known as fill factor; the components that make up a microcell and the signal
tracks reduce this value. In addition, microcells need spacing between each other to reduce
optical and electrical interference, consequently, no SiPM can have a fill factor of 100 %. A
circuit diagram of a microcell is shown in Figure. 3.10. The diagram is based upon common
circuits found for SiPM near the UV spectrum [83, 84]. The resistor, Rq and capacitor, Cq are
VK VF
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IF(mA)
IR(µA)
Breakdown Reverse Forward
VBr
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Linear
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Figure 3.9: Forward and reverse biassing of a p-n showing I-V characteristics. VK is the knee voltage of the
semiconductor device for silicon this is 0.7 V, this marks the point where the internal electrostatic
potential barrier in the depletion is overcome. VBr marks the breakdown voltage of the material which
when passed the reverse current increase rapidly. The reverse region and VBr often span to tens of volts
with the current of the order microamps, whilst the forward region is tenths of volts and a milliamp
current. The zoomed inset demonstrates varying regions for an APD in relation to an I-V curve.
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Figure 3.10: Circuit diagram of SiPM microcell and schematic equivalent circuit of SPAD. The quenching and
parasitic capacitance are typically on the order of femtofarads [85]. Whilst a common value for
quenching resistor is, Rq = 500 kΩ with Rs  Rq [86, 87].
responsible for achieving an efficient quenching and Cs represents the parasitic capacitance
of the SPAD. The quenching mechanism allows for the microcell to be reset once it has been
triggered. RL is the load resistor of the external circuit and can be used to modify the pulse
shape.
To understand how the cell fires and resets, the microcell can be thought of as a switch.
When a photon impacts the SPAD there is a probability that it will cause an avalanche discharge.
If this occurs a small current flows (∼ mA), at this point and the switch is closed. When the
voltage, caused by the avalanche, drops below a threshold, known as breakdown VBr, the switch
becomes open again. This representation is shown in Figure. 3.10. The time at which the switch
is closed is the time taken for the microcell to recharge which is known as recovery time. During
this time period the probability of another avalanche event increases and thus the system is not
dead, this is sometimes referred to as effective dead time [88]. To achieve this microcell switch
characteristic, a resistor in series is used called a quenching resistor, this stops the current
such that the diode can pass below VBr and become reset for further photon interactions. This
method is known as passive quenching and has a few drawbacks such as photon timing spread
and low maximum counting (< 100 kHz) although modern circuit design now reduces these
issues [82, 86]. There are different ways of performing this passive quenching including the use
of a capacitor. Another way is to actively quench the circuit which involves the use of operation
amplifiers. This offers a few advantages over passive quenching such as higher counting rates
(> 1 MHz) and logic output pulses [89, 90]. More recent designs of SiPM still rely on the passive
quenching technique and can operate at higher count rates, (O(MHz)) active quenching is not
used as much due to the space required which reduces the fill factor of the SiPM [87].
The microcell alone is not a proportional counter, however, when there are many covering
a small area and photon flux is low the probability of photons triggering the same microcell
should be very low. This enables the SiPM to be operated as a proportional counter, with the
amplitude of the pulse corresponding to the number of microcells fired [15].
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3.3.3. Properties of SiPMs
Photodetectors share some common properties such as photon detection efficiency, gain etc.
with each one depending on factors of each device. Due to the processes in which the SiPM
operates as a photodetector, it has some further properties which are unique to it and it is,
therefore, important to understand their origins as they can impact their usage for certain
applications.
3.3.3.1. Overvoltage and gain
As the SiPM is built upon GAPD technology, the device must be above the breakdown voltage.
The difference between the bias and breakdown is identified as the overvoltage, VOV, and is
defined as:
VOV = VBias −VBr. (3.17)
As VBr varies on properties of the silicon substrate so will the overvoltage. Therefore size,
thickness and quality of the silicon will change this value; consequently, the overvoltage will
vary between devices, manufacturer and even batches of SiPM from the same manufacturer.
Having an overvoltage at 10-20 % above breakdown aids in the timing resolution of the detector
as it increases the efficiency of avalanche lateral propagation mechanisms [91]. The value of
the VOV directly relates to the gain of the SiPM, which is described as the amount of charge
generated for each detected photon [82]. The gain of an individual microcell is
GMC =
QMC
e
=
CMC ·VOV
e
, (3.18)
where CMC and QMC are the capacitance the quantised charge output of the microcell respec-
tively, with e being the charge on an electron. If multiple microcells simultaneously fire, the
total charge output will be a multiple of QMC.
3.3.3.2. Photon detection efficiency
For a PMT the Quantum Efficiency (QE) is often cited, whereas for a SiPM the Photon Detection
Efficiency (PDE) is quoted this is due to the microcell structure of the device. The PDE is the
probability that an incoming photon creates a signal in the SiPM. This incorporates the QE
of the silicon, η(λ), which is the likelihood that the photon creates electron-hole pairs in the
semiconductor and then there is a probability that this leads to a triggering of an avalanche
event, PA(VBias) [82, 92]. This is sometimes referred to as photon detection probability (PDP) of
a microcell. As the SiPM is an array of microcells, the PDE must therefore include the fill factor
Ff .
PDE(λ) = η(λ) · PA(VBias)
PDP
·Ff (3.19)
To increase the PDE, the fill factor can be increased but this is not always possible, additionally
as PA(VBias) is based on electric field strength, increasing the bias voltage also increases PDE.
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3.3.3.3. Dark noise
The SiPM operates at high gain, therefore is affected by noise due to thermally generated
electrons in the depletion region of the silicon. These electrons cause an avalanche which adds
random noise to the SiPM signal. The corresponding noise signal is indistinguishable from
photon induced signals and therefore will count photons even in the dark, where no light is
present. This is known as dark counts. The dark counts will follow Poissonian statistics and
thus have an average rate known as dark count rate. Typically dark count rates are ∼ MHz
per mm2 at room temperature [15]. SensL SiPMs have dark count rates of 33 kHz mm−2 and
50 kHz mm−2 for C and J series respectively. As the dark counts are thermally generated, there
is a temperature dependence on the SiPM. Cooling methods can be used to maintain a stable
temperature and to limit dark noise contribution on the signal [93]. Another source of noise
is that from quantum tunnelling, with a high electric field an electron can tunnel through the
potential barrier from the valence to the conduction band and create an electron-hole pair.
Increasing bias and thus the electric field increases the tunnelling noise, unlike thermal noise
cooling the SiPM does not decrease this source [94]. At low temperatures tunnelling noise will
dominate whereas at room temperature, dark current is the main source of the noise.
3.3.3.4. Optical crosstalk and afterpulsing
In addition to dark noise, SiPMs also suffer from optical crosstalk and afterpulsing. Optical
crosstalk is when an avalanche triggers an avalanche in a neighbouring pixel. Photons emitted
from the initial avalanche transverse into neighbouring pixels; if the photon reaches the
sensitive region the pixel simultaneously fires. The photons generated are normally near
infrared wavelengths and can travel large distances. To combat this issue opaque optical
trenches can be added between microcells to reduce the probability of this occurring, although
this reduces the fill factor of the SiPM. Even if the gaps between SPADs are opaque, the photons
can be reflected into neighbouring pixels when coupled to scintillators.
Another noise contribution is the afterpulse of the pixel discharge, this occurs due to
impurities in the silicon. The impurities create traps and free charge carriers generated are
captured within them and are released later. The charge carriers may then cause additional
avalanche breakdowns of the pixel, which means more avalanches are associated with a given
scintillation photon. This effect is known as an afterpulse and would not exist if it were not
for the zombie-like nature of the APD with only an effective dead time. The probability of an
afterpulse occurring increases with overvoltage and temperature but can be decreased with
higher quality silicon where defects and impurities are removed [82].
3.3.3.5. Dynamic Range and linearity
The SiPM is made up of a finite number of pixels that have a recharge time, therefore, the
number of pixels that can fire simultaneously is limited. This impacts the dynamic range which
is defined as the optical signal range over which the device provides a practical output [82]. this
property is known as the dynamic range. The dynamic range can be expressed as a function
of total firing microcells. Ignoring the effects of various noise contributions in the system and
assuming that the incoming light pulse is occurring over a time period less than the recovery
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time of a microcell, the number of fired microcells is given by
NF = NMC
[
1− exp
(
−Nphoton · PDE
NMC
)]
, (3.20)
where NMC is the total number of microcells and Nphoton is the number of incident photons.
Due to the exponential nature of the function, it can be seen that the device will not be linear at
high photon fluxes and will eventually saturate the detector. Reducing the size and changing
the pitch3 of the microcell can help improve the dynamic range of the system for high rate
applications whilst maintaining linearity [95].
3.3.3.6. Temperature dependence
It has already been stated that thermally generated carriers lead to noise in the system and
due to the nature of the band gap the SiPM has a temperature dependence. Lowering the
temperature increases the chance of afterpulsing but decreases dark counts, furthermore the
breakdown voltage of the silicon is a function of temperature. SiPMs can be actively cooled
so that they can be used in applications requiring a heat source such as a thermoluminescent
dosimeter reader [96]. Alternatively, temperature compensating electronics can reduce this
impact by constantly monitoring the bias and making alterations so that the overvoltage remains
constant. This keeps most properties of the SiPM stable allowing the PDE to be constant within
temperature ranges.
3.3.3.7. Pulse shape
The diagram in Figure. 3.10 contains information regarding a single microcell with signal out.
A SiPM will contain a number N of microcells and their electrical components will contribute
to the output pulse signal. Corsi et al. developed a model to describe the pulse signal from a
SiPM based on the components and of the microcell quenching and resetting times [85]. The
unfired microcells will have a parasitic ‘grid’ capacitance, CG that will affect the signal. The
pulse model has a single rise time and two decay times; fast and slow.
τrise = RL · CS (3.21)
τfast = RL ·
(
Cq + CG
)
(3.22)
τslow = Rq ·
(
Cs + Cq
)
(3.23)
The rise time is from the fired microcell capacitance and load resistance. The fast time constant
is called to parasitic spike and is from the idle microcells. Although it is only observed if the
load resistance is small enough. In most cases the slow time constant which describes directly
the microcell recharge is dominant and therefore the SiPM signal can be described by a single
time constant.
The pulse from the SiPM will also suffer from time jitter and time-walk. The jitter is due to
electronic noise in the system. Reducing noise thus lowers the effect of jitter but will still be
present, typically time jitter is of the order of hundreds of picoseconds in SiPMs [97]. Time-walk
3Pitch is used in SiPM terminology to state the centre-to-centre distance of adjacent microcells.
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occurs with a constant trigger and is intrinsic to the architecture of the SiPM relating to the
photoelectron response of the system.
3.3.4. Comparison of PMTs and SiPMs
SiPMs have a wide range of applications including medical imaging, security, high-energy
physics and even geological studies. This is due to their features such as small size, cost,
sensitivity to magnetic fields and low voltage usage [61, 82, 98]. Investigations relating to
applications involving PSD scintillators have already been published. The SiPMs produced
have been experimentally compared to their analogue counterparts, the PMT and devices from
various manufacturers. In a paper by Ruch et al.[61] a range of SensL SiPMs were compared to
a Hamamatsu PMT by testing neutron and gamma-ray interactions with a stilbene crystal. The
outcome from this comparison showed that for PSD, the SiPMs were performing comparably
to the PMT. The B series of the SensL SiPMs performed worse than the PMT tested, whereas
the C series achieved superior results to the PMT. Therefore it depends on the model as to
whether it is a replacement to a PMT in an application. The paper also stated that due to
drawbacks attributed to noise, the SiPMs should be carefully chosen for compatibility for
different applications. The paper by Mesick et al.[80] compared SiPMs from SensL, Hamamatsu
and KETEK coupled with Cs2LiYCl6(CLYC) for neutron-gamma discrimination. The paper
investigated the temperature dependence of the SiPMs and data demonstrated that SensL
and KETEK showed linearity over a large temperature range. The Hamamatsu SiPM however
suffered non-linearity at low temperature. The paper indicated the SensL SiPM showed the best
characteristics for use with CLYC under the test conditions. Furthermore, it does not appear
that SiPM to scintillator coupling was explored. This could be useful with PSD applications as
choosing the optimal set-up of components; scintillator, SiPM and coupling agent could be key
to achieving high figures of merit in PSD.
3.4. Reflectors and Couplers
In scintillator detectors, it is vital to capture as much light as possible to aid in the useful signal
output of the photodetector. To increase light collection efficiency, the material the scintillator is
wrapped in has to be considered alongside the optical coupling interface between scintillator
and photodetector. After wrapping and coupling, scintillators and photodetectors are often
wrapped in black tape or vinyl to produce a light-tight detector and further placed in light-tight
enclosures to reduce additional light source interference.
A property often released in scintillators specification sheets is the Bulk Attenuation Length
(BAL). This is the average length a photon travels through a scintillator before it is absorbed
and follows Beer’s law, Equation. 2.12. It is rather difficult to measure this property directly in
a scintillator as both thickness, shape and the surface reflectivity impact this value, therefore a
parameter known as Technical Attenuation Length (TAL) is an analogous version of BAL which
incorporates these additional properties and is reported on in research [99, 100].
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Name Reflection type Reflectivity Refractive index References
Aluminium foil Specular 78.7± 1.4 % 1.2 [104, 107]
Mylar ® Specular 82 % 1.64 [75, 108]
3M™ VM2000 (ESR) Specular 98.5± 0.3 % - [109]
Tyvek® Diffuse 97 % - [101]
Titanium dioxide paint Diffuse 99.2± 0.4 % 2.6 [104, 110]
Magnesium oxide Diffuse 98.3 % 1.77 [111, 112]
Teflon® Diffuse 1.35 [113]
- 3 layers 99.2± 0.4 % [104]
- 4 layers 100± 0.6 % [104]
Table 3.1: Properties of common reflectors used in scintillation detectors.
3.4.1. Scintillator wrapping
Wrapping scintillators in reflective material helps reduce light loss and can help direct the
emission towards an active detection region. The reflective coatings can be wavelength depen-
dent and therefore need to be well matched to the scintillator and provide optimal reflectance
coefficients for the light emission [101]. Moreover, the reflector type is also an important option
when choosing a pairing with the scintillator. These exist as diffuse and specular types, for a
definition of each type refer to Section. 2.4.2.1 and Figure. 2.7. Although the actual materials are
likely to still exhibit a small proportion of the other type. Diffuse reflectors are a common type
for use with scintillators, however, it has been suggested that geometries of scintillator, where
the thickness is a small fraction of the length, that specular reflectors will offer a better matching
[102]. Simulations can aid in identifying which reflector type to use for different scintillators
they also help refine the choice by providing information regarding the incident angle which
can prove rather important as to which type of reflection occurs [103]. For example research by
Janecek & Moses showed that the diffuse component of reflectors decrease as incident angles
surpassed 50° and the specular component became more dominant [104, 105].
Reflectors which are chosen for scintillator wrapping have a high albedo, which is defined
as the fraction of light that is reflected without being absorbed. Therefore the reflectors have
reflectivity levels of 80 % and above. Properties of commonly used materials can be found in
Table. 3.1. Examples of specular reflector include aluminium foil and polyester film (Mylar
®) which exhibit reflectivity of around 80 %. Alternately, specialist materials are produced by
companies such as 3M™ and are named Enhanced Specular Reflector (ESR), these offer over
90 % reflectivity. Common examples of diffuse reflectors include paper, titanium dioxide (TiO2)
paint and Polytetrafluoroethylene (PTFE) tape. The latter is often sold under and referred to
by the brand name Teflon®. Usually, when using PTFE tape, layers are applied to increase
reflectivity for example 3 layer of the material provides reflection coefficients of 0.992± 0.004
whilst 4 layers show 1.000± 0.006 [104]. The roughness of the scintillator itself also changes the
reflectivity, sides are normally polished or not-polished, which gives the surface a specular or
diffuse type of internal reflectivity. Having different surface treatments on various sides of a
scintillator can aid in redirecting photons towards the photodetector [106].
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Name Fixing Refractiveindex
Transmittance
(≈ 420 nm) References
LumipluS™ epoxy resin Permanent 1.67 98 % [114]
Saint-Gobain optical cement Permanent 1.56 98 % [115]
3M™ VHB™ acrylic
polymer tape Permanent - 90 % [116]
Silicone optical coupling gel Temporary 1.466 99.99 % [117]
Silicone optical grease Temporary 1.46 98 % [118]
Silicone rubber optical
interface Temporary 1.43 95 % [119]
Table 3.2: Optical properties of coupling interfaces for scintillators and photodetectors.
3.4.2. Optical coupling
The interface between the scintillator should be as short as possible such that the potential
for light loss can be kept to a minimum. In some cases, light guides are placed in between
scintillator and photodetector to channel light onto a light collecting region where geometries
might not match up. Any medium used to couple either scintillator via a light or directly to a
photodetector should meet a few specifications. The refractive index of the medium should
sit in between the refractive indexes of the objects either side. The medium should not add
any additional light into the system via fluorescence and should be able to transmit the entire
spectrum of light from the scintillator.
For coupling light guides to the scintillator, clear epoxy resins known as optical cement are
used which offer a permanent fixing method. However, this is not generally used for affixing
scintillators with photodetectors; instead, silicone based greases or gels are commonly used.
This can also be used between light guides and scintillators. The silicone base compound is
used as it does not damage the scintillator which some greases can do. The grease or gel should
be applied such that a uniform layer exists between the two pieces of equipment and there
should be no air pockets as this can reduce transmission. The grease can dry out and signal
deterioration can be witnessed [120].
Optical coupling interfaces are a semi-solid material with slightly adhesive sides; they can
be in the shape of discs for coupling PMTs to scintillators. These interfaces have the added
bonus of providing some shock absorbency between objects [75, 102]. Double-sided adhesive
tapes which are optically transparent are also being used to fix photodetectors to scintillators;
the tapes can come in different forms, cured and non-curing [116]. The former hardens and
becomes permanent whilst the latter can be removed and cleaned off for reuse. A list of the
refractive index and transmission probabilities for some of these materials can be found in
Table. 3.2.
3.5. Pulse Shape Discrimination Algorithms
The data generated from the aforementioned scintillators that are PSD capable, coupled with
a photodetector in the presence of a mixed radiation source, require their pulse shapes to be
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Figure 3.11: Diagram of the Charge Comparison Method. Integral limits are marked as dashed lines for the short
(QShort) and long integral (QLong) [14].
analysed to determine the radiation type detected. For example, the pulses captured from an
AmBe source will either be from a neutron or gamma interaction. Previously, PSD has been
performed in the analogue domain via electronic systems. Two algorithms were favoured in
this route; the zero-crossing technique and charge comparison method [121, 122]. With the
advancements of electronics such as pulse digitisers, the method of performing PSD has changed.
Offline analysis of the raw pulse shapes can be performed via software implementations, this
enables algorithms to be compared on the same data sets. The algorithms themselves allow the
pulses to be categorised via different parameters; this then enables them to be separated into
groups based on the radiation interaction that generated them. This section will briefly discuss
some of the offline algorithms used for PMT and SiPMs, including the commonly used charge
comparison method and newer algorithms based upon Fourier transforms.
3.5.1. Charge Comparison Method
The Charge Comparison Method (CCM) is an original analogue algorithm that has been ported
to the digital domain. This PSD algorithm is commonly used in SiPM and plastic scintillator
experiments, due to its simplicity to implement [12, 61, 67, 68, 98]. The CCM is based upon a
comparison of two integration windows formed between different time intervals of the pulse
signal. The first is the long integral and normally is the area of the whole pulse, the second is the
short integral which encompasses the beginning of the pulse. These are depicted in Figure. 3.11.
The short integral has an optimal endpoint and this has to be statistically determined where the
difference between the two particle pulses is most noticeable. The long integral ends after the
tail of the pulse. For tails with very large decay constants the largest amount of the pulse is
captured. Both the long and short integrals start at the beginning of the pulse. The areas of
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the two integrals can be plotted against each other in a 2D histogram; this can then be used to
determine how much discrimination there is between two pulses.
The difference can be quantified in this method using a PSD parameter PSD, which is
defined as
PSDCCM = 1− QShortQLong , (3.24)
where QShort and QLong are the short and long charge integrals respectively. The short integral
is defined as
QS =
∫ tShort
tStart
L(t)dt, (3.25)
where L(t) is the pulse function, tShort is the end point for the short integral and the optimisation
parameter and tStart is the start of the pulse. In order to find the optimal setting the following
parameter is maximised
∆PSDCCM = |PSDnCCM − PSDγCCM|, (3.26)
here pulse origin is denoted by the superscript in the PSD parameter. A set of pulses is needed
to maximise ∆PSDCCM; these can be found by running the algorithm unoptimised and finding,
for example, known neutron and gamma pulses [14]. The unoptimised pulses collected are
normally at high energies for the dataset as this is where separation is most likely to occur.
This does add a bias to the dataset but reduces the chance of contamination of pulse origins.
Before the algorithm can be used, the energy dependence of each pulse must be removed, this is
achieved by peak normalisation creating maxima of unity. Averaging the pulses from the same
origin creates an ideal pulse shape, then the two average pulses can be used to optimise tShort.
There is a modification of this algorithm sometimes referred to as asynchronous CCM, which
involves both the start and endpoints of the integrals to be free parameters. For the unmodified
version, the pulse decays more slowly for a neutron event, due to the particle having a large
linear energy transfer and thus longer decay constants. In the case of an organic scintillator, the
short integral areas are larger than that of a gamma-ray allowing for discrimination. Values for
the optimal tShort and tLong are therefore dependent on the material and their associated time
constants. Moreover, the detector response function will also alter the pulse shape. Therefore,
optimal values for these parameters are unique to each detector system.
3.5.2. Frequency domain algorithms
Most algorithms operate in the time domain; however algorithms now are starting to be
developed that utilise the frequency domain. For this to be achieved the digitised pulses are
Fourier transformed offline. The Fourier transform takes a waveform that is a time based signal
and decomposes it into characteristic frequencies, as any signal in the time domain can be
represented by a sum of frequencies. The Fourier transform is mathematically for a continuous
data series. The digitiser is an analogue-to-digital converter, therefore, the waveform data is
discrete. Due to this a Discrete Fourier Transform (DFT) is performed, one of the most common
algorithm implementations of this is the Fast Fourier Transform (FFT). The FFT algorithm works
best on a data set that has 2n data points; therefore a common technique is zero padding which
brings the length of the data to the ideal amount. This involves adding zeros to increase the
length of the dataset, the zeros can be added before, after or at both ends of the dataset. After
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the padding has been applied the aperiodic signal can be transformed into frequency space.
To obtain the frequency resolution ∆ f of a transformed waveform, the Nyquist-Shannon
sampling theorem is utilised. The theorem states that the minimum sampling frequency should
be at least twice the Nyquist frequency fN which is the maximum frequency component in the
transform [123]. The inverse of the total time sampled is equal to the resolution in the frequency
domain. Therefore the Nyquist frequency can be defined as:
fN = ∆ f · N2 =
1
2 · ∆t (3.27)
where ∆t is the time domain resolution and N is the number of sampled points in the time
domain. Thus the input sampling rate S is used in the calculation of frequency resolution.
∆ f =
1
N · ∆t =
S
N
(3.28)
Therefore to increase the resolution in the frequency domain, the number of samples should be
increased which corresponds to a larger data acquisition window. An example of this increase
in ∆ f is shown in Figure. 3.12 where the acquisition window is incremented. Data taken from
EJ-299 plastic scintillator was used to provide values for the six free parameters in Marrone’s
model, which is a model for pulse shapes of liquid scintillators [14, 45]. The theoretical pulses
were generated with different pulse lengths but constant sampling rate then the FFT is applied
to produce the figure. The higher resolution in the frequency domain shows an increased
difference between the neutron and gamma pulses over a larger range of frequency components
than the lower resolution.
3.5.2.1. Frequency Gradient Analysis
Frequency Gradient Analysis (FGA) is one of the more recent PSD algorithms coming into
use developed by Liu et al. [124]. This algorithm is comparable to another algorithm known
as Pulse Gradient Analysis (PGA) which was used in analogue electronics for PSD but has
been ported to the digital domain although not often used. PGA is based on the comparison of
the maximum peak amplitude and the relative amplitudes of samples in the tail pulse. The
amplitude of the sample at the determined time interval is known as the discrimination amplitude.
The discrimination amplitude is higher for neutron event pulses when compared to gamma
pulses. The PGA method uses the gradient between the two amplitudes as a discrimination
parameter. The time interval used for selection for the sample is therefore dependent on the
properties of the scintillator and photodetector used.
The PGA algorithm is operated in the time domain. Liu instead has transformed the pulse
into the frequency domain using Fourier transforms and thus this is where FGA operates. This
method uses the difference between the zero-frequency component and the first frequency
component of the Fourier transform of the pulse to create a gradient. These components are
chosen as they offer the largest difference and is validated in Figure. 3.12 . This gradient is then
used as a PSD parameter for discrimination and can be written as
PSDFGA = A(|X(0)| − |X(1)|), (3.29)
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Figure 3.12: Both FGA and FAA require the time domain pulses to be transferred to the frequency domain, varying
the pulse length in the time domain changes the resolution in the frequency domain [14]. The longer
the pulse length in the time domain, the higher the granularity in the frequency domain. For example,
the 1 µs data in green has points every 1.03 MHz in comparison, 10 µs shown in grey has 0.01 MHz
separation per data point.
here |X( f )| is the Fourier transform of the pulse at frequency component f , whilst A is a
normalisation factor for the algorithm. The FGA algorithm has shown positive results when
compared to PGA by Liu and also when used with SiPM and plastic scintillator by Liao and
Yang [98].
3.5.2.2. Frequency Area Analysis
Figure. 3.12 demonstrates the Fourier transform of pulse shapes, the FGA algorithm only uses
the first two components of the transform to produce a discrimination parameter. Frequency
Area Analysis (FAA) instead uses more of the transformed pulse and uses the area of this
transform to create a parameter. This is similar to that of the PSD Discrete Fourier Transform
algorithm developed by Safari et al., which uses the total pulse charge [125]. FAA, which was
developed as part of the work forming this thesis, only uses the transform of the decaying edge:
the parameter is defined as
PSDFAA =
∫ M
0
|X( f )| d f , (3.30)
where M is an optimisation parameter which signifies the maximum integration limit. Unlike
the CCM which can run over average pulse shapes for optimisation, the FAA algorithm requires
a set of raw pulses to be analysed. A figure of merit is then calculated and maximised to
determine the optimal value for M. FGA works best on fine granularity data within the
frequency domain, whereas, FAA can work with coarser data and find larger discrepancies
making the algorithm more versatile.
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3.5.3. Neutron-γ Model Analysis
The method of discrimination using Neutron - Gamma Model Analysis (NGMA) requires
known neutron and gamma ray pulses to be previously identified, either by modelling or
collected experimentally. An unidentified pulse pu is compared to models for known neutron
and gamma pulses. The models mn and mγ are the models for the neutron and gamma
pulse respectively. These are determined by averaging over the known pulses for the particles,
typically the known pulse dataset is in the order of a few thousand pulses [126]. Once the
models have been determined a χ2 statistic is calculated for each model using the following
equations:
χ2γ =
N
∑
i
(
Amγ
Apu (pu(i)−mγ(i)
)2
mγ(i)
(3.31)
χ2n =
N
∑
i
(
Amn
Apu (pu(i)−mn(i)
)2
mn(i)
, (3.32)
with the χ2 for the neutron and gamma ray correspondingly χ2γ and χ2n and where Apu, Amγ
and Amn are area of the unknown pulse, gamma pulse neutron pulse respectively, for i number
of samples. The difference in χ2 can be used as a PSD parameter and is defined as
∆χ2 = χ2γ − χ2n, (3.33)
this means if the value is negative the unknown pulse is likely to be from a gamma ray event,
whereas it is consistent with a neutron event if it is positive. The pulse area can be plotted in
a scatter graph against ∆χ2 so that the populations of the neutron and gamma events can be
delineated.
3.5.4. Other Algorithms
There are many other PSD algorithms used in neutron and gamma research, these include but
are not limited to Zero-Crossing method [121], Pulse Gradient Analysis and Simplified Digital
Charge Comparison [126].
The Zero-Crossing technique (ZC) has been widely used in analogue electronics and uses a
filter, which integrates the original pulse. This is then differentiated so that the signal becomes
bipolar. This is replicated using RC-CR emulating algorithms for integration and differentiation
of the pulse in the digital equivalent. The zero crossing time of the bipolar pulse is used as the
PSD parameter. In the case of gamma rays, this parameter is energy independent and fixed
whereas for the neutron it is a function of its energy.
Pulse Gradient Analysis was described in the FGA subsection. The Simplified Digital
Charge Comparison (SDCC), is based upon the short integral described in the CCM subsection.
This method exploits the difference in decay rates for neutron interactions and gamma-ray
interactions in organics.
In addition to these algorithms, the use of machine learning, neural networks and pattern
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recognition are starting to be incorporated into development [127]. These developments in
software engineering could improve algorithms such as neutron-γ model analysis.
3.5.5. Figure of Merit
To evaluate the separation of the neutron and gamma events, a parameter known as the Figure
of Merit (FoM) is used. Depending on the algorithm, various scatter plots or 2D PSD histograms
are generated, these generally show discrete separate regions, cuts are then made so that 1D
histograms can be generated. The 1D histograms are double Gaussian in nature and then the
FoM from these can be calculated. The FoM is defined as
FoM =
d
Γn + Γγ
, (3.34)
where d is the peak to peak separation distance and Γn, Γγ are the Full Width at Half Maximum
(FWHM) respectively and are shown in the diagram in Figure. 3.13 [121]. Therefore the higher
the FoM parameter the higher the discrimination between the two particle events, this is clearly
shown in the diagram. Data which is well separated has a FoM above approximately 1.27, this
value corresponds to a separation of approximately 3σ [50]. The definition of the FoM allows it
to be used on all algorithms incorporating a projection and separation method of their PSD
parameter. The FoM parameter although useful is not the best way of testing each algorithm. If
simulated correctly a log can be made such that each generation of a particle and pulse can
be stored. This can then be passed through each algorithm and the outcome compared to the
original pulses to determine efficiency and false-positive rates calculated.
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3.6. Detectors in Nuclear Security
As outlined in Section. 1.1 scintillator detectors form a key part of systems used in nuclear
security science. Scintillator detectors are particularly useful across a range of applications due
to their ability to be scaled to meet the requirements for different applications. They can be
used in both active and passive interrogation methods.
Active interrogation involves exposing a volume of interest to nuclear radiation such as
photons or neutrons. The resulting interaction of these particles can make the potentially
suspect materials undergo nuclear fission. These produce unique signatures for the materials,
comprised of photons and neutrons. These signatures are formed by the particle type, energy
and time requirement, such as prompt or delayed, after exposure to a primary radiation source
[128]. Scintillation detectors can be used for the detection of these signatures as they can possess
nano-second time resolution and PSD capabilities. Singular scintillator detectors can be placed
together to form arrays. Each unit in the array can be used as a pixel for imaging the suspect
materials [128–130].
Passive detection directly detects the radiation source signatures without the need to expose
the object to radiation. This is a safer method when compared to active interrogation. However,
passive detection is limited by the emission strength of the object being observed. Small
scintillator detectors such as those using NaI crystals can be used in hand-held devices. These
provide the operator with the ability to perform dose rate measurements and gamma ray
spectroscopy for passive source identification [131, 132]. It also allows for source location
searches to be performed due to the portability of the device. Small scintillator detectors also
can be used in wearable devices. For example, the Kromek DS3 uses a scintillator and SiPM to
provide radioisotope identification from neutron and gamma signatures [133]. The device links
to a mobile phone to alert the wearer of the presence of the material.
The Radiation Portal Monitor (RPM) is a detector system commonly used in passive interro-
gation. RPMs have a large detection cross section such that lorries and cargo containers can
easily be screened by passing by them. PVT based scintillators are commonly used to meet
the requirements for this screening process [134]. The PVT based plastics are used because
they have a low manufacturing cost, can be moulded into the desired large sizes and have high
detection efficiency. These scintillator detectors are used for detecting the presence of gamma
rays. The aim of RPMs is to detect whether radiation is present and trigger an alarm for further
investigation via additional screenings with gamma spectroscopy detectors which can be used
for isotope identification. NORM sources such as fertilisers, bananas and cat litter [135] can still
trigger alarms during the screening process. False alarms can be reduced using energy window
algorithms to filter out the high energy photon signatures from these materials. Studies are
currently being performed into PSD plastic scintillators which can also detect the presence of
neutrons [130]. The PSD plastics would allow further detection and identification at the primary
screening helping aid selection of detectors for secondary screenings and could also reduce
false alarms from NORMs.
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The first half of this chapter will summarise the plastic scintillators and detector systems used
for experiments. The second half will outline and describe the experimental systems used to
collect data sets from scintillators. The scintillator detector designs have different photodetectors,
either SiPM or PMT depending on the system. The signals from these devices then pass through
to different electronic systems. However, once passed through the electronic system the readout
signal was then either digitised or passed to a multichannel analyser (MCA) depending on the
experiment. The CAEN 730 digitiser family was used for collecting pulse waveforms, whilst the
ORTEC EASY-MCA and Maestro software were used in MCA measurements. All experimental
data analysis was performed using various Python scripts. Some of the experiments were
performed on scintillator materials themselves and equipment for these is documented in the
relevant sections.
4.1. Comparison of scintillators
A collection of plastic scintillators have been used in experimental measurements, some of these
have been used ‘bare’ or with photodetector readout. All the plastic scintillators used are from
Eljen technology and have a PVT polymer base. Some of the scintillators have neutron-gamma
PSD properties these include EJ-299 and EJ-276 the latter is the replacement material and
provides improved PSD characteristics. The other is EJ-270 which is an experimental research
scintillator and contains 6Li for a thermal neutron cross-section. A comparison of some of the
scintillators and their properties is shown in Table. 4.1. EJ-200 is the only non-PSD plastic used,
it is equivalent to NE Pilot F and BC-408.
4.1.1. EJ-299 cube detector
To study the PSD algorithms for neutron and gamma rays, an experimental system is required
that can produce data for offline analysis. The experiential set-up has been designed to be
modular, enabling parts to be changed to investigate their effects upon PSD performance. The
design uses a polished EJ-299 scintillator with dimensions 15 mm× 15 mm× 15 mm. Five of
the six sides were painted with EJ-510 titanium-oxide paint to provide a reflective coating [141].
The unpainted side is placed onto a SiPM for optical readout.
Two SensL SiPMs models were used inside this detector; these were the ArrayC-60035-4P-
EVB and ArrayJ-60035-4P-EVB. Both these SiPMs feature four individual 6 mm sensors placed
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in a 2× 2 (quad) array on top of a PCB; signal and power are provided by a standard 8-pin
DIL layout on the back. Due to their array layout, they will be referred to as Quad-C and
Quad-J respectively. Properties and visual difference of the SiPMs are shown in Table. 4.2 and
Figure. 4.1. The circuit board is constructed using a socket which allows the SiPM to be switched
for different data runs; further details regarding the circuit are described in Section. 4.1.1.1.
Properties Scintillator
EJ-200 EJ-299 EJ-276 EJ-270
Light yield (photons/MeV) 10,000 8,600 8,600 4,800
Peak emission wavelength (nm) 425 420 425 425
Bulk attenuation length (cm) 380 - - -
Density (g cm−3) 1.023 1.08 1.096 1.14
Refractive Index 1.58 - - -
Neutron-gamma PSD capable No Yes Yes Yes
Gamma
Rise time (ns) 0.9 - - -
Decay time (ns) 2.1 13, 35, 270 13, 35, 270 -
Neutron
Rise time (ns) - - - -
Decay time (ns) - 13, 50, 460 13, 59, 460 -
Table 4.1: Comparison of plastic scintillators. Some information is not included in the datasheets, specifically for
EJ-270 as it is an experimental research material most parameters are yet to be determined. Data in the
table comes from their associated datasheets from Eljen Technology. [66, 69, 136, 137]
Properties SiPM
Quad-C Quad-J
Array:
Model ArrayC-60035-4P-EVB ArrayJ-60035-4P-EVB
Side length, l 14.2 mm 12.46 mm
Pixel spacing, d 1.2 mm 0.26 mm
Pixel pitch, p 7.2 mm 6.33 mm
Individual pixel sensors:
Active area per sensor 6× 6 mm2 6.07× 6.07 mm2
Number of microcells 18,980 22,292
Fill factor 64 % 75 %
Microcell size 35 µm 35 µm
Spectral range 300-950 nm 200-900 nm
PDE 31 % 38 %
Peak PDE Wavelength (λp) 420 nm 420 nm
Gain 3× 106 2.9× 106
Dark count rate 33 kHz mm−2 50 kHz mm−2
Dark current 618 nA 0.9 µA
Rise time 1-10 ns 180 ps
Microcell recharge time constant 95 ns 50 ns
Crosstalk 7 % 8 %
Afterpulsing 0.2 % 0.75 %
Table 4.2: Parameters of SensL quad array SiPMs containing four C or J series sensors. For the dimensions in
the array section, refer to Figure. 4.1(b). Data listed comes directly from manufacturers data sheets and
user manuals [138–140].
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(a) Photo of Quad-C [left] and Quad-J [right].
p
d
l
l
p
d
Quad-C
Quad-J
(b) Spacing layout of Quad SiPMs.
Figure 4.1: Comparison of SensL quad array SiPMs.
Figure 4.2: Open detector box consisting of SiPM and plastic scintillator used in algorithm studies, components
are labelled. The circuit board is mounted to the side with a 3D printed bracket. When sealed with a
metal lid, black tape is applied around seam and screws to make the system light-tight.
Dow corning SG10 - high vacuum grease is used to couple the SiPM to the scintillator, the
remnants of this silicone grease can be seen in the photograph of the SiPMs in Figure. 4.1(a).
The components are housed inside an aluminium box and secured via a 3D printed support,
the lid had black tape around the lip seal and over the screws to maximise light tightness.
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Moreover, a blackout cloth was also placed over the detector to reduce the light coming onto
the detector. The box has BNC and SMA connectors attached which provide power and signal
out respectively, this can be seen in Figure. 4.2.
The bias voltage was supplied to the detector using a CAEN 1419A unit, this allowed higher
current draw from the temperature-dependent SiPMs. Both SiPMs were operated with an
overvoltage of 2.5 V and negative bias of −27.3 V was applied. The signal from the detector
either went directly to the digitiser or via a pre-amplifier, which was needed in some set-ups
due to small signal amplitudes. The Mini-Circuits ZFL-1000LN+ was the amplifier which has a
bandwidth of 0.1-1000 MHz that provides an amplification of approximately ×14. The signal
was digitised using a CAEN V1730C that has a 14-bit resolution and a sampling rate of 500
MS/s with the ADC sampling clock at 500 MHz. The V1730C is controlled using CAEN’s
DPP-PSD software and is connected to the PC via an OPTILINK PCI card. The software and
card allow pulses to be recorded with a maximum record length of 65 µs, the digitiser has two
dynamic range settings 0-2 V and 0-0.5 V, with the latter being used for recording due to pulse
amplitude. The digitised pulses were stored in an ASCII file format.
4.1.1.1. SiPM time constant
The pulse shapes from a scintillator system will have additional decay time constants convolved
from the SiPM. In a system using a PMT the decay constants are very fast, ∼ps, the SiPM time
constants are longer and due to their operation they can be change via the readout circuit.
Therefore this circuit is an area of investigation for PSD performance due to the additional
time constants being convolved into the pulses. The signal produced from radiation interaction
V
R1 R2
C1 C2
RL
SiPM
SIG
MC1 MC2 MCN
RQ
SPAD
Figure 4.3: Schematic of circuit design for load resistor and algorithm development experiments. The design in-
corporates an RC filter on the input of bias supply lowering the noise, the values for the components
are: R1 = R2 = 50Ω and C1 = C2 = 10 nF. The load resistor RL, is changed to observe the change
in recovery time constant of the SiPM and observe signal dependence, both 1 and 50Ω resistors were
used. The SensL SiPM has N, number of microcells (MC) consisting of SPADs and a quenching
resistor RQ, this is shown in the highlighted zoom section [14].
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within the scintillator will have associated time constants, both the photodetector and circuit
will convolute the decay with additional time constants. Therefore understanding the effect
from the circuit could help with resolving the signal, a circuit with a faster decay time should
increase FoM for PSD.
The circuit design is displayed in Figure. 4.3; the individual components are labelled and
values listed in the caption. Although not shown in the diagram, the signal out (SIG) has space
for a capacitor on the PCB but this is bridged to isolate just the load resistor for investigation.
The load resistor, RL, values being explored are 1Ω and 50Ω, the latter will stretch the pulse
over a larger time period. SensL list the decay time constant for their SiPMs as
τ = (RQ + N · RL) · CMC, (4.1)
where CMC is the capacitance of an individual microcell, RQ is the quenching resistor inside the
microcell and N is the number of microcells in the SiPM. The SensL SiPMs have a fast output
allowing for faster timings; this was not used as it is not accessible in an array configuration.
4.1.2. EJ-200 detector
In comparison to the EJ-299 detector which was designed with a small scintillator for research
purposes. This detector was a commercially built system by Scionix; it was designed with a
scintillator geometry and a size which met requirements so that could be used for applications
in nuclear security. The detector consists of a EJ-200 plastic scintillator with dimensions of
200 mm× 100 mm× 40 mm. The light readout consisted of a Hamamatsu R9420 PMT, which
was placed at one end and sits inside a magnetic shield, this is depicted in Figure. 4.4(a). The
PMT has a diameter of 38 mm with a minimum detection area of 34 mm, a semi-flexible optical
interface couples the scintillator to the PMT. The surface of the detector was polished and
wrapped in 99 % ESR aluminium foil, an additional layer of black vinyl and tape was used to
reduce light leak [142]. The PMT bracket unit is screwed directly into the scintillator, the two
holes are approximately 30 mm long and support M4 screws, this can be seen in Figure. 4.4(b).
(a) Photograph of full detector. (b) Render showing screw holes into
scintillator.
Figure 4.4: EJ-200 detector with PMT readout.
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The holes will cause internal scattering within the scintillator.
The detector was operated at −920 V by a Canberra 3106D power supply. The output signal
out was connected to a Canberra 2111 Timing Filter Amplifier (TFA) and then either into an
MCA or digitiser depending on the experiment. The digitiser was a CAEN DT5730 which is the
desktop equivalent of the V1730 used with the EJ-299 detector. A modified version of CAEN’s
open-source digiTES 4.5.13 software was used to control the digitiser [143].
4.1.3. EJ-276 detector
The EJ-276 detector consisted of a large piece of scintillator of the current maximum size
available from Eljen at 254 mm × 254 mm × 25.4 mm (10 inch × 10 inch × 1 inch). The large
254 mm× 254 mm faces arrived diamond-milled, the sides were saw cut and subsequently
polished. The slab was hand polished using grades of silicon carbide (SiC) paper on the custom
polishing rig in Figure. 4.5, this rig allowed the edges to not be rounded and kept everything
perpendicular such that the faces remained flat. The sides were finished by applying two
grains of aluminium oxide polish, this reduced the overall dimensions of the scintillator by a
few mm. The scintillator was wrapped in 3M Vikuiti™ ESR aluminium foil which provides
98 % reflectivity at 420 nm. The optical readout is provided by a 25 mm diameter 9111B PMT
from ET Enterprises, Ltd. The PMT is attached to the scintillator using EJ-560 silicone rubber
optical interface [119]. The scintillator and PMT were placed inside a light-tight aluminium
enclosure and positioned in place using a 3D printed mounts. A picture of the detector inside
the enclosure can be found in Figure. 4.6. The PMT used the external voltage, High Voltage
control option. The power supplied was from a Thurlby Thandar Instruments EL302D, with
10 V used for the HV base with 1.2 V as a control, meaning the PMT operated at 1200 V. The
same digitiser and software as the EJ-200 detector were used for waveform acquisition.
Figure 4.5: Hand polishing rig designed for large scintillators. The rig is built from 20 mm× 20 mm box ex-
trusion, plastic and 3D printed components. SiC paper was attached to an acrylic sheet which slides
between the groves of the extrusion, this provided horizontal motion for hand polishing and covered
the large area. This assembly was attached to vertical bars with 3D printed sliders allowing for up and
down motion. Each face is polished in both vertical and horizontal directions with the SiC paper at
varying grit levels.
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(a) Inside the enclosure showing full detector configuration. (b) Lid with CAD view into the detector.
Figure 4.6: EJ-276 detector with PMT readout inside the enclosure. The enclosure lid has a gasket to make the
system light-tight. In addition, black tape is applied around the join of the base and lid and over the
screw to further increase light tightness of the system. Shown in (b), the top of the lid has a CAD
top-down view showing the position of items inside. A 10 mm grid is incorporated into the view, this
is used for positional measurement alignment.
4.2. Neutron tank
To obtain neutron data for experiments an AmBe source was used; this provides a source of
fast neutrons and gamma rays. The University of Surrey has two AmBe sources, 18.4 GBq &
10.9 GBq, housed inside a 1 m3 water tank for neutron moderation to comply with health and
safety standards. To gain access to fast neutrons from the sources an air tube is placed over the
source. An example of a render of the EJ-299 detector over a source can be seen in Figure. 4.7.
The distance between the detector and source is 540 mm and the tube measures 60 mm diameter
for the EJ-299 detector measurement, this ensured the whole scintillator in this detector was
exposed to the neutron fluence rate. The diagram also shows the detector sitting on top of a
5 cm lead brick; this lowers the gamma flux1, by ∼98 % and 92 % for 1 MeV and 2 MeV. For the
EJ-276 detector measurements, a smaller diameter tube of 1 cm was also used.
Detectors using the neutron sources will have a constant background of thermal neutrons,
gamma rays, cosmic rays and muons. The thermal neutrons come via the water moderation,
as the tank has two AmBe sources these both contribute to the background. The detectors
themselves have a cross-section only for fast neutrons and therefore, will not be sensitive to
this background. The energies of the neutron were discussed in Section. 2.2.3 for the Be(α,n)
reaction, this also produces 4.44 MeV gamma rays. In addition to this the other gamma-ray
energy seen in the background is 2.2 MeV which is from thermal neutrons interacting with the
hydrogen. The reaction is
1H + n→2 H + γ. (4.2)
1The reductions in flux is calculated using Beer’s law (Equation. 2.12), with the thickness of the lead and the linear
attenuation coefficients from a NIST database [144].
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Figure 4.7: Diagram demonstrating the AmBe source in the radiation teaching laboratories at the University of
Surrey. The ‘Neutron Tank’ actually consists of two sources, but only one is shown. The neutrons are
indicated as green lines, whereas gamma rays are shown as red waves. The neutrons become thermal
due to water moderation in all directions except where the air tube is located, where they continue as
fast neutrons towards the detector. The gamma rays emitted by the source are not slowed down by the
water.
4.3. Scanning table
The scanning table contains a 1 mm collimated 137Cs source with an activity of 758 MBq. The
collimation provides a 1.2° beam divergence, the rig has been designed such that the spot size
on the detector is approximately 10 mm when it sits ≈ 40 cm above the source. The detectors
sit in custom cradles with 3D printed supports as seen in Figures. 4.8(a) & (b), they have been
designed so that the minimum amount of material sits between the detector and beam, to
reduce moderation and scattering.
The cradles are mounted on a stepper motor rig with movement along the x and y-axis,
which can be seen in Figure. 4.8(c) which has 100 mm maximum travel along both axes. The
detectors are larger than this range and therefore are moved within their cradles so that the
rest of the detector can be scanned across. The stepper motors are controlled by a LabVIEW
application which steps the detector over the source in 10 mm intervals. At each location, the
application also executes commands to the software of either the MCA or digitiser depending
on the experiment. The position is only moved once the data acquisition is complete.
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(a) EJ-200 detector in cradle. (b) EJ-276 detector over scanning table.
(c) Top down view of scanning table. (d) Render of detector in scanning table rig.
Figure 4.8: Collimated 137Cs scanning table.
4.4. Experimental methods
A variety of set-ups were used to acquire the range of data to be analysed, the procedures and
equipment for each experiment will be documented in this section.
4.4.1. Load resistor
As previously mentioned the circuit is being investigated as it convolves additional time
constants into the pulse shapes. In addition, the make and model of the SiPM have different
internal time constants therefore this is also a variable which can be altered. The EJ-299
detector system is modular and can have the load resistor and SiPM changed such that the PSD
performance can be investigated based on these variables. In total four configurations were
used for the EJ-299 detector, these are shown in Table. 4.3 . The EJ-299 detector collected data
from three standard calibration sources: 241Am (400 kBq), 137Cs (210 kBq) and 22Na (200 kBq).
The sources were placed on top of the box, approximately 2 cm from the scintillator. Also,
data for a mixed fast neutron and gamma field from the 18.4 GBq AmBe source were taken.
The measurements were performed at room temperature, ∼25 ◦C. The data from all these
sources were taken with all configurations of SiPM and load resistor. For each configuration,
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Configuration
1 2 3 4
SiPM Quad-J Quad-C Quad-J Quad-C
Load resistor, RL 50Ω 50Ω 1Ω 1Ω
Table 4.3: Configurations of the EJ-299 detector.
approximately 30,000 pulses were digitised per gamma source and between 800,000-1,000,000
pulses were acquired from the AmBe source.
4.4.2. Gamma calibration from Compton edge
To perform the energy calibration for the pulse data from detectors, the longgate from the CCM
was calculated for all pulses; a diagram for this property can be found in Figure. 3.11. This
parameter is calculated regardless of source used, if the material did not have PSD capabilities
or which PSD algorithm was used for analysis. Specifically for the gamma data the values
of the longgate integral, QL, were used to fill a histogram for each source, these histograms
showed energy spectra for the scintillator. As the scintillators used in the detectors in this
work are plastic the material has an effective atomic number of ∼ 6. The interacting gamma
energies are between 59.54 keV and 1274.54 keV, thus the Compton effect is the dominant
process (Figure. 2.1) [145]. Therefore with the exception of the 241Am source the Compton
edges are used for calibration, four energy values are used shown in Table. 4.4. The longgate
integral histograms had functions containing a Gaussian fitted to either the photopeak present
or the Compton edge. For the photopeak, the centroid is used as the calibration point, whereas
for the Compton edge, the QL corresponding to 70 % of the Gaussian peak height is used
as demonstrated in Figure. 4.9(a). The 70 % value was chosen as it corresponded to the true
Compton edge channel location from a simulation with optical photons where the resolution
matched the experimental system. The longgate integral value and associated energy are used
to produce a calibration, the relation is assumed to be linear and then a calibration equation can
be used to convert QL to energy, this is shown in Figure. 4.9(b). The units of energy using this
calibration method are often quoted as electron volt electron equivalent (eVee). This is because
the scintillation response to the electron energy transfer from the gamma-ray is assumed to be
linear, therefore, if a neutron interacts via proton recoil the energy transfer will be different. The
resultant energy transfer from the proton recoil has a lower scintillation yield in comparison to
the electron transfer. Therefore the calibrated energy listed is for the electron energy transfer
producing that amount of photons.
Source Spectral feature Energy (keV)
241Am Photopeak 59.5
137Cs Compton edge 477
22Na
Compton edge 340
Compton edge 1062
Table 4.4: Gamma source energies used for energy calibration.
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Figure 4.9: Example of longgate integral calibration process.
4.4.3. Positional sensitivity
Both the EJ-200 and EJ-276 detectors were used to investigate positional sensitivity to incoming
radiation. The EJ-200 is only sensitive to gamma rays and therefore only used the 137Cs scanning
table to acquire the data. Two outputs of this detector were analysed. The first was the pulse
height spectrum, where the signal output went via a TFA. The TFA was used to stretch the
signal in the time domain such that the MCA could acquire the data. The second output was
the digitisation of the raw pulses from the detector. Two datasets were collected from this, one
with pulse shaping from the TFA and one with the TFA just being used as an amplifier. The
live time was 300 s for both the pulse height and digitisation.
Positional data acquisition for the EJ-276 detector utilised both the scanning table and
AmBe source in the neutron tank. Due to the size of the detector, only certain regions were
used for the data collection on the AmBe source, these were determined from simulations
prior to the experiments. Moreover, as the scintillator was larger than the scanning table’s
maximum movement only certain regions were scanned. Due to symmetry of the system the
other regions can be inferred. The scans were also performed with 20 mm steps providing a
coarser measurement this was chosen to reduce the impact of the temperature of the scans.
Using finer steps would mean that the temperature changes would change the output signal,
which was seen in early tests.
Experiment Canberra 2111 settings
Coarse gain Fine gain Integration (ns) Differentiate (ns)
Pulse height spectrum 100 1.25 500 0
Decay time - Shaping 100 1.25 500 0
Decay time - No shaping 3 0.84 0 0
Table 4.5: Configurations of TFA for experiments using the EJ-200 detector.
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4.4.4. Optical spectroscopy
The plastic scintillators used have different responses to radiation; for example, the light output
of the scintillator changes based on self-absorption from the material’s chemical structure.
Therefore the spectral emission and optical absorption of a scintillator will differ between
materials. To characterise these properties different experiments can be performed. The PSD
capable plastics (EJ-299, EJ-270, EJ-276) were tested on these experiments. All these scintillators
measured 15 mm× 15 mm× 15 mm, were polished on all sides and were used without reflective
coatings here. An Ocean Optics QE65000 spectrometer with the accompanying SpectraSuite
software was used for these experiments. Before this data is collected background and dark
count subtractions are performed for all measurements.
The optical absorption experiment was used to determine the material’s absorption property
across the UV/visible spectrum. To gather this data a broadband light source with a neutral
density filter was transferred down a fibre optic onto the scintillator sample, the light that is
transmitted through the sample was collected by a lens which feeds to a spectrometer via fibre
optic. An integration time of 200 ms was used for the spectrometer.
The spectroscopic emission could change based on linear energy transfer of the radiation,
even varying the energy of the radiation could change the response. Therefore different
energy sources which trigger the scintillation event were used. The set up for the emission
measurements is similar to that of the absorption measurement. The samples are placed such
they are irradiated by the source and spectral emission captured by a lens to the spectrometer.
4.4.4.1. X-ray systems
Two x-ray sources were used for testing of scintillation emission: the AmpTek Mini-X and the
Hamamatsu L6732-01. The gold (Au) target variant of the Mini-X was used and had a 2 mm
collimator in place giving a 5° beam of x-rays. The samples are placed close to the source at
approximately 25 mm, although this reduces the area of interaction the intensity is higher and
therefore more likely to penetrate and cause emission. The Mini-X was operated at 20 kV with
200 µA and spectra were captured for 900 s.
The measurements with the Hamamatsu device were carried out at 80 kV and 100 µA; the
x-ray generator has a tungsten (W) anode target and 39° beam divergence. The spectrometer
ran for 180 s, three spectra were averaged per sample to reduce the noise. The different timings
for the spectrometer were used between the x-ray sources to maximise light output. The
timings used for the Mini-X were the maximum available for the spectrometer, unfortunately,
even under these operating conditions, the intensity of emission was low in comparison to
the Hamamatsu that achieved a higher light intensity over a shorter period. The higher the
operating voltage allows greater penetration of the x-rays, maximising the current allows for
x-rays to be produced. The Hamamatsu balances these values along with having a wider
beam which illuminates the whole scintillator, therefore data from this device was used in
comparisons.
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(a) Comparison of the emission profile of a blue laser and a
UV torch.
(b) EJ-299 emission from 405 nm laser.
Figure 4.10: Photoluminescence system.
4.4.4.2. Photoluminescence
Two sources which emit photons near the UV and visible spectrum were used which are close
to the emission spectra maxima quoted in the datasheets for the material. A 405 nm laser and
395 nm UV LED torch provided the trigger for the excitation in the material; a comparison of
their output spectra is in Figure. 4.10(a). The laser follows a Gaussian emission whereas the
UV torch has a predominately Lorentzian shape, although in both cases they are likely to be a
convolution between the two emission shape profiles known as a Voigt profile. An example of
a scintillator undergoing scintillation emission is shown in Figure. 4.10(b).
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5. Algorithms for Pulse Shape
Discrimination
This chapter presents the investigation and results of the performance comparison between
different PSD algorithms. Two of the algorithms being investigated are based on the Fourier
transform of the pulse shapes. These are being compared to an algorithm which operates in
the time domain known as Charge Comparison Method (CCM) which is a commonly used
algorithm for PSD. The performance is also being evaluated between different experimental
setups. The experimental setup being investigated uses a plastic scintillator with a SiPM.
The signal output of these photodetectors can be changed based on the readout electronic
circuit. Information regarding the scintillator, SiPMs and circuit can be found in Section. 4.1.1.
For the research conducted in this chapter, the load resistor in the readout circuit is under
investigation. This component adds additional time constants into the system thus impacting
PSD performance. The SiPM and load resistor in the SiPM readout circuit are changed for each
different setup. This creates a platform to determine what impact various components have on
the performance of PSD of the plastic scintillator detector, solely from the optical readout of the
system. Part of this body of work has subsequently been published [14].
5.1. Algorithm optimisation
The individual algorithms CCM, FGA and FAA used for these investigations are described
in Section. 3.5. These algorithms operate with input parameters which can change based on
experimental systems. As these algorithms look for differences in the decay time changing the
scintillator means that the parameters will need to be updated accordingly. The parameters
undergo optimisation processes that maximise the FoM and thus the PSD performance. The
optimisation can be performed so that across all energy ranges the performance meets a
defined metric. Alternatively a particular energy can be focused on so that it has the highest
discrimination performance and other energy regions do not perform well. This can be chosen
based on application. The work in this chapter implements the optimisation such that the
performance is maximised over all energy ranges. Details regarding the optimisation methods
of each algorithm tests can be found in Section. 3.5. The optimisations of both the CCM and
FAA algorithms were developed using the datasets produced from the results of this chapter.
Although three algorithms were used to produce results, the optimisation investigation was
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only performed for the CCM and FAA algorithms. The FGA uses the frequency components
in its PSD parameter for optimisation. However, by definition the first two components of the
Fourier transform should have the largest difference to achieve optimal results as implied in the
original paper by Liu et al. [124]. This was verified through tests on data used in this chapter
although this is not presented in this thesis.
5.1.1. Charge Comparison Method
The optimisation method described in Section. 3.5.1 was devised during this project. The FoM
is calculated from the projection of the PSD parameter axis from a 2D histogram. Each type
of radiation interaction is normally distributed about a PSD value, for example in a neutron-
gamma capable scintillator there will be two Gaussian peaks in the projection of the axis. An
idealised projection can be found in Figure. 3.13. The initial results from the FoM showed that
the difference in Gaussian centroids in the calculation (Equation. 3.34) changed the most by
varying the shortgate position. Therefore it was assumed the distribution in the PSD parameter,
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Figure 5.1: Charge comparison optimisation investigation. These plots utilised the Quad-J 50 dataset.
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which corresponds to the standard deviation of the normal distribution, for each radiation was
constant. Finding the optimal shortgate for analysis thus meant maximising the difference
in PSD parameters (|PSDγ − PSDn|) for each particle. Selecting an unoptimised shortgate,
higher energy events are usually well distinguished from each other due to higher light output
allowing for photons from longer time constants to increase above the noise level. Taking a
dataset from this region allows random pulses to be energy normalised and the difference in
PSD parameter to be calculated. Random neutron and gamma pulse pairs are chosen with
varying shortgates, these were used to fill the histogram in Figure. 5.1(a). For each shortgate
bin, a projection of the |PSDγ − PSDn| axis was taken which showed a Gaussian distribution.
The centroid of this distribution ∆PSDCCM described in Equation. 3.26 thus gives the average
of the difference for each shortgate. Figure. 5.1(b) plots the shortgate against the ∆PSDCCM,
the standard error is used for the error bar, the maxima of the y-axis data gives the optimal
shortgate.
This method is rather CPU intensive as it performs so many different shortgate calculations
on thousands of pulse pairs, which can take days depending on size of the dataset. A simpler
approach, which takes under an hour, can be performed was devised that used average pulses
for each pulse type i.e. gamma and neutron. The average pulses were generated from the
known pulse datasets after energy normalisation. The average pulses are shown in Figure. 5.1(c),
this allows the difference in PSD parameter to be calculated quickly whilst cycling through the
shortgate options. The results of this are shown in Figure. 5.1(d), the optimal value found for
this is identical to the more intensive pairing approach. The trend shown in both optimisation
plots is similar, however, there is a smaller distribution of differences in the average pulsed
approach as a result of averaging. This optimisation method was used across all the datasets
included in this chapter and verified against the paired pulse approach. The approach does
have a slight bias for higher energy events because the collection of pulses used for the average
are from higher energy events. The method also assumes the value for the longgate is optimal,
at the position where the pulse returns to baseline, or if the pulse doesn’t return to baseline
within the acquisition windows then the maximum sample position is used.
5.1.2. Fourier Area Analysis
Through the evolution and development of the FAA algorithm, it was discovered that there is
an optimal integration limit. When Fourier transforming the raw pulse shapes, there will be
high frequency components found due to the noise in the waveform. This is best represented in
Figure. 5.2 where the integration limit, M, is demonstrated with the highlighted regions. The
cyan region offers a smaller area for PSD calculation whereas yellow offers a larger area for
distribution but risks including artefacts such as noise spikes. The results from the noise can
be seen at the 200th frequency sample; by having this limit, artefacts like this can be removed
improving PSD performance. Unfortunately in comparison to the CCM which can use an
averaged pulse to find the optimal gate, FAA has to be run over a data set whilst changing the
gate setting. This is likely due to the requirement of Fourier transforming the pulse for use in
the algorithm. For a set of data, the FoM can be calculated. This is then maximised using a
convergence method and cycling over M, this optimisation process, therefore, has an increased
computational overhead.
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dataset. The yellow with circle hatching and cyan and diagonal hatching fill areas are representations
for the area under the curves using different optimisation parameters. This region is the optimisation
parameter for FAA.
5.2. Algorithm Comparison
Every dataset obtained was analysed using all three algorithms: CCM, FGA and FAA. Datasets
for the Quad-C and Quad-J with 50Ω and 1Ω load resistor values were obtained using a 1 µs
record length. The 50Ω datasets did not return to baseline within the record length, therefore
another dataset using only the Quad-J was taken with an increased record length of 1.6 µs for
investigation of PSD performance. A total of 15 FoM datasets have been produced with the
combinations described above, Table. 5.1 compares the FoM at 500 keVee intervals. For each
dataset, the algorithm was optimised for the maximum PSD performance. For calculation of
FoM a band projection method was used rather than a threshold projection method due to
the high number of statistics in the datasets; these are compared in Figure. A.1. The threshold
method allows for fine changes in FoM to be identified and is not affected by changes in the
PSD centroid variation with energy. The double Gaussian fits for FoM gave χ2ν of over 2 for
energies below 1.5 MeVee using the threshold projection method, whereas the band projection
method consistently produced χ2ν of approximately 1 for energies 0.25-2 MeVee. The band
method allows the impact of curvature in the neutron and gamma regions of 2D histograms to
be reduced. Examples of the 2D histograms for each algorithm are shown in Figure. 5.3 For the
CCM and FGA algorithm the gamma region is at the top, whereas for the FAA algorithm the
gamma region is at the bottom of the plot, which is due to the way the algorithms are defined.
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Figure 5.3: Comparison of algorithm 2D histograms from the Quad-J 50Ω dataset.
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Figure 5.4: Algorithm FoM comparison for different SiPMs with 50Ω load resistor. The dashed line indicates the
3σ separation.
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SiPM Load resistor Record length Algorithm FoM at energy (keVee) threshold
(Ω) (µs) 500 1000 1500 2000
Quad C 1 1 CCM 0.760(7) 0.815(10) 0.864(15) 0.817(20)
Quad C 1 1 FGA 0.591(8) 0.786(9) 0.944(14) 1.000(10)
Quad C 1 1 FAA 0.677(7) 0.890(9) 1.030(10) 1.080(10)
Quad J 1 1 CCM 0.714(5) 0.797(7) 0.841(9) 0.883(10)
Quad J 1 1 FGA 0.690(5) 0.909(6) 1.010(9) 1.110(10)
Quad J 1 1 FAA 0.839(5) 1.100(7) 1.240(10) 1.390(20)
Quad C 50 1 CCM 1.059(5) 1.280(9) 1.400(11) 1.500(18)
Quad C 50 1 FGA 0.860(5) 1.030(8) 1.110(9) 1.210(15)
Quad C 50 1 FAA 1.020(5) 1.150(8) 1.210(11) 1.300(16)
Quad J 50 1 CCM 1.110(5) 1.410(9) 1.600(10) 1.730(20)
Quad J 50 1 FGA 0.939(3) 1.170(8) 1.320(10) 1.440(20)
Quad J 50 1 FAA 1.160(5) 1.410(9) 1.550(10) 1.640(20)
Quad J 50 1.6 CCM 1.077(4) 1.426(8) 1.640(12) 1.791(20)
Quad J 50 1.6 FGA 0.932(4) 1.218(7) 1.394(11) 1.491(17)
Quad J 50 1.6 FAA 1.244(4) 1.573(9) 1.765(12) 1.870(18)
Table 5.1: The figure of merit results for various circuits and algorithms.
5.2.1. FoM discussion, for 50Ω load resistor
5.2.1.1. 1 µs record length
The Quad-C and Quad-J datasets both showed the same general trend between algorithms
for the 50Ω load resistor detector configurations; a comparison for both SiPMs can be seen in
Figure. 5.4. The diamonds on the plots indicate the χ2ν for the double Gaussian fits used for the
FoM calculations, they are all around and slightly below one. This indicates that the errors are
overestimated. The errors per bin are
√
C, where C is the counts per bin. The contents of the
bins were of the order of hundreds of counts with central bins for the gamma region typically
in the region of 500-800. Therefore the projected bins granularity could be too fine, changing to
coarser increases the χ2ν to well above two indicating underestimated errors; consequently, it
reduced the FoM. Therefore the slightly fine granularity with χ2ν close to unity is the current
best fit.
The FGA algorithm performed the worst whilst the CCM performed best overall for both
SiPMs. For the Quad-C both the FAA and CCM produced the same FoM within error for
energies below 300 keVee, for energies larger than this the CCM dominated. In the case of the
Quad-J configuration for energies below 1 MeVee, the FAA algorithm had increased performance
in comparison to CCM. The CCM method was optimised using samples taken from higher
energy pulses and thus could bias the algorithm. Other shortgate values were tested, including
new samples from other energy regions. There was no evidence found that this performance
energy dependence arose from the sample data used. Therefore different algorithms may be
more suited for different energy regions. As this research is partly focused on applications
working in a mixed neutron and gamma field focusing on low energy events, this means that
the aim is to achieve a 3σ separation at the lowest energy possible in the plastic scintillator.
Therefore for the 50Ω set-up the Quad-J SiPM with the FAA algorithm is the most suitable.
5.2.1.2. 1.6 µs record length
The Fourier algorithms rely on an increased record length in the time domain to increase the
resolution in the frequency domain, from Equation. 3.28. Therefore, an increased acquisition
length should improve the algorithm performances. Only the Quad-J was chosen for this
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Figure 5.5: Comparison of FoM for different data acquisition lengths for Quad-J 50Ω data. The data using the
1.6 µs is shown by the dotted line, whilst the longer 1 µs record length is denoted by the solid line.
measurement as it had already performed above the Quad-C with the 1 µs record length. The
results reported are with a record length of 1.6 µs; despite this increased length the pulse decay
did not return to baseline.
The outcome of increasing the record length is shown in Figure. 5.5; although not shown
the χ2ν values were also around one for the FoM double Gaussian fits. The same is observed
for FGA, where the algorithm offers the worst performance with the hardware configuration
and data acquisition set-up. The CCM showed little to no improvement, for energies above
1 MeVee the performance increased was within 2σ of the errors when compared to the 1 µs
measurements. Whilst energies below the 1 MeVee threshold decreased with increased record
length within error. Although the longer record length provides more data points for the CCM
to operate, the reason for the little improvement in this scenario is due to the pulses getting
close to baseline where noise can impact the long slow decay time constants.
The longer record length enhanced the performance of the Fourier based algorithms. The
FGA algorithm saw small improvements for energies greater than 1 MeVee. In comparison, the
performance of the FAA, which was comparable to CCM at 1 µs within error, saw the FoM rise
for the longer record length. The point at which the algorithm passed the 1.27 FoM threshold
lowered from 750 keVee to 500 keVee. Therefore the higher resolution Fourier transform due to
the increased record length directly aids and further optimises FAA. As the algorithm calculates
the area in the Frequency domain, the additional frequencies present lead to an increased PSD
performance. The shortcoming of longer record lengths is a rise in the likelihood of pile-up
events in the signal. Even for this increase of 0.6 µs, pile-up was observed. These events had
to be detected in the processing code and subsequently removed before PSD algorithms were
applied. The code found the pile up events by checking that the pulses were monotonically
decreasing after the triggered rise time. If the pulse had local monotonically increasing regions
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above 5 % significance, the pulse was flagged and removed from the dataset.
5.2.2. Fast pulse shaping (1Ω load resistor 1 µs record length)
Altering the load resistor from 50Ω to 1Ω in the circuit allows for fast pulse shaping to occur.
The time constant of the 1Ω circuit should be closer to the recovery time of the SiPM. Figure. 5.6
compares the pulse shapes of both Quad-J and Quad-C using both load resistors. The 50Ω
circuit produces pulses with duration of approximately 1200 ns whereas the 1Ω is around 80 ns.
This makes the fast pulse shapes from the 1Ω applicable for use in a high rate application.
The amplitude of the 1Ω pulses are larger as they are passed through an amplifier1, to utilise
more of the dynamic range of the digitiser. Passing the signal through amplifiers can cause
issues; for example, Figure. 5.7 demonstrates the impact on a 2D PSD histogram from adding
the same amplifier to the 50Ω circuit. The cause of this effect is from additional time constants
from the rise time and bandwidth of the amplifier in the output signal. The comparison plot,
in Figure. 5.6, is of a 622 keVee pulse. Each dataset was individually calibrated and it can be
seen that the Quad-C produces lower amplitude pulses than Quad-J for the same energy. The C
series has a longer recovery time constant than that of the J series; this is most clear for the 1Ω
dataset. The J series data returns to baseline at ∼ 210 ns whereas the C series is at ∼ 350 ns; the
tail in this pulse has a larger decay time. In Figure. 5.6, if the amplitudes of the 50Ω data series
were identical, the J series can be visualised to return to baseline quicker than the C series.
The FoM results for the 1Ω circuit are shown in Figure. 5.8. The FoM is lower than the 50Ω
results, this is expected as the pulses last ∼ 80 ns of a 992 ns record length; this only represents
a small percentage of the total of where the algorithms can operate. The overall performance
1Full details regarding bandwidth and gain can be found in Section. 4.1.1.
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Figure 5.6: Comparison of pulse shapes from different detector configurations. All pulses selected match 662 keVee
via their respective calibrations and thus have areas which correspond to this area.
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Figure 5.7: Example of altered FoM shape from amplified pulses from Quad-J 50Ω detector system with ZFL-
1000LN+ at 12 V. The pulse shapes have additional time constants convoluted from the amplifier. Due
to bandwidth properties of the amplifier, the time dependence is altered based on the pulse height. The
pulse height relates to the energy therefore this is the origin of the curvature in the lobes. An ideal
amplifier with infinite gain only the magnitude of the pulse would increase.
trend of algorithms is different from that of the 50Ω circuit. In the 1Ω datasets the CCM
performs worse than the Fourier algorithms. This is due to the shorter pulse lengths as the
CCM operates in the time domain, reducing the pulse length will lower performance. However,
a side effect of this for this particular algorithm means that the Quad-C achieves higher FoM
than Quad-J for lower energies as seen in Figure. 5.8(c) due to its longer recovery time, although
the CCM algorithm never passes the 1.27 threshold with this circuit configuration. The Fourier
algorithms are not impacted in this way as the algorithms apply the FFT from the pulse peak to
the end of the record length, therefore as long as the waveform is not noisy after returning to
baseline higher frequencies will be less present. Substituting N = S · t into Equation. 3.28
∆ f =
S
N
=
S
St
=
1
t
, (5.1)
shows the frequency resolution, ∆ f , is the inverse of the transform signal length, t. As the
record length is not lowered there is no reduction in ∆ f .
The FoM trend between the Fourier algorithms for the 1Ω data is still the same for the 50Ω,
with FAA producing higher FoM than FGA. The FFT of pulses from both circuit designs are
shown in Figure. 5.9 in the top three plots.
The bottom plot in the figure features a simulated theoretical pulse shape. The pulse has
been produced using the pulse shape information provided from the original FGA paper by
Liu et al. of an EJ-301 liquid scintillator. This information was passed into Marrone’s model
that describes liquid scintillator pulse shapes and was used to replicate pulses with a 2 ns
digitisation interval [45]. The FFT of this pulse data shows a large difference in the gradient;
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Figure 5.8: Algorithm FoM comparison for different SiPMs with 1Ω load resistor. The dashed line indicates the
3σ separation.
therefore, this is linked to the decay times of the liquid scintillator pulses. The time constants
for EJ-301 are quicker and the difference between the neutron and gamma are greater, therefore
this is why the paper showed promising results for the FGA algorithm.
The different frequency resolutions displayed in the plots are due to the pulse alignment
and subsequent cropping required for the averaging process used to create the pulses. For the
1Ω data it is difficult to differentiate between the FFT frequency amplitudes of neutron and
gamma pulses from approximately 50 MHz. Whereas for the 50Ω data the differences between
the FFT of the pulse reduces significantly after 2 MHz. This is where the performance increase
trends for the Fourier algorithms arise.
The relative performance between FGA and FAA can be seen in the FFT of Figure. 5.9. The
optimal gradient difference as stated for the FGA algorithm definition is for the lowest sampled
frequencies; this is the case across all transformed pulse depicted. Therefore this algorithm
only uses a small fraction of the transformed pulse. The differences between the transformed
pulses extends to the other frequency components, thus the FAA utilises these. Subsequently,
the contribution from these additional differences allows for a greater degree of discrimination
between pulse shapes.
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Figure 5.9: Pulses and Fourier transforms used for calculation of PSD algorithm parameters. The first three plots
are averaged pulse shapes from experimental data using the Quad-J SiPM, whereas the last is from
using Marrone’s pulse model and parameters from the Liu paper [45]. The star (*) denotes that the
pulses have been concatenated from their full acquisition time for processing as they reached baseline
within this window.
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Liao and Yang compared the FGA algorithm to the CCM using EJ-299-33 with a SensL
C-series SiPM and their results showed significantly higher FoM for FGA [98]. The results taken
using the detector system in this chapter agreed with this for the 1Ω series and not the 50Ω. In
conclusion, algorithms should be selected based on the hardware configuration to gain optimal
FoM performance.
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6. Physics Simulations and
Modelling
6.1. Overview of simulation codes
There are a wide range of Monte Carlo (MC) ray-tracing simulation software packages available
for optical modelling. However, there is a major drawback as most are used for lens design and
not for scintillation light transport. In addition to this, most of the optical modelling packages
do not facilitate the generation of the radiation interaction events that cause the scintillation
light to be emitted. Instead the origin of the light is simulated as a point-like event, which has
been demonstrated in a paper by Danevich et al. using Zemax optical modelling software [146].
To correctly model the generation of scintillation from an interaction event from a particle,
a physics MC package is ideal. Well known packages include CompHEP, FLUKA, Geant,
MCNP, EGS, SRIM, PENELOPE and PYTHIA [147–153]. The disadvantage of many of these
MC simulators is that they are designed for High Energy Particle Physics (HEPP) and therefore
are not ideal for simulations at low energy, this is because at high energy certain processes can
be ignored such as molecular interactions. Further to this most HEPP packages, therefore, do
not provide optical modelling support, however, in the case of Geant and MCNP both have
shown the ability to model this area by various groups. A few example cases are shown below
including detail on the packages used for simulating optical photons in scintillators.
6.1.1. MCNP
The Monte Carlo N-Particle Transport Code (MCNP) is a software package developed by Los
Alamos National Laboratory for simulating nuclear processes. The software is written in Fortran
90 and runs in Linux. It has primarily been used to simulate nuclear events such as fission;
therefore, when used to simulate optical photon transport in scintillators, it has been paired
with other Fortran packages such as PoliMi [154] which can simulate the optics requirements.
However, recently a new version MCNP6 [149] has been developed which is a merger of MCNP5
and Monte Carlo N-Particle eXtended (MCNPX). The MCNPX was a separate version of MCNP
which simulated particle interactions. Now that it has been merged with the main branch of
MCNP, optical photon interactions and transport can be modelled. The new version has shown
good results which compare with experimental results when used to model scintillators [155].
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6.1.2. Zemax
Zemax is a ray-tracing optical modelling software package for Windows which uses ray tracing
to analyse complex optical systems. This software has been used to model a scintillator by
Danevich et al., their results showed good experimental constancy of within 10 % and also
demonstrated improved performance in comparison to Geant4 [146]. Unfortunately, Zemax
has a few shortcomings including how light is generated; the software can use volume or point
sources to imitate the radiation interaction. This limits its effectiveness for PSD modelling as
it lacks the initial input of particle type. This could be overcome by seeding points with a
pre-simulation from another physics simulator such as MCNP or Geant4, however, with both of
these simulators now incorporating optical modelling, this seems unnecessary.
6.1.3. Geant4
The Geant MC simulation software has been in development for many years. Originally
standing for GEneration ANd Tracking in 1970 for Geant1, the acronym is now GEometry
ANd Tracking. Geant3 became very popular for early particle simulations and was written in
Fortran. The most recent iteration of the popular simulator is Geant4 [156] which is written
in C++ and is object orientated. Geant4 is a toolkit used to simulate the passage of particles
through matter and handles geometry, physical processes and particle interactions.
The code originally developed by CERN was used to model HEPP, however, it has been
further developed to become the leading simulator for high-energy, nuclear and accelerator
physics. There is further development in space science and medical physics, in the case of
medical physics GATE, a front end for Geant is commonly used.
Optical photons were introduced in Geant3, the optical processes have been further refined
throughout the development of Geant4. Since the release of Geant4 version 10, the scintillation
model has been upgraded such that pulse shape discrimination can be modelled [157]. Liquid
and plastic scintillators have been simulated using these versions of the toolkit and the new
PSD physics model has also demonstrated promising results for material such as EJ-301 and
EJ-299 [158–160].
6.1.4. SiPM Modelling
Apart from accurately simulating the transport and interaction of optical photons, the photode-
tector response can also be modelled. Most physics MC simulators have this ability built in
to show responses from common detectors such as photomultiplier tubes, although they do
not include current technology in active development such as SiPMs. Geant4 has the ability to
model and create detectors including electrical response and output. In the case of SiPMs, a
group has created a toolkit which provides this functionality known as G4SiPM [84]. The toolkit
has models for both Hamamatsu and KETEK SiPMs built-in along with the ability to create
custom SiPMs such that models from other manufacturers can be simulated. The toolkit also
takes into account noise models including optical crosstalk and thermal noise, which is useful as
thermal noise is also amplified by environmental factors. In conclusion, this means the devices
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could be modelled in different circumstances, for example in a radiation hard environment and
operational performance at various temperatures.
6.2. Geant4
6.2.1. Introduction
Geant4 relies on the Monte Carlo method to produce simulations of particles due to the
stochastic nature of particle interactions. The MC method is an extensive range of computational
algorithms, designed to produce numerical results from repeated random sampling. The
solutions found are thus approximate, as they rely on random variates or random processes.
Therefore the error on the approximation can be made such that it is smaller than a certain
value with a distinct probability [161].
Within Geant4 particles travel in discrete steps, where they can go through numerous
interactions along the way. Cross-sections are derived from experimental data for each particle.
These are then sampled to produce step length and the probability of the type of interaction to
occur.
6.2.2. Structure
As Geant4 is a C++ toolkit, the assembly of a simulation has to be performed by the user. By
design, Geant4 follows the Booch object-oriented methodology allowing the codebase to be
modular [162]. This creates a wide range of libraries in the form of classes for the user to create
a simulation application. Geant4 has been used across many disciplines from space systems,
particle physics and to medical physics. The toolkit has even been extended to model radiation
damage to biological systems at the DNA scale using G4DNA.
The flexible nature of Geant4 means a variety of simulations can be built; however, they still
require some basic building blocks. All applications developed with the toolkit must contain
the following components:
main
Although never directly called main1, this file takes the role of main method in a standard
C++ program, which designates the start of a program. The code gathers relevant libraries
to help build and initiate the simulation. The G4RunManager which controls the overall
management of the program is initiated at this point.
DetectorConstruction
This class is built by inheriting the concrete base class G4VUserDetectorConstruction.
This file constructs the detector geometry and materials used for the simulation. The
geometry of the detector is typically defined using primitive solids such as rectangular
cuboids and spheres, which improve running efficiencies of the code. These solids
are combined to produce an approximate likeness of the detector. Computer Aided
1This file is normally called the name of the simulation. For example, if the simulation was of a 3He detector the file
might be named he3.cc.
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Design (CAD) models can be imported to match precise geometric details but this costs
additional processing time during simulations. The stoichiometry of the materials is also
defined within this section, moreover, predefined materials using the National Institute of
Standards and Technology (NIST) database are available.
PhysicsList
Derived from G4VUserPhysicsList, this is used to select the physics lists to be enabled.
Physics lists contain particle definitions and their relevant processes. Different models
are used to describe the particle systems and are selected here based on factors such as
the energy of the interacting particles. The models can be analytic, semi-empirical or
driven by experimental data stored in a Look Up Table (LUT). Particle production cuts
are defined in this section, unlike other MC transport codes where the cuts are based on
energy Geant4 cuts the particles based on step length.
PrimaryActionGenerator
Controls the generation of the initial primary particle(s). The position, momentum, energy
and type of particle is set in this class, amongst other parameters. The primary particle
can be a point source or a more complex source such as a beam or decaying unstable
element.
When a simulation built on the Geant4 framework is started, a run is initiated with an
instance of G4Run defined. At the start of a run the detector geometry, magnetic and electrical
fields and other environmental parameters are generated and locked in, which cannot be altered
during the run. A run is populated with G4Event objects: these are created with each new
event and the number of events can range from one to many. Each event is started when the
GeneratePrimaries method is called in the PrimaryActionGenerator. The particles generated
from this method have an initial vertex location. From here the particle transverses through
the different volumes based on the initialised geometries and fields. Whilst passing through
the media, interactions can occur generating secondary particles. The path by which the
particles travel are defined as a track (G4Track) and the track is divided into steps with start and
endpoints. The track object details the particle type and properties whilst each step (G4Step)
provides delta information between two points. When presented to the screen using a graphical
interface, these are wrapped in a trajectory object, as demonstrated in Figure. B.1. If the particle
passes through a boundary, for example, from one material to another the start and endpoints
are defined between the two media for the step. Otherwise, the step length is determined by the
available physics processes, the one with the shortest step length is picked. This is the reason
why Geant4 uses a step length production cut for particles rather than energy. If the process
ends in the termination of the particle or the step length is less than the threshold the active
status of the track is killed and the particle is no longer propagated.
Further to the mandatory class, the user can create action classes. Action classes allow
the user to control Geant4 at various points during its operation. These include: RunAction,
EventAction, StackingAction, TrackingAction and SteppingAction. The important ones
to note are RunAction, EventAction and SteppingAction. Where RunAction controls the
beginning and end of the simulation. This can be combined with the G4Analysis header file
to set up an output ROOT or CSV file, as an example [163]. EventAction is used on an event
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by event basis and is often used to populate output data files. The SteppingAction manages
what occurs at the smallest increments within the history of the particle and allows the user to
analyse particles at these points.
The role of a simulation is to imitate a physical system, therefore recording output infor-
mation is vital. Inside the simulation, there are geometries or regions referred to as scoring
regions. These gather or score the information from a particle or its interaction. The information
collected is referred to as hits. Geant4 provides two methods to gather the hits: primitive scorers
and sensitive detectors. Primitive scorers collect one quantity per event, for example, it may
measure just energy deposited or count the number of photons generated in a scintillation
process. Geant4 provides a set of commonly used primitive scorers, although users can create
their own if desired. Conversely sensitive detectors are a system of scorers and hit classes
defined by the user. The hit classes can collect multiple quantities and perform analysis before
writing to memory.
6.2.3. Optical modelling in Geant4
To model a detector scintillation detector with neutron-gamma discrimination, the optical
physics processes within Geant4 need to be enabled. In Geant4, optical photons are a special
type of particle and differ from the higher energy gamma and X-rays. The higher energy
counterparts only have the photoelectric effect, Compton scattering and pair production enabled.
For the lower energy optical photons, Rayleigh scattering, Mie scattering, bulk absorption as
well as reflection and refraction processes are implemented. This is because the cross-section of
these processes becomes relevant at the smaller energies. Optical photons are a special type of
particle class in the Geant4 framework and there is no easy conversion between them and the
gamma class.
Optical photons and their associated processes and properties are enabled by adding
G4OpticalPhysics in the physics list. This list also includes Cherenkov and scintillation settings,
the parameters for both are empirical and entered in by the user and are currently not found
within Geant4 data files. The optical properties that are inserted all must be a function of the
energy of the photons. The current scintillation model takes the input parameter of scintillation
light yield (Y[photons/MeV]) which generates photons during a scintillation event based on
the energy deposited (eDep). Depending on the mean number of photons generated n¯photons,
the random sampling distribution changes:
n¯photons = EeDep ·Y (6.1)
nphotons =
Poisson(λ = n¯photons) if n¯photons ≤ 10Gaussian(µ = n¯photons, σ = κ ·√n¯photons) otherwise (6.2)
The Gaussian distribution is a good approximation to the Poisson distribution when the
mean is large enough, the Gaussian function includes an additional parameter κ defined as
RESOLUTIONSCALE in Geant4. The developers refer to this as the “fudge factor" and is used to
match the simulation resolution to the empirical data [164]. The current version of Geant4
allows for two decay time constants to be set and they both have the option to have associated
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rise times. For each time constant, the photons’ emission time is sampled from the following
distribution
L = e−
t
τD · (1− e− tτR ), (6.3)
where τD and τR are the associated decay and rise time constants for the fast or slow mode.
The proportions between the fast and slow components, i.e. A and B in Equation. 3.6 is given
by a parameter YIELDRATIO. For example, if the value is set to 1 then only the fast distribution
is sampled, whereas 0.5 means that there is a 50-50 split between the two distributions. The
photons generated from the scintillation event are a function of the energy lost per step within
Geant4, this results in an even distribution of photons along the incident particle’s track and they
are also emitted isotropically [165]. Many parameters for optical photon properties are set in the
MaterialPropertiesTable. Properties such as wavelength shifting absorption and emission
energies, scintillation time constants amongst others are assigned on material by material basis.
An important note about optical photons is that they are do not obey the internal conservation
of energy rules in the software. When the optical photons are generated from the scintillation or
Cherenkov effect processes they are randomly sampled from the energy/wavelength emission
distribution from the material. Therefore their energy cannot be tallied to reveal the original
energy deposition.
6.2.3.1. Surface interactions
Geometric objects in the DetectorConstruction class can be assigned an optical surface, such
that when an optical photon transverses into or out of them a boundary interaction takes place.
The possible interactions are transmission/refraction, reflection and absorption. There are two
ways to apply these to the volumes either by a border or skin surface. The border surface type
requires there to be two physical volumes placed adjacent to each other both with their material
refractive index set in MaterialsPropertyTable. On the other hand, the skin type creates a
virtual wrapping around the material; for example, if the scintillator was painted with a TiO2
reflector. The skin type applies this to all outer surfaces of the volume. In comparison the
border surface allows different faces to have different reflector properties.
From Geant4 v10.4 onwards there are four physics models which can be used for boundary
interactions; GLISUR, UNIFIED, LUT and LUT Davis. GLISUR is the original surface model
from Geant 3.2.1 and LUT Davis is a new model introduced in Geant4 v10.4 that uses empirical
data for sampling probability outcomes of processes, further details for these two can be found
in reference [166]. The UNIFIED model is used for all simulations in this document. This model
was developed to simulate reflectors and surface finishes for scintillators [167]. The model is
very versatile, selecting a surface interface type, finish and associated probabilities of component
properties such as reflection. The interface types are dielectric-metal and dielectric-dielectric Where
the former considers the case only for reflection or absorption, this describes metallic objects.
In comparison, dielectric-dielectric boundary allows refraction, Fresnel reflection and TIR.
The finish types describe the reflection options available related to surface roughness. A
smooth surface is referred to as polished and a rough surface as ground, where the former
provides a specular dominated reflection and the latter a mixture of specular and diffuse
reflections. Depending on the finish type selected the reflection model operates either with a
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(a) UNIFIED model reflectance and transmission op-
tions.
(b) Surface roughness definition in the UNIFIED
model. The teal line is the facet surface normal
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Figure 6.1: Diagrams outlining the options related to the UNIFIED boundary process model. In (a) the reflection
options can have individual probabilities these are denoted by CXX, whilst R and T are the overall
probabilities for reflection or transmission. The micro-facet distribution shown in (b) is Gaussian
distributed N(0, σ2α). The roughness parameter α is defined as the angle from the surface normal to the
micro-facet normal.
global normal or an average micro-facet normal, this is described in Figure. 6.1. The normals
of the micro-facets, nˆFacet, are Gaussian distributed about α to the average surface normal
nˆAvg with a spread σα which is user-defined. The probability of reflectivity R is set by the
user when applying the selected G4OpticalSurface, this is energy-dependent and therefore
can be adjusted to change on wavelength. This controls the overall probability, the types of
reflection available have individual probabilities. Depending on the finish selected they are
either predefined at 100 % for certain finishes or designated by the user. An overview can be
found in Table. B.1. Figure. 6.1(a) demonstrates the types of reflections available, these are
representations of the reflections described in Section. 2.4.2.1. The different types of reflection
can have their individual probabilities set in relation to the photon energy. The four types of
reflection available in the UNIFIED model are:
Specular spike - Describes the probability of reflection about the average surface normal.
Specular lobe - This reflection type expresses the reflection probability about the normal of
the micro-facets.
Diffuse lobe - The probability that a diffuse reflection occurs described by an internal Lamber-
tian reflection. The average surface normal is used for simulations.
Backscatter - For the cases that an optical photon is reflected multiple times through deep
micro-facet groves. Resulting in the photon travelling back in the direction it came from
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Figure 6.2: UNIFIED back painted settings. If the photon is refracted at the first interface then it is virtually
reflected in the additional medium either as specular or diffuse.
[157]. The average surface normal is used in calculations.
The transmission of a photon is also simulated using UNIFIED, the refraction angle is
calculated using the average surface normal. The UNIFIED model includes the flexibility to
model wrapped surfaces with an air-gap, these are referred to as back painted. It creates a virtual
medium with a refractive index, nv. Along the ni-nv boundary, is where the surface-roughness
is applied. Then at the micro-facet normals generated from the surface-roughness is where the
probabilities for each reflection type are applied to the incoming photon. If refraction occurs
into the virtual medium, then the photon is reflected within this medium, and depending on
the setting, one of two reflections will occur. The settings are shown in Figure. 6.2 with polish
indicating a specular mirror reflector and ground a perfectly diffuse reflector. This method
allows for higher-order effects to be passed onto the optical photon.
6.3. Verification of Geant4 models
Before creating a Monte Carlo model of a scintillator with pulse shape discrimination properties,
simpler simulations were designed for validation testing. The initial validations presented in
this section involve testing the inputs given to Geant4. This also provides a base for which
parameters need to be measured such that the empirical optical model can be generated. In this
chapter, simulations were carried out using Geant4 v10.3.1 and used the QGSP_BERT physics list.
One of the first simulations performed was an investigation into the linear gamma-ray
attenuation in lead (Pb). This was produced to verify the Geant4 installation and test a simple
process, easily replicated in a laboratory. The simulation consisted of a CsI block measuring 2 m
× 2 m × 10 cm, with a 2 m × 2 m piece of lead of varying thicknesses facing a gamma point
source. The size of the system was chosen to mimic an infinite sized detector. The CsI block was
set to a scoring region. A sensitive detector implementation was chosen rather than a primitive
scorer as it would provide more adaptability in future if required.
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Figure 6.3: Linear attenuation length calculation for lead.
A 662 keV gamma-ray point source was directed at the detector system. The generated
gamma rays then entered the system and deposited energy. The lead sheet in front of the
detector was incremented in 2 mm steps from 0 to 10 mm. Full energy deposited events within
the scintillator were tallied with 100,000 events per lead thickness. Plotting tallied counts against
thickness revealed an exponential trend that followed Equation. 2.12, this is shown in Figure. 6.3.
The NIST XCOM database provides values for the linear attenuation of gamma rays within the
lead. This database gives an attenuation coefficient µ of 0.14 mm−1 and 0.09 mm for 600 keV and
800 keV respectively [168]. The value found via the simulation was 0.118± (1.7× 10−4) mm−1
for 662 keV, which falls within the interval as expected. This verifies the install and that an
appropriate physics list has been enabled containing the relevant particle interaction processes
for this energy region.
6.3.1. Decay time and pulse construction
Pulse shape discrimination relies on scintillators emitting light with different decay times based
on the particle. For this reason, monitoring the simulated pulses decay time is crucial. To
generate a pulse from the simulation, a sensitive detector region is placed at one end of a
scintillation material block. Due to the way optical photons are handled within Geant4, the the
photons were recorded as hits via a stacking action class rather than using the built-in sensitive
detector scoring. This enabled more control over what was allowed to be triggered as a hit. In
addition, this method also prevented energy deposited errors as the optical photon backend in
Geant4 does not obey energy conservation. This is one of the peculiarities within Geant4 and
why there is no smooth transition between gamma, x-ray and optical photons in the toolkit.
In the simulation, a gamma-ray interacts and deposits energy into a NaI(Tl) scintillator
and generates optical photons. The time of arrival of optical photons transmitting from the
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Figure 6.4: Construction of a time pulse for NaI(Tl) detector. In addition, a single exponential has been fitted to
the pulse shape to reveal a decay of 251± 2ns which is within the error of the accepted value of 250 ns
for NaI(Tl).
scintillator into the sensitive detector region is recorded. The initial time t0 is set to the first
photon interaction, then all further photons have times relative to this. A histogram of the
time of arrival of the photons is shown in Figure. 6.4. A single exponential trend can be
observed and a fit can be performed with a corresponding decay time of (251± 2) ns. The
NaI(Tl) was assigned a value of 250 ns and the simulation output is within error. This is pseudo
pulse generation, the integral of the pulse gives data comparable to pulse area analysis in
experimental data. The photodetector electronic system and response function have not been
convoluted with this result to simplify the data being analysed.
6.3.2. NaI simulation
To verify the scintillation code and pulse shape creation a Scionix 51B51/2 NaI(Tl) scintillator
was modelled and compared to experimental data. The experiment featured standard laboratory
point sources placed 10 mm from the NaI(Tl) crystal; the height and diameter of the crystal both
measured 51 mm. The crystal was encapsulated in an aluminium container measuring 75 mm
long with a diameter of 58 mm. The optical readout was via a glass window in the container
coupled with optical grease to a PMT; this is where the simulation differs. The interface between
the glass and scintillator is where the optical photons were collected in the simulation, no glass
window, grease or PMT were modelled. This reduced the complexity of the model. Parameters
used in the materials properties table for NaI(Tl) are listed in Table. 6.1; the housing reflectivity
was set to dielectric-metal with a polished finish. In the model point sources were simulated
using G4RadiactiveDecay and generated with G4ParticleGun. An example of generating a
241Am source is shown in Snippet. 6.1. When using this generation method it is important
to make the source stationary; this is done by setting the energy to zero as is seen on line 3,
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Parameter Value Reference
Scintillation yield 38 photons/keV [169]
Refractive index 1.786 to 1.839 (Wavelength dependent) [170]
Bulk absorption length 2 m -
Resolution scale 0.8 -
Fast time constant 250 [169]
Yield ratio 1 -
Table 6.1: NaI(Tl) modelling parameters. Resolution scale has no reference as it is a user tuned parameter and the
yield ratio was set to one as only one time constant was simulated.
Source χ2ν
241Am 2.98
137Cs 2.89
60Co 1.67
22Na 6.78
Table 6.2: Test statistics for simulated NaI(Tl) data. The degrees of freedom was taken as ν = N − p, where N
was the number of bins and p the number of free parameters changed during the simulations to match
the experimental data. For the simulation, N = 1003 and three parameters which were altered for
refinement were the physics list, reflection model and resolution scale of the optical photons.
otherwise, the spectra can become skewed. Setting the energy means that the ion has an initial
kinetic energy, this is convoluted through into the decay products leading to skewed energies.
1 /gun/particle ion
2 /gun/ion 95 241 0 0
3 /gun/energy 0 keV
4 /run/beamOn 100000
Code snippet 6.1: Simulated source generation example.
Figure. 6.5 compares the experimental data with different simulation outputs from four
gamma sources. The grassy nature of the simulation is down to low statistics. On average
20,000 pulses per source were analysed for the simulation compared with the experimental data
with 500,000. The experimental data had a live time measurement of 300 s, the simulation was
seeded with 100,000 gamma events but only a small proportion interacted and generated more
than 100 photons which was an internal threshold in the simulation for triggering. Simulating
optical photons in Geant4 is CPU intensive, this is because the process is not currently ported
to a GPU which would reduce computational overhead. Two data outputs were collected in
the simulation; the energy deposited from the gamma-ray in the scintillator, independent of
the optical photons and the time of arrival of optical photons. The former is how scintillators
are usually simulated within Geant4. In the figure, this data is shown twice, once as raw
(green) and the other with a Gaussian smear (blue) applied to match the experimental detector
resolution. The smear applied randomly samples the energy from a Gaussian distribution
with a mean of the energy deposited (EDep) and standard deviation of A
√
EDep which imitates
the resolution of a scintillation detector. The optical photon arrival times were used to create
pseudo pulse shapes as per Section. 6.3.1, the calculated pulse area were used to fill a histogram
to create the spectra (orange).
In the experimental data for 137Cs, 60Co and 22Na backscatter peaks can be observed. These
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are from the gamma rays scattering with external media such as the PMT and workbench which
were not included in the simulation. Therefore these features are missing in the simulated
spectral output; this is most noticeable in the 60Co at ∼ 200 keV. Both the simulated energy
deposition and optical photons show good agreement across the source spectra. A reduced χ2
statistic was defined as
χ2ν =
1
ν∑i
(Si − Ei)2
σ2Sim,i + σ
2
Exp,i
, (6.4)
where S and E are the simulation photons and experimental data with i being the histogram
bin and ν is the degrees of freedom. This χ2ν statistic provides a metric for analysing if the
simulation represents the experiment; a value close to unity indicates a good match. The
statistic found for each of the sources is found in Table. 6.2, all of the values are above one
indicating the model is not an exact match, this is partially because the experiential spectra
includes backscatter peaks from housing and other items in the laboratory environment.
The left-hand side of emission peaks in the optical photon data show additional edges
and features, which is easiest to see in the 1173 keV emission of 60Co. The cause of this is
likely due to the optical model not being perfectly matched. The 22Na simulated data shows
a discrepancy between the peak ratios of the 511 keV and 1274 keV. 241Am extra peaks from
daughter nuclei occur over a long lifetime and therefore would not normally be observed in a
300 s measurement. This is due to an issue with the radioactive decay module within Geant4,
which simulates the daughter products as well as rare events, an emission can occur once per
simulated event.
The radioactive decay module is not used in future simulations in this thesis. This is due to
an issue the module causes in the generation of pulse shapes. When the radioactivity decay
code simulates the source, the time taken to emit the radiation is also included. The time
scales of emission can be on the order of years, which is several orders of magnitude above the
propagation time of light through a scintillator system that is on the scale of nanoseconds. The
larger time scale consequently causes the time unit to shift as the data type would otherwise
overflow. This leads to pulse shapes with a coarse binning of time of arrival and thus a loss
in precision. For example, if the particle gun fires a pure gamma with energy manually set,
then the arrival time precision is over five decimal places for the ns time scale. In contrast,
when using the radioactive decay module, the arrival time value has zero decimal places and is
rounded. This is how the floating-point precision is lost due to the bit shifting of the double
data type within Geant4 from an increased time scale. Therefore this module cannot be used
when investigating the light transport within scintillators as precision can be lost.
6.4. Empirical data for modelling
Geant4 allows for the quantities to be wavelength dependent such as reflection and refractive
index, therefore an input parameter for the emission spectra is a property that can be set for a
material. The emission spectra can be applied for the two decay components available in the
G4Scintillation code; fast and slow. If there is only one component present the other does not
have to be set. Equally, if the emission spectra are identical for both decays they are set to the
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Figure 6.6: Generation of NaI(Tl) emission spectra input for Geant4 simulation.
same. The parameter for the emission spectra is set via the FASTCOMPONENT and SLOWCOMPONENT
in the MaterialsPropertiesTable which is unique to each material declared within Geant4.
The data points entered into the property settings are used to generate an emission spectrum.
The points entered must be a function of energy and not wavelength. This requires data from
suppliers or data acquired from spectrometers to be converted as the majority of the time it
is defined in terms of wavelength. It is important to note that Geant4 generates the spectrum
by interpolating the mean of two consecutive points. This creates a spectrum in the style of a
histogram. Therefore increasing the number of data points, determines the resolution. A Python
script was developed to predict a Geant4 response based on the number of data points, which
is demonstrated in Figure. 6.6. The current design of this Python script has equally spaced data
points and has scope to be developed further to have variable bin width thus allowing regions
where there are peak emissions to have high granularity and regions where emission intensity
is constant to be coarse.
6.4.1. Measurement of scintillation emission spectrum
Emission spectra acquired using the set-ups described in Section. 4.4.4 were used in the creation
of simulation models of EJ-200, EJ-299 and EJ-276. A comparison of the PSD capable plastics
emission spectra is shown in Figure. 6.7 where luminescence has been induced from three
sources. Using Figure. 6.7(d) all three scintillators have similar emission spectra as they are
all PVT based and the fluors are likely identical for the plastics but with different percentage
loadings corresponding to a minimal impact on the emission spectrum. EJ-270 is 6Li loaded;
this changes the cross-section and is therefore unlikely to change the emission spectrum. EJ-
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Figure 6.7: Ratio between 440 nm and 460 nm peaks for different scintillators using various excitation sources.
276 is the successor to EJ-299 and therefore it is likely not much has changed between the
versions as their properties in the datasheets hardly differ [66, 137]. Furthermore, the intensities
between the three materials is not as expected, EJ-270 is supposed to have 31 % light output
when compared to anthracene, whereas EJ-299 and EJ-276 are stated to have 56 %. All three
scintillators share the same dimensions, therefore, it is unlikely to be a percentage illumination
issue. The discrepancy between EJ-299 and EJ-276 is the most startling, the cause is likely to
ageing as the other two pieces are around a year from purchase whereas EJ-299 is from a few
years before. Some of the EJ-299 scintillators within the laboratory now show a yellowish tinge,
thus there is a possibility the material has degraded in the environment and which could impact
the light output.
In the first three sub-figures, it can be seen the different sources that are used to induce
luminescence have different emission spectra. The emission domain remains the same with a
similar spectral shape but the ratio between the 440 nm and 460 nm peaks are different. The
radiation sources are all photons but at different energies and therefore this could be one cause.
However, the 405 nm Photoluminescence (PL) laser was used for testing this hypothesis the laser
was switched from continuous mode to pulsed mode. In pulse mode, the laser was only on
for a fraction of the total integration time of 400 ms. By changing the amount of time the laser
was live, alters the effective energy. The results showed the ratio decreasing with increasing
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live time, although this was all within error and therefore was a null result. The exact cause
of this difference in spectral shape is unknown. Although this could relate to Spectral Shape
Discrimination (SSD) where the radiation interaction has a different energy density along its
track. Applying optical filters to the light collection device such as a PMT therefore could
improve PSD if an emission wavelength is found to be unique or a larger percentage of emission
for the radiation of interest.
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7. Plastic Scintillator
Simulations
The following chapter explores large scale plastic scintillators in a simulation environment
using Geant4. The focus of these simulations is the light transport dynamics within the material.
For this ideal detector systems have been simulated. Input parameters have been chosen based
on literature and knowledge transferred from the development of the NaI(Tl) simulation from
the previous chapter in Section. 6.3.2. All the simulations are derived from the optical physics
LXe example from Geant4 v10.4.
7.1. Scintillator cube simulations
The simulations in this section involve optical photons generated from G4Scintillation based
on an initial gamma interaction, an example can be seen in Figure. 7.1. The simulation used
the custom physics list found in the LXe example for the interaction of the gamma emission
from the source, moreover the G4OpticalPhoton was added for optical photon transport. The
gamma source was simulated using G4ParticleGun and energy set to 662 keV thus replicating
a 137Cs source. The cube of EJ-200 had variable side length such that different sizes could be
simulated. The cube of scintillator was simulated inside a 1.5 mm casing of aluminium with the
detecting plane being made of glass. The reflectivity of the aluminium casing and glass were
set to polished dielectric metal. The reflectivity of the aluminium was set to 100 % and the glass
was set to have a refractive index of 1.92 with absorption efficiency of 100 % meaning the optical
photons would only be lost via optical absorption in the material leading to an ideal scenario.
The optical photons collected on the detecting plane are used for creating pseudo pulses where
Parameter Value
Density 1.023 g cm−3
Scintillation yield 10,000 photons/MeV
Refractive index 1.58
Bulk absorption length 3.8 m
Resolution scale 1
Fast time constant 2.1
Table 7.1: EJ-200 modelling parameters. All parameters were taken from the datasheet from Eljen [136].
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Figure 7.1: Example of optical photon generation in EJ-200 plastic scintillator. The light yield for plastic scintil-
lator has been lowered such that image is not saturated by optical photons. The image depicts a cube
scintillator with side length 100 mm. The optical photons (green tracks) are generated from a 662 keV
gamma source (blue tracks) placed 1 cm away from the base face. The red plane is the detecting re-
gion, any optical photon that is not reflected on this surface is classed as detected, the optical track is
subsequently killed.
height and area can be calculated as previously described in Chapter. 6. The energy deposited
into the scintillator was tallied independently of the optical photon generation, allowing for
additional data to be analysed. The simulation was run for 50,000 events, where an event is
defined as a single gamma-ray fired towards the scintillator. The gamma-ray does not have
to interact to be classed as an event. The scintillator cube side length was increased in 10 mm
steps from 10-100 mm and then 100 mm steps to 1000 mm. The larger sizes of scintillator cube
are to demonstrate sizes that are not producible in the real world, however, in a simulation
these non-physical sizes can be investigated to analyse trends.
7.1.1. Energy deposition in large scintillator
The pseudo pulse heights or areas can be used to create energy spectra histograms. The
EJ-200 simulated spectra from the 662 keV gamma interaction are shown in Figure. 7.2 for
increasing side length of a cube geometry scintillator. As the scintillator increases the number
of counts increases due to a large region in which the gamma-ray can interact thus allowing
a count. The pulse area corresponding to the Compton edge reduces as the scintillator size
increases. Moreover, with increasing side length, an additional structure appears in the spectra
at higher energies. The feature becomes more prominent for side length larger than 100 mm.
The Compton continuum is also observed to diminish for larger sizes.
The EJ-200 plastic scintillator has a low effective atomic number; therefore, the Compton
scattering has the highest cross-section and thus is the dominant process which should be
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Figure 7.2: 662 keV gamma spectra for increasing EJ200 scintillator cube sizes. Smaller sizes show Compton edge
and continuum and large sizes show an additional full energy peak, these are labelled for the 1000 mm
cube.
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Figure 7.3: Plots demonstrating multiple Compton scattering in large plastic scintillator and impact on energy
deposited within the scintillator.
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observed in the spectra. To understand the origin of this additional structure the information
regarding Compton scattering and raw energy deposit was extracted from the simulation.
From Figure. 7.3(a) the 100 mm energy spectra can be analysed in a clearer format without the
smearing from the optical photon generation. The Compton edge energy for the 662 keV gamma
is 477 keV, therefore the spectra should reveal this as the maxima for this organic scintillator
although this is not the case. There are energies higher than 477 keV in the spectra, this is
from the sum of multiple Compton scatters or from the small photoelectric cross-section. The
histogram demonstrates that a full energy deposition is observed for large scale scintillators.
This extra feature arises from the sum of multiple processes along with a relatively small
contribution from the photoelectric effect, the energy does not exceed 662 keV.
The energy spectra for the extreme case of the scintillator cube with a side length of 1000 mm
is shown in Figure. 7.3(b). Gating the events based on the number of Compton scatters shows
the 477 keV edge is well defined with spectral features appearing in the energy region above.
These features are as a result of multiple scatters which add up to produce energy peaks. In the
figure, each additional spectral energy peak can be verified to be due to a contribution from
many Compton scatters within the material.
The distribution of the number of Compton scatters with increasing cube side length can
be seen in Figure. 7.3(c). Although not shown for cube side lengths of 100 mm and lower the
spread of the data appears to follow a Poisson distribution with a mean of 2 or less. The mean
around this low number of scatters is due to gamma-ray scattering a few times and escaping the
scintillator volume; this is more likely with smaller scintillators. For sizes larger than this the
distribution becomes bimodal, with one mode at 2 Compton scatters and the second forming at
a higher number based on size. Taking a weighted mean of the distribution of the number of
Compton scatters for each size reveals a trend as demonstrated in Figure. 7.3(d). The average
number of scatters increases linearly for cubes with side length of less than 500 mm then begins
to plateau off just above 15 scatters.
To summarise, small scale scintillator cubes with side length of less than 100 mm have a
high chance of scattering the gamma-ray such that it leaves the scintillator without further
interaction. This results in a lower number of interaction events and count rate. Moreover, the
small amount of energy leads to the creation of the Compton continuum within the spectrum
and the Compton edge being the most probable energy deposit. In the large volume scintillators,
the gamma-ray scatters more often leading to multiple energy deposits. After the attenuation
length, the backscatter of 180° becomes less likely that the gamma-ray will escape the scintillator,
as further scattering will take place. The continued scattering into the scintillator will lead
to multiple interactions and the creation of a full energy peak in the spectra, which is different
from a photopeak. The photoelectric effect will contribute a minute amount to this full energy
deposition although the majority will be from multiple Compton scatters. The average number
of Compton scatters will increase with cube side length and eventually plateau, this is likely
related to the radiation length of the gamma-ray within the material.
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Figure 7.4: Example of a single optical photon generation directly from G4ParticleGun in EJ-200 plastic scintil-
lator.
7.2. Pure optical photon simulations
The simulations in the previous sections had additional layers of complexity with gamma
interactions with the scintillator and the generation of pulse shapes. To understand features in
pulse shapes, understanding the light transport of individual photons is key. The simulations
in this section inspect optical photons generated from a point using G4ParticleGun with no
external factors such as being spawned from a scintillator event. A diagram of a single photon
being tracked in Geant4 can be seen in Figure. 7.4. The stoichiometry of the EJ-200 scintillator is
used in the simulation, the reflection model for the collecting region remains the same. However,
the reflection model for the wrapping is variable between simulations allowing this property to
be explored.
7.2.1. General Optical Photon Propagation
The following simulation results in tracked photons generated with no time constant i.e. all
photon tracks start at t = 0. This means all features in arrival time histograms are due to
individual transport of optical photons, rather than additional effects from being convolved
with emission rise and decay time constants.
7.2.1.1. Reflectivity models
Three reflectivity models were used in simulations, which are referred to as specular, diffuse and
specular+diffuse. The particular settings for each one can be found in Table. 7.2, they all use the
UNIFIED reflection model. For the specular+diffuse model the sigma alpha value was set to 1.3
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Name Surface finish Notes
Specular polished front painted
Diffuse ground front painted
Specular + Diffuse ground back painted
This reflection setting adds a virtual
diffuse wrapping to the scintillator. The
surface of the scintillator was is set to
specular, this mimics a polished
scintillator with diffuse wrapping such as
PTFE.
Table 7.2: Reference guide for reflection settings used in simulations. All reflection surface settings used the
dielectric-dielectric interface type.
matching that of a polished scintillator surface by Janecek & Moses and the refractive index for
the back paint was set to 1.3 similar to that of PTFE [166].
Using the different reflection models and by altering the probability of a reflection occurring,
light detection efficiency can be investigated. Figure. 7.5 demonstrates how the percentage of
optical photons decreases with a function of cube side length increasing. For each simulation,
50,000 optical photons were emitted. The figure also shows for almost all percentage reflec-
tivities, the specular model lowers photon detection percentage, followed by diffuse and then
specular+diffuse. The diffuse reflections spread the direction of the photons whereas specular
relies on TIR. The combined model increases the probability of optical photons being directed
towards the detecting plane. Reflection angles which usually do not get reflected towards the
detector with TIR, instead have a probability of reaching the detector via diffuse reflection. The
exception to the trend is 100 % reflectivity where diffuse has the highest detection efficiency.
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Figure 7.5: Detected number of photons as a function of reflectivity. Reflectivity is the probability a reflection
occurs rather than transmission at a surface.
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Figure 7.6: Optical photon arrival time histograms for various cube sizes with a 95 % reflectivity specular reflector.
This is likely down to how the reflectivity value only affects the diffuse reflections due to the
definition of the parameter in the surface finish. In summary, having a reflective coating that
incorporates both specular and diffuse reflections will aid in light collection efficiency of a
scintillator that uses a cube geometry.
7.2.1.2. Emission directionality
The optical photons are all generated a t = 0 and their arrival time at the detecting plane is
collected from this point. The trend observed for all the surface finishes simulated is the same.
The results for specular with 95 % reflectivity is shown in Figure. 7.6. The initial intrinsic time
where the photons arrive at the detection will be from the photons that travel the shortest
distance, therefore this parameter will increase with increasing cube side length and is present
in the figure. Moreover, the spread in arrival time also increases, this is based on similar
reasoning. As the possible path lengths of the optical photons are dependent on scintillator
size and assuming the velocity of the optical photon is constant throughout the scintillator. The
arrival time, therefore, increases based on this value.
Arrival time histograms for optical photons emitted from the centre of a cube scintillator
with a specular reflection model is shown in Figure. 7.7. The arrival time is split into two distinct
distributions: a forward emission towards the detecting plane and a backwards emission away
from the detecting plane. The 3D ‘cracking egg’ plot demonstrates the emission direction of
optical photons that are detected; the axes represent the unit vector of emission. The gap
between the two emission regions is from the specular reflection coating. Optical photons that
are emitted in the plane parallel to the detection plane are not detected as they are reflected back
and forth until they are optically absorbed or escape the scintillating volume. The additional
local maxima in the decaying arrival time observed in Figure. 7.6 are due to the backward
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emission photons arriving at the detecting plane.
The two arrival time distributions in the histogram have an arrival time instance, t0, related
to the cube side length, L. These can be defined as
tForward0 =
L
2c
(7.1)
tBackward0 =
3L
2c
= 3tForward0 , (7.2)
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Figure 7.7: Arrival time directionality with specular reflector. Data is from a cube scintillator with side length
500 mm with surface set to 95 % reflectivity.
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Figure 7.8: Arrival time parameters relationship with cube side length with 95 % reflectivity and a specular surface
model. Plotted parameters are from feature extraction and fits of exponential distributions observed in
the arrival time distributions. For example, Figure. 7.7 was used for the 500 mm data point.
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Figure 7.9: Arrival time directionality with diffuse reflector. Data is from a cube scintillator with side length
100 mm with surface set to 95 % reflectivity.
where c is the speed of light in the scintillator medium. These times are a function of half
the side length because the optical photons are generated from the centre of the cube. There
are additional features in the emission distributions, for example, at t ≈ 7 ns there is a peak.
This is the start of the forward photons that were reflected backwards and then detected, which
occurs with a time of 5L/(2c). The plot of only the initial forward arrival time instance and
backward instance in Figure. 7.8(a), demonstrates how these time instances change with cube
size. The backward arrival time instance edge instance clearly follows the relationship defined
in Equation. 7.2. Furthermore, the two distributions follow an exponential decay. Therefore,
fitting an exponential function with a single decay constant will parametrise the spread of the
distributions. Figure. 7.8(b) evaluates how this constant changes as a result of cube side length.
The decay time of the backward distribution changes quicker than the forward. This is due
to additional time constants from the number of reflections that contribute to this parameter.
Whereas the forward distribution is mostly a result of optical photons that have not reflected
and have travelled directly to the detection plane.
Similar distributions from forward and backward emission are observed on diffuse and
specular + diffuse models. However, the unit direction sphere is no longer split in half, this
can be seen in Figure. 7.9. With this simulation, the photons that are emitted parallel to the
detection plane can be detected. The histogram shows that this complicates the distributions of
forward and backward emission, the distributions no longer appear purely exponential as there
are additional features as a result of reflections. The cube size shown in the diffuse figure is
smaller than that of the specular and the start of the two distributions are close to one another.
Therefore directionality effects are more prominent for large scale scintillators.
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Figure 7.10: Mean arrival time of optical photons with increasing cube side length with a specular reflector.
7.2.1.3. Mean arrival time
In the previous section, it was shown that the arrival time of optical photons from a point
emission have directionality trends in the data. Overall the distribution still follows an expo-
nential decay, because of this the arithmetic mean cannot be used as average arrival time. The
arithmetic means assumes that the data is sampled from a normal distribution.
x¯G =
(
n
∏
i=1
xi
) 1
n
(7.3)
Instead the geometric mean in Equation. 7.3 is a more appropriate figure of merit for these
datasets. The geometric mean can be used with exponential and log-normal distributed data.
Unlike the arithmetic mean the standard error cannot be used as an error on the geometric
mean. Calculating a 95 % confidence interval using a Student’s t-test is a method of calculating
the error on the mean [171]. The geometric mean for the arrival times with the scintillator
coated in a specular reflector is shown in Figure. 7.10 for varying percentage reflectivity and
cube side length. The mean arrival time increases with cube size as expected and also increases
with reflectivity percentage. Although decreasing reflectivity lowers collection efficiency of
a system, the spread and thus mean arrival time are lowered which could aid in fast timing
measurements. Therefore this should be considered when designing a detector system.
7.2.1.4. Path length and reflections
The path length of optical photons will be dependent on the scintillator size and number of
reflections. Photons that experience more reflections are likely to have longer path lengths.
Moreover, the longer the path length the longer the arrival time assuming constant velocity of
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(a) 10-100 mm arrival time and path length linear relation-
ship.
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Figure 7.11: Relationship of path length and scintillator size.
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Figure 7.12: Number of reflections and time of arrival relationship, for specular with 95 % reflectivity.
the photon through the medium. The results from the simulation show that the relationship
between path length and arrival time is linear. A scatter plot of optical photon arrival times and
path length for different sized histograms is shown in Figure. 7.11(a). The smaller the scintillator
the shorter the arrival time and path length as expected. The scatter plot does not detail features
in the path lengths. In Figure. 7.11(b) a histogram for some different scintillator sizes shows
structure that is similar to the arrival time histograms, previously presented. The directionality
of emission also determines the likelihood of path length. The shorter path lengths are most
probable as the probability of bulk absorption is the smallest for these distances.
Scatter plots for arrival time and reflection relationships are shown in Figure. 7.12. The plots
also show the change as a function of cube side length. The smaller the cube, the more likely
reflections will occur. The number of reflections decreases with cube size, this is due to path
length increasing therefore bulk absorption is more probable.
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Figure 7.13: Simulated geometry comparison. Coloured faces indicate detecting face.
7.2.1.5. Geometry comparisons
The cube geometry is limited to its availability in the real world due to manufacturing constraints.
This set of simulations investigates two common scintillator geometries; the cylinder and a slab.
The slab geometry is often used in portal detectors for security applications. The aspect ratio
chosen has been modelled after the EJ-200 detector in Section. 4.1.2. The three geometries all
have the same side length L, this can be seen in Figure. 7.13. The top of the figure shows that
the other geometries fit within the cube which has the largest volume.
Figure. 7.14 shows the light collection efficiency of the different geometries with increasing
side length. The plot also compares the three reflective surfaces types modelled. All geometries
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Figure 7.14: Detection efficiency of different geometries with increasing side lengths. Reflection models had reflec-
tivity set to 95 %.
show a reduction in efficiency as the side length increases. The slab offers the worst performance
between the three geometries; this is likely due to the smaller collection area present. For
this geometry the specular reflector offers the best efficiency. This echoes the statement by
Saint-Gobain that if the thickness is a small fraction of the length a specular reflector will
improve performance [102]. For the cube and cylinder, the specular+diffuse reflector has a
higher efficiency when compared to the other reflector types. Depending on reflective coating
either a cube or a cylinder has the best performance. For a diffuse reflector, the cube dominates
whereas for specular, a cylinder does. Modelling a scintillator with different reflection properties,
therefore, can aid in the design process of a scintillation detector system to optimise LCE.
7.2.2. Single decay time constant pulse modelling
Photodetectors and the scintillation detector readout can be thought of as the macroscopic
scale system. The previous simulations from individual optical photons can be viewed as the
microscopic level. Therefore the results, features and trends observed in this data of the optical
photon transport should convolute through into the data in a macroscopic system. The EJ-200
model was adapted to generate scintillation pulse shapes. Parts of the G4Scintillation code
were copied into the primary action generator, to replicate the production of optical photons
in Geant4 without the need for an initial primary particle interaction. The optical photons are
then generated from a single point from a position specified, isotropically and the generation
time is sampled from exponential distributions. The optical photons simulated for EJ-200 have
been sampled from a bi-exponential distribution (Equation. 7.4) with a rise time of 0.9 ns and a
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Figure 7.15: EJ-200 pulse shape evolution with scintillator cube size. The scintillator is simulated with a 95 %
specular reflector.
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Figure 7.16: Pulse shape direction analysis for 800 mm cube with 95 % specular reflector.
singular decay time of 2.1 ns matching the properties of the material from Table. 4.1.
f (t) =
d + r
d2
(
1− e− tr
)
e−
t
d (7.4)
Each simulation is run for 50,000 events where each event generates 4,770 optical photons. This
is equivalent to the Compton edge from the 662 keV gamma emission in 137Cs with the EJ-200
scintillation light yield of 10,000 photons per MeV.
7.2.2.1. Arrival time analysis
The optical photon’s time of arrival at the detecting region is used to fill a histogram with
1 ns bins to produce a pseudo pulse; the time sampling was chosen to be similar to digitisers
currently available on the market. The resulting histogram output is similar to that of an ideal
photodetector, with no further detection response characteristics convoluted into the pulse
shape. Each simulated event generated its own pulse shape, albeit with a small number of
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photons to see overall trends. Subsequently, all the pulses were taken per cube size and summed
to produce a composite pulse. These pulses from a scintillator with a specular reflector are
shown in Figure. 7.15. As the cube side length increases the total number of photons in the
amplitude of the pulse lowers as photons have to travel longer distances and are thus attenuated.
In the cubes larger than 100 mm it can be seen that the rising edge location shifts from t = 0,
the offset from this point is the time required to transverse from point of emission to plane of
detection. In a real system, this offset would not be seen as the time at which the interaction
occurs would be an unknown.
The pulses from scintillators with side lengths of 300 mm and above start to show ‘bump’
features; they become more prominent as the side length is increased. The ‘bump’ initially
occurs on the rising edge of the pulse for the smaller side lengths and progresses to the decaying
edge for the largest sizes. The origin for this feature is from directionality of emission of the
optical photons, Figure. 7.16 places a cut between the two local maxima for the cube with a
side length of 800 mm. This creates two regions, these are coloured as orange and green in the
Figure. 7.16(a). In Figure. 7.16(b) the emission direction unit vector of the photons from the
different region is plotted. This reveals that optical photons contained in the orange region
from below the cut all travelled in a forward emission direction. Whereas the photons from the
green region which contribute to the pulse which are greater than or equal to the time cut are
sourced from both directions. Therefore, single scintillator pulses have positional information
regarding the point of interaction encoded within them. For small scintillator cubes with small
side lengths (. 200 mm) this information is found within the rising edge. Therefore fast timing
electronics of sub-nanosecond have the potential to obtain this information. In larger scintillator
sizes the decaying edge of the pulse shape will have these directional features present for
analysis. However, at the larger sizes, light collection efficiency drops and thus pulses captured
will likely have this information lost as it will be indistinguishable with the low number of
photon statistics present.
Further analysis has been performed to investigate if light generation time influences the
arrival time of the optical photons. Figure. 7.17 shows a 2D histogram of generation and
arrival time which is gated on forward and backward emission, it also includes projection
in both time domains. Both 2D histograms have a lower edge with a gradient which arises
from the time to arrive at the detecting plane from point of emission. In Figure. 7.17(a) the
2D histogram shows a band region of no optical photons arriving after generation. The lower
region is from photons that have had minimal reflections whereas the upper region is from
many reflections that have caused the photons to be sent backwards and then reflected back
before being detected. This forbidden region is only present in a specular reflector wrapped
scintillator due to the limited direction of reflections from TIR. Similar bands are present but
overlap from back and forth from end to end of the detector in the forward emission histogram,
upper region in Figure. 7.17(a). Conversely, these band overlaps are more prevalent in the
backward emission, in Figure. 7.17(b), as the photons also have to transverse around one and
a half times the length of the scintillator as a minimum as per the previous discussion in
Section. 7.2.1.2. The projection in the arrival time reveals rapid changes in the decaying gradient
when these reflection edges occur. The actual pulse observed is thus a combination of these two
projections and therefore some of this structural information in the decaying edge is lost. The
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arrival time which corresponds to the maximum amplitude of the arrival time histogram for
the forward and backward distributions is different. The ‘bump’ observed in captured pulses
originates from this difference in amplitude location.
The decaying edge of the pulses will, therefore, be influenced by the directionality of the
emission. Fitting the pulse decaying edge for the different sized scintillator provides information
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(a) 50 mm cube side length.
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Figure 7.18: Decay time fits for simulated EJ-200 pulse shapes.
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Figure 7.19: EJ-200 pulse decay time as a function of scintillation cube size and reflection type. All reflection
simulations are using reflectivity set to 95 %.
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Figure 7.20: Pulse shape direction analysis for slab geometry with 95 % specular + diffuse reflector.
for assessment of the directionality impact on the pulse shape. In Figure. 7.18, the decaying
edge of the pulse is fitted with a single exponential distribution of the form exp(t/τDecay). For
the generated input the value from the fit is close to that of the input. The reason it is not a
complete match is due to the original distribution being a double exponential, consisting of a
rise and decay time constant as shown in Equation. 7.4. Thus there is an additional contribution
of a rise time constant not accounted for in the pulse shape fitting. The arrival time fit is
different from the generated time due to the travel time. For the pulses which include the
‘bump’, the fit is taken after this point where there is a contribution from both the forward and
backward emission. Figure. 7.19 demonstrates how the decay time increases with cube size.
The plot also shows that the decay time increases more when diffuse reflections are involved.
The bottom of the plot in Figure. 7.19 includes the χ2ν for the decaying edge fitting for the
data points in the plot above. For cube side lengths smaller than 100 mm the χ2ν is close to 1
for the cube with the specular reflector. This indicates that a single exponential is a good fit
for the data in this regime for larger cubes the χ2ν increases indicating poorer fits. In contrast,
the diffuse and specular + diffuse data show the opposites. For small cube sizes the single
exponential is not a good fit but for larger cubes, it is an adequate model. Other models such
as the bi-exponential model (Equation. 7.4) where the data was sampled for the generation time
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were used, however, the χ2ν value was above 40 for all simulations. The single exponential decay
provided the lowest χ2ν across all datasets. The change in decay time with cube size will have an
impact on PSD where differences between the time constants are used for identification of pulse
types. Moreover, time constant measurements of scintillators are affected by the geometry of
the scintillator and wrapping. Thus, this should be taken into account for these measurements.
The directionality ‘bump’ is visible in all reflection models simulated for the cube geometry.
The slab geometry was also simulated with the specular+diffuse reflection settings and the pulse
shapes are shown in Figure. 7.20. The directionality ‘bump’ is not prominent for this geometry,
this is because the amplitude of the backward emission is less than the contribution from the
forward emission at the point it starts. This is in comparison to the cube geometry, where the
amplitude of the backward emission is close to the order of magnitude of the forward emission.
The lower amplitude of the forward and backward emissions for the slab geometry can be seen
in Figure. 7.20(c). Therefore the pulse appears to be exponential for the slab geometry with no
additional features in contrast to the cube geometry where a ‘bump’ is prominent at this large
side length. Fitting the decaying edge for the slab geometry reveals similar results to that of
the cube geometry with the same reflection settings. In summary, the directionality can cause
features in pulse shape dependent on geometry. However, the decay time is still affected with
increasing geometry side length regardless of the features being present.
7.2.2.2. Vantablack investigation
In the previous section, it was highlighted that cube size and reflector type can change the
observed decay time of scintillation pulse shapes. A simulation was carried out with a diffuse
reflection wrapping set to 0.05 %reflectivity. This value was selected to replicate the darkest
material on earth1, Vantablack®, which is a material developed by Surrey NanoSystems that has
a high percentage of absorption across the visible and infra-red spectrum.
1This material used to hold the Guinness world record for darkest man-made material, however, other materials
have now been developed which outperform and subsequently hold this title.
(a) Light transport visualisation in Geant4.
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Figure 7.21: Simulated light transport in EJ-200 coated in Vantablack. Simulation results from a cube with side
length 800 mm.
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Figure 7.22: Decay time fits for simulated Vantablack EJ-200 pulse shapes.
When simulated with this coating many of the optical photons are absorbed by the wrapping,
therefore Light Collection Efficiency (LCE) drops. In Figure. 7.21, transport of the individual
photons travel directly towards the detector with a few reflected off the surfaces. The unit vector
plot also shows clearly the optical photons with momentum in the direction of the detecting
surface are the ones collected to form a pulse shape. The pulse shape from this simulation using
a cube with a side length of 800 mm is shown in Figure. 7.22. The impact of this coating removes
the directionality impact from the data, in effect, only the forward emission is contributing to
the pulse shape. The fitted time constant to the decaying edge of the arrival time distribution
is close to that of the original generated pulse. The generated pulse has a χ2ν greater than one
for the single exponential fit, this is because of the bi-exponential distribution the photons are
sampled from as previously mentioned. Whereas, for the arrival time distribution, the χ2ν of the
single exponential is close to one indicating a good fit. Therefore, this method of coating the’
scintillator in a very dark material that absorbs light could be very beneficial in time constant
measurements for scintillators. The drawback is the low LCE with this wrapping. To improve
this a small scintillator should be used to decrease other factors that lower LCE such as bulk
absorption of the optical photons.
7.2.2.3. Emission position
Prior to this section, all the simulations performed have used the centre of the cube as the
emission point for optical photons within the scintillator. The simulations in this section explore
the emission point changing and the effect on the pulse shapes. Due to the geometry and
symmetries of the cube, nine locations were chosen for simulation. These can be seen in
Figure. 7.23 and plane information can be found in Table. 7.3, where a plane is a 2D surface
that is parallel to the detecting face. The anterior plane is closest to the detecting face, followed
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Planes
Anterior Mid Rear
Locations
Front Centre Back
Side Front Side Side Back
Corner Front Edge Corner Back
Table 7.3: Plane information for emission locations.
Front
Side Front
Side Side Back
Corner Back
Back
Edge
Centre
Corner Front
Figure 7.23: Emission location diagram for cube scintillator. The cube plane that has the points Front, Side Front
and Corner Front is the detecting face.
by the mid-plane and finally the rear plane. Except for the centre, all the emission locations are
offset by 0.1 mm from the nearest faces. For example, all locations that sit in the anterior plane
are 0.1 mm from the detecting plane.
This simulation was carried out using the specular + diffuse reflection wrapping as this is
similar to a real detector system wrapped in PTFE. The pulse shape results for cubes with side
lengths of 15 mm and 800 mm are shown in Figure. 7.24. The pulse shapes for the 15 mm side
length do not appear to differ by the rise or decay time. The only difference appears to be in
maximum amplitude in these average pulse shapes, with the locations in the anterior plane
having the highest number of photons. The dimensions of this cube are the same as the EJ-299
used in the experiment from the PSD algorithm chapter. Although the material has different
time constants, this should mean the location of interaction should not have too much impact
on the pulse shapes for this small size.
The 800 mm cube pulse shapes show a different story, where the shapes are heavily depen-
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(a) Pulse shapes from 15 mm side length cube.
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(b) Pulse shapes from 800 mm side length cube.
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(c) Aligned and normalised pulse shapes from 800 mm side
length cube.
Figure 7.24: Pulse shapes in cube scintillator based on emission location, simulated with the 95 % specular +
diffuse model.
dent on emission location. Similar to the 15 mm cube the locations in the anterior plane have
the highest amplitude. However, the pulses at the rear have higher amplitudes than those in
the mid-plane. The cause of this is that in the rear plane the emission photons that are emitted
backwards are quickly reflected forward thus their total travel distance is close to that of the
side length of the scintillator. Whereas in the mid-plane the backward emitted photons have
to travel half the length before being reflected and travelling the full length thus increasing
the chance of bulk absorption. Analogously, in the anterior plane locations nearest to multiple
faces i.e. the side and corner have higher amplitudes. This is because the photons emitted
towards the faces can quickly be reflected towards the detecting plane due to the mixture of
specular and diffuse reflections. At the front emission points, the backward emitted photons
are reflected near the rear of the scintillator thus increasing bulk absorption probability. For
this large scintillator, it can also be seen that the start of the rising edge of the pulse is based on
travel time from the location. With the anterior plane emission being the first pulses that arrive
followed by mid and rear. In reality, through a digitisation system, the pulses would trigger and
be aligned with the information of the exact time of interaction lost, Figure. 7.24(c) shows the
800 mm aligned and normalised. This allows the rise and decay times to be compared. There is
only a small difference in rise time from the locations whereas the decay differs the most. The
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(a) Pulse shapes from 15 mm side length slab.
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(b) Pulse shapes from 800 mm side length slab.
0 10 20 30 40 50
Time (ns)
0.0
0.2
0.4
0.6
0.8
1.0
N
or
m
al
is
ed
Fr
eq
ue
nc
y
Arrival time from location:
Front
Side Front
Corner Front
Centre
Side
Edge
Back
Side Back
Corner Back
(c) Aligned and normalised pulse shapes from 800 mm side
length slab.
Figure 7.25: Pulse shapes in slab scintillator based on emission location, simulated with the 95 % specular + diffuse
model.
‘bump’ from directionality occurs at around 11 ns for the anterior plane, 7 ns for the mid-plane
and 10 ns for the rear. These times relate to the time it takes for the backwards emission to be
reflected and subsequently detected. The scale of this local feature is least prominent in the rear;
this is again due to the photons emitted away from the detecting plane are quickly reflected
towards the plane. The decay times in the non-aligned plot appear to match up well from
20 ns onwards, whereas the alignment plot shows clear discrepancies between them. There are
distinct groupings based on the plane the locations are in. The decay times from the different
emission positions, the directionality and time taken to transverse the detector from the point of
emission cause these groupings. This follows the result of the increasing cube side length where
the decay time increased with side length from emission at the centre of the cube. Therefore,
the distance from emission position to the detecting plane increases the decay times.
Emission locations in a slab geometry scintillator were also simulated. As shown in a prior
section there are no ‘bumps’ in the slab scintillator pulse shapes due to directionality. The pulse
shapes from two slabs with different side lengths are shown in Figure. 7.25. For the smaller slab,
there is little difference in decay times between pulses, although the amplitude is dependent
on the plane of emission, with the planes closest to the detector face having higher counts
and decreasing the further away from the detector. There are clear differences in amplitude
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τ ns
Location Cube Slab
Front 10.36± 0.01 5.39± 0.02
Side Front 10.43± 0.01 5.37± 0.02
Corner Front 10.55± 0.02 5.31± 0.02
Centre 9.90± 0.01 9.99± 0.02
Side 9.89± 0.01 9.84± 0.01
Edge 9.96± 0.01 9.96± 0.02
Back 9.89± 0.01 10.89± 0.03
Side Back 9.82± 0.01 10.81± 0.03
Corner Back 9.78± 0.01 10.79± 0.03
Table 7.4: Decay time fits for various locations for a cube and a slab geometry. The side length for both simulated
geometries is 800 mm
and decay time for the larger sized slab geometry. The pulse width is approximately 6 ns for
emission locations in the anterior plane and is more than double for the other locations which
are further away from the detector plane. This shows how the distance of travel plays a part
in pulse shape for the slab geometry. The decay time for each of the locations for both the
cube and slab geometry had a single exponential fit applied. The decay times are presented in
Table. 7.4 for the 800 mm side length. For the 15 mm side length the decay time was fitted as
(2.13± 0.01) ns and (2.20± 0.01) ns for the cube and slab respectively across all locations. For
the 800 mm side length different trends are observed dependent on geometry. For a cube, the
decay times decrease as the distance from the detecting face increases. Whereas for the slab the
decay time increases with increasing space from the detector. It should be noted that the χ2ν
is on the order of tens indicating that the single exponential is not a good model to use as fit.
However, the results show that the decay time is dependent on the location of emission. The
trend observed on location is geometry dependent and the current single exponential decay
is not a good model to use to describe the decay. Therefore future work could explore these
dependencies.
In summary, for larger scintillator sizes the location of the interaction and thus emission
location are an important feature in the pulse shape recorded by readout devices. The change
in decay times is likely to impact experiments that rely on decay times being consistent such as
those which use PSD.
7.2.3. Multiple decay time constant pulse modelling
Scintillators which exhibit PSD normally have multiple decay time constants. In this section,
an EJ-299 type material was simulated. There are no gamma or neutron interactions in these
simulations, all the time constants are set when the particle gun generates the optical photons in
the system. Similarly to the single decay time constant simulation, the 477 keV Compton edge of
137Cs has been assumed as the energy deposited. The scintillation yield for gamma rays is set to
10,000 photons/MeV unless stated otherwise; this is the yield for the EJ-200 scintillator and the
value has been chosen as it provided more photons for the simulation. Therefore 4770 optical
photons are emitted per event. The number of optical photons means that the comparison of
neutron and gamma-ray pulse shapes will be based on energy deposits that have generated
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Time constant
model
Particle τ1 (ns) τ2 (ns) τ3 (ns) A B C Reference
Diff 504010 n 13 50 460 0.500 0.400 0.100 [66]
γ 13 35 270 0.500 0.400 0.100
n 13 50 460 0.333 0.333 0.333Diff 333333
γ 13 35 270 0.333 0.333 0.333 [66]
Same tcs n 4.6 11.8 111 0.470 0.415 0.100 [160]
γ 4.6 11.8 111 0.507 0.421 0.061
n 4.5 20 170 0.580 0.180 0.240Hanke
γ 4.3 18 140 0.740 0.140 0.120 [172]
Table 7.5: EJ-299 time constant models. Values are entered in Equation. 7.5 when sampling emission times of
optical photons.
that number of photons. This means that the same energy neutron and gamma-rays are not
being compared. The generation of the optical photons is in the centre of the geometry unless
otherwise stated and 5000 events are run for both neutron and gamma-ray pulse shapes.
f (t) = Ae−
t
τ1 + Be−
t
τ2 + Ce−
t
τ3 (7.5)
The generation time for optical photons is sampled from Equation. 7.5. It is a six-component
model, that accounts for three decay time constants of which EJ-299 is stated to have in the
manufacturers datasheet [66]. The parameters change based on the particle interaction; for
EJ-299 this is for neutrons or gamma-rays. Table. 7.5 summarises the parameters for four of
the models tested. The first two models in the table are based on the manufacturer’s time
constants and two different weighting systems, as the manufacturer does not state the relative
weightings. The Diff 504010 has decreasing weightings and Diff 333333 has equal weightings.
The other two models in the table are based on published work. The Same tcs model assumes
the time constants are equal for both particle interactions but the weightings are different for
each particle as proposed by Comrie et al. [160]. Whereas Iwanowska-Hanke et al. state that the
time constants and weightings are different, this model is referred to as the Hanke model [172].
All models do not include a rise time component, unlike a real system they have been assumed
to be instantaneous.
7.2.3.1. Arrival time analysis
A comparison of the average, normalised pulse shapes from 5000 events for each time constants
model for a cube with a 20 mm side length is presented in Figure. 7.26. The Hanke model is
the only model simulated that shows clear separation over the time range displayed in the
figure. On the other hand, the Diff models show separation from 40 ns onwards and the Same
tcs model has little to no separation. The data which is taken from an EJ-299 cube with a
side length of 15 mm presented in Chapter. 5, displayed the fastest pulse shapes of less than
80 ns in length in Figure. 5.6. Moreover, this data will also include time constant convolution
from the SiPM and therefore the decay time constant has the potential of being longer in the
experimental data. The data simulated is from an ideal detector system and the response of
the photodetector has not been included in these simulations. The Diff models that use the
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Figure 7.26: Simulated neutron and gamma average pulse shapes for EJ-299. Pulses simulated from a cube with a
side length of 20 mm.
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Figure 7.27: Longgate setting and pulse capture rate for the time constant models. Data from 20 mm side length
cube.
data from the manufacturer’s datasheet exceed the pulse length of the pulses digitised from the
experimental system which included the SiPM time constant convolutions. The simulated pulse
lengths should have been lower than the experimental data. However, as the relative weightings
are not provided by the manufacturer they were instead estimated based on published work.
The 50 %, 40 %, 10 % weightings were chosen based on Comrie et al.. The equal weightings were
chosen as a comparison in order to eliminate the weightings and only look at differences in the
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(a) Pulse shapes from a cube with increasing side length.
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(b) Pulse shapes from a slab with increasing side length.
Figure 7.28: Average simulated EJ-299 pulse shapes for increasing side length of geometries.
time constants. Therefore, these time constants might not be incorrect and could still be viable
but with different weightings. The time constants present in the manufacturer’s datasheet are
much larger than those of the published work. Particularly τ3 for the neutron is considerably
large meaning that the pulse shape decay would also be long, which was not observed in the
experimental data. Increasing the longgate parameter in the PSD algorithms incorporates more
of the optical photons from emission, with values of over 1500 ns required to include all of the
photons, this is demonstrated in Figure. 7.27. The pulses displayed in Figure. 7.26 appear to
have reached baseline within the 100 ns window. However, many of the optical photons are
still not included depending on the model. Across all time constant models the data shows
that fewer optical photons from the neutron interactions will be included, in comparison to
the photons emitted from gamma-ray interactions. Therefore neutron and gamma-ray pulses
which have the same electron equivalent energy deposition within the scintillator will not be
compared together in PSD analysis. The decay lengths of pulse shapes simulated with the
Hanke model are comparable to the experimental data. Moreover, for longgate values below
80 ns more than 80 % of optical photons will be analysed. Therefore this model has been chosen
for further simulations and analysis.
Figure. 7.28 compares pulse shapes from two geometries with increasing side lengths. The
separation between the two pulse types are still visible at increasing side lengths, this does not
appear to visually reduce. As the time constants are larger than that of the EJ-200, directionality
effects start to be observed at larger side lengths for the cube geometry. The slab geometry,
which did not show ‘bump’ features for EJ-200 follows suit for the EJ-299 material. The spectral
feature at 8 ns for the slab with side length 1000 mm is due to low statistics and not from
directionality. Therefore the side length of a scintillator itself does not appear to alter the
differences between time constants of the neutron and gamma pulses used for discrimination.
It is more probable that the lower light collection efficiency associated with increasing geometry
side length is responsible for the diminishing FoM.
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Figure 7.29: Figure of merit decrease with cube side length and comparing the four time constant models.
7.2.3.2. Figure of Merit investigation
The Figure of Merit is used as a metric to analyse Pulse Shape Discrimination performance
in scintillators. This metric will be studied in the simulation to see which parameters have
the greatest impact on the value. Three different parameters are investigated in this section;
geometry side length, energy and scintillation yield.
Geometry side length
The geometry side length investigation compared the FoM from the simulated emission
of a monoenergetic event of 4770 optical photons for each pulse. The simulation was run
with side lengths from 10 mm to 100 mm in increments of 10 mm. The optical photons that
reached the detecting face were binned in 1 ns intervals to produce pulse shapes. The simulation
results presented in this section are from a cube with the specular+diffuse model with 95 %
reflectivity. The slab geometry was also simulated with these settings and showed similar
results. Moreover, the two other reflection models with 95 % reflectivity were also simulated
with the cube geometry and the same trends in data were observed.
Even though the Hanke time constant model has been chosen for the simulations in this
section, Figure. 7.29 shows how all the time constant models show reduction in FoM with
increasing the cube side length. The FoM values are much higher than that observed in
experimental systems, this is because of the ideal photodetector which has been simulated.
This results in a higher light collection efficiency and therefore helps improve FoM as quantum
efficiency and electronic noise is not factored in. The Hanke model offers the greatest FoM in
comparison to the other models. However, the FoM for this model decreases more with this side
length than the other models, this is likely due to the shorter time constants present. Specifically
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(a) Example of 2D PSD histogram used for calculation.
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(b) Projection of PSD axis in Figure. 7.30a used for FoM
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Figure 7.30: Calculations for figure of merit with increasing cube side length for the Hanke model. Examples
shown are from a cube with 50 mm side length.
for the Hanke model, Figure. 7.30 demonstrates how the FoM is calculated in the simulation.
The CCM method is used for the calculation of the PSD parameter due to its simplicity, rather
than the FFT based algorithms. In Figure. 7.30(a) the 2D histogram longgate integral centroid is
approximately 3580, this corresponds to the average amount of optical photons detected in the
integral window which is lower than that of the 4770 optical photons generated. The photons
are lost by attenuation or not included due to the longgate value used in the algorithm. Also
in Figure. 7.30(a) the 2D histogram shape is different than that observed in experimental data
such as Figure. 5.3. This is a result of the monoenergetic photon generation in the simulation,
when the longgate integral axis is projected the distribution is Gaussian in nature. This is
hard to replicate experimentally as the data will show a range of energies and thus a range
of optical photons. An advantage of the monoenergetic simulation means optimisation can
be performed by maximising FoM whilst cycling over both shortgate and longgates. This is
shown in Figure. 7.30(c), for the 50 mm side length the optimal values are found to be 25 ns and
1245 ns for the shortgate and longgate respectively. For each side length the FoM is therefore
maximised. Figure. 7.30(d) uses optimised shortgates and longgates for each side length. It
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Figure 7.31: Figure of merit parameters dependency on cube side length.
shows how the FoM reduces with cube side length and the associated χ2ν from the double
Gaussian fit used in the calculation. The χ2ν is below one indicating a good fit, this is usually
due to errors being overestimated.
The cause of the reduction in FoM with increasing cube size can be found by analysing the
constituent parts of the metric. The three components are the peak to peak separation of the two
Gaussian distributions and their respective Full Width at Half Maximum. Figure. 7.31 shows
their variation with cube side length. All parameters increase with side length, however, the
percentage increase is different when comparing the separation to the two FWHM components.
The separation has a 1.5 % increase, whereas both FWHM have increases of around 13 % each.
As expressed in Equation. 7.6 due to the formation of the FoM, this results in a net decrease.
Therefore, increasing cube size increases the variation in the PSD parameter calculated for the
pulses. This is observed as an increase in the variance of each Gaussian in the PSD parameter
projection used for FoM calculation.
FoM⇓ = d↑
Γγ↑+ Γn↑ (7.6)
Energy & Scintillation yield
Changing the number of optical photons generated is equivalent to changing the energy
deposited within the scintillator or changing the scintillation yield of the material. The simulated
energy multiplied by the scintillation yield provides the number of optical photons generated in
the simulation. For the results presented in the plots in this section for the energy simulation, the
scintillation yield was set to 10,000 photons per MeV. The energies simulated were from 100 keV
to 1000 keV with 100 keV steps. In addition, two higher energies of 2000 keV and 3000 keV were
simulated. This simulation was performed with both the cube and slab geometries with side
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Figure 7.32: 2D PSD histogram from varying the number of generated optical photons corresponding to different
energy deposits. Data from the simulation of a slab with 500 mm side length with a shortgate of 20 ns
and a longgate of 1500 ns.
0 500 1000 1500 2000 2500 3000
Energy deposited (keV)
1
2
3
4
5
Fi
gu
re
of
M
er
it
25
50
75
100
125
150
175
Lo
ng
ga
te
in
te
gr
al
FW
H
M
FoM
LGI FWHM
LGI centroid
0
2000
4000
6000
8000
Lo
ng
ga
te
in
te
gr
al
ce
nt
ro
id
(a) FoM, energy and longgate integral projection relationship for Fig-
ure. 7.32.
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(b) FoM plot for Figure. 7.32.
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Figure 7.33: Figure of Merit relation to the number of photons generated. The number of photons generated is
equivalent to the energy multiplied by the scintillation yield. Results from simulated 500 mm slab.
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lengths of 20 mm and 500 mm.
Figure. 7.32 shows an example of a 2D PSD histogram from the 500 mm slab. The x-
axis longgate integral is presented rather than the total number of generated photons as an
acquisition time window is used in the analysis rather than an infinite one. Due to the variation
in photon numbers present, the plot demonstrates the structure observed in experimental
results. The variation in PSD parameter for each region decreases with higher photon generation
numbers. In Figure. 7.33(a), the green dataset shows the relationship between the longgate
integral and energy. The longgate integral axis from the 2D histogram is projected into a 1D
histogram. All the longgate values for each energy increment are fitted with a single Gaussian,
which gives a position for the centroid for the corresponding energy. An interesting feature is
that trend in FoM changes with the variation of the longgate integral. Figure. 7.33(b) highlights
how the FoM increases with the simulated energy, which is the same trend seen in experimental
data. The plot also shows the intrinsic resolution, this is calculated from a projection of the
longgate integral. The projection follows a Gaussian distribution for each discrete energy of
photons generated. The centroid over the FWHM produces a value for the resolution. The
resolution of a scintillator follows Equation. 7.7 [15].
R =
√
α+ β · E
E
(7.7)
This equation has been to fit the resolution in Figure. 7.33(b), with χ2ν = 0.42 indicating a
good fit. Therefore, the resolution is a property of the number of scintillation photons generated
and their subsequent formation into a pulse shape. Analysing the components of the FoM
reveals that the FWHM of the PSD parameter projection has a similar trend with energy to
that of the resolution. The separation parameter has some variation but remains quite constant.
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Figure 7.34: Example of how an ellipse with a constant area of 1 can change by altering the width and height.
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Therefore the reduction in the FWHM parameters with increasing energy are the cause of the
increase in FoM. From Figure. 7.32 the equivalent of a 3000 keV energy deposit has a longgate
integral centroid of approximately 7900 and the 2D distribution is approximately circular. As
the energy and thus longgate integral decreases, the spread in the longgate decreases and
variation in the calculated PSD parameter increases. If it is assumed the area of 2D structure
is the same for each energy as approximately the same number of events interact with the
detector. Then the structure moves from a circle to an ellipse with decreasing energy. This can
be visualised in Figure. 7.34. Thus, the FWHM of the PSD and longgate integral are linked as
previously mentioned in the discussion of Figure. 7.33(a). The PSD therefore decreases due to
the intrinsic energy resolution.
Additional simulations were performed by keeping the energy the same and changing the
scintillation yield, which is equivalent to changing the energy and keeping scintillation yield
constant. These simulations were performed on cubes and slabs with 20 mm and 100 mm side
lengths. The same change in performance was observed when reducing the scintillation yield
to a reduction in the energy. For example, the scintillation yield was set to 8,600 photons/MeV
which is the value quoted for EJ-299 and EJ-276 materials. The FoM results for the different
simulations saw on average a 6.5 % decrease in performance. Therefore increasing the light
yield of a scintillator will improve PSD performance, especially for low energy events.
7.2.3.3. Emission location
Results in Section. 7.2.2.3 illustrated that pulse shape decay times change based on the optical
photon emission location. For PSD maximising the difference between decay times is crucial
for performance. The simulations presented in this section use the nine emission locations in
Figure. 7.23. Pulse shapes from both neutron and gamma-rays are simulated at the different
locations, with 4,770 optical photons generated for each pulse. The simulation was performed
with 20 mm and 500 mm side lengths for both the cube and slab scintillator geometries.
For the 20 mm side length the pulses appeared identical from all the different locations.
However, for the larger side lengths the change in pulse shapes and their the differences are
clearly observable. In Figures. 7.35 and 7.36 the rise time aligned pulse shapes are shown,
the plots feature an outer normalised version and an inner non-normalised average pulses.
Both geometries show that the pulse amplitudes for the locations in the anterior plane are
approximately double the size in comparison to the other locations due to their proximity to
the detecting face. It also appears the amplitude of neutron pulses are smaller than that of the
gamma-ray pulses, this is most clear in Figure. 7.36 for the slab geometry. This is because the
longer time constants and their respective weightings reduce the number of optical photons
emitted at the beginning of the pulse. In some methods the pulse height is used to determine
the energy of the interacting particle; this means that if the interaction occurred close to the
detector the particle could be mislabelled as a higher energy event. This can impact the PSD
performance of the system with incorrectly identified events being compared in the FoM metric.
The cube pulse shapes display emission direction features for the anterior plane emission
pulses and some overlap in the decaying edge for neutrons and gamma-ray pulses between the
locations. In a real detector system where the pulses are being digitised, these differences could
be rounded to the same interval and thus reduce the difference between the pulse further. In
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Figure 7.35: Neutron and gamma pulse shape comparison from different emission locations from a cube scintillator
with a 500 mm side length.
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Figure 7.36: Neutron and gamma pulse shape comparison from different emission locations from a 500 mm slab
scintillator.
turn, this would lower the PSD performance of the system, examples of the simulated pulses
used can be seen in Figure. 7.37. The same is true for the other emission locations where
overlapping between neutron and gamma-ray pulses occurs in the region of 10 ns to 30 ns.
Similar overlapping is observed in the slab geometry pulses from locations not in the anterior
plane. For the anterior plane emissions, the difference between the two pulse types is clear for
the slab.
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Figure 7.37: Comparison of neutron and gamma pulses with different binning resolutions, for a slab with 20 mm
side length. The 1 ns bin resolution was used for the simulations, the 2 ns resolution is equivalent to
the CAEN V1730 digitiser.
To determine the impact of the overlapping, the FoM of the system can be analysed.
Figure. 7.38 shows location contributions to the 2D histograms used in the FoM calculations.
The contours represent the outside of the area encompassed in the 2D PSD histograms from each
location, for example, Figure. 7.38(b) shows each location contribution in Figure. 7.38(a). For
the 20 mm scintillator the longgate integral centroid lowers as the distance from the emission
location point origin to the detecting face increases. This is expected as fewer optical photons
will reach the detecting plane when there is an increased travel distance. There is some overlap
between the different regions in the longgate axis, however, for the 500 mm cube the separation
between different regions becomes clear. The anterior plane emissions are also completely
separated from the other locations. There also appears to be a slight increase in the PSD
parameter values for the locations which are further away from the detecting plane. For the
slab geometry, these features become more evident. For the slab with a 20 mm side length, the
separation between each region is distinct with groupings for each plane emission location.
Moreover, the FWHM of the PSD projection is larger for the rear and mid-planes because of
their smaller longgate integral. This is the same behaviour as seen with decreasing the energy
and thus the number of photons generated. The 500 mm side length further exacerbates the
PSD parameter shift as seen in the cube, with the PSD projections of the neutron and gamma
regions overlapping. Therefore, for large geometries, the location can change the PSD parameter
and drastically damage the ability to separate between regions.
The 2D histograms are useful for visual inspection, however, to analyse PSD performance the
FoM should be used. The FoM calculated for the different geometries and locations are shown
in Table. 7.6. The All entry represents the FoM calculated using a projection where the 2D PSD
histogram is populated from all the locations. For the locations closest to the detecting face the
FoM is the highest and lowers the further away the emission point is. The FoM value calculated
for the All location is the lowest in almost all geometries. The exception is for the 20 mm slab,
the cause could be that the projection of the anterior plane has a larger separation than the
other planes and the increase in PSD FWHM is minimal, therefore, the FoM is higher than
that for the rear plane. For the 500 mm side length slab the FoM for the All location is below
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(a) 2D PSD histogram of the interaction locations in the
20 mm cube scintillator.
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(b) Contour plots indicating the different locations which
form Figure. 7.38a.
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(e) Contour plots indicating the different locations in a 2D
PSD histogram for a 20 mm side length slab scintillator.
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20 mm side length.
Figure 7.38: Location relation to PSD parameter and longgate integral value calculation.
the 1.27 threshold that indicates a good separation between the neutron and gamma pulses.
However, it should be noted the double Gaussian fit used for the FoM calculation had a χ2ν of
137, which indicates a very poor fit therefore this value is vastly overestimated. In summary,
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Cube Slab
Location 20 mm 500 mm 20 mm 500 mm
Front 5.64± 0.04 3.19± 0.02 4.52± 0.03 3.85± 0.03
Side Front 5.75± 0.04 3.22± 0.02 4.47± 0.03 3.83± 0.03
Corner Front 5.62± 0.04 3.28± 0.03 4.49± 0.03 3.81± 0.03
Centre 5.45± 0.03 2.92± 0.02 3.33± 0.03 2.05± 0.02
Side 5.60± 0.04 2.93± 0.03 3.33± 0.03 2.09± 0.02
Edge 5.47± 0.04 2.83± 0.02 3.31± 0.02 2.05± 0.02
Back 5.59± 0.04 2.89± 0.03 3.16± 0.03 1.71± 0.02
Side Back 5.53± 0.04 2.85± 0.02 3.16± 0.03 1.71± 0.02
Corner Back 5.39± 0.04 2.83± 0.03 3.13± 0.03 1.74± 0.02
All 5.36± 0.01 2.23± 0.02 3.19± 0.03 1.13± 0.07
Table 7.6: FoM from different locations in various scintillator geometries.
different emission locations will lower PSD performance in a scintillator as the longgate integral
shifts thus the same energy events are not being directly compared. Furthermore, for large
scintillators, there is also a shift in the PSD parameter leading to mixing of neutron and
gamma-ray pulses in the projection. This lowers FoM and produces misinterpretations of pulse
identifications.
7.3. Summary
The simulations in this chapter have provided useful insights regarding how energy is deposited
and how scintillation light is transported around the scintillator. The Compton effect is the
dominant gamma-ray interaction for plastic scintillators due to their low effective atomic
number. Therefore, gamma spectra taken with these scintillators should only have the Compton
continuum and edge spectral features. This is what is observed experimentally for small
pieces of plastic scintillator typically with side lengths ranging from 10 s to 100 s of millimetres.
Simulations demonstrated with large plastic scintillators that a full energy peak should be
observed in gamma spectra, as a result of multiple Compton scatters where the gamma rays
continue to lose energy until they are fully absorbed. This shows a similar spectral feature to
the photoelectric photopeak which is a result of a single interaction. Therefore for large volume
scintillators, this should be observable with high light yield.
The optical transport of scintillation light revealed information about the directionality of
emission. Scintillation light is emitted isotropically; the photons which arrive at the scintillator
have different distributions based on whether they are emitted towards or away from the
photodetector. The distance travelled by these photons and the number of reflections also
changes the arrival time distributions. These emission arrival time distributions convolve with
the scintillation emission exponential distribution altering the pulse shape of the photodetector.
Moreover, as the distance travelled changes the arrival distributions, the interaction location
and subsequent emission change the pulse decay times. The emission locations close to the
detector either increase or decrease the convoluted decay time component based upon geometry.
For large scintillators, the full energy depositions, previously mentioned will occur throughout
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the scintillator with a small time offset. These will lead to multiple decay time convolutions
per scintillation event. Furthermore, as the number of reflections alters these arrival time
distributions the type of reflector is found to be an important factor for the change in pulse
shape. Specular and diffuse reflectors change the favourable emission directions thus leading
to specific distributions. Whereas, increasing the percentage of reflectivity leads to longer
pulse decay times. Consequently, having a surface reflector with a low reflectivity helps keep
pulse decay times similar to the scintillation emission time constants at the cost of lower light
collection efficiency. The reflector used for scintillators should be chosen with consideration of
LCE and pulse decay time based on the application.
The resultant change in pulse decay times from these various parameters in the detector
design impacts the pulse shape discrimination ability of capable scintillators. When scaling
plastic scintillators up to large sizes such as those required for radiation portal monitors, the
FoM of the PSD capable scintillators decreases. This is because the factors previously mentioned,
alter the decay times leading to variation in the PSD parameter calculated for the pulse shapes.
In conclusion, the PSD capability of large scale plastic scintillators can be optimised by using
light transport models to reduce additional decay time convolutions.
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8. Detector Systems
A simulation model which matches experimental data for pulse shape information of both
PSD and non-PSD is a vital goal in the work presented in this thesis. This chapter presents
a comparison of simulation and experimental results from an EJ-200 detector and an EJ-276
detector. The simulation models have been built upon the optical transport simulations within
the previous chapter. However, the optical photons are generated from G4Scintillation rather
than from the primary generator as the previous chapter focused on. The optical photons are
therefore generated from gamma-ray or neutron interactions depending on simulation.
8.1. EJ-200 detector
Details regarding the experimental version of the EJ-200 detector are found in Section. 4.1.2.
The simulated version does not include the PMT or coupling optical interface. Instead, in the
simulation a circular region of the plastic is classed as the detecting region. This is to replicate
where the PMT is in contact with the scintillator in the physical system. The 38 mm region
diameter matches the PMT maximum detection diameter. It should be noted that the simulation
does not take into account quantum efficiency and wavelength dependence of collecting region,
therefore the simulated collecting region is likely to detect more photons than a real system.
The screw holes into the detector (Figure. 4.4(b)) are modelled as cylindrical voids in the
scintillator rather than threaded as in the physical system. Multiple versions of the reflective
coating were modelled: diffuse, specular and models which included weightings of both. The
reflection models using polishedbackpainted displayed the best results, this is because the
experimental system utilises ESR. The reflectivity for the virtual specular boundary was varied
for different simulations and the internal boundary was set to a specular lobe model with
100 % probability of occurring. The refractive index of the model was set to 1 to simulate the
small air gap which would occur with any wrapping material. Due to the implantation using
a G4LogicalSkinSurface the screw hole voids use this reflectivity model rather than being
from the reflectivity of the inserted screws. Moreover, the threads of the screw would create a
complex reflective surface and thus the model does not account for this.
The stoichiometry of the EJ-200 material declaration used in simulation code is shown in
Snippet. 8.1. The weightings for each element are based on the information provided by the
material datasheet [136]. This is an important parameter for the simulations present in this
chapter as the optical photons are generated from the radiation interaction location, rather than
at defined points with the primary action generator as used in the prior chapter. The radiation
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source was fired toward the largest face of the detector. The angle of emission was altered
such that the interaction region would occur within a circular spot with a diameter of 1 cm,
resembling that of a collimated source. The location of the centre of the spot was incremented
by 1 cm in both the x and y directions simulating the scanning table (Section. 4.3). At each
location, 10,000 particles were directed towards the scintillator.
fEJ200 = new G4Material("EJ200", density= 1.023 *g/cm3, 2, kStateSolid);
G4double nC = 4.69; // No. of C Atoms per cm3 (x10^22)
G4double nH = 4.69; // No. of H Atoms per cm3 (x10^22)
fEJ200->AddElement(fH, nH/(nH+nC) );
fEJ200->AddElement(fC, nC/(nH+nC) );
Code snippet 8.1: EJ-200 material definition in simulation.
8.1.1. Count rate
Experimental
In an ideal system, the sensitivity of a detector should remain the same over the whole
interacting region. If a 1 cm diameter beam of radiation is directed toward a slab geometry
detector, the count rate should be the same across the scintillator with the exception of the
sides and corners. This is because the beam would intersect with a reduced area on the edges
in comparison to other locations. For example, if the centre of the beam is on the corner only
a quarter of the beam would interact, whereas if the centre of the beam is on the side of the
scintillator, half of the beam would interact. Figure. 8.1(a) shows a simulated count map of
the number of gamma interactions at each location which verifies these edge effects. The
equivalent experimental measurements of the EJ-200 detector count rate from the scanning table
apparatuses with a collimated 137Cs gamma source are shown in Figure. 8.1(b). The colour map
for this has been chosen to show the variation in the regions where the edge effects are not
present. The 2D histogram shows the reduction in count rate in the edges but also highlights
variation in the bulk of the material.
The variation in the edge effects are shown via a cross-section plot in Figure. 8.2. At the
extremes of the x positions the count rate drops across all the y-axis cross-sections. The cross-
sections at either end of the detector (Y=200 mm and Y=0 mm) also show a significant drop in
comparison to the other positions. The Y=200 mm cross-section shows an increase in count rate
at the centre of the scan, the same trend is observed in Y=180 mm scan. This is because events
recorded here are in front of the PMT where the LCE is higher, therefore, more light from lower
energy events will be captured and generate pulses above the threshold in the MCA. Whereas
the others show uniform count rates for their y position when ignoring the edge effects. The
cross-section of Y=0 mm shows an increase in count rate on the right side of the data, this
is caused by the detector being slightly off in alignment. Therefore this region had a larger
amount of gamma interactions in comparison to the opposite end of the detector. A similar
effect at the end closest to the PMT for Y=180 mm and Y=200 mm sees a decrease in count rate
at approximately X=20 mm from misalignment. Moreover, there is an additional effect here at
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Figure 8.1: Detector sensitivity heat maps for EJ-200 detector system. Experimental colour bar scale chosen to
highlight trends within body of the scintillator.
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Figure 8.2: Cross-section analysis of count rate over the EJ-200 detector Full 2D histogram of dataset shown in
Figure. 8.1(b).
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X=20 mm and X=80 mm from the screws that attach the PMT to the detector sit. Thus there is a
reduction in count rate due to the gamma-rays interacting with the screws rather than causing
EJ-200 to scintillate.
From the 2D histogram, Figure. 8.1(b), the body of the scintillator shows a variation with the
highest count rates closest to the PMT. Moreover, the corners next to the PMT show a reduced
count rate. This is because the scintillation light has to travel away from the collecting region
and be reflected back before being detected, therefore the probability of optical absorption
increases, thus this edge effect is increased. The trend from the PMT to the end of the detector
also shows an angled structure. This is likely from the opening angle of optical photon collection
based upon parameters such as the PMT active area and surface reflectivity. The simulation
presented in this section uses data from only the gamma-ray interactions. At each location,
the number of these interactions were tallied. The simulation also produced optical photons
after the gamma-ray interactions, although this data stream was not used for analysis in this
section. Therefore any trends observed in the simulation analysis are independent of the light
transport of the optical photons. The number of gamma-ray interactions across the body of the
detector is homogeneous with a lower number of interactions at the edge due to the fraction of
the beam in contact with the detector as previously discussed. The non-uniform count rate as
seen experimentally, therefore results from the light transport within the detector system.
8.1.2. Gamma spectrum analysis
The previous section highlighted the non-uniformity in count rate across the detector. The
simulation data analysis only focused on the interaction events independent of scintillation
emission photons and showed uniformity; it was concluded that the optical photons lead to
the change in count rate in the different regions as these were not accounted for. The number
of optical photons collected by the PMT will change based upon the scintillation emission’s
proximity to the PMT, with radiation interactions that occur closer to the PMT capturing more
optical photons. The observed gamma spectroscopy of the system, therefore, should also change
based on emission location. The pulse amplitudes should be larger where the count rate is
larger as more optical photons should make their way to the PMT. As a result, spectral features
in gamma-ray pulse height spectrums will shift to higher channel numbers.
The gamma spectrum of 137Cs using EJ-200 produces a single Compton edge at 477 keV
and therefore can be analysed to test this hypothesis. The following figures use experimental
data collected from the detector placed on the 137Cs scanning table. Examples of spectra
from cross-sections in the x-axis can be seen in Figure. 8.3. The figure shows two different
cross-sections; one down the centre of the detector aligned with the centre of the PMT and the
other cross-section is offset 10 mm from an edge. This illustrated in the insert in the top left of
each subfigure. Spectra from edges, Y=0 mm and Y=200 mm have the lowest Compton edge
amplitudes as expected from edge effects. For the cross-section offset 10 mm from an edge,
(Figure. 8.3(b)), the amplitude of the Compton edge is fairly consistent with an average count
of around 900 when not including the edge effect positions. Figure. 8.3(b) shows a different
result for the centre cross-section. The number of counts in the Compton edge centroid is
approximately 900 for spectra up to Y=140 mm; from here the frequency of the centroid reduces
the closer the location is to the PMT. Moreover, the Compton edge centroid channel increases
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Figure 8.3: Positional gamma spectrum from x-axis cross-sections. Each spectrum shown is from a different y
position (Ypos) with 0 mm being furthest from the PMT and 200 mm being closest. Diagram in top left
corner marks the cross-section plane.
which means the pulses have increasing pulse heights. Therefore more of the dynamic range
of the MCA is being utilised and shifting the Compton edge position in the spectrum. The
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Figure 8.4: Positional gamma spectrum from y-axis cross-sections. Each spectrum shown is from a different x
position (Xpos). Diagram in top left corner marks the cross-section plane.
cause of this increased pulse height is from more optical photons being collected by the PMT.
Scintillation emissions closest to the PMT have a shorter distance to travel which reduces the
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Figure 8.5: Fitting to determine location for Compton edge, comparison between experimental and simulation.
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Figure 8.6: Channel number location for Compton edge, comparison between experimental and simulation. For the
simulation the total number of photons detected is used to fill a histogram to display a spectrum.
probability of bulk absorption in the material. This is within agreement from the simulations
performed in Chapter. 7. This effect of increasing Compton edge centroid is also seen in the
other cross-sections of the detector not presented in this thesis.
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In Figure. 8.4 the gamma spectra from cross-sections in the y-axis are presented. The first
cross-section, Figure. 8.4(a), is set 20 mm away from the face opposite the PMT collecting
region. The spectrum shows a Compton edge centroid channel location being the same across
the cross-section. The number of counts in the Compton edge only lowers at the edges as
expected, the reduction in counts is lower at X=100 mm this is because the detector was slightly
misaligned on the scanning detector as previously stated. Whereas the cross-section closer
to the PMT in (b), has a different layout. The Compton edge centroid changes location as it
sweeps across the PMT with the largest channel centroid aligned along the centre of the PMT.
Symmetrically either side of this maximum the channel decreases until the side offset of 10 mm
where the value frequency of the Compton edge becomes approximately 900 which is seen
across the scintillator and drops again at the edges of the scintillator. If a combined spectrum is
taken from along this cross-section plane, the superposition of the different channel locations of
the Compton edge would create a smearing effect in the spectrum, leading to the Compton edge
being more difficult to identify. If the material had a higher effective atomic number such that
the photoelectric absorption cross-section becomes dominant, then the channel corresponding
to the centroids of resulting observable photopeaks, would differ at each location. This would
lower the detector resolution because of the superposition of this spectral feature. Therefore the
same energy events are not being sent to the same channel in the MCA. This has implications
in the identification of source based on spectral features.
The spectra shown in the previous plots demonstrate the Compton edge channel changing
based on location. Fitting the spectral data with the same python code used in the data
analysis in Chapter. 5 allows for Compton edge channel to be quantified. Examples of this
characterisation for both the experimental and simulated data is shown in Figure. 8.5. The
simulated data uses the polishedbackpainted surface model with a reflectivity of 98.5 % and
a refractive index of 1. The calculated values are presented in Figure. 8.6 in the form of a
2D histogram with a contour plot overlay for both the simulated and experimental data. The
contours in the experimental data show a gradual change from Y=0 mm to Y=100 mm only
shifting by 20 channels and then the change in channel occurs over a short alteration in distance.
A change of 10 channels occurs at shorter and shorter distances the closer to the PMT the
interactions occur. The data also presents a rapid change in channel number in the corners near
the PMT. This is from the detection opening angle of the PMT also present in the count rate
plots. The simulated data demonstrates a similar trend for the contours. Results from Y=0 mm
to Y=150 mm have localised changes in Compton edge position, this is from low statistics in the
simulation. However, where the statistics are higher the simulated models show an agreement
with the trend of the changing Compton edge near the detector. Therefore this model can be
used to analyse further effects due to light transport in the scintillator which is not possible to
do experimentally.
8.1.3. Pulse shape analysis
The results from the gamma spectroscopy with the MCA demonstrate that there is a change
in pulse height based on scintillation emission location due to increased LCE from proximity
to the PMT. Due to the signal input requirement of the MCA, the signal from the detector
is passed through a Timing Filter Amplifier (TFA) to trigger the acquisition. Therefore the
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(d) Decay time cross-section in x-axis. n = 1, R=98.5 %.
Figure 8.8: Comparison of decay time cross-sections for EJ-200 detector using different simulated specular reflector
settings.
pulse shape is altered from its original form straight from the detector. Digitising the pulse
enables analysis of the raw pulse shape. For the MCA an integration time of 500 ns on the TFA
was used. Whereas for the digitiser the integration time was set to zero for the measurements
presented, therefore the TFA was just being used as an amplifier with no additional pulse
shaping. Digitised measurements with the integration time set to 500 ns were performed,
however, this yielded decay times around 600 ns. Whereas measurements with an integration
time of 0 ns produced decay times around 6 ns that is similar to that of the simulation and the
correct order of magnitude of the EJ-200 defined decay time of 2.1 ns.
For this section two reflection models are discussed and they both use the polishedbackpainted
surface model. One model is set to 90 % with a refractive index of 1.4, this has lower reflectivity
with ESR of which the scintillator is wrapped in experimentally. The refractive index matches
that of a silicone-based grease used as an interface between the scintillator and wrapping [118,
119]. The other reflection model is set to 98.5 % with a refractive index of 1, which matches the
ESR reflectivity and imitates a system with an air gap between the wrapping and scintillator.
It is unknown whether the wrapping is coupled with grease. Both models provided different
results; the lower reflectivity model provides a similar positional trend when compared to the
experimental data whereas the higher reflectivity yields more decay times closer to the data.
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Pulse shape positional rise and decay time maps are shown in Figure. 8.7. Due to the
digitiser having a resolution of 2 ns the experimental rise time was not achievable as the device
resolution could not be increased further than this. The experimental results for decay time as
depicted in Figure. 8.7(a) have the shortest decay times directly in front of the PMT. The same
result is seen in the simulation decay time with 90 % reflectivity in Figure. 8.7(b). Moreover, in
front of the detector with a y-axis cross section of Y=200 mm the decay time is at its minimum
in the centre and increases towards the edges. A comparison of y-axis cross sections are shown
in Figure. 8.8(a). The cause of the shorter decay time is that the majority of the optical photons
emitted travel towards the detector, thus there is only a small contribution from travel time
towards the detector. The optical photons that travel away from the detector at this position only
get detected once reflected back. Due to the reflected distance travelled from these locations
in close proximity to the PMT, optical absorption lowers the intensity of the photons reflected
back. The decay times decrease along the edges sides as a small portion of the emission
is directed towards the detector meaning that the majority of optical photons arrive from a
singular distribution, therefore only one decay time constant is effectively convolved with the
emission decay time.
In the 90 % reflectivity model, the x-axis cross sections show that a change in decay time
down the length of the detector can be observed, this can be found in Figure. 8.8(b). In both
the experimental and simulation data, the pulse decay times are at their minimum when
next to the PMT. The decay times then sharply increase after moving 20 mm away from the
PMT end of the detector. From here the decay time levels off until the Y=100 mm point. The
90 % reflectivity value coupled with the refractive index of a grease for the simulation model
provides a matching trend through the detector system. However, the decay times are less
than these observed experimentally. The simulated measurements are expected to be lower
than the experimental values because the time constants of the PMT and readout electronics
would convolve with the pulse shape. The issue with the simulation is that the reflectivity is
substantially lower than the wrapping actually used. Additional simulations were performed
with a reflectivity matching that of ESR. The results for the increased percentage reflectivity
are shown in Figure. 8.8(d) and (c). These results use a refractive index that is close to air to
provide decay time constants similar to that of the experimental system wrapped without an
additional coupling agent. A simulation was performed with a refractive index of 1.4, to match
a silicone grease coupling agent, with reflectivity set to 98.5 %, a similar positional trend was
observed when compared to the data with the same reflectivity with n=1. However, the decay
times for this dataset ranged from 5.4 to 6.8 ns. Therefore the n=1 dataset is being used as a
simulation with comparable decay times.
For the n=1 and R=98.5 % reflection model settings, the simulation and experiment show
agreement in the y-axis cross sections demonstrated in Figure. 8.8(d). However, the trends
differ in the x-axis cross sections as shown in Figure. 8.8(c). Both the experimental system and
simulation show some agreement from Y=200 mm to Y=170 mm, after this point the decay time
decreases and then increases from Y=100 mm for the simulation. Whereas for the experimental
results the decay time continues to decrease. This trend has been observed in many other
simulations of decay times with different percentage reflectivity, surface reflector types, surface
smoothness and other optical parameters. All the simulations had local minima in the decay
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time around the Y=60 mm to 160 mm region. With a refractive index of 1.4 and 98.5 % reflectivity,
this characteristic was also observed, and the decay times reached a peak of 6.8 ns. Therefore
higher reflectivity wrappings increase the pulse decay times.
The discrepancy in the trend with the higher reflectivity, therefore, shows it is difficult
to match the experimental and simulation. The difference could indicate an issue with the
experimental data; due to the size of the detector and the scanning table’s maximum travel
distance the data was recorded on two separate days. This means that the lab temperature could
have had an impact on the results. The Y=110 to 200 mm was taken on day one and Y=0 to
100 mm on day two. There was a 24 hour period between the start of each run. The y-axis cross
section at Y=100 mm was taken on both days to be used for temperature correction if required.
The average difference in decay time along this cross section was 0.01 ns, this correction has
not been applied to the data presented. This only slightly increases the decay time for values
from Y=0 to 100 mm and is not enough to account for the large dip in decay predicted by the
simulations. The reflective surfaces in the simulation have the most assumptions made with
values and properties chosen based on other published work and manufacturers datasheets.
As the simulations have indicated, getting the correct set of input parameters to match the
experimental system is difficult and implies the multivariate reflection model has a chaotic
effect on pulse shapes.
8.1.4. Directionality
The results from Section. 7.2.2.1 revealed the emission of optical photons has an impact on pulse
shapes. The emission direction was displayed using unit spheres; another way to present this
data is extracting the emission in terms of spherical polar coordinates. Using the x, y coordinate
system previously defined with the radiation travelling in a positive z-direction, the φ value
reveals whether the photons are travelling towards or away from the detector. Whilst θ explains
if the photons are travelling to the top or bottom of the scintillator.
Polar histograms using the φ data collected are shown in Figure. 8.9, for both the reflectivity
surface settings previously used. The 98.5 % data clearly shows an increased amount of optical
photons that reach the PMT in comparison to the model which has a reflectivity of 90 %. Each
of the sub-figures demonstrates a different emission location. Each histogram also includes a
thick coloured line associated with each surface model which corresponds to the circular mean
and a 99.7 % confidence interval on the mean in red. As the data can wrap back around on
itself as it is cyclic in nature circular statistics are required. The circular mean for a set of angles
α1, . . . , αn is defined in Equation. 8.1.
α¯ = arctan2
(
∑ni=1 sin(αi)
∑ni=1 cos(αi)
)
(8.1)
Where arctan2 is a special form of arctan declared in Equation. 8.2 [173].
arctan2
(
θ2
θ1
)
=

arctan
(
θ2
θ1
)
if θ1 ≥ 0
arctan
(
θ2
θ1
)
+ pi if θ1 < 0, θ2 > 0
arctan
(
θ2
θ1
)
− pi if θ1 < 0, θ2 ≤ 0
(8.2)
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The circular mean for all of the φ datasets for the 98.5 % model points towards the PMT loca-
tion as shown in Figure. 8.10(a). This is also true for the 90 % model, however, as Figure. 8.9(c)
the mean points more towards the opposite side on the scintillator rather than the PMT. This is
due to the higher refractive index in this model altering the TIR angles.
The individual distributions of φ change based on location as shown in the subfigures
of Figure. 8.9. The distributions from Y=0 mm to Y=100 mm all show an evenly distributed
emission angle with the exception along the φ = pi/2 to 3pi/2 axis. This is lower for many of
the distributions. However, if the x position is between 40 to 60 mm, i.e. within 10 mm of the
centre axial centre of the PMT (X=50 mm), then the distribution along φ = pi/2 to 3pi/2 sees
an increased number of photons detected compared to other angles, this is best observed in
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Figure 8.9: Azimuthal angle φ distribution histograms of detected emission location.
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Figure 8.10: Average emission direction from different interaction locations using polishedbackpainted with a
refractive index on 1 and 98.5 % reflectivity.
Figure. 8.9(d). This is because the photons can travel directly along this angular axis and be
detected by the PMT. For the lower reflectivity model, optical photons along this axis have an
increased likelihood of being detected when compared to the 98.5 % model.
In these central positions the distribution moves from a circular shape to a lemon shape
(Figure. 8.9(b)) as the location approaches the PMT. This is because forward and backward
emission becomes more probable and the solid angle for optical photon collection maximises
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the closer the emission occurs to the PMT. These distribution shapes for the φ are dependent
on reflection properties. The distributions shown in the figure are from polishedbackpainted
other simulations ran using groundbackpainted. There is a cross shaped structure in the
distribution, which is approximately along the φ = 3pi/4 to 7pi/4 and φ = pi/4 to 5pi/4 axes
in the 98.5 % data, this is easiest to see in Figures. 8.9(c) and (d). This structure becomes
clearer when increasing the lower r-axis limit such that local variations in the distribution can
be observed. This is caused by photons being emitted and undergoing TIR. The spread of
each lobe in the groundbackpainted system is smaller than that in the polishedbackpainted
simulations. Therefore even with a diffuse system, photons emitted at angles which favour TIR
are more likely to be detected.
The equivalent circular mean for the θ directionality is found in Figure. 8.10(b). With singular
distributions of θ shown in the subfigures of Figure. 8.11, each distribution gets closer to the
PMT when reading from left to right. All distributions have a mean direction pointing slightly
upward, this because the interaction occurs in the bottom half of the detector. Therefore there is
a bias of direct travel to the PMT in the upper half of the emission. In close proximity of the PMT,
Figure. 8.11(c), the majority of detector photons arrive from this upper lobe. Figure. 8.11(b),
demonstrates the distribution near the screw holes inside the scintillator. The upper lobe is
centred just below 3pi/4 and has a sudden reduction rather than Figure. 8.11(c) which has
a gradual reduction. Therefore the screws create a forbidden region of a direct path to the
PMT thus reducing the probability of this emission angle reaching the PMT. Therefore creating
structural joints such as screwing the PMT directly to the scintillator obstructs Light Collection
Efficiency (LCE). A similar effect can be seen in Figure. 8.11(a), this is due to proximity to the
edges which also creates forbidden regions with direct emission into corners.
Modelling a system and tracking the directionality can allow design decisions on where to
place items such as screw holes if necessary whilst maximising LCE. This however, relies on
feeding the simulation the correct reflection properties, empirical data is available in Geant4
through lookup tables. As the directionality cannot be tracked experimentally, simulations
into pulse shapes should be used for validation due to the directional artefacts which become
present.
8.1.5. Reflections and path length
Tracking the optical photons in Geant4 also allows for the path length and number of reflections
to be tallied throughout the scintillator. The following figures use the 98.5 % reflectivity with
n=1 surface model. Results for the number of reflections can be found in Figure. 8.12. Each data
source includes the data across all x locations at each y location. Near the PMT at Y=200 mm
the majority of optical photons reach the PMT whilst only undergoing 0 to 1 reflections. As the
location moves further away from the PMT additional distributions of multiple reflections form.
These also exist in the Y=200 mm but their ratio to the low number of reflections is small. The
mode of these additional reflection distributions also increases as the location moves further
away; this is expected due to the travel distance increases. This increases the probability of
reflections that use TIR to arrive at the PMT.
The path length distribution of the optical photons from the simulation is shown in Fig-
ure. 8.12. The inset plot demonstrates the shortest length possible increases as the location
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Figure 8.12: Reflection histograms from different interaction locations. Each dataset presented is from a unique
y-axis position and includes emission from all x-axis positions. Simulation data presented used a
refractive index of 1 and 98.5 % reflectivity.
0 500 1000 1500 2000 2500 3000 3500 4000
Pathlength (mm)
0.0
0.2
0.4
0.6
0.8
1.0
N
or
m
al
is
ed
fr
eq
ue
nc
y
Y position
0 mm
20 mm
40 mm
60 mm
80 mm
100 mm
120 mm
140 mm
160 mm
180 mm
200 mm
0 100 200 300 400 500
0.0
0.2
0.4
0.6
0.8
1.0
Figure 8.13: Path length of optical photons from different emission positions. Each dataset presented is from a
unique y-axis position and includes emission from all x-axis positions. The simulation used to create
these results was the 98.5 % reflectivity with n=1 model.
moves further from the PMT as expected. The global trend shows that shorter path lengths
across all y positions are the most probable. However, the data does not monotonically de-
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crease. Globally the probability of each path length decreases but there are local regions where
probability increases. These are from harmonics from TIR. Using simulations whilst monitoring
aspects such as the number of reflections and path length of optical photons can be used in
conjunction with reflective properties to help maximise LCE.
8.1.6. Modelling PSD capability
The EJ-200 plastic scintillator is not PSD capable but what if it was? The pulse decay times
have been altered to match that of EJ-299/EJ-276 using values from Iwanowska-Hanke et al.
[172]. The polishedbackpainted surface with 98.5 % reflectivity was used for the simulations
presented. The other surface model was simulated and displayed similar trends in FoM with
lower performance due to lower LCE from reduced percentage reflectivity. The light yield was
set to 8,600 photons/MeV for both neutron and gamma interactions, this is not a realistic case
where the two would differ, however, this has been used to simplify the simulation. To achieve
the multiple time constants of the Eljen PSD plastics, G4Scintillation.cc/.hh was modified.
The regular version of this file for Geant4 v10.4 only allows two decay time constants to be set,
published work by Hartwig & Gumplinger to replicate these plastics only simulated the two
largest time constants and ignored the smallest time constant, as it is the same for both neutron
and gamma pulses [159]. By modifying the base scintillation code more time constants can be
simulated and more complex pulse shapes analysed, an example of the modification can be
found in the Appendix. B.3. This modification enables any number of time constants in a single
pulse to be simulated. A 662 keV gamma and neutron were simulated 10,000 times each at the
different locations.
From the data, the FoM was analysed in four different scenarios. The Charge Comparison
Method (CCM) is used on the pulse shapes collected from the simulation in all cases. Three of
the scenarios approach the positional sensitivity of the detector system using three different
optimisation methods for the shortgate. The first two scenarios optimise the shortgate for each
location, whereas the third is independent of position and uses data from the whole detector.
The three optimisation methods are as follows:
FoM maximise - This optimisation method took all the pulses per interaction location per-
formed CCM and looped over the shortgate value until the maximum FoM was achieved.
This is an intensive approach and takes a long time in comparison to the other approaches.
Average pulse optimise - For this method, all of the pulses for each type of radiation were
aligned based on the rising edge and peak maximum. They were then combined to
produce a projection in arrival time. This created a single pulse shape for each radiation
source at each emission location. The PSD parameter was calculated for each of these
pulses and the difference between them maximised at each location. This is the same
method used in the experimental system for optimising the CCM algorithm.
Global optimise - This optimisation method is akin to the first shortgate optimisation of FoM
maximise, where the shortgate is iterated over until the maximum FoM is achieved of all
the pulses independent of location.
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The results for the first two optimisation methods where the shortgate is optimised based
on location are found in Figure. 8.14. For the FoM maximise method in Figure. 8.14(a), there
appears to be no trend in the shortgate based on location. By contrast, the average pulse method
did show a trend between shortgates as shown in Figure. 8.14(b). For this optimisation method,
the shortest values are found around the PMT where decay times are known to be shorter
from results with EJ-200. Emanating out from this point the optimal shortgate increases, the
sides and corners have the highest optimal parameters. It is unknown why the first method of
optimisation produces no trend between the location and optimal shortgate values.
The FoM values produced using the first optimisation method were higher in comparison to
the second method with the ‘average’ pulse shape. These results are presented in Figure. 8.15(a)
and Figure. 8.15(b), respectively for the two local optimisation methods. For both these
optimisation methods, the sides and corners have the lowest FoM values and highest around
the PMT. This follows the trend observed with the second optimisation shortgate values shown
in Figure. 8.14(b).
In a detector system in an unknown source application, the direction and position of
interaction will be unknown. Therefore the global optimisation method is used to replicate
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Figure 8.14: EJ-200 detector geometry shortgate optimisation positional analysis. A longgate of 300 ns was used
for optimisation and calculations.
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Figure 8.16: EJ-200 detector geometry FoM analysis.
this. The optimal global shortgate was calculated to be 16 ns with a longgate of 300 ns. The
third scenario of FoM analysis applies these optimal values with the positional information
of interaction and produces Figure. 8.15(c). This demonstrates how the global optimisation
parameters lower the FoM on a local basis. The highest FoM achieved is now slightly above 1.3.
The global optimisation FoM values are similar to those of the second local optimisation method.
It is significantly lower than that of the FoM values produced by the first optimisation method.
This demonstrates how important the optimal shortgate can be to the CCM and thus achieving
higher separation. However, all the methods of producing an optimal shortgate demonstrate the
same FoM trend over the scintillator for this detector configuration. The body of the scintillator
has the highest FoM near the PMT which reduces the further away the emission is from the
region of light collection. The FoM near the PMT has two distinct edges which correspond to
the light collection opening angle of the PMT.
Performing the FoM calculation on the whole dataset, using the global optimisation, yields
a scenario more representative of what would be seen in an experimental system where the
locations of the interactions within the detector are unknown. Figure. 8.16 presents the data
from which the FoM is calculated. The FoM achieved from this method is 0.80± 0.01; this is
lower than all the FoM values calculated using local optimisation and global optimisation with
positional information, with the exception of the sides and corners. The χ2ν statistic is also very
large indicating a poor double Gaussian fit, whereas corresponding χ2ν values for the data in
Figures. 8.15(b) and (c) ranged from 0.8 to 2.5. These are closer to one indicating improved fits
by comparison. Therefore it is unlikely that the separation is good from this global dataset. This
can be observed in the 2D PSD histogram in Figure. 8.16(a), where even with monoenergetic
sources there is spread in data. There is an overlap around the 0.81 CCM PSD value and the
FoM plot reveals that there is greater variation in the neutron PSD parameter than that of the
gamma.
It should be noted that the FoM values quoted in these simulations will be an overestimate
as the photodetector and readout electronics have not been included. The quantum efficiency
not being modelled alone will drop the PSD as it is equivalent to lowering the scintillation
light yield, and as discussed in the previous chapter, this is equivalent to reducing the energy.
156
8.1 EJ-200 detector
For example, the current simulation light yield settings are approximately equivalent to a
1100 keV event, assuming the PMT has a 40 % quantum efficiency. Furthermore, the FoM in
an experimental system will be lower as there will be a range of energies which will have
additional smearing of the PSD parameter as shown in the previous chapter.
8.1.7. Summary
In conclusion, the EJ-200 detector system has provided experimental data and simulations
across a variety of data streams. The key findings can be summarised as follows:
• The count rate across the detector varies. This is due to the light emission occurring at
different positions and subsequent LCE changing. The greatest LCE occurs nearer the
PMT.
• Gamma spectroscopy changes based on position due to the LCE which also affects the
count rate. Higher LCE results in spectroscopic features shifting to higher channel
numbers as the pulse shapes increase in size. When the whole detector is exposed to
a source the different interaction locations lead to a decrease in resolution due to a
superposition of the spectra.
• The pulse shape changes based on location. Their amplitude changes due to LCE. Whereas,
the decay time changes due to different contributions from the forward emission and
the backward emission of scintillation light. The change in proportions of these leads to
different time constants convolving with the scintillation emission profile.
• Photons that are emitted directly towards the PMT are most likely to be detected. The
distribution of emission directionality that is detected changes based on percentage
reflectivity and location of the scintillation emission in the detector.
• Optical photons with the lowest number of reflections and that travel the shortest path-
length are the most likely to be detected. The pathlength has a distribution where certain
distances are more favourable due to harmonics created from TIR.
• PSD performance for this geometry yields good separation of neutron and gamma events
near the PMT if source localisation is used.
• If the source position is unknown then performance is drastically reduced. This is caused
by an increase in variation of the calculated PSD parameter. The PSD parameter changes
based upon position.
• FoM can be increased using optimisation parameters which are locally optimised to the
position.
• Instead of a large single volume scintillator, it is more beneficial to have smaller cube
detectors grouped together as each exhibit a higher performance metric.
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8.2. EJ-276 detector
A full description of the experimental EJ-276 system can be found in Section. 4.1.3. Similarly to
the EJ-200 simulation in the prior section the optical coupling, PMT and readout electronics
are not simulated. The simulation uses a 22 mm diameter detection region to replicate the
active area of the PMT modular unit. The scintillator reflective wrapping was modelled using
polishedbackpainted to provide the best match to ESR. As the detector was assembled in
house, the interface between the reflective sheet and scintillator was known to be air. Thus the
refractive index was set 1 in the surface model to simulate this air gap. The reflectivity was
simulated with polishedbackpainted. Two different reflectivity values were used; 98.5 % and
95 % reflectivity. Both simulated surfaces had the internal boundary set to specular lobe with
100 % probability of occurring emulating a polished scintillator surface. The former reflectivity
value matches that of a ESR wrapping. The experimental detector system is wrapped in ESR,
the additional reflectivity was used for investigations if the wrapping had a lower reflectivity.
This is because it is expected that the reflectivity of the experimental system is lower than
98.5 %, as there is a non-uniform air gap between the reflector and scintillator. As the ESR was
wrapped around the scintillator rather than die-cut there were regions with larger air gaps due
to properties of the material that prevented folding flush surfaces and edges of the scintillator.
Furthermore, the scintillator slab has a slight warp making it difficult to wrap and making
the air gap larger in certain regions. An example of the warped plastic can be found in the
appendix, Figure. A.2. Therefore this will likely cause a reduction in reflectivity of the system,
as the gap thickness is not an input parameter for the reflectivity surface model.
The manufacturers’ datasheet for EJ-276 was used to provide the stoichiometry information
for Geant4, the implementation used in the simulation can be found in Snippet. 8.2. The
scintillation yield for both gamma-rays and neutrons was set to 8,600 optical photons per MeV.
The decision to make both particles have the same scintillation yield is not representative of the
physical system and is discussed in Section. 8.1.6. The pulse decay time values from Iwanowska-
Hanke et al. [172] were used for the simulated pulses using the modified G4Scintillation code.
The implementation for these values can be found in Snippet. B.4. The simulated neutrons and
gamma-rays had an energy of 662 keV. Each positional location had 10,000 events simulated for
each type of radiation.
fEJ276 = new G4Material("EJ276", density= 1.096 *g/cm3, 2,kStateSolid);
G4double nC = 4.906; // No. of C Atoms per cm3 (x1022)
G4double nH = 4.546; // No. of H Atoms per cm3 (x1022)
fEJ276->AddElement(fH, nH/(nH+nC) );
fEJ276->AddElement(fC, nC/(nH+nC) );
Code snippet 8.2: EJ-276 material definition in simulation.
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8.2.1. Count rate
The EJ-276 detector was placed on the 137Cs scanning table apparatus to gather positional
information regarding pulse shape for gamma interactions. In addition, this provided the
ability to gather positional count rate information similar to that performed on the EJ-200
detector. The count rate for the EJ-276 is shown in Figure. 8.17. Two methods were used to
scan across the detector slab due to its size and the limits of the x-y scanning system. One
involved a coarse scan the first position was at X=Y=15 mm then the system was stepped across
by 20 mm increments, a total of four individual segments were stitched together to provide
this count rate map. Three of the segments were scanned on the same day, with the top right
corner of X=Y=135 mm to X=Y=235 mm the day after due to time requirements. Each pixel was
scanned for 3 minutes. The results from this scan are shown in Figure. 8.17(a), whereas a fine
scanning measurement was also conducted with steps of 10 mm starting at X=Y=0 mm. This
measurement was performed over a week including overnight runs, the results are displayed in
Figure. 8.17(b). The coarse measurement was used to determine if temperature played a role in
the measurement of the count rate and decay times within the system. It can be seen that there
are discrepancies along the seam edges in the fine data set, for example along the X=110 mm
and X=210 mm lines. This therefore is down to the temperature variations in the laboratory
impacting the readout system as the equivalent seams along the 135 mm position in the coarse
data set do not show this. The X=210 mm to X=250 mm measurements were performed on the
last day and have a significantly lower count rate in comparison to the rest of the measurements.
In the fine stepped measurement, the count rate is considerably lower than the rest of the
positions along the Y=0 mm and X=250 axial positions. This is because the detector measures
approximately 255 mm× 255 mm, and for these positions, the beam line is tracked along the
edges. The beam centre follows the edge of the scintillator and therefore only a proportion of
the emitted gamma-rays will interact with the material, lowering the count rate.
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(a) Coarse count rate map.
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(b) Fine count rate map.
Figure 8.17: Count rate positional sensitivity of EJ-276 detector system.
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8.2.2. Pulse shape analysis
The scanning table measurement with the 137Cs gamma source allowed the decay times of
the pulses to be analysed via digitisation. The pulses captured had a small pulse width and
amplitude; an example pulse is included in Figure. 8.18. The pulses contained high-frequency
noise, different cables and other sources were investigated but the noise persisted. Due to the
pulses being very fast this electrical ringing or noise is likely due to a cable impedance mismatch
where there was no workaround with limitations of the digitiser requiring 50Ω impedance.
There is a possibility that the high-frequency noise is just single optical photons arriving later,
convolved with the single electron response of the PMT. The figure also shows an example
simulated pulse shape which demonstrates these singular late optical photons arriving from
200 ns onwards. The scintillator also has multiple time constants therefore it is difficult to fit
more than one decay time for small pulses. A single exponential decay was fitted to the pulses
as a simplified approximation, the same fitting and analysis were performed on the simulated
data with both reflectivity values. In Figure. 8.19, decay time heat maps are displayed for the
various datasets. The experimental results shown are from both the coarse and fine datasets
previously outlined in Section. 8.2.1. The coarse result shows a fairly uniform decay time across
the bulk of the detector. Similar results are seen in the fine stepped measurement, the dataset
also has an increased decay time for the X≥200 mm which is analogous to the count rate data.
Therefore the temperature of the environment also impacts the decay times of the digitised
pulses. Moreover, the decay time along the edges, specifically the Y=0 mm and X=250 axial
positions also have a net decrease. The optical photons emitted in this region which travel
towards their nearest face are quickly reflected, the longer decay time here is likely due to the
air gaps in the wrapping.
Both of the simulations partially agree with the experimental result. The simulation which
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Figure 8.18: Comparison of pulse shapes from EJ-276 experimental and simulation with 98.5 % reflectivity.
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0 100 200
X (mm)
0
50
100
150
200
250
Y
(m
m
)
8
9
10
11
12
D
ec
ay
ti
m
e
(n
s)
(b) Experimental - Fine decay time map.
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(c) Simulated decay time map polishedbackpainted,
98.5 % reflectivity.
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(d) Simulated decay time map polishedbackpainted,
95 % reflectivity.
Figure 8.19: Single exponential decay time fits to EJ-276 positional pulse shapes.
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(a) Simulated rise time map polishedbackpainted,
98.5 % reflectivity.
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(b) Simulated rise time map polishedbackpainted,
95 % reflectivity.
Figure 8.20: Single exponential rise time fits to EJ-276 positional pulse shapes.
has been modelled directly after the ESR wrapping is shown in Figure. 8.19(c). The decay is
shown to be relatively uniform across the scintillator with the exception of directly in front of the
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Figure 8.21: Decay time cross section of EJ-276 detector.
PMT. This agrees with the experimental results. However, the decreased decay time observed
in front of the PMT does not stretch out as far into the system in the simulation, as it does in
the experimental system. This is most likely due to an incorrect reflection model, as results
from the EJ-200 detector showed the input parameters for the surface model can chaotically
change the output. Another cause of this could be that the physical PMT in the detector is set
back behind an optical interface pad. This is not included in the simulation, therefore optical
photons travelling in from certain angles may not be detected if the PMT was flush with the
scintillator surface. This might then create a condition where some optical photons are lost
changing the distribution of arrival that convolutes with the emission decay times creating this
larger region of decreased decay times in front of the PMT. The decay times in the 98.5 % are
longer than those of the experimental results. Transferring the knowledge from the previous
chapter it is known higher reflectivity surfaces increase the decay time. The simulation with
the lower reflectivity value of 95 % is shown in Figure. 8.19(d). When comparing this to the
98.5 % simulation decay time heat map, the trend between location pixels is the same across the
system. The decay values for the 95 % are just lower than the 98.5 data by approximately 3 ns
and closer to the experimental values. Therefore it is likely the experimental system wrapping
has a lower effective reflectivity than the maximum value stated on the ESR. This is thought
to be due to the increased air gap and application to the scintillator. In Figure. 8.21, cross
sections of the pulse decay time are compared across the simulation and experimental system.
The trend across all three data sources match, they are just offset from each other. This is an
easier example of demonstrating that the experimental system has a lower effective reflectivity
when compared to 98.5 %. The difference in maximum and minimum decay time also reduces
with decreasing reflectivity. This can be shown by analysing the X=120 mm cross section in
Figure. 8.21(b) reveals, a difference in between the maximum and minimum decay times as
4.3± 1 ns, 4.7± 1 ns, 5.4± 1 ns for the experimental, 95 % and 98.5 % data sources respectively.
Where the maximum decay has been defined as the average of Y positions from 0 mm to
100 mm, and the minimum decay time as the Y=250 mm position.
From Figure. 8.18 it can be seen that the rise time is near instantaneous. As the digitiser has
a time resolution of 2 ns the rise times occurred over 1 to 5 data points, therefore the rise time
162
8.2 EJ-276 detector
could not be extracted easily. As the simulated model had pulse shapes constructed with 1 ns
time resolutions the rise time was extracted. These are shown in Figure. 8.20(a) and (b). The
different rise heat maps analogous to those of the decay, both showing the same trend but with
the 95 % having quicker rise times than that of the 98.5 data by approximately 0.5 ns. The rise
heat maps show two distinct edges with the highest rise times either side of the photodetector
opening. This is related to the opening collection angle due to the diameter of the photodetector
and TIR angles. If the experimental data was collected it is expected that this angle would be
smaller similar to the data collected in the count rate in Figure. 8.17(b) due to the PMT not
being flush with the scintillator face.
8.2.3. Figure of Merit investigation
The detector was simulated before being tested to determine if the geometry of the scintillator
would allow for PSD to be observed. The results of positional FoM for both the percentage
reflectivity simulations are shown in Figure. 8.22 with three different methods of shortgate
optimisation. Although not shown, the optimal shortgates from the average pulse method
did show positional trends, with shortgates ranging from 10 ns to 38 ns for both percentage
reflectivity values. Similarly to the EJ-200 detector simulation, the maximising FoM method
demonstrated no correlation between position and optimal shortgates for both percentage
reflectivity settings tested; the optimal shortgates ranged from 22 ns to 85 ns. All the results use
a longgate of 400 ns. The global optimised shortgate was 26 ns and 30 ns for 95 % and 98.5 %
reflectivity respectively.
For this detector geometry, the average pulse optimisation method produces the lowest FoM
in comparison to the other methods for both simulations. The 98.5 % reflectivity produces a
more uniform FoM across the detector which can be seen in the global and average optimisation
figures. It is also present in the maximise optimisation but harder to identify. Whereas, the
95 % simulation produces higher values of FoM with greater variation. The pulse shapes
from the higher reflectivity will have a larger contribution of optical photons arriving from
reflections and backward emission meaning a larger time constant convolution in the decay
time, in comparison to the 95 % simulated pulse shapes. This is what causes the decreased FoM,
however, the higher LCE probably results in the more uniform FoM across the detector. All
the FoM location plots show maximal values in front of the detecting region where the highest
LCE is and where the majority of the optical photons come from a forward emission. The FoM
lowers as the distance from the detecting region increases. There is also a cone structure due
to the opening angle of the detecting region. The optimal shortgates show an increased FoM
when they are optimised based on location rather than using the globally optimised shortgate.
The simulation uses neutrons and gamma-rays that are monoenergetic. By comparison
the experiment will have radiation interactions from a range of energies. The experimental
system used the AmBe neutron source in a water tank for moderation, information regarding
the energy of emissions from this source can be found in Section 2.2.3. An air tube with 1 cm
diameter was initially used to provide an interaction spot on the detector. AmBe source had a
lead pot placed on top with a thickness of 19 mm, this was to remove the low energy 59.54 keV
gamma from the 241Am. The EJ-276 detector assembly sat on top of the neutron tank on a 5 mm
steel sheet with lead bricks with a 50 mm thickness. With these additional shielding materials,
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(a) FoM using local optimisation of shortgate with average
pulse method for 98.5 % reflectivity.
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(b) FoM using local optimisation of shortgate with average
pulse method for 95 % reflectivity.
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(c) FoM using local optimisation of shortgate with max-
imise FoM method for 98.5 % reflectivity.
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(d) FoM using local optimisation of shortgate with max-
imise FoM method for 95 % reflectivity.
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Figure 8.22: EJ-276 positional FoM simulations.
the bottom of the detector box sat 585 mm from the source. This was used as shielding against
the higher energy gamma-rays from the beryllium (α,n) reaction from the source. In addition to
shielding against the 2.2 MeV gamma-rays produced from the (n,γ) reaction of hydrogen and
other reactions which occur in the water moderator. Measurements were performed with and
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(a) 2D PSD histogram of data collected with 6 cm diameter
tube.
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(b) 2D PSD histogram of the data collected without the
tube subtracted from the 6 cm diameter tube dataset.
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(c) Longgate integral projection.
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Figure 8.23: Neutron and gamma data collected from the EJ-276 detector with 50 mm lead shield.
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Figure 8.24: Longgate integral projection of 2D PSD histogram using data from the EJ-276 detector with 16 mm
lead shield.
without the air tube in place. The count rate between these two measurements changed within
error and the 2D PSD histogram using the CCM displayed no neutron region. The small tube let
through a small fraction of the neutron flux. The steel plate used to help support the lead over
the tank has a neutron cross section and acts as shielding to this low flux; the half-thickness
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for water is 5.4 cm by comparison steel’s is 4.9 cm [174]. The high rate of the gamma source
from reactions in the water coupled with the steel plate, means the data acquired using the
small tube is dominated by gamma events. The tube diameter was increased to 6 cm matching
that used in the EJ-299 detector experiment in Chapter. 5. The results using the larger tube are
presented in Figure. 8.23, the centre of the cube was aligned to the X=120 mm and Y=230 mm.
The 2D PSD histogram for the data collected with the 6 cm tube in Figure. 8.23(a) also shows
no visible neutron region, this is identical to what was seen with the smaller diameter tube.
Different shortgates and longgates were cycled over to determine if the parameters were not
perfect. However, no neutron region became apparent either visually or from projection of
the PSD parameter for FoM calculations. The FAA and FGA algorithms were also tested but
yielded no difference. A subtraction of data collected without the tube in place has been used
to determine if neutrons are present. This is because the large volumetric and cross sectional
area means the detector easily detects cosmic radiation and the higher energy gamma-rays
from interactions in the water tank. The rate of these events will be constant with and without
the air tube as the water, the tube is displacing provides minimal shielding to the particles of
this energy. Figure. 8.23(b) shows the subtracted 2D PSD histogram, this unfortunately does
not expose any neutron region hidden within the data. The projection of both the axes of the
subtracted 2D histogram are found in Figure. 8.23(c) and (d). From both of these plots, it is still
difficult to decipher uniqueness in structure for neutrons. The PSD projection centroids only
differ by less than 0.005 when a Gaussian fit is applied.
The subtracted dataset has 32 % of the raw data from the tube dataset with 50 mm of lead.
A lower thickness of lead of 16 mm was used and the subtracted dataset contained 19 % of
the tube dataset. For this lower thickness of lead higher energy gamma events are detected.
In Figure. 8.24 this can be seen in the inset plot where a gamma shoulder is present where
the longgate integral is approximately 0.5× 105. This shoulder is significantly reduced in the
50 mm shielding data in Figure. 8.23(c).
With these experimental results with the 1 cm tube yielding little to no neutrons, the
simulated FoM in Figure. 8.22 cannot be compared easily. The simulation data was re-analysed
to try and determine the cause. The gamma-ray pulses from the whole detector were placed
into one dataset. Then the neutrons at each position were combined with the whole gamma
dataset, this was passed into the CCM algorithm and FoM calculations were performed. The
projection of the PSD parameter axis for all locations yielded a single Gaussian, there was no
presence of a neutron region. Further, an inspection found this was because the neutron data
set represented approximately 0.14 % of the total number of events. This is reminiscent of the
experimental system where the neutron yield is dwarfed by the large amount of interaction
gamma-rays. The gamma dataset was randomly sampled from to produce a smaller set of data
with a size matching that of the neutron dataset at each location. The result of this yielded
a similar trend in FoM values and positional trends as the global optimisation FoM plots
shown in Figures. 8.22(e) and (f) for both the simulated percentage reflectivities. Therefore if a
neutron beam was used to carry out this measurement experimentally with a lower gamma-ray
background positional sensitive FoM data could be acquired. The larger tube result increased
the neutron flux interacting with the detector. To decipher why no PSD was observed the
simulated neutron pulses from X=90 mm to 150 mm Y=200 cm to Y=250 mm were combined to
166
8.2 EJ-276 detector
0 500 1000 1500 2000
Longgate integral
0.1
0.2
0.3
0.4
0.5
0.6
C
C
M
PS
D
pa
ra
m
et
er
0.2
0.4
0.6
0.8
1.0
1.2
×104
(a) 2D PSD histogram for 6 cm interaction with 98.5 %
reflectivity simulation.
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(b) Contour of 2D PSD histogram with 98.5 % reflectivity.
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(c) 2D PSD histogram for 6 cm interaction with 95 % re-
flectivity simulation.
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(d) Contour of 2D PSD histogram with 95 % reflectivity.
Figure 8.25: Simulations of 6 cm area interaction, replicating the larger tube size from the experimental measure-
ment.
form a square spot size similar to that of the interacting region of the 6 cm air tube measurement.
This data comparison is therefore not an exact match as the air tube spot size is circular and
this simulated dataset is rectangular. Using the simulated gamma pulse dataset from over
the entire detector region this 6 cm neutron dataset, PSD analysis was performed. The results
from both simulated percentage reflectances are shown in Figure. 8.25. There appears to be
no distinct regions for neutrons or gamma pulses in the histograms, however, as the data is
simulated the origin of each pulse is known. A contour plot of these histograms is shown on
the right of the figure. This shows a clear overlap of the datasets and therefore agrees with
the experimental data in Figure. 8.23(a), where no PSD is observed. Even with the subtracted
data in the simulation the suspected neutron pulses have the same CCM PSD parameter, the
simulated results also show this. The experimental systems have pulses generated from multiple
radiation energies, this creates further variation in the longgate integral and corresponding
PSD parameter as shown in Chapter 7. The simulated histogram demonstrates that pulses from
98.5 % simulation have larger longgate integrals due to the increased reflectivity. Although
the pulse shapes from 98.5 % simulation have smaller pulse areas, they also have a greater
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difference in the PSD parameter showing partial discrimination. This is probably due to the fact
a smaller percentage of the total photons have been reflected and or were emitted backwards at
the point of generation. Therefore the additional convoluted time constant is smaller, which has
slightly improved PSD.
The reason FoM changes based on the reflectivity is due to the emission direction of the
optical photons that form the pulse shape. The pulse shapes of higher reflectivity wrappings
have a larger proportion of optical photons that have been emitted backwards at point of
emission and have been reflected. As these optical photons have not been direct to the detecting
region their arrival time, independent of emission time, comes from an exponential distribution
with longer decay time constants than that of the directed optical photons. This increased
proportion of the collected optical photons arriving from this distribution leads to the longer
time constants convolution with the emission decay time constants. This has a net effect of
creating more variation in the PSD parameter calculated for each pulse reducing the overall
performance of the scintillator. Therefore consideration should be made when choosing the
scintillator wrapping for PSD application
8.2.4. Summary
The EJ-276 detector yielded similar results in terms of count rate changing based on location.
This further extended to the decay times of the pulses, which also changed. The simulation
even demonstrated that the effective reflectivity may be lower than was thought experimentally.
This was achieved by comparing the decay times across sections of the detector. The trends
between the experiment and simulations matched and the decay times were just offset, the only
difference between them was percentage reflectivity. The key findings of the PSD modelling
and comparisons to the experiment can be summarised as:
• Scintillators which exhibit PSD capabilities have varied performance based on the location
of the scintillation emission.
• PSD performance can be improved if this location is known such that the algorithms can
be optimised based on position.
• PSD performance is more uniform across detectors with increased LCE achieved by higher
reflectivity scintillator wrappings.
• Lowering the reflectivity of the wrapping can increase FoM at individual locations in
comparison to a higher reflectivity. However, this also creates regions of lower reflectivity
elsewhere and thus loses the uniformity of the detector.
• PSD performance will diminish when the scintillation emissions occur over all the regions
of a large area scintillator. This can lead to systems appearing to have no discrimination
capabilities.
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9.1. Summary of current progress
The primary focus of the research presented in this thesis is to study Pulse Shape Discrimination
(PSD) plastic scintillator detector systems and seek out possible ways to improve their PSD
performance. There is an additional focus on determining why the PSD performance diminishes
with large sized plastic scintillators and whether it is possible to mitigate this effect. This has
been approached in two different ways; one by an investigation of pulse shape analysis
algorithms and the other by simulation of the detector systems with a focus on the propagation
of optical photons and their influence on pulse shapes.
To investigate improving PSD performance via algorithms a system was designed with a
15 mm3 EJ-299 plastic scintillator coupled to a SiPM. The SiPM model and readout circuit were
also parameters which were changed during the experiment to help increase the performance
of the system. Changing the load resistor in the readout circuit allowed for the pulses to be
stretched out in the time domain. Data was collected with a digitiser and offline analysis was
performed with three different algorithms. For this study, algorithms that used the Fourier
transform were investigated and compared against the standard Charge Comparison Method
(CCM). The algorithms were compared against each other and used to find the lowest energy
where a FoM of over 1.27 is achievable, which corresponds to a 3σ separation certainty.
A new algorithm known as Frequency Area Analysis (FAA) was developed during this
study and achieved a FoM of 1.27 at 500 keVee with a SensL J series SiPM, 50Ω load resistor in
the readout circuit, and 1.6 µs acquisition length. This algorithm achieved the best performance
when compared against Charge Comparison Method (CCM) and another Fourier based algo-
rithm known as Frequency Gradient Analysis (FGA) with this detector configuration. It was
found with the 50Ω load resistor configuration, that increasing the acquisition record length
for both Fourier based algorithms improved their performance. With the same SiPM and circuit
design the CCM achieved similar results to the FGA with a shorter acquisition length of 1 µs.
The issue with these long acquisition lengths is that pile up can occur in high rate environments.
To adapt the detector to a high rate environment the load resistor was reduced to 1Ω.
This provided faster pulses, for example the pulse duration for the 50Ω data was 1200 ns,
whereas 80 ns was accomplished with 1Ω. For the faster pulses, the Fourier based algorithms
outperformed the CCM method. This is because the CCM was limited to the number of data
points in the time domain and the shorter duration pulse reduced this. For both load resistor
circuit designs, two optical readout devices were tested; these were the SensL C and J series
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2× 2 array SiPMs. Across the measurements, the J series achieved improved performance
in comparison to the C series. This is because the C series has a longer recovery decay time.
Therefore fast readout and recovery time photodetectors can improve PSD performance.
The overall outcome of this body of work determined that no one algorithm is best in all
application scenarios or detector configurations. The algorithm performance is dependent on
the pulse duration and data acquisition length. Therefore different algorithms should be tested
with each system in their required environment. Then the algorithm should be selected so that
maximum Figure of Merit (FoM) can be achieved with the detector configuration. Fourier based
algorithms are recommended for when the application requires discrimination in a high count
rate environment such as active interrogation in nuclear security.
The simulations performed to investigate PSD focused on optical photon transport from
the point of emission to the point of detection. The arrival time of optical photons was initially
analysed independently of the emission time. This provided useful information regarding
arrival time distributions such as the directionality of emission. If photons were emitted
travelling directly towards the photodetector they would arrive in an specific distribution and
if they travelled away they would arrive in another specific distribution. These distributions
also changed based upon scintillator wrapping. If the wrapping was a specular reflector the
forward and backward emission would both follow exponential distributions. Moreover, with
this wrapping certain emission directions were forbidden from being detected due to Total
Internal Reflection (TIR). This is the case for photons emitted parallel to the photodetector
face, as they would be reflected back and forth until absorbed. By contrast, diffuse reflector
wrappings allow all emission directions to be detected, however, the arrival time distributions
were no longer purely exponential. These arrival time distributions convolve with the emission
distribution meaning the detected pulse shape have additional time constants. The decay
times of the exponential distributions increased with the percentage reflectivity of the surface
wrapping. Therefore there is a trade-off between higher light collection efficiency and decay
time convolution changing the pulse shape, which is important in PSD applications.
Utilising the same simulations it was discovered that the emission location also altered
the arrival time distributions. This is because of the time taken to travel through the detector
geometry; this was dependent on travel length to the photodetector and the number of reflec-
tions. Emissions closer to the photodetector had higher light yield and shorter decay times
than those further away from the photodetector. Therefore the same energy events that occur
in different locations can be registered in different channels in the readout when performing
pulse height or pulse area analysis. This adds further smearing to the energy resolution of
the detector system. Moreover, for large scale plastic scintillators it was found that multiple
Compton scatters can occur leading to a full energy deposition. The location of these deposits
can be spread out throughout the detector and therefore create multiple emissions in quick
succession being observed as a single pulse shape. As discussed each one of these will have
different convolutions of time constants thus when combined at arrival on the photodetector
multiple time constants will be present, leading to a smearing of the pulse shape.
All the factors outlined have an impact on the PSD performance of the scintillators. This
is due to the pulse shapes changing in different ways based upon the characteristics of the
reflector and the interaction location of emission. These changes in the pulse shapes cause an
170
9.1 Summary of current progress
increased variation in the PSD parameter in the pulse shape algorithm and variation in the total
pulse area. Both of these are important when determining the performance via calculation of
the FoM of the detector system at energy regions. Specifically, when scaling up the scintillator
in terms of size the variation in PSD parameter increases further and thus there is a decrease in
the FoM. Therefore modelling the light transport inside scintillators before they are built can
be an important part of the design stage as reflector materials, geometries and photodetector
placement can be altered to maximise PSD performance of the system.
Experimental detector systems using EJ-200 and the PSD plastic scintillator EJ-276 were
used to validate the light transport simulations. In particular, the decay time of the pulse shape
was focused on as this could be measured in experiments, whereas the emission direction
could only be captured in a simulation. To gather positional information collimated 137Cs with
a spot size of 10 mm on the detector was used to acquire gamma-ray pulse shape data. The
emission of EJ-200 has a decay time of 2.1 ns while the digitiser used had a time resolution of
2 ns. This resulted in the signal requiring amplification by a Timing Filter Amplifier (TFA) to
add additional shaping time to stretch the pulse. Moreover, the detector was not built in house
therefore matching parameters in the simulation was difficult with the available information.
These factors lead to the simulation and experimental system having discrepancies between
them in terms of decay time value. However, the simulation and experimental results did
demonstrate the same trends between decay times based on the interaction position of the
radiation. The shortest decay times of pulses are observed directly in front of the detector. The
same agreement was also seen in the model for EJ-276. As this detector was built in-house the
difference in decay times is closer between experimental and simulation. These decay time
measurements of EJ-276 demonstrated that the effective reflectivity of the wrapping was lower
than the quoted values by the manufacturer of the Enhanced Specular Reflector coating. This is
not due to the material but rather the wrapping technique and preparation environment leading
to a larger air gap between the scintillator and the wrapping material. Depending on detector
the largest decay times were in different locations, however, the simulation and experimental
systems agreed with where these were located. Therefore, this is due to the geometry and
photodetector readout position as these were the only differences between both systems.
The simulations predicted that PSD should be achievable in the EJ-276 system. However, as
the simulation only used monoenergetic sources this was not achieved experimentally where
a large energy range for both neutrons and gammas interacted with the detector. This is
because of the size of the detector, AmBe source and environment tested in. There was a
large gamma-ray background from cosmic-rays and reactions in the water tank moderator for
neutrons. This meant that a large region of the detector had to be illuminated with neutrons
to overcome the gamma background. The simulations used a spot size of 10 mm whereas
experimentally 60 mm was used. The simulation of the larger spot size of 60 mm showed
that the PSD parameter for both particle types would overlap and produce no PSD as was
experimentally observed. To improve this measurement in future a neutron beam should be
used to gather precise positional information for neutron pulse shapes. The simulations did
reveal that having a higher reflectivity can create a uniform PSD performance when analysing
FoM. However, lowering the reflectivity can create higher values of FoM by changing the ratio
of direct and indirect optical photons that arrive from the point of emission. This also creates a
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more varied positional PSD performance. Therefore, the percentage reflectivity of the wrapping
should be considered when designed PSD detector systems.
In conclusion, numerous effects cause PSD performance to diminish through the transport of
light through plastic scintillators. The PSD performance of a detector system can be increased by
identifying the algorithm that matches the detector configuration and application environment.
Moreover, in the design stage of the detector simulation, studies should be performed to
optimise the configuration. In particular, due to the emission direction of scintillation photons
changing the pulse shape. The reflector, photodetector position and geometry used should be
key parameters under consideration in the simulations. With regards to large scale PSD plastic
scintillators with the possible application of being used as part radiation portal monitor systems,
is that PSD performance will be diminished for large sized plastics due to the transport of the
emission light and overall light collection efficiency of the system. Therefore to be used in this
application many small detectors consisting of scintillators with PSD capability and readout
devices such as a SiPMs should be used. These small detector modules should be tessellated
into a grid or other layouts to produce a large detecting area. The added benefit of this system
is that each detector could act as a pixel such that imaging could be performed.
9.2. Future work
The current work was aimed at determining improvements to PSD performance in plastic
scintillators through algorithm development and light transport simulations. Both of these
aspects of work have potential for future development. Moreover, to these aspects of work,
it was identified that the scintillator emission spectrum possibly changed based on radiation
interaction. This needs to be studied further to determine if Spectral Shape Discrimination
(SSD) can be used with plastic scintillators. This could also be combined with PSD metrics to
improve overall performance.
The results from the algorithm performance study showed that based on detector config-
uration, different algorithms had greater performance. This should be explored further with
additional algorithms and detector configurations. In particular, this study was performed on
SiPMs, it would be interesting to see if the performance between different algorithms changed
with readout device. From the current work, only two load resistor values were used in the
comparison between algorithm. The value of this component should be investigated further to
determine if there is an optimal value. Using a variable resistor would allow for these tests.
Incorporating this component with another circuit could enable the resistance to change based
on the flux of the radiation environment so that the performance of the detector is optimal. For
example, if a hand-held detector was used in a low count rate environment the larger resistance
could increase the discrimination performance. However, if the same detector was then used
in a high count rate environment where pile up is highly likely, the resistance and algorithm
could be changed such to adapt to the task at hand. Furthermore, machine learning algorithms
could use the PSD parameters from the algorithms as metrics in the model. Combining the
metrics at the point of evaluation, therefore, could improve the overall performance of a system.
The current simulation framework suffers from a lack of empirical data required to drive
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the models further such that they match experimental systems. This is a clear area for further
work to help improve the simulations. The three key areas relating to the light transport in the
simulation requiring experimental data are:
• Pulse shape time constants.
• Reflection model parameters.
• Bulk attenuation length.
The rise and decay time constants are important for studying PSD; therefore a system that
can accurately measure these for materials with multiple decay time constants is required to
improve the simulations. The determination of the time constants could also utilise a high
absorbance coating such as the Vantablack material simulated. This could help verify the impact
of reflections on the pulse shape. If one side of the scintillator has a diffuse or specular reflector
applied with Vantablack on all other sides except for the collecting region, the impact of the
reflections on the pulse shape from different locations could be determined. Furthermore,
the geometry and the reflective surfaces that cause a ‘bump’ artefact in the simulation due
to different emission directions should be experimentally verified. This will require time
resolutions of less than 1 ns in the optical light collection along with various sized scintillators.
The current reflection models in Geant4 rely on user input or data from inorganic scintillator
crystals. The simulation results presented in this thesis have shown changes in pulse shape
decay time based on the reflectivity model. Therefore having a verified reflectivity model
used in the simulation is vital for validation experiments. A recent option to achieve this is to
use the LUT DAVIS model in the Geant4 toolkit. This provides a possible implementation of
experimental data from plastic scintillators and wrapping to be used in the simulation studies.
The publication by Roncali et al. where the model originates, states in future that instructions
on how to take data using atomic force microscopy and provide an application to allow users
to produce custom LUTs for their scintillator and reflector attributes [175]. Another parameter
that the simulation relies upon is the bulk attenuation length. This optical attenuation length is
difficult to experimentally determine. However, the increased accuracy of this parameter would
improve the simulation framework for use with large volume detectors such as those used in
portal monitors.
Further simulation improvements include modelling the optical readout and optical coupling
interface. Both of these could easily affect the pulse shape signal. The current simulations used
in this thesis have perfect optical light collection. The quantum efficiency of the readout device
and the coupling agent would drastically alter this. As it has been suggested in the results
chapters some of the discrepancies between the simulation and experiment may be down to
the optical coupling providing an offset between the scintillator and optical readout. In the
experimental system there would be further decay convolutions in the electronic readout chain.
The impact of these additional time constants and how they alter the output signal needs to be
explored. The study into the readout circuit has already shown how the changing resistors can
alter PSD performance. This is an area that would benefit from the use of simulations of the
signal output and electronic processing chain.
In future, when the simulation framework is further developed and fully verifiable, the
framework could be included in a scintillator generative design suite. Generative design is a
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process that uses data and multiple iterations to explore many different designs. The software
takes in design goals from the user inputs such as a certain performance metric for the system.
For example, this could achieve a FoM of 2 and above with a detector with a cross-section of 2 m.
The user would also supply a list of material parameters and other inputs. The program would
then determine many solutions to the design with different permutations. As the software is
based on artificial intelligence the software learns from each design iteration. The user can
select a solution and add further constraints for the software to explore, such as manufacturing
feasibility. The generative design software could then be used to create detectors for different
applications from high count rate environments to lightweight systems for use with drones.
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A. Additional Figures
The following figures are provided as supplementary material for the reader. The figures are
not key to the text from where they are referenced, however, they can help with visualisation
and further context.
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(a) Threshold projection method.
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(b) Band projection method.
Figure A.1: Comparison of FoM projection methods.(a) The threshold projection, method can be used when there
is no curvature observed in the lobes, such that a double Gaussian fit can be appropriately performed.
This method has the benefit of having higher statistics and therefore can improve the FoM calculation.
Whereas the band projection, (b), will have lower statistics but can be used where the lobe PSD
parameter centroids vary with energy. The energy band width can be selected to achieve discrimination
in regions of high curvature.
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APPENDIX A. ADDITIONAL FIGURES
Figure A.2: Example of the warped EJ-276 plastic detector. The render is an exaggeration to highlight the warp
effect observed. If the actual plastic was inverted from the render, the plastic could spin if left on a flat
surface. The sides were polished perpendicular to a flat surface, therefore the tested piece only have the
top and bottom surfaces warped.
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B. Geant4 code
B.1. Geant4 timeline
Particles in Geant4 have their information stored in a collection of track objects as they
transverse through the simulation environment. Each track stores physical quantities, for
example, the position at the instance in time. The quantities are updated by step objects to form
new track objects. At the end of a simulation no track objects remain, therefore trajectory
objects are used to record tracks for visualisation purposes in the simulation. A diagram of
these objects can be seen in Figure. B.1.
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Point
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Step
Figure B.1: Diagram of trajectory, track and step system within Geant4. The trajectory stores a collection of steps,
step points and some track information. For visualisations, trajectory points are also stored. A track is
a snapshot of a particle and contains an instance of current quantities, which are updated by steps. A
step consists of two points and also delta information of the particle, such as energy loss etc.
B.2. Reflectivity properties
In Geant4 there are different reflection models available. GLISUR and UNIFIED offer pro-
grammable models based on users parameters. The other two models LUT and LUT Davis use
real surface data, which is sampled to provide reflection boundary processes in the simulation.
Full information regarding all the models can be found in the Geant4 guide application devel-
opers [157]. As the UNIFIED model has been used in this thesis a tabulated overview of the
surface types in this model can be found in Table. B.1.
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B.3 Multi-decay time implementation
B.3. Multi-decay time implementation
To create a simulation that can model more than two decay time constants and also is de-
pendent on radiation interaction, the scintillation process in Geant4 has to be modified. For
the simulations in this thesis the base process was modified to incorporate new methods
and an altered PostStepDoIt method, this file will be referred to as G4ScintillationMod.
The new method declarations and definition can be found in Snippets. B.1 and B.2 respec-
tively. These new methods for changing the time constants by particle type are based on the
GetScintillationYieldByParticleType method that already exists in the G4Scintillation
which adjusts scintillation yield by particle type. These methods are then used in the
PostStepDoIt method, found in Snippet. B.3. From line 134 to 151 the new version of se-
lecting time constants is invoked. This is the largest modification, elsewhere small alterations
are made in the method that uses the new variables.
In Geant4 to model optical photons, the particles need to be constructed and the optical
physics processes need to be enabled in the physics list. As the scintillation process has been
altered the standard G4OpticalPhysics cannot be used. Therefore the processes have to be
constructed manually, alternatively creating a modified G4OpticalPhysics.cc that includes
G4ScintillationMod can be used. Then in the physics list the include directive can point to
this version #include "G4OpticalPhysicsMod.hh" . Similarly to the original implementation of time
constant declaration in a simulation, new time constants are added via the material properties
table. Unlike the previous fast and slow time constants that are entered as individual parameters
with their respective weightings defined by YIELDRATIO. This approach uses arrays to pass the
values through and therefore allows more than one time constant with the maximum number
only limited by the compiler and size of the stack. An example of using three time constants
can be found in Snippet. B.4. The example also includes the use of a fail safe such that only
one set of time constants are sampled from during a simulation. This can be used because the
protons generated from a neutron interaction can cause electrons to be scattered which can
scintillate. This would then sample from a different time constant distribution, thus the fail safe
can be used as a biasing technique.
public:
G4MaterialPropertyVector* GetNumberOfTimeConstantsByParticleType( const G4Track &aTrack);
// Returns number of TC for particle type and checks
G4MaterialPropertyVector* GetNumberOfTCRatiosByParticleType( const G4Track &aTrack);
// Returns number of TC Ratios for particle type
void CheckTCRatioEntries(G4int tc_entries, G4int ratio_entries);
Code snippet B.1: New methods declarations in G4ScintillationMod.hh for multiple time constants to be
used.
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G4MaterialPropertyVector* G4Scintillation::GetNumberOfTimeConstantsByParticleType(
const G4Track &aTrack) {
////////////////////////////////////////
// Get the time constants vector //
////////////////////////////////////////
G4ParticleDefinition *pDef = aTrack.GetDynamicParticle()->GetDefinition();
G4MaterialPropertyVector *Time_Const_Vector = nullptr;
G4MaterialPropertiesTable *aMaterialPropertiesTable
= aTrack.GetMaterial()->GetMaterialPropertiesTable();
// Get the G4MaterialPropertyVector containing the time
// constant as a function of the particle type
// Protons or Neutrons
if(pDef==G4Proton::ProtonDefinition() ||
pDef==G4Neutron::NeutronDefinition()){
Time_Const_Vector = aMaterialPropertiesTable->
GetProperty("NEUTRONTC");
}
// Electrons (must also account for shell-binding energy
// attributed to gamma from standard photoelectric effect)
else if(pDef==G4Electron::ElectronDefinition() ||
pDef==G4Gamma::GammaDefinition()){
Time_Const_Vector = aMaterialPropertiesTable->
GetProperty("GAMMATC");
}
// Default for particles not enumerated/listed above
else {
Time_Const_Vector = aMaterialPropertiesTable->
GetProperty("GAMMATC");
}
// If the user has specified none of the above particles then the
// default is the gamma time constants
if(!Time_Const_Vector) {
Time_Const_Vector = aMaterialPropertiesTable->
GetProperty("GAMMATC");
}
// Throw an exception if no TC vector is found
if (!Time_Const_Vector) {
G4ExceptionDescription ed;
ed << "\nG4Scintillation::PostStepDoIt(): "
<< "Request for time constants and particle\n"
<< "type without correct entry in MaterialPropertiesTable.\n"
<< "ScintillationByParticleTypeTC requires at minimum that \n"
<< "GAMMATC is set by the user\n"
<< G4endl;
G4String comments = "Missing MaterialPropertiesTable entry - No correct entry in
MaterialPropertiesTable";↪→
G4Exception("G4Scintillation::PostStepDoIt","Scint02",
FatalException,ed,comments);
}
return Time_Const_Vector;
}
G4MaterialPropertyVector* G4Scintillation::GetNumberOfTCRatiosByParticleType(
const G4Track &aTrack) {
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////////////////////////////////////////
// Get the time constant ratio vector //
////////////////////////////////////////
G4ParticleDefinition *pDef = aTrack.GetDynamicParticle()->GetDefinition();
G4MaterialPropertyVector *TC_Ratio_Vector = nullptr;
G4MaterialPropertiesTable *aMaterialPropertiesTable
= aTrack.GetMaterial()->GetMaterialPropertiesTable();
// Get the G4MaterialPropertyVector containing the time
// constant as a function of the particle type
// Protons or Neutrons
if(pDef==G4Proton::ProtonDefinition() ||
pDef==G4Neutron::NeutronDefinition()){
TC_Ratio_Vector = aMaterialPropertiesTable->
GetProperty("NEUTRONRATIOS");
}
// Electrons (must also account for shell-binding energy
// attributed to gamma from standard photoelectric effect)
else if(pDef==G4Electron::ElectronDefinition() ||
pDef==G4Gamma::GammaDefinition()){
// G4String gtest = "GAMMA";
// gtest+="RATIOS";
// G4cout << "test:: "<<gtest<<G4endl;
TC_Ratio_Vector = aMaterialPropertiesTable->
GetProperty("GAMMARATIOS");
}
// Default for particles not enumerated/listed above
else {
TC_Ratio_Vector = aMaterialPropertiesTable->
GetProperty("GAMMARATIOS");
}
// If the user has specified none of the above particles then the
// default is the gamma time constants
if(!TC_Ratio_Vector) {
TC_Ratio_Vector = aMaterialPropertiesTable->
GetProperty("GAMMARATIOS");
}
// Throw an exception if no TC ratio vector is found
if (!TC_Ratio_Vector) {
G4ExceptionDescription ed;
ed << "\nG4Scintillation::PostStepDoIt(): "
<< "Request for time constants ratio and particle\n"
<< "type without correct entry in MaterialPropertiesTable.\n"
<< "ScintillationByParticleTypeTC requires at minimum that \n"
<< "GAMMARATIOS is set by the user\n"
<< G4endl;
G4String comments = "Missing MaterialPropertiesTable entry - No correct entry in
MaterialPropertiesTable";↪→
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G4Exception("G4Scintillation::PostStepDoIt","Scint03",
FatalException,ed,comments);
}
return TC_Ratio_Vector;
}
void G4Scintillation::CheckTCRatioEntries(G4int tc_entries, G4int ratio_entries)
{
// G4int tc_entries = Time_Const_Vector->GetVectorLength();
// G4int ratio_entries = TC_Ratio_Vector->GetVectorLength();
// Throw an exception if no TC ratio vector is found
if (tc_entries!=ratio_entries) {
G4ExceptionDescription ed;
ed << "\nG4Scintillation::PostStepDoIt(): "
<< "Data for particle and time constants do not match\n"
<< "in MaterialPropertiesTable.\n"
<< "ScintillationByParticleTypeTC requires for example\n"
<<"that length of GAMMARATIOS and GAMMATC match\n"
<< G4endl;
G4String comments = "Missing MaterialPropertiesTable entry - No correct entry in
MaterialPropertiesTable";↪→
G4Exception("G4Scintillation::PostStepDoIt","Scint04",
FatalException,ed,comments);
}
}
Code snippet B.2: New method definitions in G4ScintillationMod.cc for multiple time constants to be used.
1 //
2 // -------------
3 // PostStepDoIt
4 // -------------
5 //
6 G4VParticleChange*
7 G4Scintillation::PostStepDoIt(const G4Track& aTrack, const G4Step& aStep)
8
9 // This routine is called for each tracking step of a charged particle
10 // in a scintillator. A Poisson/Gauss-distributed number of photons is
11 // generated according to the scintillation yield formula, distributed
12 // evenly along the track segment and uniformly into 4pi.
13
14 {
15 aParticleChange.Initialize(aTrack);
16
17 const G4DynamicParticle* aParticle = aTrack.GetDynamicParticle();
18 const G4Material* aMaterial = aTrack.GetMaterial();
19
20 G4StepPoint* pPreStepPoint = aStep.GetPreStepPoint();
21 G4StepPoint* pPostStepPoint = aStep.GetPostStepPoint();
22
23 G4ThreeVector x0 = pPreStepPoint->GetPosition();
182
B.3 Multi-decay time implementation
24 G4ThreeVector p0 = aStep.GetDeltaPosition().unit();
25 G4double t0 = pPreStepPoint->GetGlobalTime();
26
27 G4double TotalEnergyDeposit = aStep.GetTotalEnergyDeposit();
28
29 G4MaterialPropertiesTable* aMaterialPropertiesTable =
30 aMaterial->GetMaterialPropertiesTable();
31 if (!aMaterialPropertiesTable)
32 return G4VRestDiscreteProcess::PostStepDoIt(aTrack, aStep);
33
34 // Get time constant by particle type
35 G4MaterialPropertyVector* TC_ByType =
36 GetNumberOfTimeConstantsByParticleType(aTrack);
37 G4MaterialPropertyVector* Ratio_ByType = GetNumberOfTCRatiosByParticleType(aTrack);
38 G4int nscntTCs = TC_ByType->GetVectorLength();
39
40 CheckTCRatioEntries(nscntTCs,Ratio_ByType->GetVectorLength());
41
42
43 G4double ScintillationYield = 0.;
44
45 // Scintillation depends on particle type, energy deposited
46 if (fScintillationByParticleType) {
47
48 ScintillationYield =
49 GetScintillationYieldByParticleType(aTrack, aStep);
50
51 // The default linear scintillation process
52 } else {
53
54 ScintillationYield = aMaterialPropertiesTable->
55 GetConstProperty(kSCINTILLATIONYIELD);
56
57 // Units: [# scintillation photons / MeV]
58 ScintillationYield *= fYieldFactor;
59 }
60
61 G4double ResolutionScale = aMaterialPropertiesTable->
62 GetConstProperty(kRESOLUTIONSCALE);
63
64 G4double MeanNumberOfPhotons;
65
66 // Birk's correction via fEmSaturation and specifying scintillation by
67 // by particle type are physically mutually exclusive
68
69 if (fScintillationByParticleType)
70 MeanNumberOfPhotons = ScintillationYield;
71 else if (fEmSaturation)
72 MeanNumberOfPhotons = ScintillationYield*
73 (fEmSaturation->VisibleEnergyDepositionAtAStep(&aStep));
74 else
75 MeanNumberOfPhotons = ScintillationYield*TotalEnergyDeposit;
76
77
78 if (MeanNumberOfPhotons > 10.)
79 {
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80 G4double sigma = ResolutionScale * std::sqrt(MeanNumberOfPhotons);
81 fNumPhotons=G4int(G4RandGauss::shoot(MeanNumberOfPhotons,sigma)+0.5);
82 }
83 else
84 {
85 fNumPhotons = G4int(G4Poisson(MeanNumberOfPhotons));
86 }
87
88 if ( fNumPhotons <= 0 || !fStackingFlag )
89 {
90 // return unchanged particle and no secondaries
91
92 aParticleChange.SetNumberOfSecondaries(0);
93
94 return G4VRestDiscreteProcess::PostStepDoIt(aTrack, aStep);
95 }
96
97 ////////////////////////////////////////////////////////////////
98
99 aParticleChange.SetNumberOfSecondaries(fNumPhotons);
100
101 if (fTrackSecondariesFirst) {
102 if (aTrack.GetTrackStatus() == fAlive )
103 aParticleChange.ProposeTrackStatus(fSuspend);
104 }
105
106 ////////////////////////////////////////////////////////////////
107
108 G4int materialIndex = aMaterial->GetIndex();
109
110 // Retrieve the Scintillation Integral for this material
111 // new G4PhysicsOrderedFreeVector allocated to hold CII's
112
113 G4int Num = fNumPhotons;
114
115 G4double ScintillationTime = 0.*ns;
116 G4double ScintillationRiseTime = 0.*ns;
117 G4PhysicsOrderedFreeVector* ScintillationIntegral = nullptr;
118 G4ScintillationType ScintillationType = Fast;
119
120 // Currently only one emission profile configured
121 ScintillationIntegral = (G4PhysicsOrderedFreeVector*)
122 ((*fFastIntegralTable)(materialIndex));
123
124
125 G4int scnt = 0;
126 G4double stopSwitch = fNumPhotons * (*Ratio_ByType)[scnt];
127 ScintillationTime = (*TC_ByType)[scnt];
128
129 if (ScintillationIntegral){
130 // Max Scintillation Integral
131
132 G4double CIImax = ScintillationIntegral->GetMaxValue();
133 //
134 // Time constant switch for multiple time constants
135 //
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136 for (G4int i = 0; i < Num; i++) {
137 if (i > stopSwitch) {
138 ++scnt;
139 if (scnt>=nscntTCs) {
140 G4cout << "Numnber of photons processed" <<stopSwitch <<"\n"
141 << "Total number of photons to be generated"<<fNumPhotons << G4endl;
142 G4ExceptionDescription ed;
143 ed << "\nG4Scintillation::PostStepDoIt(): "
144 << "Time constant out of range.\n"
145 << "Ratios by particle type likely do not add up to one.\n"
146 << G4endl;
147 G4String comments = "Issue MaterialPropertiesTable entry - Time constant ratios do
not add to one.";↪→
148 G4Exception("G4Scintillation::PostStepDoIt","Scint05",
149 FatalException,ed,comments);
150 }
151 stopSwitch += (fNumPhotons * (*Ratio_ByType)[scnt]);
152 ScintillationTime = (*TC_ByType)[scnt];
153 }
154
155 // Determine photon energy
156
157 G4double CIIvalue = G4UniformRand()*CIImax;
158 G4double sampledEnergy =
159 ScintillationIntegral->GetEnergy(CIIvalue);
160
161 if (verboseLevel>1) {
162 G4cout << "sampledEnergy = " << sampledEnergy << G4endl;
163 G4cout << "CIIvalue = " << CIIvalue << G4endl;
164 }
165
166 // Generate random photon direction
167
168 G4double cost = 1. - 2.*G4UniformRand();
169 G4double sint = std::sqrt((1.-cost)*(1.+cost));
170
171 G4double phi = twopi*G4UniformRand();
172 G4double sinp = std::sin(phi);
173 G4double cosp = std::cos(phi);
174
175 G4double px = sint*cosp;
176 G4double py = sint*sinp;
177 G4double pz = cost;
178
179 // Create photon momentum direction vector
180
181 G4ParticleMomentum photonMomentum(px, py, pz);
182
183 // Determine polarization of new photon
184
185 G4double sx = cost*cosp;
186 G4double sy = cost*sinp;
187 G4double sz = -sint;
188
189 G4ThreeVector photonPolarization(sx, sy, sz);
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191 G4ThreeVector perp = photonMomentum.cross(photonPolarization);
192
193 phi = twopi*G4UniformRand();
194 sinp = std::sin(phi);
195 cosp = std::cos(phi);
196
197 photonPolarization = cosp * photonPolarization + sinp * perp;
198
199 photonPolarization = photonPolarization.unit();
200
201 // Generate a new photon:
202
203 G4DynamicParticle* aScintillationPhoton =
204 new G4DynamicParticle(G4OpticalPhoton::OpticalPhoton(),
205 photonMomentum);
206 aScintillationPhoton->SetPolarization
207 (photonPolarization.x(),
208 photonPolarization.y(),
209 photonPolarization.z());
210
211 aScintillationPhoton->SetKineticEnergy(sampledEnergy);
212
213 // Generate new G4Track object:
214
215 G4double rand;
216
217 if (aParticle->GetDefinition()->GetPDGCharge() != 0) {
218 rand = G4UniformRand();
219 } else {
220 rand = 1.0;
221 }
222
223 G4double delta = rand * aStep.GetStepLength();
224 G4double deltaTime = delta / (pPreStepPoint->GetVelocity()+
225 rand*(pPostStepPoint->GetVelocity()-
226 pPreStepPoint->GetVelocity())/2.);
227
228 // emission time distribution
229 if (ScintillationRiseTime==0.0) {
230 deltaTime = deltaTime -
231 ScintillationTime * std::log( G4UniformRand() );
232 } else {
233 deltaTime = deltaTime +
234 sample_time(ScintillationRiseTime, ScintillationTime);
235 }
236
237 G4double aSecondaryTime = t0 + deltaTime;
238
239 G4ThreeVector aSecondaryPosition =
240 x0 + rand * aStep.GetDeltaPosition();
241
242 G4Track* aSecondaryTrack = new G4Track(aScintillationPhoton,
243 aSecondaryTime,
244 aSecondaryPosition);
245
246 aSecondaryTrack->SetTouchableHandle(
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247 aStep.GetPreStepPoint()->GetTouchableHandle());
248
249 aSecondaryTrack->SetParentID(aTrack.GetTrackID());
250
251 if (fScintillationTrackInfo) aSecondaryTrack->
252 SetUserInformation(new G4ScintillationTrackInformation(ScintillationType));
253
254 aParticleChange.AddSecondary(aSecondaryTrack);
255
256 }
257 } // For loop end
258
259 if (verboseLevel>0) {
260 G4cout << "\n Exiting from G4Scintillation::DoIt -- NumberOfSecondaries = "
261 << aParticleChange.GetNumberOfSecondaries() << G4endl;
262 }
263
264 return G4VRestDiscreteProcess::PostStepDoIt(aTrack, aStep);
265 }
Code snippet B.3: Modification to PostStepDoIt in G4ScintillationMod.cc for multiple time constants to be
used.
fEJ276_mpt = new G4MaterialPropertiesTable();
G4double dummyvar[3] = {0, 1, 2}; // must increase linearly
G4double gamrat[3] = {0.74, 0.14, 0.12};
G4double gamtc[3] = {4.3*ns, 18*ns, 140*ns};
G4double neurat[3] = {0.58, 0.18, 0.24};
G4double neutc[3] = {4.5*ns, 20*ns, 170*ns};
fEJ276_mpt->AddProperty("GAMMARATIOS", dummyvar, gamrat, numtc);
fEJ276_mpt->AddProperty("GAMMATC", dummyvar, gamtc, numtc);
fEJ276_mpt->AddProperty("NEUTRONRATIOS", dummyvar, neurat, numtc);
fEJ276_mpt->AddProperty("NEUTRONTC", dummyvar, neutc, numtc);
// Fail safe for electron events in simulation with neutrons
// fEJ276_mpt->AddProperty("GAMMARATIOS", dummyvar, neurat, numtc);
// fEJ276_mpt->AddProperty("GAMMATC", dummyvar, neutc, numtc);
Code snippet B.4: Example of declaring three time constants for use with the modified G4Scintillation.
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C.2.1. Defence and Security Doctoral Symposium 2017
Improved neutron and gamma ray detection using plastic scintillators for radiation portals
in cargo screening.
Michael W.J. Hubbard, Paul J. Sellin
Poster
Detection of radioactive material involves looking for particle signatures. One of these signatures
is the presence of neutron and gamma rays. A method of detecting these type of radiation
uses scintillation detectors. The radiation interacts with the scintillator and undergoes different
interactions which produce light, the light is converted to an electrical signal via a photodetector.
The output signal for each type of radiation is different due to timing differences from the
scintillation process. A technique known as Pulse Shape Discrimination (PSD) is employed to
distinguish between neutron and gamma ray events in the system.
The scintillation materials which exhibit PSD properties for these particles are normally in the
form of a liquid and can be produced in large volumes. Unfortunately, they also have some
unwanted properties such as toxicity and flammability. This has led to the development of
solid plastic scintillators with PSD capabilities. Currently the plastic scintillators have shown
poor PSD at large sizes. Therefore, modelling these materials and the physics mechanisms
using Monte Carlo techniques is vital to solve the scalability issue and hopefully boost PSD
performance. This research will help to enhance detector technologies used in screening for
radioactive materials at cargo ports.
C.2.2. Position Sensitive Detection 11
Development of a pin-hole collimated camera: The CoNG (Compact Neutron-Gamma)
Imager
M.P. Taggart, M.W.J Hubbard, P. Sebonego, and P.J. Sellin
Poster
Detectors in the field of Nuclear Security are generally of the larger static format, however,
complementary measurements provided by more portable and compact systems are often
essential. Similarly, in environmental radiation situations it is necessary to quickly determine
the location of an unknown source, and of particular interest is the ability to discriminate
between neutron and gamma ray interactions. To provide a solution to these issues the
mature technique of pin-hole collimation is combined with recent developments in scintillation,
photomultiplier, and digital data acquisition technologies.
The imager itself comprises a position sensitive Hamamatsu PMT coupled to the new EJ299-33
plastic scintillator. The multi-anode readout of the PMT allows for a coarse degree of position
resolution in an X-Y plane with 6 anodes in each direction, whereas the plastic scintillator
exhibits the PSD phenomena allowing for detection, and separation, of both neutron and
gamma-ray signals. The detector readout is provided by a fast CAEN digitiser system with
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analysis performed offline to take advantage of our parallel investigations into a variety of PSD
algorithms.
We report the gamma spectroscopic performance as a function of PMT anode, and basic imaging
functionality for known locations of standard laboratory sources (241-Am, 22-Na, 57-Co, 60-Co,
137-Cs) along with the preliminary results of a mixed radiation (fast neutron - gamma ray) field
survey.
A Novel Multi-SiPM Position Sensitive Detector for Neutron-Gamma Discrimination
M.P. Taggart, M.W.J. Hubbard, M. Le Roux, and P.J. Sellin
Poster
The separation of neutron and gamma signals through exploitation of the PSD phenomena
is a trusted technique, but with the advent of PSD sensitive plastic scintillators the prospect
for mass deployment in homeland security or environmental radiation scenarios is increased.
In an equally progressive technological advance the silicon photomultiplier (SiPM) is rapidly
becoming a replacement for the traditional PMT. The combination of plastic scintillator with
multiple SiPMs has enabled the development of a compact neutron-sensitive detector for
deployment in, say, an environmental radioactivity situation where position sensitivity is
required.
A monolithic piece of scintillator is optically coupled to four SensL J-series SiPM arrays at
each corner of the scintillator and secured by a 3D-printed housing. Through triangulation
techniques the location of the radiation fluorescence event occurring within the detector is
able to be determined. By design, the nature of the detector is such that swift replacement of
components is possible allowing exploitation of the PSD capable plastic EJ299-33 or the fast
timing properties of the alternative EJ200 plastic scintillator.
We report the testing of this device with standard radioisotopes (22-Na, 60-Co, 137-Cs), the
response when exposed to the mixed radiation field of an AmBe neutron source, and its
suitability for locating “unknown" sources under laboratory conditions.
C.2.3. MCNEG 2018
Exploration of pulse shape discrimination in plastic scintillators using optical photon
tracking within Geant4.
Michael W.J. Hubbard, Paul J. Sellin
Oral presentation
Recently plastic scintillators have been developed which exhibit pulse shape discrimination
(PSD) properties for neutron and gamma radiation. These scintillators have been experimentally
observed to have poor PSD with increasing scintillator sizes. Determining the origin of this
effect is required for scalability of the material for uses within systems such as portal monitors
for nuclear security.
Typically, when modelling scintillators in Geant4, energy deposited is tallied and recorded.
However, Geant4 can ray trace optical photons through materials and interface geometries.
These optical photons can be tallied upon arrival at surface to simulate a light collection device
such as a photomultiplier tube or silicon photomultiplier. Since Geant4 v10.0 the ability to
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model scintillation light as function of the incident particle interaction has been implemented.
This allows scintillators which are capable of PSD to be studied. The scintillation light model
consists of a superposition of two exponential decays, each with a unique time constant which
can vary based upon the interaction type (ie. gamma or neutron).
This presentation will outline an approach for creating a plastic scintillator model with pulse
shape discrimination within Geant4. This will be used to investigate how the light pulse
changes based upon geometry such as aspect ratio and increasing volumetric sizes. Early work
will also be shown on optical photon modelling for a NaI(Tl) scintillator.
C.2.4. Nuclear Security Detection Workshop 2019
Geometry and reflection effects on pulse shapes within plastic scintillators using Geant4.
Michael W.J. Hubbard, Paul J. Sellin
Poster
Portal monitors for use in nuclear security typically use large volume detectors such as plastic
scintillator detectors fabricated from polyvinyl toluene (PVT). Recent advancements in plastic
scintillators have produced new scintillator materials which respond to both neutron and
gamma radiation. These materials show pulse shape discrimination (PSD) properties which can
b used to distinguish between the fast neutron and gamma events. However it is observed that
PSD performance generally degrades with increasing scintillator size. In this work we aim to
understand the optical transport processes in PSD-sensitive plastic scintillator and how these
are potentially important for future portal monitors.
Geant4 is a Monte Carlo radiation transport toolkit which is often used to model energy
deposition in detector systems. However it also has the ability to ray-trace and track optical
photons and tally their arrival time at a collecting surface. In addition the performance of the
reflective coating and of the scintillator geometry can be altered to study different detector
configurations. Optical photons generated in a scintillation event can be sampled from a
distribution with multiple exponential decay constants allowing the dependency of PSD on
material properties to be studied.
This paper will demonstrate Geant4 modelling of optical photon arrival times for a variety of
material properties and geometries of plastic scintillator. These phenomena directly effect the
time profiles and shapes of the detected optical pulses. We will discuss the effect of optical
photon transport on the PSD performance of plastic scintillator, and the underlying causes of
reduced PSD performance in large volume scintillators.
Development of Compact Neutron-Gamma Detectors: A Source Narrative.
M.P. Taggart, C. Allwork, M. Collett , M.W.J. Hubbard, P.J. Sellin
Poster
Separating the unique signatures of respective neutrons and gamma rays has received a
significant degree of attention recently. The technique of pulse shape discrimination (PSD) has
been known and used for many years, albeit traditionally with liquid scintillation detectors. The
development of PSD sensitive plastic scintillators[1], coupled with similar levels of advancement
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in the associated photodetection components, (namely silicon photomultipliers) has allowed for
fabrication of compact neutron/gamma discriminating detectors[2].
Ongoing collaborative work between the University of Surrey and AWE has focused on the
development of a variety of PSD detectors for nuclear security applications. Detector characteri-
sation and algorithm development has taken place with an AmBe (Îs´,n) source, whereas the
testing stage for future deployment has utilised a fission neutron source as a proxy for Special
Nuclear Materials (SNM), in this case 252-Cf. The final verification stage of the detectorâA˘Z´s
performance investigates the ability to identify neutrons from SNM whilst also confirming the
suitability of the prior source types for this role.
Data acquisition was via fast digital electronics with processing performed offline using a ROOT
analysis code. The Caen V1730C digitiser provided 14-bit ADC resolution at a sample rate of
500 MS/s and deadtime-less acquisition mode. The detector was calibrated using 22-Na, 137-Cs,
and 241-Am sources with mixed field data recorded for AmBe, 252-Cf, and an SNM sample.
Here we present the raw separation performance of the detector in terms of a Figure of Merit
(FoM), as well as the neutron detection capability for several shielding configurations.
References
[1] N. Zaitseva et al., Nucl. Instr. Meth. A 668 88-93 (2012)
[2] M.P. Taggart et al., J. Phys. Conf. Series 763 012007 (2016)
C.2.5. IEEE Nuclear Science Symposium, Medical Imaging Con-
ference and Room Temperature Semiconductor Detectors 2019
Pulse shape analysis of plastic scintillator with pulse shape discrimination capabilities
using optical photon tracking within Geant4.
Michael W.J. Hubbard, Matthew P. Taggart, Chris. Allwork, Paul J. Sellin
Poster
Plastic scintillators which exhibit pulse shape discrimination (PSD) properties for neutron and
gamma radiation have been developed by companies such as Eljen Technologies (EJ-299, EJ-276)
and Amcrys (UPS-113NG). When these materials have been scaled up to large sizes their PSD
performance is observed to decrease. Utilising Geant4, the individual optical photons generated
in scintillation events have been tracked, when these photons arrive at a detecting region their
time distribution makes up the pulses. Typically the pulses have a rising edge and multiple
decay time constants related to the scintillation mechanism from the initial radiation interaction.
Further time constants can be convoluted onto the pulse signals to simulate photomultiplier
tube or silicon photomultiplier readout. Analysing each stage of the pulse shape generation
process has enabled sources to be identified that lead to convolutions within the decay time
of the pulse shapes thus impacting PSD performance of the system. The work presented will
show how pulse shape artefacts due to the directionality of emission and scintillator geometry
impact the pulse decay times and PSD performance of plastic scintillators.
A Systematic Study of the Asynchronous Charge Comparison Method for Pulse Shape
Discrimination.
Matthew P. Taggart, Michael W.J. Hubbard, Paul J. Sellin
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Poster
The charge comparison technique has seen a wide implementation over numerous detector
systems, comprising a variety of scintillation material, photo detector, and data acquisition. The
most basic version of the algorithm takes the ratio of the charge collected within a small timing
gate across the peak of the pulse to that in the pulse as a whole. This is often sufficient to attain
a good level of discrimination between incident neutrons and gamma rays for materials such
as stilbene, or a liquid scintillator, especially when coupled with a fast photomultiplier tube.
However, for materials that have other beneficial properties, such as the stability inherent in
plastic scintillators which more subtly exhibit the pulse shape discrimination phenomenon, a
higher level of algorithm optimisation may be necessary to achieve the desire result.
The asynchronous charge comparison method allows optimisation across four free parameters,
the start and end of each gate, as opposed to limiting the optimisation to the single “end short
gate" parameter. This has the capacity to enhance separation for weakly discriminating materials,
but with the trade-off of an increased computing requirement. Analysis of the increased
parameter space highlights local maxima and minima of the pulse shape discrimination figure
of merit, which is then used as the basis for providing a fully optimised system. We present
results for a variety of PSD materials: inorganic, organic, and liquid scintillators, and their
performance when coupled to different photodetector technologies. All data is acquired with a
Caen V1730C 14-bit digitiser and analysed with a ROOT code.
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