Abstract. Let Ω ⊂ R n+1 , n ≥ 2, be a 1-sided chord-arc domain, that is, a domain which satisfies interior Corkscrew and Harnack Chain conditions (these are respectively scale-invariant/quantitative versions of the openness and path-connectedness), and whose boundary ∂Ω is n-dimensional Ahlfors regular. Consider L0 and L two real symmetric divergence form elliptic operators and let ωL 0 , ωL be the associated elliptic measures. We show that if ωL 0 ∈ A∞(σ), where
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Introduction and Main results
In the last years there has been a renewed interest in understanding the behavior of the harmonic measure, or more generally of elliptic measures, in very rough domains. Part of the effort consisted of establishing a connection between the "regularity" of the boundary of the domain, expressed in terms of some rectifiability, and the good behavior of the harmonic or elliptic measures, written in terms of absolute continuity with respect to the surface measure.
A 1-sided chord-arc domain Ω ⊂ R n+1 , n ≥ 2, is a set whose boundary ∂Ω is ndimensional Ahlfors regular, and which satisfies interior Corkscrew and Harnack Chain conditions (these are are respectively scale-invariant/quantitative versions of the openness and path-connectedness; see Definitions 2.1 and 2.2 below). The papers [HM3, HMU] show that in the setting of 1-sided chord-arc domains, harmonic measure is in A ∞ (σ), where σ = H n ∂Ω is the surface measure, if and only if ∂Ω is uniformly rectifiable (a quantitative version of rectifiability). It was shown later in [AHM + 2] that under the same background hypothesis, ∂Ω is uniformly rectifiable if and only if Ω satisfies an exterior corkscrew condition and hence Ω is a chord-arc domain. All these together, and additionally, [AHM + 2] in conjunction with [DJ] or [Sem] , give a characterization of chord-arc domains, or a characterization of the uniform rectifiablity of the boundary, in terms of the membership of harmonic measure to the class A ∞ (σ). For other elliptic operators Lu = − div(A∇u) with variable coefficients it was shown recently in [HMT2] that the same characterization holds provided A is locally Lipschitz and has appropriately controlled oscillation near the boundary. This paper is the first part of a series of two articles where we consider perturbation of real elliptic operators in the setting of 1-sided chord-arc domains. Here we work with symmetric operators and study perturbations that preserve the A ∞ (σ) property. We extend the work of [FKP, MPT1] (see also [HL] , [HM2, HM1] ) to the setting of 1-sided chord-arc domains and show that if the disagreement between two elliptic symmetric matrices satisfies certain Carleson measure condition then one of the the associated elliptic measures is in A ∞ (σ) if and only if the other is in A ∞ (σ). In other words, the property that the elliptic measure belongs to A ∞ (σ) is stable under Carleson measure type perturbations. As an immediate consequence of this we can see that the above characterization of the fact that a domain is chord-arc, or its boundary is uniformly rectifiable, extends to any perturbation of the Laplacian or more in general to any perturbation of the operators considered in [HMT2] .
In particular, our result allows a characterization with operators whose coefficients are not even continuous.
Our method to obtain the perturbation result differs from that in [FKP, MPT1] , and uses the so-called extrapolation of Carleson measures which originated in [LM] (see also [HL, AHLT, AHM + 1]). We shall utilize this technique in the form developed in [HM2, HM1] (see also [HM3] ). The method is a bootstrapping argument, based on the Corona construction of Carleson [Car] and Carleson and Garnett [CG] , that, roughly speaking, allows one to reduce matters to the case in which the perturbation is small in some sawtooth subdomains. In particular, in the course of the proof we are implicitly treating the case in which the perturbation is small, and this allows us to fine-tune the argument in order to obtain that for sufficiently small perturbations, we not only preserve the class A ∞ but we also we can keep the same exponent in the corresponding reverse Hölder class. More precisely, assume that ω L 0 , the elliptic measure associated with L 0 , belongs to the class A ∞ (σ), then ω L 0 ∈ RH p (σ) for some p > 1 (that is, the Radon-Nikodym derivative of ω L 0 with respect to the surface measure satisfies a scale-invariant estimate in L p ). We obtain that if L is a sufficiently small perturbation (in a Carleson measure sense) of L 0 , then ω L ∈ RH p (σ). This result can be seen as an extension of [Dah, MPT2] (see also [Esc] ), where the small perturbation case is considered in the unit ball. It is worth mentioning that in the present scenario, ω L 0 ∈ RH p (σ) if and only if the L p ′ -Dirichlet problem for L 0 is solvable (in a nontangential fashion). Thus, the small perturbation case says that if the L q -Dirichlet problem for L 0 is solvable for a given 1 < q < ∞ then so is the corresponding Dirichlet problem for L provided L is small perturbation of L 0 . Analogously, saying that ω L 0 ∈ A ∞ (σ) is equivalent to the fact that L q -Dirichlet problem for L 0 is solvable for some (large) q. Thus if we just assume that L 0 is an arbitrary perturbation of L we conclude that the Lq-Dirichlet problem for L is solvable for some (possibly larger)q.
In the second part of this series of papers [CHMT] , together with Tatiana Toro, we consider the non-symmetric case and present another approach, interesting on its own right, to treat the "large" constant case in the same setting of 1-sided chord-arc domains. There, we start with L 0 and L two real elliptic operators, non-necessarily symmetric, whose disagreement satisfies a Carleson measure condition. Our method decouples the proof in two independent steps. The first one, which is the real perturbation result, shows that if ω L 0 ∈ A ∞ (σ) then all bounded null-solutions of L satisfy Carleson measure estimates. The second step establishes that for any real elliptic operator non-necessarily symmetric L, the property that all bounded null-solutions of L satisfy Carleson measure estimates yields that ω L ∈ A ∞ (σ). This extends the work [KKiPT] where they treated bounded Lipschitz domains and domains above the graph of a Lipschitz function. Let us point out that it is also shown in [HMT1] that the converse is true, namely, that ω L ∈ A ∞ (σ) implies that all bounded null-solutions of L satisfy Carleson measure estimates. Hence, eventually both properties are equivalent. Finally, an interesting application of the method developed in [CHMT] allows one to obtain that if L = − div(A∇) with A locally Lipschitz such that |∇A|δ ∈ L ∞ (Ω) (here δ is the distance to ∂Ω) and |∇A| 2 δ satisfies a Carleson condition then ω L ∈ A ∞ (σ) if and only if ω L ⊤ ∈ A ∞ (σ), where L ⊤ is the adjoint operator, that is L ⊤ = − div(A ⊤ ∇) with A ⊤ being the adjoint matrix of A.
Let us now state the main results of this paper, the precise definitions can be found in Section 2. Suppose that there exists p, 1 < p < ∞, such that the elliptic measure ω L 0 ∈ RH p (∂Ω) (cf. Definition 2.39). The following hold:
Here, q and the implicit constant depend only on dimension, p, the 1-sided CAD constants, the ellipticity of L 0 and L, |||̺(A, A 0 )|||, and the constant in ω L 0 ∈ RH p (∂Ω). (b) There exists ε 0 > 0 (depending only on dimension, p, the 1-sided CAD constants, the ellipticity of L 0 and L, and the constant in
, with the implicit constant depending only on dimension, p, the 1-sided CAD constants, the ellipticity of L 0 and L, and the constant in
To present the characterization of chord-arc domains advertised above we need to introduce some notation. Let L 0 be the collection of real symmetric elliptic operators
We also introduce L, the collection of real symmetric elliptic operators Lu = − div(A∇u) (cf. Definition 2.21) for which there exists
In the previous result the backward implication is well-known and follows from [MPT1, KP] (see also [HMT2, Appendix A] ). For the forward implication, (that is, the fact that A ∞ (σ) gives the existence of exterior corkscrews), the case when L is the Laplacian was proved combining [AHM + 2, HMU]. The case of operators in L 0 is the main result of [HMT2] . Our contribution here is to extend L 0 and to be able to consider operators in L whose coefficients may not posses any regularity. The proof is as follows.
This and the fact that ω L ∈ A ∞ (σ) allow us to invoke Theorem 1.1(a) (note that we are switching the roles of L 0 and L) to conclude that w L 0 ∈ A ∞ (σ). In turn, since L 0 ∈ L 0 we can invoke the main result in [HMT2] to conclude that Ω satisfies the exterior corkscrew condition, and therefore Ω is CAD as desired.
The plan of the paper is as follows. In Section 2 we present some preliminaries, definition, and some background results that will be used throughout the paper. Section 3 contains some auxiliary results. The proof of Theorem 1.1 is given in Sections 4 and 5. Finally in Section 6 we present some applications of Theorem 1.1(b).
Preliminaries
2.1. Notation and conventions.
• Our ambient space is R n+1 , n ≥ 2.
• We use the letters c, C to de note harmless positive constants, not necessarily the same at each occurrence, which depend only on dimension and the constants appearing in the hypotheses of the theorems (which we refer to as the "allowable parameters"). We shall also sometimes write a b and a ≈ b to mean, respectively, that a ≤ Cb and 0 < c ≤ a/b ≤ C, where the constants c and C are as above, unless explicitly noted to the contrary. At times, we shall designate by M a particular constant whose value will remain unchanged throughout the proof of a given lemma or proposition, but which may have a different value during the proof of a different lemma or proposition.
• Given a domain (i.e., open and connected) Ω ⊂ R n+1 , we shall use lower case letters x, y, z, etc., to denote points on ∂Ω, and capital letters X, Y, Z, etc., to denote generic points in R n+1 (especially those in Ω).
• The open (n + 1)-dimensional Euclidean ball of radius r will be denoted B(x, r) when the center x lies on ∂Ω, or B(X, r) when the center X ∈ R n+1 \ ∂Ω. A "surface ball" is denoted ∆(x, r) := B(x, r) ∩ ∂Ω, and unless otherwise specified it is implicitly assumed that x ∈ ∂Ω. Also if ∂Ω is bounded, we typically assume that 0 < r diam(∂Ω), so that ∆ = ∂Ω if diam(∂Ω) < r diam(∂Ω).
• Given a Euclidean ball B or surface ball ∆, its radius will be denoted r(B) or r(∆) respectively.
• Given a Euclidean ball B = B(X, r) or surface ball ∆ = ∆(x, r), its concentric dilate by a factor of κ > 0 will be denoted by κB = B(X, κr) or κ∆ = ∆(x, κr).
• For X ∈ R n+1 , we set δ ∂Ω (X) := dist(X, ∂Ω). Sometimes, when clear from the context we will omit the subscript ∂Ω and simply write δ(X).
• We let H n denote the n-dimensional Hausdorff measure, and let σ ∂Ω := H n ∂Ω denote the "surface measure" on ∂Ω. For a closed set E ⊂ R n+1 we will use the notation σ E := H n E . When clear from the context we will also omit the subscript and simply write σ.
• For a Borel set A ⊂ R n+1 , we let 1 A denote the usual indicator function of A, i.e., 1 A (x) = 1 if x ∈ A, and 1 A (x) = 0 if x / ∈ A.
• For a Borel set A ⊂ R n+1 , we let int(A) denote the interior of A, and A denote the closure of A. If A ⊂ ∂Ω, int(A) will denote the relative interior, i.e., the largest relatively open set in ∂Ω contained in A. Thus, for A ⊂ ∂Ω, the boundary is then well defined by ∂A := A \ int(A).
• For a Borel set A ⊂ R n+1 , we denote by C(A) the space of continuous functions on A and by C c (A) the subspace of C(A) with compact support in A. Note that if A is compact then C(A) ≡ C c (A).
• For a Borel set A ⊂ ∂Ω with 0 < σ(A) < ∞, we write − A f dσ := σ(A) −1 A f dσ.
• We shall use the letter I (and sometimes J) to denote a closed (n + 1)-dimensional Euclidean cube with sides parallel to the co-ordinate axes, and we let ℓ(I) denote the side length of I. We use Q to denote a dyadic "cube" on E ⊂ R n+1 . The latter exists, given that E is AR (cf. [DS1] , [Chr] ), and enjoy certain properties which we enumerate in Lemma 2.7 below.
2.2. Some definitions.
Definition 2.1 (Corkscrew condition). Following [JK] , we say that an open set Ω ⊂ R n+1 satisfies the "Corkscrew condition" if for some uniform constant c ∈ (0, 1) and for every surface ball ∆ := ∆(x, r) = B(x, r) ∩ ∂Ω with x ∈ ∂Ω and 0 < r < diam(∂Ω), there is a ball B(X ∆ , cr) ⊂ B(x, r) ∩ Ω. The point X ∆ ∈ Ω is called a "corkscrew point" relative to ∆. Note that we may allow r < C diam(∂Ω) for any fixed C, simply by adjusting the constant c.
Definition 2.2 (Harnack Chain condition). Again following [JK] , we say that Ω ⊂ R n+1 satisfies the Harnack Chain condition if there is a uniform constant C such that for every ρ > 0, Θ ≥ 1, and every pair of points X, X ′ ∈ Ω with δ(X), δ(X ′ ) ≥ ρ and
The chain of balls is called a "Harnack Chain".
Definition 2.3 (Ahlfors regular). We say that a closed set E ⊂ R n+1 is n-dimensional AR (or simply AR), if there is some uniform constant C = C AR such that
Definition 2.4 (1-sided chord-arc domain). A connected open set Ω ⊂ R n+1 is a "1-sided chord-arc domain" (1-sided CAD for short) if it satisfies the Corkscrew and Harnack Chain conditions and if ∂Ω is AR.
Definition 2.5 (Chord-arc domain).
A connected open set Ω ⊂ R n+1 is a "chord-arc domain" (CAD for short) if it is a 1-sided CAD and moreover Ω satisfies the exterior Corkscrew condition (that is, the domain Ωext satisfies the Corkscrew condition).
Definition 2.6. Given E ⊆ R n+1 and n-dimensional AR set, let H 1/2 (E) be the set of functions f ∈ L 2 (E) such that
2.3. Dyadic grids and sawtooths. We give a lemma concerning the existence of a "dyadic grid":
Lemma 2.7 (Existence and properties of the "dyadic grid", [DS1, DS2] , [Chr] ).
Suppose that E ⊂ R n+1 is n-dimensional AR. Then there exist constants a 0 > 0, η > 0 and C 1 < ∞ depending only on dimension and the AR constant, such that for each k ∈ Z there is a collection of Borel sets ("cubes")
, where J k denotes some (possibly finite) index set depending on k, satisfying:
, for all j, k ∈ Z and for all τ ∈ (0, a 0 ).
A few remarks are in order concerning this lemma.
• In the setting of a general space of homogeneous type, this lemma has been proved by Christ [Chr] , with the dyadic parameter 1/2 replaced by some constant δ ∈ (0, 1). In fact, one may always take δ = 1/2 (cf. [HMMM, Proof of Proposition 2.12] ). In the presence of the Ahlfors regularity property, the result already appears in [DS1, DS2] .
• We shall denote by D(E) the collection of all relevant Q k j , i.e.,
where, if diam(E) is finite, the union runs over those k ∈ Z such that 2 −k diam(E).
• For a dyadic cube Q ∈ D k , we shall set ℓ(Q) = 2 −k , and we shall refer to this quantity as the "length" of Q. It is clear that
• Properties (d) and (e) imply that for each cube Q ∈ D, there is a point x Q ∈ E, a Euclidean ball B(x Q , r Q ) and a surface ball ∆(
, for some uniform constant c > 0, and
for some uniform constant C > 1. We shall denote these balls and surface balls by (2.9)
and we shall refer to the point x Q as the "center" of Q.
• Let Ω ⊂ R n+1 be an open set satisfying the Corkscrew condition and such that ∂Ω is AR. Given Q ∈ D(∂Ω) we define the "corkscrew point relative to Q" as
Following [HM3, Section 3] we next introduce the notion of "Carleson region" and "discretized sawtooth". Given a cube Q ∈ D(E), the "discretized Carleson region" D Q relative to Q is defined by
be a family of disjoint cubes. The "global discretized sawtooth" relative to F is the collection of cubes Q ∈ D(E) that are not contained in any
For a given Q ∈ D(E), the "local discretized sawtooth" relative to F is the collection of cubes in D Q that are not contained in any Q i ∈ F or, equivalently,
We also introduce the "geometric" Carleson regions and sawtooths. In the sequel, Ω ⊂ R n+1 (n ≥ 2) will be a 1-sided CAD. Given Q ∈ D(∂Ω) we want to define some associated regions which inherit the good properties of Ω. Let W = W(Ω) denote a collection of (closed) dyadic Whitney cubes of Ω ⊂ R n+1 , so that the cubes in W form a pairwise non-overlapping covering of Ω, which satisfy
and diam(I 1 ) ≈ diam(I 2 ), whenever I 1 and I 2 touch.
Let X(I) denote the center of I, let ℓ(I) denote the sidelength of I, and write k = k I if ℓ(I) = 2 −k . Given 0 < λ < 1 and I ∈ W we write I * = (1 + λ)I for the "fattening" of I. By taking λ small enough, we can arrange matters, so that, first, dist(I * , J * ) ≈ dist(I, J) for every I, J ∈ W, and secondly, I * meets J * if and only if ∂I meets ∂J (the fattening thus ensures overlap of I * and J * for any pair I, J ∈ W whose boundaries touch, so that the Harnack Chain property then holds locally in I * ∪ J * , with constants depending upon λ). By picking λ sufficiently small, say 0 < λ < λ 0 , we may also suppose that there is τ ∈ (1/2, 1) such that for distinct I, J ∈ W, we have that τ J ∩ I * = Ø. In what follows we will need to work with dilations I * * = (1 + 2λ)I or I * * * = (1 + 4λ)I, and in order to ensure that the same properties hold we further assume that 0 < λ < λ 0 /4.
For every Q ∈ D(∂Ω) we can construct a family W * Q ⊂ W(Ω), and define
satisfying the following properties: X Q ∈ U Q and there are uniform constants k * and K 0 such that
Here, X(I) → U Q X Q means that the interior of U Q contains all balls in a Harnack Chain (in Ω) connecting X(I) to X Q , and moreover, for any point Z contained in any ball in the Harnack Chain, we have dist(Z, ∂Ω) ≈ dist(Z, Ω \ U Q ) with uniform control of the implicit constants. The constants k * , K 0 and the implicit constants in the condition X(I) → U Q X Q , depend on at most allowable parameters and on λ. Moreover, given I ∈ W(Ω) we have that I ∈ W * Q I , where Q I ∈ D(∂Ω) satisfies ℓ(Q I ) = ℓ(I), and contains any fixed y ∈ ∂Ω such that dist(I, ∂Ω) = dist(I, y). The reader is referred to [HM3] for full details.
For a given Q ∈ D(∂Ω), the "Carleson box" relative to Q is defined by
For a given family F = {Q i } of pairwise disjoint cubes and a given Q ∈ D(∂Ω), we define the "local sawtooth region" relative to F by (2.12) Ω F ,Q = int
where W F ,Q := Q ′ ∈D F ,Q W * Q . Analogously, we can slightly fatten the Whitney boxes and use I * * to define new fattened Whitney regions and sawtooth domains. More precisely, for every Q ∈ D(∂Ω),
Similarly, we can define T * * Q , Ω * * F ,Q and U * * Q by using I * * * in place of I * * . To define the "Carleson box" T ∆ associated to a surface ball ∆ = ∆(x, r), let k(∆) denote the unique k ∈ Z such that 2 −k−1 < 200r ≤ 2 −k , and set
We then set
We can also consider slight dilations of T ∆ given by
Following [HM3] , one can easily see that there exist constants 0 < κ 1 < 1 and κ 0 ≥ 2C (with C the constant in (2.10)), depending only on the allowable parameters, so that
and also
where B Q is defined as in (2.9), ∆ = ∆(x, r) with x ∈ ∂Ω, 0 < r < diam(∂Ω), and B ∆ = B(x, r) is so that ∆ = B ∆ ∩ ∂Ω.
2.4.
A ∞ weights and Carleson measures. Throughout this section, E ⊂ R n+1 will be an n-dimensional AR set and σ = H n E .
Definition 2.16 (A ∞ and A dyadic ∞
). Given a surface ball ∆ 0 = B 0 ∩E, with B 0 = B(x 0 , r 0 ), x 0 ∈ E, 0 < r < diam(E), a Borel measure ω defined on ∆ 0 is said to belong to A ∞ (∆ 0 ) if there exist constants 0 < α, β < 1 such that for every surface ball ∆ = B ∩ E centered at E with B ⊂ B 0 , and for every Borel set F ⊂ ∆, we have that
if there exist constants 0 < α, β < 1 such that for every Q ∈ D Q 0 and for every Borel set
It is well known (see [GR] , [CF] ) that since σ is a doubling measure (recall that E satisfies the AR condition), ω ∈ A ∞ (∆ 0 ) if and only if ω ≪ σ in ∆ 0 and there exists 1 < p < ∞ such that ω ∈ RH p (∆ 0 ), that is, there is a constant C 1 > 1 such that
for every ∆ = B ∩ E centered at E with B ⊂ B 0 , and where k = dω/dσ is the RadonNikodym derivative. Analogously, ω ∈ A dyadic ∞ (Q 0 ) if and only if ω ≪ σ in Q 0 and there
for every Q ∈ D Q 0 , where again k = dω/dσ.
, a family of pairwise disjoint dyadic cubes, and each f locally integrable, we define
If ω is a non-negative Borel measure on Q 0 , we may naturally then define the measure 
Let {γ Q } Q∈D(E) be a sequence of non-negative real numbers. We define the "measure" m (acting on collections of dyadic cubes) by
Equivalently, the measure m F is given by the sequence {γ F ,Q } Q∈D Q 0 , where 
Suppose that there exists γ > 0 such that for every Q ∈ D Q 0 and every family of pairwise disjoint dyadic cubes
we have that P F ω satisfies the following property:
Then, there exist η 0 ∈ (0, 1) and
In other words,
2.5. PDE estimates. Next, we recall several facts concerning elliptic measure and Green functions. For our first results we will only assume that Ω ⊂ R n+1 is an open set, not necessarily connected, with ∂Ω satisfying the AR property. Later we will focus on the case where Ω is a 1-sided CAD.
Definition 2.21. We say that L is a real symmetric elliptic operator if Lu = − div(A∇u), with A(X) = (a i,j (X)) n+1 i,j=1 being a real symmetric matrix such that a i,j ∈ L ∞ (Ω) and there exists Λ ≥ 1 such that the following uniform ellipticity condition holds
In what follows we will only be working with this kind of operators, we will refer to them as "elliptic operators" for the sake of simplicity. Associated with L one can construct an elliptic measure {ω X L } X∈Ω and a Green function G L (see [HMT1] for full details). Sometimes, in order to emphasize the dependence on Ω, we will write ω L,Ω and G L,Ω .
Lemma 2.23. Suppose that Ω ⊂ R n+1 is an open set such that ∂Ω satisfies the AR property. Let L be an elliptic operator, there exist constants c 1 < 1 and C 1 > 1 (depending only on the AR constant and on the ellipticity of L) such that for every x ∈ ∂Ω and every
We refer the reader to [Bou, Lemma 1] for the proof in the harmonic case and to [HMT1] for general elliptic operators. See also [HKM, Theorem 6.18] and [Zha, Section 3] .
A proof of the next lemma may be found in [HMT1] . We note that, in particular, the AR hypothesis implies that ∂Ω satisfies the Capacity Density Condition, hence ∂Ω is Wiener regular at every point (see [HLMN, Lemma 3.27] Given an elliptic operator L, there exist C > 1 (depending only on dimension and on the ellipticity of L) and c θ > 0 (depending on the above parameters and on θ ∈ (0, 1)) such that G L , the Green function associated with L, satisfies
Remark 2.30. If we also assume that Ω is bounded, following [HMT1] we know that the Green function G L coincides with the one constructed in [GW] . Consequently, for each X ∈ Ω and 0 < r < δ(X), there holds
Let L and L 1 be elliptic operators, there exist C 1 ≥ 1 (depending only on dimension, the 1-sided CAD constants and the ellipticity of L) and C 2 ≥ 1 (depending on the above parameters and on the ellipticity of L 1 ), such that for every B 0 = B(x 0 , r 0 ) with x 0 ∈ ∂Ω, 0 < r 0 < diam(∂Ω), and ∆ 0 = B 0 ∩ ∂Ω we have the following properties:
) with x ∈ ∂Ω and ∆ := B ∩ ∂Ω is such that B ⊂ B 0 , then for every X ∈ Ω \ 2κ 0 B 0 with κ 0 as in (2.14), we have that
Moreover, if we also suppose that ω L ≪ σ, then
This implies that ω L,Ω ≪ σ in ∆ if and only if ω L,T ∆ 0 ≪ σ in ∆ and, in such a case,
Remark 2.34. As a consequence of Lemma 2.33(c), one can see that if ω L ≪ σ, there exists C ≥ 1 (depending only on dimension, the 1-sided CAD constants and the ellipticity of L) such that for every Q 0 ∈ D(∂Ω) and every Q ∈ D Q 0 we have that
the elliptic measures of L with respect to Ω and Ω F ,Q 0 with fixed pole at the corkscrew point
where P i is the cube produced by [HM3, Proposition 6.7] . Then P F ν L depends only on ω L,⋆ and not on ω L . More precisely,
Moreover, there exists θ > 0 such that for all Q ∈ D Q 0 and all F ⊂ Q, we have
Definition 2.39. Suppose that Ω ⊂ R n+1 is a 1-sided CAD, let L be an elliptic operator and let 1 < p < ∞. We say that
∈ RH p (∆ 0 ) uniformly in ∆ 0 for every surface ball ∆ 0 ⊂ ∂Ω. That is, there exists C ≥ 1 such that for every B 0 := B(x 0 , r 0 ) with x 0 ∈ ∂Ω and 0 < r 0 < diam(∂Ω), and for every B = B(x, r) ⊂ B 0 with x ∈ ∂Ω, we have that
That is, there exists C ≥ 1 such that for every Q 0 ∈ D(∂Ω) and every Q ∈ D Q 0 , we have that
Before going further, let us introduce the following operators (see [HMU] ):
Similarly, we can define localized versions of the above operators. For a fixed Q 0 ∈ D(∂Ω), we define
for each x ∈ Q 0 , where
Theorem 2.40 ([HMT1]).
Suppose that Ω ⊂ R n+1 is a 1-sided CAD, let L be an elliptic operator and let 1 < p < ∞, the following statements are equivalent:
(c) ω L ≪ σ and there exists C ≥ 1 such that for every B := B(x, r) with x ∈ ∂Ω and 0 < r < diam(∂Ω), we have that
Moreover, (a), (b) and/or (c) yield that for every 0 < q < ∞ there exists C (depending only on dimension, the 1-sided CAD constants, the ellipticity of L, the constants in (a), (b) and/or (c), and on q) such that for every
for every u as in (2.41).
Remark 2.44. Note that ω L ∈ RH p (∂Ω), together with Lemma 2.33(b) and Harnack's inequality, imply that ω L ∈ RH dyadic p (∂Ω). This in turn gives
Moreover, from (2.45) and Harnack's inequality, we can see that (2.42) holds, and hence
(∂Ω), (2.42) and (2.45) are all equivalent.
Auxiliary results
The following result is a generalization of [HM2, Lemma B.7 ] to our setting dyadic setting.
, with the implicit constants depending on dimension, p, C 0 , C 1 , η and the AR constant.
Proof. We first prove that for every Q ∈ D Q 0 and every Borel set F ⊂ η∆ Q , there holds
Indeed, using Hölder's inequality together with (3.2), we obtain
which is equivalent to (3.3).
To obtain that v ∈ A dyadic ∞ (Q 0 ), we observe that σ(Q) ≤ Cσ(η∆ Q ) with C > 1 depending only on AR and n. Fix then 0 < α < (CC
and hence
Combining (3.3) and (3.4) we obtain v(F 0 )/v(η∆ Q ) < C 1 (Cα) 1/p ′ . This and the fact that
with 0 < β < 1 by our choice of α. This eventually proves that v ∈ A dyadic ∞ (Q 0 ) and the proof is complete.
The following auxiliary result is standard and its proof is left to the interested reader.
where
The following hold:
Fix Q 0 ∈ D(E) and consider the operators
, where α = {α Q } Q∈D Q 0 is a sequence of real numbers. Note that these operators are discrete analogues of those used in [CMS] to develop the theory of tent spaces. Sometimes, we use a truncated version of A Q 0 , defined for each k ≥ 0 by
is the collection of Q ∈ D Q 0 such that ℓ(Q) ≤ 2 −k ℓ(Q 0 ). The following proposition is a discrete version of [CMS, Theorem 1] .
Lemma 3.8. Suppose that E ⊂ R n+1 is n-dimensional AR, fix Q 0 ∈ D(E), let A Q 0 and C Q 0 be the operators defined in (3.7) respectively. There exists C, depending only on dimension and the AR constant, such that for every α = {α Q } Q∈D Q 0 , β = {β Q } Q∈D Q 0 sequences of real numbers, we have that (3.9)
Proof. It is easy to see that, without loss of generality, we may assume that β Q = 0 when ℓ(Q) ≤ 2 −N ℓ(Q 0 ) for some N ∈ N. In that scenario, we need to establish (3.9) with C independent of N . Fix then such a β and for Q ∈ D Q 0 , let k Q ≥ 0 be so that
Therefore, using the AR property we obtain
Dividing both sides by σ(Q), we have proved that for every Q ∈ D Q 0 and every x ∈ Q we have that (3.10)
with C 0 depending only on the AR constant. Since β Q = 0 for ℓ(Q) ≤ 2 −N ℓ(Q 0 ), we have that A Q 0 β(x) ≤ C N < ∞ and hence η Q ≤ C 2 N < ∞. Now, we set C 1 = 2 √ C 0 and define
In particular, using (3.10), we have A
Q for each x ∈ Q ∩ F 0 . We claim that 4σ(Q ∩ F 0 ) ≤ σ(Q). Indeed, if η Q = 0 the estimate is trivial since Q ∩ F 0 = Ø. On the other hand, if η Q > 0, we have
and the desired estimate follows since 0 < η Q < ∞. Let us now consider
Setting F 1,Q := {x ∈ Q \ F 0 : k(x) > k Q } and using (3.10) we obtain
Applying Chebychev's inequality, it follows that
Setting F 2,Q := {x ∈ Q \ F 0 : k(x) ≤ k Q }, and gathering the above estimates, we have
Hence, the AR property, Cauchy-Schwarz's inequality and (3.11) yield
where we have used that
for each x ∈ F 2,Q . As the implicit constant does not depend on N ∈ N, this completes the proof of (3.9).
Lemma 3.12. Suppose that Ω ⊂ R n+1 is a bounded open set such that ∂Ω satisfies the AR property. Let L 0 , L 1 be elliptic operators, and let u 0 ∈ W 1,2 (Ω) be a weak solution of
Proof. Let us take a cut-off function ϕ ∈ C c ([−2, 2]) such that 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 in [−1, 1]. Fix X 0 ∈ Ω, for each 0 < ε < δ(X 0 )/16 we set ϕ ε (X) = ϕ(|X − X 0 |/ε) and ψ ε = 1 − ϕ ε . Using (2.32) we have that G L 1 (·, X 0 )ψ ε ∈ W 1,2 0 (Ω), which together with the fact that u 0 ∈ W 1,2 (Ω) is a weak solution of L 0 u 0 = 0 in Ω, implies
Hence, we can write (3.14)
In order to simplify the notation we set C j (X 0 , ε) := {Y ∈ R n+1 : 2 −j+1 ε ≤ |Y − X 0 | < 2 −j+2 ε} for j ≥ 1. For the first term, we use Caccioppoli's inequality and (2.25)
where M 2 f (X) := M (|f | 2 )(X) 1/2 , with M being the Hardy-Littlewood maximal operator on R n+1 . For the second term, using again (2.25),
Combining (3.15) and (3.16), we have proved that, for every X 0 ∈ Ω and for every 0 < ε < δ(X 0 )/16, (3.17)
Taking limits as ε → 0 in (3.17), we obtain as desired (3.13).
Lemma 3.18. Suppose that Ω ⊂ R n+1 is a bounded open set such that ∂Ω satisfies the AR property. Let L 0 and L 1 be elliptic operators, and let g ∈ H 1/2 (∂Ω) ∩ C c (∂Ω). Consider the solutions u 0 and u 1 given by
Then,
Proof. Following [HMT1] we know that u 0 = g − v 0 and u 1 = g − v 1 , where g = E ∂Ω g ∈ W 1,2 (R n+1 ) is the Jonsson-Wallin extension (see [JW] ), and
0 (Ω), and following again [HMT1] we obtain
For almost every X ∈ Ω we then have that
Using Lemma 3.12 for both terms, the right side of the above equality vanishes almost everywhere, and this proves (3.19).
Then, for almost every X ∈ Ω \ K, there holds
Proof. First, fix x 0 ∈ ∂Ω, following [HMT1] we consider the family of bounded increasing open subsets {T k } k∈Z such that Ω = k∈Z T k , and ∂T k satisfies the AR property, with constants possibly depending on k and diam(∂Ω) (see [HMT1] ). As we can see in [JW] , there exists an extension operator E ∂Ω , which maps H 1/2 (∂Ω) continuously into W 1/2 (R n+1 ), and a restriction operator R ∂Ω , which is bounded from W 1,2 (R n+1 ) to H 1/2 (∂Ω), such that
, η monotonously decreasing in (1, 2) and monotonously increasing in (−2, −1). Let us consider h k (y) = h(y)η(|y − x 0 |/2 k ), as well as the solutions
Using Lemma 3.18, we have that
for almost every X ∈ T k . Let G k be the set of points X ∈ T k for which (3.22) holds, and let
, and hence on W 1,2 loc (Ω \ {X 0 }) by Caccioppoli's inequality. Also, note that for i = 0, 1, we have that u k i → u i uniformly on compacta in Ω (see [HMT1] ). In particular, Caccioppoli's inequality yields u k 0 → u 0 in W 1,2 loc (Ω). Thanks to these observations, using (3.22) we obtain
Taking limits as k → ∞, (3.21) is then proved.
Remark 3.23. Note that Lemma 3.18 ensures that there exists G ⊂ Ω with |Ω \ G| = 0 such that (3.19) holds for all X ∈ G. Let ∆ = ∆(x, r) with x ∈ ∂Ω and 0 < r < diam(∂Ω) be such that X ∆ / ∈ G. Take X ∆ ∈ B(X ∆ , cr/2) ∩ G where 0 < c < 1 is the corkscrew constant. Taking into account that B( X ∆ , cr/2) ⊂ B(X ∆ , cr) and slightly modifying the constants, we can use X ∆ as a corkscrew point associated with ∆. Hence, we may assume that for every ∆ as before, there exists a corkscrew point X ∆ ∈ G for which (3.19) holds with X = X ∆ . Similarly, we may also assume that (3.21) holds for X ∆ , as long as X ∆ / ∈ K. In particular, for every Q ∈ D(∂Ω), we can choose X Q so that (3.19) and (3.21) hold with X = X Q (the latter provided X Q / ∈ K).
Proof. Let r = τ ℓ(Q 0 )/M with M > 1 to be chosen. Using a Vitali-type covering argument, we construct a maximal collection of points {x j } j∈J ⊂ Q 0 \ Σ Q 0 ,τ with respect to the property that |x j − x k | > 2r/3 for every j, k ∈ J , and a disjoint family {∆ ′ j } j∈J given by ∆ ′ j = ∆(x j , r/3), in such a way that Q 0 \ Σ Q 0 ,τ ⊂ j∈J 3∆ ′ j . Note that there exists C, depending only on dimension and on the 1-sided CAD constants, such that ∆ ′ j ⊂ ∆(x Q 0 , Cℓ(Q 0 )) for every j ∈ J . Hence,
We have then obtained a covering {∆ j } Nτ j=1 of Q 0 \ Σ Q 0 ,τ by balls ∆ j = ∆(x j , r) with
0 r) and κ 0 as in (2.14). Let Y ∈ B * j ∩ Ω and I ∈ W be such that Y ∈ I. Take y j ∈ ∂Ω such that dist(I, ∂Ω) = dist(I, y j ) and pick Q j ∈ D(∂Ω) the unique cube such that y j ∈ Q j and ℓ(Q j ) = ℓ(I). As already observed, I ∈ W * Q j . We are going to see that Q j ∈ D Q 0 . First of all, note that
Choosing M ≫ 1 sufficiently large (independent of τ ) we may obtain ℓ(Q j ) < ℓ(Q 0 )/4 and dist(I, ∂Ω) ≤ |x j − Y | < τ ℓ(Q 0 )/4. Also, since x j ∈ Q 0 \ Σ Q 0 ,τ , we can write by (2.11)
16 τ ℓ(Q 0 ) + dist(y j , ∂Ω \ Q 0 ), and hence y j ∈ int(Q 0 ). Since y j ∈ Q 0 ∩ Q j and ℓ(Q j ) < ℓ(Q 0 )/4 it follows that Q j ∈ D Q 0 . This and the fact that Y ∈ I ∈ W * Q j allow us to conclude that Y ∈ T Q 0 . Consequently, we have shown that B * j ∩ Ω ⊂ T Q 0 and thus L 1 ≡ L 2 in B * j ∩ Ω for every j = 1, . . . , N τ . Next, we note that δ(
. Hence, we can use Harnack's inequality to move from X Q 0 to X ∆ j with constants depending on τ , and Lemma 2.33(e), we obtain
for σ-almost every y ∈ ∆ j = B j ∩ ∂Ω. Since we know that {∆ j } Nτ j=1 covers Q 0 \ Σ Q 0 ,τ , the desired conclusion follows.
We will prove Theorem 1.1(a) with the help of Lemma 2.20. In this way we consider the measure m = {γ Q } Q∈D(∂Ω) , where
and
We are going to show that m is indeed a discrete Carleson measure with respect to σ. Proof. Let Q 0 ∈ D(∂Ω) with ℓ(Q 0 ) < diam(∂Ω)/κ 0 . First, note that for every I ∈ W and every Y ∈ I we have that sup I * |E| ≤ a(Y ). Indeed, since 4 diam(I) ≤ dist(I, ∂Ω) (see (2.11)), we know that
where we have used that the family
. These readily imply that Y can be only in a bounded number of
On the other hand, by (2.13) we know that
Using the AR property, from (3.27) we conclude that
Taking the supremum over Q ∈ D Q 0 , we obtain m C(Q 0 ) ≤ κ|||a||| with κ depending on the allowable parameters. This completes the proof.
Proof of Theorem 1.1(a)
Before starting the proof we choose M 0 > 2κ 0 /c (which will remain fixed during the proof) where c is the corkscrew constant and κ 0 as in (2.13). Given an arbitrary Q 0 ∈ D(∂Ω)
We will prove Theorem 1.1(a) using Lemma 2.20. To do that we need to split the proof in several steps.
4.1.
Step 0. We first make a reduction which will allow us to use some qualitative properties of the elliptic measure. Fix j ∈ N (large enough, as we eventually let j → ∞) and L = L j be the operator defined by Lu = − div( A∇u), with
Note that the matrix A j is uniformly elliptic with constant Λ j = max{Λ A , Λ A 0 }, where Λ A and Λ A 0 are the ellipticity constants of A and A 0 respectively. Recall that
The fact that L verifies these qualitative hypotheses will be essential in the following steps. At the end of Step 4 we will have obtained the desired conclusion for the operator L = L j , with constants independent of j ∈ N, and in Step 5 we will prove it for L via a limiting argument. From now on, j ∈ N will be fixed and we will focus on the operator L = L j .
4.2.
Step 1. Let us fix Q 0 ∈ D(∂Ω) with ℓ(Q 0 ) < diam(∂Ω)/M 0 and M 0 as chosen above, and set X 0 := X M 0 ∆ Q 0 so that (4.1) holds. We also fix F = {Q i } ⊂ D Q 0 a family of disjoint dyadic subcubes such that
with ε 0 > 0 sufficiently small, to be chosen. We modify the operator L 0 inside the region
and A = A j as in (4.2). By construction, it is clear that
Hence, the support of A 1 − A 0 is contained in a compact subset contained in Ω.
Our goal in
Step 1 is to prove k
Note that by Harnack's inequality and Lemma 2.33(e), we have that
/dσ. We will use this qualitatively, and the point of this step is to show that we can actually remove the dependence on j.
Take
Without loss of generality we may assume that g is defined in Ω with g ≡ 0 in Ω \ Q 0 . Let ∆ Q 0 := ∆(x Q 0 , Cr Q 0 ) (see (2.8)) and take 0 < t < Cr Q 0 /2. Set g t = P t g (cf. Lemma 3.5) and consider the solutions
By Lemma 3.5, g t ∈ Lip(∂Ω) with supp(
This, (4.1) and (2.13), allow us to invoke Lemma 3.20 (see Remark 3.23) to obtain
Note that by our choice of
is a weak solution of L 1 v = 0 in I * * * for every I ∈ W * Q with Q ∈ D Q 0 . Therefore, by Caccioppoli's and Harnack's inequalities, and Lemma 2.33(a), we obtain (4.6)
Recalling (3.25), (2.19), we define the sequences
Using Cauchy-Schwarz's inequality and the bounded overlap of the cubes I * , one can see that (4.6), (4.6), (4.7), and (4.8) yield
where in the last estimate we have used Lemma 3.8, and where we recall that A Q 0 , C Q 0 were defined in (3.7). Using the bounded overlap property of U Q with Q ∈ D Q 0 , we have that
, where
On the other hand, (4.3) yields
Plugging (4.10), (4.12) into (4.9), using Hölder's inequality we conclude that
is bounded in L p (Q 0 ) and that
which follows from (2.43), Lemma 2.40(a), ω L 0 ∈ RH p (∂Ω), (4.4), and Lemma 3.5. From (4.13), and for all 0 < t < Cr Q 0 /2,
, where we have used that g t L p ′ (∂Ω) 1 and Lemma 3.5, and the implicit constants do not depend on t. Next, using the previous estimate,
, with C depending only on dimension, p, the 1-sided CAD constants, the ellipticity of L 0 and L, and the constant in
thus taking ε 0 < C −2 /4 we can hide the first term in the left hand side, and consequently k
Hence, using Harnack's inequality (with constants depending on M 0 , which has been already fixed), and the fact that ω L 0 ∈ RH p (∂Ω), we conclude that (4.14)
4.3. Self-improvement of Step 1. The goal of this section is to extend (4.14) and show that it holds with the integration taking place in an arbitrary Q ∈ D Q 0 , but with the pole of the elliptic measure being X Q 0 . In doing this, we will lose the exponent p, showing that a RH q inequality holds for some fixed q.
We consider two cases. Suppose first that Q ⊂ Q i for some and (4.15 ) is a consequence of the fact that
We can then repeat the argument of Step 1 for the operator L Q 1 replacing L 1 , and with Q and F Q in place of respectively Q 0 and F. Hence, the estimate (4.14) becomes (4.15).
We next notice that using [HM3, Lemma 3.55] , there exists 0 < κ 1 < κ 1 (see (2.13)), depending only on the allowable parameters, such that
Using now Lemma 2.33(e) and Harnack's inequality, we have
where η = κ 1 /(2κ 0 ) and κ 0 is as in (2.14), and hence η∆ Q ⊂ ∆ Q ⊂ Q. Combining (4.15), (4.16), Lemma 2.23, Lemma 2.33(b) and Harnack's inequality we obtain
Now, using Remark 2.34 we have that
with C 1 > 1 depending only on dimension, p, the 1-sided CAD constants, the ellipticity of L 0 and L, and the constant in ω L 0 ∈ RH p (∂Ω). Note that (4.17) holds then for every Q ∈ D Q 0 . Also, by means of Lemma 2.23, Lemma 2.33(b) and Harnack's inequality, there exists
4.4.
Step 2. We define a new operator L 2 by changing L 1 below the region Ω F ,Q 0 . More precisely, set L 2 u = − div(A 2 ∇u) with
Note that by construction,
for the elliptic measures of L k with respect to the domains Ω and Ω F ,Q 0 , with fixed pole at A Q 0 (see [HM3, Proposition 6.4 
]). Note that since
be the corresponding measures defined as in (2.36), and observe that (2.37) imply that P F ν L 1 = P F ν L 2 .
In
Step 1 we have shown that P F ω
. Another use of (2.38) and Harnack's inequality allows us to obtain that P F ω
. Note that by Lemma 2.33(b), Harnack's inequality and Lemma 2.18(a) it follows that P F ω
is dyadically doubling in Q 0 . Thus, [HM3, Lemma B.7] implies that there exist θ, θ ′ > 0 such that
4.5.
Step 3. To complete the proof it remains to change the operator outside
and note that L 3 ≡ L in Ω. We want to prove that for every 0 < ε < 1, there exists C ε > 1 such that
Let 0 < ε < 1 and let E ⊂ Q 0 be such that σ(E) ≥ εσ(Q 0 ). First, we can disregard the trivial case F = {Q 0 }:
Suppose then that F D Q 0 \ {Q 0 }. For τ ≪ 1 we consider the sets
and Q 0 := Q 0 \ Q ′ ∈Iτ Q ′ , where
By construction, Σ τ ⊂ Q ′ ∈Iτ Q ′ , and there exists C = C(n, AR) > 0 such that every
and letting F = E ∩ Q 0 , it follows that
Hence σ(F )/σ(Q 0 ) ≥ ε/2 and by (4.18), we conclude that (4.20)
We claim that there exists c ε > 0 such that F ) . Assuming this momentarily, we easily obtain (4.19):
where we have used Lemma 2.23, (4.20) , and the fact that P F ω
This and the fact that
which in turn yields
It remains to estimate the second term. Note that in the sum we can restrict ourselves to those cubes Q i ∈ F such that F ∩ Q i = Ø. We consider two cases. If Q i ⊂ Q 0 , using (4.21) we have that ω
Taking M ≫ 1 large enough (depending on the AR constant), we conclude that cτ ℓ( Again, using Lemma 3.24 and the fact that ω
is doubling in Q 0 (which is a consequence of Lemma 2.33(b) and Harnack's inequality), we obtain
In the two cases, since τ = τ (ε), (4.22) turns into
completing the proof of our claim.
Recalling that L ≡ L 3 , the previous argument proves the following proposition:
Proposition 4.23. There exists ε 0 > 0 (depending only on dimension, p, the 1-sided CAD constants, the ellipticity of L 0 and L, and the constant in ω L 0 ∈ RH p (∂Ω)) such that the following property holds: given ε ∈ (0, 1), there exists C ε > 1 such that for every
where L = L j is the operator defined in (4.2) and j ∈ N is arbitrary.
4.6.
Step 4. What we have proved so far does not allow us to apply Lemma 2.20. We have to be able to fix the pole relative to Q 0 , and show that (4.24) also holds for all Q ∈ D Q 0 .
Proposition 4.25. Let ε 0 be the parameter obtained in Proposition 4.23. Given ε ∈ (0, 1),
where L = L j is the operator defined in (4.2) and j ∈ N is arbitrary. Consequently, there exists 1 < q < ∞ such that ω
Lemma 2.33(c) (see also Remark 2.34) and the fact that P F ω
Lemma 2.23, we see that
where in the last inequality we have applied Proposition 4.23 to Q (replacing Q 0 ) satisfying ℓ(Q) < diam(∂Ω)/M 0 . This shows (4.26), which together with Lemma 3.26 and our choice of M 0 , allows us to invoke Lemma 2.20 and eventually conclude that ω
We have then proved that ω
(Q 0 ) uniformly in Q 0 for the same class of cubes and, in particular, (4.27)
When diam(∂Ω) < ∞, we need to extend the previous estimate to all cubes with sidelength of the order of diam(∂Ω). Let us then take Q 0 ∈ D(∂Ω) with ℓ(Q 0 ) ≥ diam(∂Ω)/M 0 and define the collection
Note that Q 0 = Q∈I Q 0 Q is a disjoint union and using the AR property we have that
which implies #I Q 0 M n 0 . We can use Harnack's inequality to move the pole from X Q 0 to X Q for any Q ∈ I Q 0 (with constants depending on M 0 , which is already fixed), since
where we have used (4.27) for Q since ℓ(Q) < diam(∂Ω)/M 0 , and the AR property. Therefore, we have extended (4.27) to all Q 0 ∈ D(∂Ω) and Remark 2.44 yields that ω L ∈ RH q (∂Ω), where L = L j and the implicit constants are independent of j ∈ N.
4.7.
Step 5. In the previous step we have proved that ω L ∈ RH q (∂Ω) where L = L j and the implicit constants are all uniform in j. To complete the proof of Theorem 1.1(a) we show that ω L ∈ RH q (∂Ω) using the following result:
Let L and L 0 be real symmetric elliptic operators with matrices A and A 0 respectively. For every j ∈ N, let
for every j ≥ j 0 and every ∆(x, r) with x ∈ ∂Ω and 0 < r < diam(∂Ω). Then ω L,Ω ∈ RH q (∂Ω).
Proof. Fix B 0 = B(x 0 , r 0 ) with x 0 ∈ ∂Ω and 0 < r 0 < diam(∂Ω)/25, set ∆ 0 = B 0 ∩ ∂Ω, and consider the subdomain Ω ⋆ := T 20∆ 0 . Using [HM3, Lemma 3 .61] we know that Ω ⋆ is a bounded 1-sided CAD, with constants depending only on those of Ω. Applying Lemma 2.33(d) it follows that ω L j ,Ω⋆ ≪ σ in 4∆ 0 and also
Recalling (2.14) we know that 25B 0 ∩ Ω ⊂ Ω ⋆ . In particular, 10B 0 ∩ ∂Ω = 10B 0 ∩ ∂Ω ⋆ and σ ⋆ := H n ∂Ω⋆ coincides with σ in 4∆ 0 . Therefore, (4.29) gives (4.30)
Let g ∈ Lip c (∂Ω) be such that supp(g) ⊂ 4∆ 0 and extend g by zero to ∂Ω ⋆ \ 4∆ 0 (by a slight abuse of notation we will call the extension g) so that g ∈ Lip c (∂Ω ⋆ ) and define
, using Lemma 3.18 with Ω ⋆ and slightly moving X 4∆ 0 if needed, we can write
For every j ≥ j 1 , it is clear that |A j −A| 1 Σ j , with constants depending only on the ellipticity of L 0 and L. Also we have the a priori estimate ∇u j L 2 (Ω⋆) g H 1/2 (∂Ω⋆) (see [HMT1] ), where the implicit constant depends on dimension, the AR constant, the ellipticity of L 0 and L, and also of diam(∂Ω ⋆ ) ≈ r 0 ). All these and Hölder's inequality yield
Since Ω ⋆ is bounded, our Green function coincides with the one defined in [GW] , hence .31) ). Using the dominated convergence theorem, the first factor of the right hand side of (4.31) tends to zero, hence u j (X 4∆ 0 ) → u(X 4∆ 0 ). Recalling then (4.30) we have that
Suppose now that g ∈ L q ′ (2∆ 0 ) is such that supp(g) ⊂ 2∆ 0 , and for 0 < t < r 0 set g t = P t g with P t as in Lemma 3.5. Since g t ∈ Lip(∂Ω) satisfies supp(g t ) ⊂ 4∆ 0 , we have by (4.32)
for 0 < t, s < r 0 . Hence {Φ(g t )} t>0 is a Cauchy sequence, and we can define Φ(g) := lim t→0 Φ(g t ). Clearly, Φ is a well-defined linear operator and Φ ∈ L q ′ (2∆ 0 ) * :
where we have used (4.32) and Lemma 3.5. Consequently, there exists h ∈ L q (2∆ 0 ) with
Let g ∈ C c (∂Ω) with supp(g) ⊂ 2∆ 0 and we extend g by zero to ∂Ω ⋆ so that that g ∈ C c (∂Ω ⋆ ). From Lemma 3.5 applied to
as t → 0 + for every x ∈ ∂Ω ⋆ . These, the definition of Φ(g) and the dominated convergence theorem with respect to ω
hence Φ(g) = Φ(g) for every g ∈ C c (∂Ω) with supp(g) ⊂ 2∆ 0 .
Next, we see that ω := ω
4 ∆ 0 and let ε > 0. Since ω and σ are both regular measures, there exist K ⊂ E ⊂ U ⊂ 3 2 ∆ 0 with K compact and U open such that ω(U \ K) + σ(U \ K) < ε. Using Urysohn's lemma we construct g ∈ C c (∂Ω) such that 1 K ≤ g ≤ 1 U and supp(g) ⊂ 2∆ 0 . Thus, by (4.34) and (4.33),
Note that we showed before that ω := ω
Since ∆ 0 = ∆(x 0 , r 0 ) with x 0 ∈ ∂Ω and 0 < r 0 < diam(∂Ω)/25 was arbitrary, we have proved that ω L ≪ σ and
for C > 1 depending only on dimension, p, the 1-sided CAD constants, the ellipticity of L 0 and L, and the constant in ω L 0 ∈ RH p (∂Ω). By a standard covering argument and Harnack's inequality, (4.36) extends to all 0 < r < diam(∂Ω). Using Lemma 2.40, we have shown that ω L = ω L,Ω ∈ RH q (∂Ω) completing the proof of Proposition 4.28.
Proof of Theorem 1.1(b)
We first note that by Theorem 1.1(a), the fact that |||̺(A, A 0 )||| ≤ ε 0 gives that ω L ∈ RH q (∂Ω) for some 1 < q < ∞, and in particular ω L ≪ σ. The goal of Theorem 1.1(b) is to see that if ε 0 > 0 is taken sufficiently small, then we indeed have that ω L ∈ RH p (∂Ω), that is, L 0 and L are in the same reverse Hölder class. To this aim, we split the proof in several steps.
We choose M 0 > 400 κ 0 /c (which will remain fixed during the proof) where c is the corkscrew constant and κ 0 as in (2.13). Given an arbitrary ball B 0 = B(x 0 , r 0 ) with x 0 ∈ ∂Ω and 0 < r 0 < diam(∂Ω)/M 0 , let ∆ 0 = B 0 ∩∂Ω and take
0 r 0 , and by by (2.13),
5.1.
Step 0. As done in Step 0 of the proof of Theorem 1.1(a), we let work with L = L j , associated with the matrix A = A j defined in (4.2). As there we have that
This qualitative property will be essential in the first two steps. At the end of Step 2 we will have obtained the desired conclusion for the operator L = L j , with constants independent of j ∈ N, and in
Step 3 we will transfer it to L via a limiting argument. From now on, j ∈ N will be fixed and we will focus on the operator L = L j .
5.2.
Step 1. We start by fixing B 0 = B(x 0 , r 0 ) with x 0 ∈ ∂Ω, 0 < r 0 < diam(∂Ω)/M 0 and M 0 as chosen above. Set ∆ 0 = B 0 ∩ ∂Ω and X 0 := X M 0 ∆ Q 0 so that (5.1) holds. We define the operator L 1 u = L ∆ 0 1 u = − div(A 1 ∇u) where
and A = A j as in (4.2). By construction, it is clear that E 1 := A 1 −A 0 verifies |E 1 | ≤ |E|1 T ∆ 0 , and also E 1 (Y ) = 0 if δ(Y ) < 2 −j . Hence, the support of A 1 − A 0 is contained in a compact subset of Ω. In order to simplify the notation, we set ∆ 0 := 1 2 ∆ * 0 = ∆(x 0 , κ 0 r 0 ) and let 0 ≤ g ∈ L p ′ ( ∆ 0 ) be such that g L p ′ ( ∆ 0 ) = 1. Without loss of generality, we may assume that g is defined in ∂Ω with g ≡ 0 in Ω \ ∆ 0 . For 0 < t < κ 0 r 0 /2, we consider g t = P t g ≥ 0 with P t g defined as in (3.6), together with the solutions
By Lemma 3.5, g t ∈ Lip(∂Ω) verifies supp(g t ) ⊂ ∆ * 0 and hence g t ∈ Lip c (∂Ω) ⊂ H 1/2 (∂Ω) ∩ C c (∂Ω). Since E 1 = A 1 − A 0 verifies |E 1 | ≤ |E|1 T ∆ 0 and also E 1 (Y ) = 0 if δ(Y ) < 2 −j , (5.1) and (2.13) allow us to invoke Lemma 3.20 (see Remark 3.23) to obtain Note that for every Q 0 ∈ D ∆ 0 and our choice of M 0 , we have that ℓ(Q 0 ) < diam(∂Ω)/κ 0 . Thus by Lemma 3.26 the estimate |||a||| ≤ ε 0 implies that m = {γ Q } Q∈D(∂Ω) ∈ C(Q 0 ) (see (3.25) ) and m C(Q 0 ) ≤ κε 0 , where κ > 0 depends only on dimension and on the 1-sided CAD constants. At this point we just need to repeat the arguments in (4.5)-(4.13) in every Q 0 ∈ D ∆ 0 with F = Ø and hence D F ,Q 0 = D Q 0 . This ultimately gives
where the last inequality is justified by the bounded cardinality of D ∆ 0 . Therefore,
, where we have used that g t L p ′ (∂Ω) 1 and that supp(g t ) ⊂ ∆ * 0 by Lemma 3.5 and where the implicit constants do not depend on t. Next, we write
Notice that g t → g in L p ′ (∂Ω) by Lemma 3.5, which along with the fact that k X 0 L 1 L p (∆ * 0 ) ≤ C j < +∞, by Lemma 2.33(e) and Harnack's inequality, implies
Taking the supremum over all 0 ≤ g ∈ L p ′ ( ∆ 0 ) with g L p ′ ( ∆ 0 ) = 1 we obtain
where C depends on the allowable parameters. Since k X 0 L 1 L p ( ∆ 0 ) ≤ C j < ∞, taking ε 0 < C −2 /4, we can hide the first term in the left hand side to obtain k
. Using then that ω L 0 ∈ RH p (∂Ω) and Harnack's inequality to change the pole from X 0 = X M 0 ∆ 0 to X ∆ * 0 (with constants depending on M 0 , which is already fixed), we conclude that (5.2)
5.3.
Step 2. Let L 2 := − div(A 2 ∇u) where 
for σ-a.e. y ∈ ∆ ′ 0 .
Consequently, using (5.2) and Harnack's inequality (with constants depending on M 0 , which is already fixed), we obtain
Since the surface ball ∆ 0 = ∆(x 0 , r 0 ) with x 0 ∈ ∂Ω and r 0 < diam(∂Ω)/M 0 was arbitrary, we have proved that By a standard covering argument and Harnack's inequality, (5.3) extends to all ∆ = ∆(x, r) with 0 < r < diam(∂Ω). This and Lemma 2.40 show that ω L ∈ RH p (∂Ω) where we recall that L = L j is the operator defined in (4.2), j ∈ N is arbitrary, and the implicit constant is independent of j ∈ N.
5.4.
Step 3. Using the previous step and Proposition 4.28 with q = p we conclude as desired that ω L ∈ RH p (∂Ω) and the proof of Theorem 1.1(b) is complete.
Remark 5.4. One can easily see from the previous proof that |||a||| ≤ ε 0 could be slightly weakened by simply assuming that m C(Q 0 ) is small enough, with m = {γ Q } Q∈D(∂Ω) and γ Q defined in (3.25). Further details are left to the interested reader.
6. Applications of Theorem 1.1(b)
Given L 0 , L elliptic operators with matrices A 0 , A respectively, we say that their disagreement defined in ( 
