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Abstrat. We introdue a family of real random polynomials of degree n
whose oeients ak are symmetri independent Gaussian variables with variane
〈a2k〉 = e−k
α
, indexed by a real α ≥ 0. We ompute exatly the mean number
of real roots 〈Nn〉 for large n. As α is varied, one nds three dierent phases.
First, for 0 ≤ α < 1, one nds that 〈Nn〉 ∼ ( 2pi ) logn. For 1 < α < 2, there is
an intermediate phase where 〈Nn〉 grows algebraially with a ontinuously varying
exponent, 〈Nn〉 ∼ 2pi
√
α−1
α n
α/2
. And nally for α > 2, one nds a third phase where
〈Nn〉 ∼ n. This family of real random polynomials thus exhibits a ondensation of
their roots on the real line in the sense that, for large n, a nite fration of their roots
〈Nn〉/n are real. This ondensation ours via a loalization of the real roots around
the values ± exp [α
2
(k + 1
2
)α−1
]
, 1≪ k ≤ n.
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1. Introdution
Sine the early work of Bloh and Pólya [1℄ in the 30's, the study of random algebrai
equations has now a long story [2, 3℄. In the last few years, it attrated a renewed
interest in the ontext of probability and number theory [4℄, as well as in the eld of
quantum haos [5℄. Reently, we showed that there are also interesting onnetions
between random polynomials and persistene properties of physial systems [6, 7℄.
Here we onsider real random polynomials, i.e. polynomials with real random
oeients, of degree n. While these polynomials have exatly n roots in the omplex
plane, the number of roots on the real line Nn is a random variable. One would like to
haraterize the statistis of this random variable and a natural question is thus : what is
the mean number 〈Nn〉 of real roots and how does it behave with n for large n [4℄? This
question has been widely studied in the past for Ka's polynomials Kn(x) =
∑n
k=0 ak x
k
where ak are independent and identially distributed (i.i.d.) random variables of nite
variane 〈a2k〉 = σ2. In that ase it is well known that 〈Nn〉 ∼ 2pi log n, independently of σ.
This result was rst obtained by Ka [8℄ for Gaussian random variables and it was later
shown to hold also for a wider lass of distributions of the oeients ak [2, 3℄. Interesting
generalizations of Ka's polynomials have been studied in the literature where ak are
independent Gaussian variables but non idential, suh that 〈a2k〉 = kd−2, where d > 0 is
a real number, leading to 〈Nn〉 ∼ π−1(1+
√
d/2) logn [7, 9℄. Given the robustness of this
asymptoti logarithmi behavior of 〈Nn〉, it is natural to searh for random polynomials
for whih 〈Nn〉 inreases faster than logn, for instane algebraially.
One suh instane is provided by the real Weyl polynomials Wn(x) dened by
Wn(x) =
n∑
k=0
ǫk
xk√
k!
, (1)
where ǫk are i.i.d. random variables of zero mean and unit variane. Thus here,
ak = ǫk/
√
k! and the variane is 〈a2k〉 = 1/k!, whih for large k behaves as 〈a2k〉 ∝ e−k log k.
For these real polynomials in Eq. (1), it is known that 〈Nn〉 ∝ n1/2. For instane,
in the speial ase where ǫk are Gaussian random variables of unit variane, one has
〈Nn〉 ∼ 2pi
√
n [7, 10℄. Another interesting and intriguing instane of real random
polynomials was introdued a long time ago by Littlewood and Oord [11℄ who studied
the random polynomials Ln(x) given by
Ln(x) =
1
2
+
n∑
k=1
ǫk
xk
(k!)k
, (2)
where ǫk = ±1 with equal probability. Thus in this ase ak = ǫk/(k!)k and the variane
is 〈a2k〉 = 1/(k!)2k, whih behaves for large k as 〈a2k〉 ∝ e−2k
2 log k
. Using algebrai
methods, they showed that suh polynomials Ln(x) have all their roots real and therefore
〈Nn〉 = n.
We thus have here two examples of real random polynomials in Eq. (1) and Eq. (2)
where, at variane with Ka's polynomials, 〈Nn〉 grows algebraially with n. In the
seond example (2), the number of real roots is marosopi in the sense that, for
Condensation of the roots of real random polynomials on the real axis 3
0 1 2
Weyl Littlewood-OordKa
α
〈Nn〉 ∼ log n 〈Nn〉 ∼ n〈Nn〉 ∼ n
α/2
Figure 1. Asymptoti behavior of the mean number of real roots 〈Nn〉 of Pn(x) in
Eq. (3) as a funtion of α. These polynomials exhibit a ondensation of their roots on
the real axis for α ≥ 2.
large n, there is a nite fration 〈Nn〉/n of the roots whih are on the real axis. For
Ln(x) in Eq. (2) this fration is exatly one. We thus say that there is a ondensation
of the roots on the real line, similar to a Bose-Einstein ondensation where a nite
fration of the partiles of a quantum-mehanial system (Bosons) ondense into the
lowest energy level. In the ase of random polynomials, the roots play the role of the
partiles and the equivalent of the ground state is the real line.
The purpose of this paper is to understand what types of polynomials lead to this
ondensation phenomenon. Of ourse, it is very diult to address this question for
any random oeients ak. However, guided by the two examples above in Eq. (1)
and Eq. (2), and in partiular by the large k behavior of 〈a2k〉, we introdue a family of
random polynomials Pn(x) indexed by a real α ≥ 0 dened by
Pn(x) =
n∑
k=0
ak x
k , 〈a2k〉 = e−k
α
, (3)
where ak are real independent Gaussian random variables of zero mean. While α = 0
orresponds to Ka's polynomials, we reall that, for Wn(x) in Eq. (1), 〈a2k〉 ∝ e−k log k
and for Ln(x) in Eq. (2), 〈a2k〉 ∝ e−2k2 log k. Therefore, due to the extra logarithmi
fator, these random polynomials are not exatly of the form introdued above (3).
However, for α→ 1+, one expets to reover the behavior of Wn(x) in Eq. (1) while for
α → 2+, one expets Pn(x) to behave similarly to Ln(x) in Eq. (2) : this is depited
shematially in Fig. 1.
Our main results an be summarized as follows. As α ≥ 0 is varied one nds
three dierent phases. The rst phase orresponds to 0 ≤ α < 1, where one nds
that 〈Nn〉 ∼ (2/π) logn. In the seond one, orresponding to 1 < α < 2, one has
〈Nn〉 ∼ 2pi
√
α−1
α
nα/2. And in the third phase, for α > 2, one nds 〈Nn〉 ∼ n. The
ondensation of the roots on the real axis thus happens for α ≥ 2 and as one inreases
α, the ondensation transition sets in at the ritial value αc = 2. Furthermore, one
nds that these real roots ondense into a quasi-periodi struture suh that there is,
on average, one root in the interval [−xm+1,−xm] ∪ [xm, xm+1], with xm = eα2mα−1 ,
with 1 ≪ m < n. These dierent behaviors are summarized in Fig. 1. By analogy
with phase transitions of statistial systems the ase 0 < α < 1 an be onsidered as
a high-temperature phase whereas α > 2 orresponds to the low-temperature (ordered)
phase. Roughly speaking, one an onsider our results as an interesting example where
the transition from the high temperature where 〈Nn〉 ∝ logn (governed by a α = 0
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xed point) to the low temperature phase where 〈Nn〉 ∝ n (governed by α =∞ xed
point) happens through a marginal phase, for 1 < α < 2, where 〈Nn〉 ∼ nφ with an
exponent φ = α/2 whih depends ontinuously on α.
The paper is organized as follows. In setion 2, we desribe the general framework
to ompute the loal density of real roots, whih diretly leads to 〈Nn〉. In setion 3
to 6 we then analyse separately the ases 0 ≤ α < 1, α < 2, α > 2 and the ritial
ase α = 2. In setion 7, we give a qualitative argument to explain the ondensation
transition ourring at αc = 2 before we onlude in setion 8. The Appendix ontains
some useful tehnial details.
2. General framework
First we notie that given that Pn(x), as a funtion of x, is a Gaussian proess, it is
ompletely haraterized by its two-point orrelation funtion Cn(x, y)
Cn(x, y) = 〈Pn(x)Pn(y)〉 =
n∑
k=0
e−k
α
xk yk , (4)
where we used the notation 〈...〉 to denote an average over the random variables ak.
A entral objet involved in the alulation of 〈Nn〉 is ρn(x), the mean density of real
roots at point x. If we denote λ1, λ2, ..., λp the p real roots (if any) of Pn(x), one has
δ(Pn(x)) =
∑p
i=1 δ(x− λi)/|P ′n(λi)| suh that ρn(x) an be written as
ρn(x) =
p∑
i=1
〈δ(x− λi)〉 = 〈|P ′n(x)|δ(Pn(x))
=
∫ ∞
−∞
dy|y|〈δ(P ′n(x)− y)δ(Pn(x))〉 . (5)
Under this form (5), one observes that the omputation of the mean density involves
the joint distribution of the polynomial Pn(x) and its derivative P
′
n(x) whih is simply
a bivariate Gaussian distribution. After Gaussian integration over y, one obtains
ρn(x) =
√
cn(x)(c′n(x)/x+ c
′′
n(x))− [c′n(x)]2
2πcn(x)
, (6)
cn(x) = Cn(x, x) =
n∑
k=0
e−k
α
x2k .
This formula (6) an be written in a very ompat way [4℄ :
ρn(x) =
1
π
√
∂u∂v logCn(u, v)
∣∣∣
u=v=x
. (7)
Given that the random oeients ak are drawn from a symmetri distribution, we an
restrit our study of ρn(x) on R
+
from whih one obtains the mean number of real roots
〈Nn〉 as
〈Nn〉 = 2
∫ ∞
0
ρn(x)dx . (8)
Condensation of the roots of real random polynomials on the real axis 5
An important hange of variable. We will see below that it is useful to onsider
these polynomials Pn(x) in terms of another variable Y dened as
Y =
(
2
α
log x
) 1
α−1
. (9)
We denote ρˆn(Y ) the mean density of the real roots in terms of this new variable suh
that one has also 〈Nn〉 =
∫∞
0
ρˆn(Y )dY . For 0 < α < 1 we will see that, for large n,
most of the real roots of Pn are loated lose to Y = n while for α > 1, the density
extends over the whole interval Y ∈ [1, n]. This hange of variable (9) is motivated by
the following analysis.
First we notie that Cn(x, y) =
∑n
k=0 e
−kαxkyk in Eq. (4) is of the form Cn(x, y) =
cn(
√
xy). Antiipating a saddle point analysis, one writes cn(x) as
cn(x) =
n∑
k=0
e−k
α
x2k =
n∑
k=0
exp (−φ(k, x)) , φ(k, x) = kα − 2k log x . (10)
Although φ(k, x) is dened for integers k = 0, 1, 2, · · · , n, it is readily extended to the
real axis and denoted φ(u, x) = uα − 2u logx for u ∈ R+. The behavior of cn(x) is
essentially governed by the behavior of φ(u, x) as a funtion of u (and xed x). In
partiular, for α < 1, φ(u, x) has a single maximum while for α > 1, it has a single
minimum for u = u∗(x) given by
∂uφ(u
∗(x), x) = 0 , ∂2uφ(u
∗(x), x) = α(α− 1)u∗(x)α−2 > 0 ,
u∗(x) =
(
2
α
log x
) 1
α−1
. (11)
The new variable Y introdued above in Eq. (9) is thus preisely Y = u∗(x). As a
onsequene, the density behaves quite dierently in both ases α < 1 and α > 1.
For α < 1, most of the real roots on R+ are loated in [1,∞]. For xed x > 1,
φ(u, x) as a funtion of u in the interval [0, n] has a global minimum for u = n. Therefore,
the sum entering in the expression of cn(x) in Eq. (10) will be dominated by the terms
with k ∼ n. The expansion of φ(k, x) in Taylor series around k = n yields
φ(k, x) = φ(n, x) + (k − n)(αnα−1 − 2 log x) + · · ·
= (1− α)nα − k(αnα−1 − 2 log x) + · · · , (12)
where the higher order terms an be negleted in the large n limit beause
∂jφ(n, x)/∂uj = O(nα−j) for j ≥ 2. Thus, for α < 1 one has
cn(x) ∼ e−(1−α)nα
n∑
k=0
(xe−
α
2
nα−1)2k , (13)
whih, in terms of the resaled variable x˜ = x e−
α
2
nα−1
, is the orrelator of Ka's
polynomials. From this observation (13), one an straightforwardly obtain the mean
number of real roots 〈Nn〉, this will be done in setion 3.
For α > 1, the situation is quite dierent and in that ase, φ(u, x) has a single
minimum for u = u∗(x) = ( 2
α
log x)
1
α−1
(11). Besides, we will see below that the
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main ontribution to 〈Nn〉 on R+ omes from the interval 1 < x < exp
(
α
2
nα−1
)
where
1 < u∗(x) < n. In that ase the sum entering in the denition of cn(x) in Eq. (10) is
indeed dominated by k ∼ u∗(x) and cn(x) an be evaluated by a saddle point alulation.
For this purpose, one obtains after some algebra explained in the Appendix, a onvenient
expression of ρn(x) as
ρn(x) =
1
πx
(∑n
k=0(k − u∗(x))2e−φ(k,x)∑n
k=0 e
−φ(k,x)
−
[∑n
k=0(k − u∗(x))e−φ(k,x)∑n
k=0 e
−φ(k,x)
]2) 12
,(14)
whih is the starting point of our analysis for α > 1. For 1 < x < exp
(
α
2
nα−1
)
, one has
u∗(x) < n so that the sums over k in Eq. (14) are dominated by k ∼ u∗(x). The Taylor
expansion of φ(k, x) around this minimum reads
φ(k, x) = φ(u∗(x), x)+
∞∑
j=2
α(α− 1)...(α− j + 1)
j!
(k−u∗(x))j [u∗(x)]α−j .(15)
For large x, u∗(x) ∝ (log x)1/(α−1) is also large so that, to leading order in x, one an
retain only the term orresponding to j = 2 in the Taylor expansion in Eq. (15). This
yields, for large x
n∑
k=0
g(k − u∗(x)) exp (−φ(k, x)) (16)
∼ e−φ(u∗(x),x)
n∑
k=0
g(k − u∗(x)) exp
[
−α(α− 1)
2
(k − u∗(x))[u∗(x)]α−2
]
,
with g(z) = z or g(z) = z2 as in Eq. (14). For later purpose it is useful to write
u∗(x) = ⌊u∗(x)⌋ + b with 0 < b < 1, where ⌊u∗(x)⌋ is the largest integer smaller than
u∗(x) (i.e. the oor funtion). Performing the hange of variable m = k − ⌊u∗(x)⌋ in
the disrete sum (16), suh that k − u∗(x) = m− b one obtains the useful expression
n∑
k=0
g (k − u∗(x)) exp (−φ(k, x)) (17)
∼ e−φ(u∗(x),x)
n−⌊u∗(x)⌋∑
m=−⌊u∗(x)⌋
g(m− b) exp
[
−α(α− 1)
2
(m− b)2[u∗(x)]α−2
]
.
One learly sees in expression (18) that the behavior of this disrete sum, due to the
term [u∗(x)]α−2 ∝ (log x)(α−2)/(α−1), will depend on the sign of α− 2. We will thus treat
the three ases 1 < α < 2, α > 2 and α = 2 separately. This will be done in setion 4,
5 and 6 respetively.
3. The ase 0 < α < 1
In that ase, from the expression for cn(x) in Eq. (13), we an use the results of
Ka's polynomials to obtain that most of the real roots will be suh that, for large n,
xe−
α
2
nα−1 − 1 = O(n−1) [12℄. In other words, the real roots are distributed in a region
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of width 1/n around e
α
2
nα−1 = 1+ α
2
nα−1 +O(nα−2) and this distribution is exatly the
same as the one for Ka's polynomials (orresponding to α = 0). The number of real
roots is thus also the same and given by
〈Nn〉 ∼ 2
π
logn , (18)
independently of α < 1.
4. The ase 1 < α < 2
In that ase [u∗(x)]α−2 → 0 for large u∗(x) and one thus sees on the asymptoti
expression in Eq. (18) that the disrete sum an be replaed by an integral. This
yields, for large n and large x with x < exp (α
2
nα−1)
n∑
k=0
g (k − u∗(x)) exp (−φ(k, x)) ∼ e−φ(u∗(x),x)
∫ ∞
−∞
g(y)e−
α(α−1)
2
y2u∗(x)α−2 dy .(19)
Note that the prefator e−φ(u
∗(x),x)
is unimportant for the omputation of ρn(x) beause
it disappears between the numerator and the denominator in Eq. (14) and it will be
omitted below. In partiular, setting g(z) = 1 in Eq. (19) one has
n∑
k=0
exp (−φ(k, x)) ∝
√
2π
[
u∗(x)2−α
α(α− 1)
] 1
2
, (20)
and similarly, setting g(z) = z2 in Eq. (19) one has
n∑
k=0
(k − u∗(x))2 exp (−φ(k, x)) ∝
√
2π
[
u∗(x)2−α
α(α− 1)
] 3
2
, (21)
while
∑n
k=0(k−u∗(x)) exp (−φ(k, x)) ∼ 0 to lowest order in n. Therefore using the exat
expression given in Eq. (14) together with the asymptoti behaviors given in Eq. (20,
21), one obtains the large x behavior of ρn(x) as
ρn(x) ∼ 1
πx
1√
α(α− 1)
(
2
α
log x
) 2−α
2(α−1)
. (22)
For a lear omparison with the ase α > 2 (whih will be analysed in the next setion),
it is onvenient to write the density ρˆn(Y ), in terms of the variable Y =
(
2
α
log x
) 1
α−1
,
whih reads, for 1≪ Y < n
ρˆn(Y ) ∼
√
α(α− 1)
2π
Y −
1
2
(2−α) , (23)
and in Fig. 2 a), we show a sketh of this asymptoti behavior (23) of ρˆn(Y ) for
1≪ Y < n.
We an now ompute 〈Nn〉 =
∫∞
−∞
ρn(x) dx. First, one noties that for α > 1, the
series entering in the denition of cn(x) in Eq. (10) has an innite radius of onvergene
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so that one readily obtains that
∫ +1
−1
ρn(x) dx is of order O(1) in the limit n → ∞.
Besides, for large x≫ eα2 nα−1, one has (see also Ref. [7℄)
ρn(x) ∼
√
〈a2n−1〉
〈a2n〉
1
πx2
∼ e
α
2
nα−1
πx2
, (24)
whih implies that
∫∞
e
α
2 n
α−1 ρn(x) dx is also of order O(1) in the limit n→∞. From these
properties, it follows that the main ontributions to 〈Nn〉 on R+ omes from the interval
[1, e
α
2
nα−1] where the asymptoti behavior of ρn(x) is given in Eq. (22). Therefore one
has
〈Nn〉 ∼ 2
∫ eα2 nα−1
1
ρn(x) dx ∼ 2
π
√
α− 1
α
nα/2 , (25)
where the fator 2 omes from the additional ontribution oming from [−eα2 nα−1 ,−1].
We thus have here an algebrai growth 〈Nn〉 ∝ nα/2 with a ontinuously varying
exponent α/2. This exponent tends to 1/2 as α → 1+, whih is expeted from the
analysis of Weyl polynomials Wn(x) in Eq. (1) for whih 〈a2k〉 ∝ e−k log k (although the
variane is not exatly of the form 〈a2k〉 = e−kα). Besides, from Eq. (25), one also
obtains that the amplitude of this term proportional to nα/2 vanishes when α→ 1. We
reall that for α ≤ 1, one has instead 〈Nn〉 ∝ ( 2pi ) logn (18), harateristi for Ka's
polynomials. This suggests that this limit α→ 1 is rather singular in the sense that the
asymptoti behavior of 〈Nn〉 for large n hanges "disontinuously" from log n to
√
n.
5. The ase α > 2
In that ase, the behavior of the disrete sum in Eq. (18), whih enters in the
omputation of ρn(x) (14) is quite dierent. Indeed, in that ase [u
∗(x)]α−2 ∝
(log x)(α−2)/(α−1) →∞ for large x and therefore the leading term for large x in Eq. (18)
orresponds to m = 0 if b < 1/2 or m = 1 in b > 1/2. Keeping these leading
ontributions, one has
n∑
k=0
g (k − u∗(x)) exp (−φ(k, x)) ∝ g(−b) exp
[
−α(α− 1)
2
b2u∗(x)α−2
]
+ g(1− b) exp
[
−α(α− 1)
2
(1− b)2u∗(x)α−2
]
. (26)
where, again, we have omitted the unimportant prefator e−φ(u
∗(x),x)
. Using this large x
expansion (26), one obtains ρn(x) in Eq. (14) as
ρn(x) ∼ 2
(πx) cosh
[
α(α−1)
2
Y α−2(1− 2b)
] , Y = ( 2
α
log x
) 1
α−1
. (27)
In terms of the variable Y , the density ρˆn(Y ) reads,
ρˆn(Y = ⌊Y ⌋+ b) ∼ α(α− 1)Y
α−2
2π cosh
[
α(α−1)
2
Y α−2(1− 2b)
] . (28)
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In Fig. 2 ), one shows a sketh of ρˆn(Y ) for large Y < n given by Eq. (28) : it is
qualitatively very dierent from the ase α < 2 (see Fig. 2 a)). Indeed, ρˆn(Y ) exhibits
peaks entered around k + 1
2
for large integers 1≪ k < n. The height of these peaks is
given by α(α− 1)kα−2/(2π) whereas its width sales like k2−α.
From ρn(x), one an now ompute the mean number of real roots. As in the ase
α < 2 (see Eq. (24) and above), one an show that the main ontribution to 〈Nn〉 omes
from the intervals [−eα2 nα−1,−1] and [1, eα2 nα−1 ]. One thus has from Eq. (28)
〈Nn〉 = 2
∫ ∞
0
ρn(x) dx ∼ 2
∫ n
0
ρˆn(Y ) dY (29)
∼
n∑
k≫1
∫ 1
0
α(α− 1)kα−2
π cosh
[
α(α−1)
2
kα−2(1− 2b)
] db ∼ n∑
k≫1
∫ α(α−1)
2
kα−2
−
α(α−1)
2
kα−2
dz
π cosh z
,
and nally
〈Nn〉 ∼ n , (30)
where we have used
∫∞
−∞
dz/ cosh z = π. This ondensation of the roots on the real
axis, haraterized by the fat that 〈Nn〉 ∼ n thus ours via the formation of this
quasi-periodi struture (see Fig. 2 )). More preisely, this omputation in Eq. (29)
shows that for large k, 2
∫ k+1
k
ρˆn(Y ) dY ∼ 1 whih means, going bak to the original
variable x, that there is, on average, one root in the interval [−xk+1,−xk] ∪ [xk, xk+1],
with xk = e
α
2
kα−1
.
6. The speial ase α = 2
In view of the previous analysis, it is tempting to onsider the fration of real roots
Φ = limn→∞〈Nn〉/n as an order paramater. For α < 2, one has Φ = 0 whereas Φ = 1
for α > 2. One an however interpolate smoothly between these two limiting ases by
onsidering the ase α = 2 and introduing an additional real parameter µ suh that
〈a2k〉 = e−µk
2
. (31)
Performing the same algebra as explained in the Appendix, one obtains the same formula
as given in Eq. (14) with u∗(x) = µ−1 log x. The new variable is thus here Y = µ−1 log x
and, setting Y = ⌊Y ⌋+b it is easy to see that the density ρˆn(Y ) is given by for 1≪ Y < n
ρˆn(Y ) =
µ
π

∑∞m=−∞(m− b)2e−µ(m−b)2∑∞
m=−∞ e
−µ(m−b)2
−
[∑∞
m=−∞(m− b)e−µ(m−b)
2∑∞
m=−∞ e
−µ(m−b)2
]2
1/2
, (32)
whih is thus 1-periodi for all µ. In Fig. 2 ), one shows a sketh of ρˆ(Y ) for α = 2
given by Eq. (32). For µ → 0, the density is almost onstant and ρˆn(Y ) ∼ π−1
√
µ/2
and the modulation of the density inreases with µ. For large µ, the sum in Eq. (32) is
dominated by the terms orresponding to m = 0 and m = 1 and ρˆn(Y ) is thus given by
a formula similar to Eq. (28) setting α = 2 and replaing Y α−2 by µ. For the average
Condensation of the roots of real random polynomials on the real axis 10
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Figure 2. a) : Sketh of ρˆn(Y ) (in arbitrary units) given in Eq. (23) as a funtion
of Y for 1≪ Y < n for α < 2. b) : Sketh of ρˆn(Y ) (in arbitrary units) given in Eq.
(32) as a funtion of Y for 1 ≪ Y < n for α = 2. ) : Sketh of ρˆn(Y ) (in arbitrary
units) given in Eq. (28) as a funtion of Y for 1 ≪ Y < n for α > 2. Here k denotes
an integer with 1≪ k < n.
number of real roots one has
〈Nn〉 ∝


√
2µ
π
n , µ≪ 1
n , µ≫ 1 ,
(33)
whih shows that this family of real random polynomials (31) interpolate smoothly
between the ases α < 2 (25) and α > 2 (29).
7. A qualitative argument for the transition at α = 2
This ondensation of the roots on the real axis an be qualitatively understood if one
onsiders the random polynomials (for x > 0) Pˆn(Y ) = Pn(x) of the variable Y , whih
one writes as
Pˆn(Y ) =
n∑
k=0
aˆkw(k, Y ) , w(k, Y ) = exp
[
−1
2
(kα − αkY α−1)
]
, (34)
and aˆk are i.i.d. Gaussian variables of unit variane. It is easy to see that the weights
w(k, Y ), as a funtion of k, have a single maximum for k = Y where the seond derivative
is proportional to kα−2. Thus for α > 2, the weights get more and more peaked around
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this maximum for large k, whereas aˆk is typially of order O(1). Therefore, given a
large integer m, Pˆn(m) is, for α > 2, dominated by a single term orresponding to
k = m. Consequently, the sign of Pˆn(m) is essentially the sign of aˆm. This in turn
implies that, if aˆm and aˆm+1 have an opposite sign, Pn(x) has, with a probability lose
to 1, a root in the interval [e
α
2
mα−1 , e
α
2
(m+1)α−1 ]. In the ase where aˆm and aˆm+1 have the
same sign, the same argument shows that Pn(x) has, with a probability lose to 1, a root
in the interval [−eα2 (m+1)α−1 ,−eα2 (m)α−1 ]. One thus reovers qualitatively the result we
had found from the omputation of ρˆn(Y ) in Eq. (29) where we have shown that Pn(x)
has, on average, one root in the interval [−eα2 (m+1)α−1 ,−eα2 (m)α−1 ]∪ [eα2 mα−1 , eα2 (m+1)α−1 ].
This shows nally that Pn(x) has, on average, 〈Nn〉 ∝ nreal roots.
We also point out that our argument explains in a rather intuitive way the result
obtained by Littlewood and Oord [11℄ for the random polynomials Ln(x) (2). For
these spei polynomials, dening x0 = 0, xm = m
mm!, they rigorously proved, using
algebrai (and rather umbersome) methods, that Ln(x) has a root either on [xm, xm+1]
if ǫmǫm+1 = −1 or in [−xm+1,−xm] if ǫmǫm+1 = 1. Our argument gives some insight on
their intriguing result and allows to understand it in a rather simple way.
8. Conlusion
To onlude we have introdued a new family of random polynomials (3), indexed by
a real α. For these random polynomials, we have omputed the mean density of real
roots ρn(x) from whih we omputed the mean number of real roots 〈Nn〉 for large
n. We have shown that, while for 0 ≤ α < 1, 〈Nn〉 ∼ ( 2pi ) logn, the behavior of
〈Nn〉 for α > 1 deviates signiantly from the logarithmi behavior harateristi for
Ka's polynomials. For 1 < α < 2, we have shown that 〈Nn〉 ∝ nα/2 whereas for
α > 2, 〈Nn〉 ∼ n. This family of real random polynomials thus displays an interesting
ondensation phenomenon of their roots on the real axis, whih is aompanied by an
ordering of the roots in a quasi periodi struture : this is depited in Fig. 2.
Of ourse, the ourrene of this transition raises several interesting questions like
the behavior of the variane of the number of real roots for large n as α is varied. It
would be also interesting to ompute the two-point orrelation funtion of the real roots,
whih is a rather natural tool to haraterize this periodi struture we have found. In
view of this, we hope that this interesting phenomenon will stimulate further researh
on random polynomials.
Appendix A. A useful expression for the mean density ρn(x)
In this appendix, we derive the expression for the mean density ρn(x) as given in Eq.
(14) starting from Eq. (7). We rst write cn(x) = 〈Pn(x)Pn(x)〉 as
cn(x) = e
−φ(u∗(x),x)
n∑
k=0
e−φ˜(k,x) , (A.1)
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where u∗(x) is the loation of the minimum of φ(u, x) given in Eq. (11)
u∗(x) =
(
2
α
log x
) 1
α−1
, (A.2)
and
φ(u∗(x), x) = (1− α)u∗(x)α (A.3)
φ˜(k, x) = φ(k, x)− φ(u∗(x), x) = kα − αk[u∗(x)]α−1 + (α− 1)[u∗(x)]α .
The orrelator Cn(x, y) = cn(
√
xy) is given by Eq. (A.1) together with Eq. (A.3) where
x is replaed by
√
xy. All the dependene of Cn(x, y) in x, y is thus ontained in u
∗(
√
xy)
only. From its denition in Eq. (A.2) one has immediately
∂xu
∗(
√
xy) =
1
α(α− 1)
1
x
[u∗(
√
xy)]2−α , (A.4)
from whih we obtain a set of useful relations
∂2x,yφ(u
∗(
√
xy),
√
xy) = − 1
α(α− 1)
1
xy
[u∗(
√
xy)]2−α (A.5)
∂xφ˜(k,
√
xy) =
1
x
(u∗(
√
xy)− k)
∂2x,yφ˜(k,
√
xy) =
1
α(α− 1)
1
xy
[u∗(
√
xy)]α−2 .
For the omputation of ρn(x) from Eq. (7), it is useful to introdue the notation, for
any funtion g(k)
〈g(k)〉Z =
∑n
k=0 g(k) exp (−φ˜(k,
√
xy))∑n
k=0 exp (−φ˜(k,
√
xy))
. (A.6)
From Cn(x, y) = cn(
√
xy) and cn(x) given in Eq.(A.1) one obtains
∂x∂y logCn(
√
xy) = −∂2x,yφ(u∗(
√
xy),
√
xy)− 〈∂xφ˜(k,√xy)∂yφ˜(k,√xy)〉Z
− 〈∂xφ˜(k,√xy)〉Z〈∂xφ˜(k,√xy)〉Z − 〈∂2x,yφ˜(k,
√
xy)〉Z . (A.7)
From the above relations in Eq. (A.5), it is readily seen that the rst and the last term
in Eq. (A.7) anel eah other. Using the relation in Eq. (7), one nally obtains the
relation given in the text in Eq. (14).
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