Abstract-We present an application of a socially assistive robotics (SAR) system in a therapeutic setting. We examine the amount of interaction elicited by the robot in a therapeutic setting with individuals post-stroke. We examine the role of various communication modalities, and their affects on the participants' responses. Seven participants of mild to moderate functional impairment due to stroke interacted with our SAR system during three sessions of motor task practice. The robot guided the users as they performed a wire puzzle task, while providing them with feedback about their performance. We evaluated the amount of verbalization and eye contact made with the robot. Our results indicate that users make eye contact more often than they verbalize when interacting with the robot. Further, user interactions are most frequent at the beginning of a practice session, and occur less frequently as the session progresses. When a user observes that the robot is not responding to a certain type of communication, the user limits the use of that communication modality. These insights should be useful in the design of future robot-based therapeutic interventions.
I. INTRODUCTION
Socially assistive robotics (SAR) has emerged as a promising field for the provision and administration of motivation, encouragement, and rehabilitation for those suffering from cognitive, motor, and social deficits [1] . The intersection of assistive robotics and socially interactive robotics, SAR focuses on hands-off interactions with robots in various domains, including tutoring, emotional expression, daily life assistance, and physical therapy [1] [2] [3] . In the domain of physical therapy, SAR is particularly promising for stroke rehabilitation. Stroke affects a large percentage of the population worldwide, with over 9 million people affected annually, many of whom go on to live with motor and cognitive deficits [4] . Therapeutic interventions for stroke require intense, focused, adaptive, and repetitive task practice, focusing on specific realworld tasks modeled on activities of daily living (ADLs). Such task-specific practice can lead to recovery from motor task deficits, but requires understanding the patient's condition.
The adaptive difficulty of these interventions is critical to the motor learning process. If a task is too easy, then the patient realizes they are not learning, and may lose interest. If the task is too difficult, it may frustrate, causing the patient to quit. In fact, finding the right challenge point is necessary to optimize learning [5] , and depends on understanding the user state.
Meanwhile, the number of trained clinicians needed to ensure recovery for this population is decreasing. This is where SAR can serve a valuable role. Given the determination of a deficit and an associated rehabilitation regimen by a trained clinician, SAR can be used as a tool for the guidance and provision of an intervention. Furthermore, the computational nature of the SAR system can be used to adapt to the user's changing state.
In the past, we have evaluated the technological feasibility and acceptance of SAR robots in the post-stroke population [6] [7] . In this paper, we evaluate the efficacy, quality and quantity of interaction between study participants and our SAR robot during guided motor task practice. Seven individuals post-stroke performed a motor task practice game while being instructed, monitored, and guided by a socially assistive humanoid robot; we measured their performance and actions during each practice block. We also investigated relationships between their responses and robot actions.
The rest of the paper is organized as follows; in Section II, we provide background on the field of rehabilitation robotics. In Section III, we describe the study procedure. In Section IV, we present the study outcomes. Finally, in Section V, we offer discussion and conclusions of the study outcomes.
II. BACKGROUND
The field of rehabilitation robotics has benefited from recent advances in sensing and actuation. The general approach in this field has been to create orthoses that physically interact with individuals with motor deficits. The development of lower extremity (LE) devices is particularly mature; there are already commercially available devices such as the LOKOMAT R [8] . This device, designed for gait retraining, applies forces to the leg sections in an attempt to retrain healthy gait patterns. In response to some of the limitations of the LOKOMAT R , ALEX (Active Leg EXoskeleton) was developed by Agarwal et al. [9] . This orthosis has increased flexibility for back motion (and a more natural gait pattern), and utilizes a force field controller 2011 IEEE International Conference on Rehabilitation Robotics Rehab Week Zurich, ETH Zurich Science City, Switzerland, June 29 - July 1, 2011 to guide the user's legs through prescribed trajectories. Upper extremity (UE) devices have also been extensively developed. Again, the devices are typically contact-based. They measure and apply forces and torques to the user's arm to assess or encourage specific motor task practice. Examples include the ARM Guide, developed by Reinkensmeyer et al. to help individuals target objects using their affected limb [10] . The system was shown to produce improvements comparable to those seen after traditional rehabilitation therapies.
The field of socially assistive robotics (SAR) is a newer development, separate from the field of rehabilitation robotics. SAR is defined as the provision of assistance through social (not physical) interactions with robots [1] . A SAR robot uses non-contact feedback, coaching, and encouragement to guide a user during the performance of a task. SAR systems can demonstrate task goals, monitor the user, and provide extrinsic performance feedback. The absence of physical contact means there are a minimum of safety concerns. Equally important is the ability of users of such systems to practice tasks based on activities of daily living without being physically constrained by the robot. Further advantages include lower costs, greater portability, and increased accessibility (relative to contactbased robot systems). A SAR interaction can take place in various environments, including the clinic and the participant's home.
In our laboratory, we have shown the efficacy of SAR in a variety of domains, including elder care [11] [12] , Autism Spectrum Disorders [13] , stroke assessment [14] [15] , and stroke rehabilitation [6] . In the context of stroke, SAR can be applied to coach and encourage the use of the strokeaffected limb in meaningful, unconstrained, functional tasks encountered in daily life. SAR can also provide personalized therapeutic interactions that can complement those provided by a therapist. In this paper, we investigate the quality and quantity of human interaction with a SAR system in a therapeutic setting. 
III. METHODS

A. Participants
For this study, 7 individuals in the chronic phase (> 6 months) of stroke recovery were recruited. The cohort consisted of 4 males and 3 females. All participants were prescreened using phone interviews. The participants exhibited mild-to-moderate functional impairments (upper extremity Fugl-Meyer scores between 31 and 60), and ranged from 24 to 70 years of age. The main inclusion criteria were (1) concordance (right-side affected, right-side dominant premorbidity), (2) the ability to lift and hold a full soda can from a desk for 5 seconds, and (3) the ability to obtain transportation to and from the experiment site. The participants came to the study site over the course of 3 separate visits.. 
B. Practice task
The physical setup for our SAR system consisted of a humanoid robot, an instrumented puzzle, and wearable sensors. The robot used in our experiments is the humanoid Bandit, developed at the USC Interaction Laboratory in conjunction with BlueSky Robotics (Figure 1 ). We have used Bandit in a variety of SAR interactions in the past [11] [12] [7] . In this study, Bandit was used to guide participants during the performance of a wire puzzle game ( Figure 2 ). To complete the game, participants guided a wand with a ring at its tip along a wire puzzle (See Figure 3) . Such wire puzzles have been used as measures of motor performance, but not with this specific population [16] [17] . Task difficulty was increased by changing the wand used by the participant to perform the task. The wand with the largest ring diameter was easiest, while the wand with the smallest ring diameter was the most difficult (See Figure 2) . The purpose of using the wire puzzle game was to have a functional, upper extremity practice task with variable difficulty levels that could be adjusted as participants improved performance. It is known that adapting the challenge level to a patient's skill level helps to increase the potential for learning. While participants performed the task, the robot monitored the number of errors (contacts between the wand ring and the puzzle) and total movement time for one bout (the time to move from the pad at the start of the puzzle to other pad at the end, and back to the first pad). Error and timing information were provided verbally to the participant as knowledge of results (KR) at the completion of each bout. Finally, participant wrist motion was monitored using an inertial measurement unit (IMU) developed in our laboratory [18] . The IMU captured 3-axes each of accelerometer, rate gyroscope, and magnetometer data. The entire setup is shown in Figure 3 .
C. Schedule
The study consisted of three days of task practice, each separated by at least 24 hours. At the beginning of the first session, we obtained informed consent, administered the FuglMeyer motor assessment, and administered a questionnaire regarding the participant's confidence in their upper limb use. The participant then performed three 20-minute task practice blocks, separated by 10-minute breaks. At the beginning and end of each practice block, we obtained self-reported fatigue scores using a 10-point visual analog scale. At the end of the session, we administered an exit questionnaire regarding the robot's performance as a coach.
The second session was similar to the first, with the exclusion of the consenting, motor assessment, and confidence measure. Again, the participants performed three 20-minute practice blocks with 10-minute breaks. We obtained fatigue measures, and administered an exit questionnaire, identical to that used after session 1, at the conclusion of the session.
In the third session, as in the second, participants performed three 20-minute practice blocks with 10-minute breaks. We obtained fatigue measures, and again administered an exit questionnaire at the conclusion of the session. The Session 3 exit questionnaire contained the same questions as were used in Sessions 1 and 2, but included additional questions regarding the overall quality of the intervention.
D. Measures
We obtained a number of measures from the participants during task performance in order to study the interaction with the robot and the impact of the practice schedule on individual performance.
• Performance: The electrically instrumented wire puzzle was used to collect the number of errors and the movement time for each bout.
• Fatigue: A visual analog fatigue scale was used to obtain self-reported fatigue measures at the beginning and end of each 20-minute practice block.
• Psychometrics: Exit surveys at the completion of each session were used to obtain user feedback regarding the quality of the interaction.
• Interaction: Video from each session was coded according to various features of interest.
• Confidence: The only pre/post measure used was a survey developed to determine an individual's confidence in using the stroke-affected limb in a variety of real-world scenarios.
• Motion quality: We used an IMU sensor on the wrist to obtain measures of motion quality. We use a subset of these measures to discuss the interaction between the user, the robot, and the task in the next section.
IV. RESULTS
To describe the interaction between the user and robot, we coded and analyzed video data of the sessions. We utilized a video coding software package, ANVIL, to extract a number of features; the feature list is shown in Table I .
A. Amount of Interaction
Using these features, we were able to develop quantitative measures of the human-robot interaction during task performance. We define interaction as a robot action (e.g., speaking) and a subsequent user action (e.g., verbalization or eye contact) that follows within a finite amount of time. As a first step towards investigating the amount of interaction between the user and the robot, we posed the following question:
Question 1: When the robot speaks, how many responses does it elicit from the user?
To answer this, we determined the total number of instances of verbalization or eye contact by the user after the onset of robot speech. For verbalization, we used all instances, regardless of content. For eye contact, we used all instances of the user looking at the robot. For each participant, we averaged the number of instances of verbalization and eye contact across their sessions. The results are shown in Figure 4 . For each participant (P1 through P7), it appears that, excluding one participant (P5), there are fewer instances of verbalization than eye contact. To obtain further insight, we averaged the instances of verbalization and eye contact across all participants. The results , also shown in Figure 4 (individual and group data), indicate that, as a mode of interaction, eye contact occurred significantly more frequently than verbalization (p < 0.001). When collapsed across participants, instances of verbalization had mean μ = 6.13 and deviation σ = 11.67. Instances of eye contact had μ = 14.54 with σ = 10.49. Thus, the bulk of the social interaction consisted of looking at the robot, when compared to verbalizations. This inspired us to look more closely at the behavior of the participants, and motivated a second question. 
Question 2: When the user is verbalizing or looking at the robot, what percentage of those instances result from robot speech?
In other words, how much time did participants spend verbalizing or making eye contact with the robot because it was 'speaking to' them relative to the amount of time spent verbalizing or looking without an apparent stimulus (perhaps out of curiosity, confusion, etc.). To answer this, we looked for all instances of verbalization or eye contact, and compared them to instances of robot speech. The results are shown in Figure 5 .
We found that instances of verbalization due to robot speech had μ = 23.9 with σ = 34.33. Instances of eye contact that were due to robot speech had μ = 66.66 with σ = 14.38. In this case, the percentage of eye contact elicited by the robot was greater than the percentage of verbalization elicited, though not significantly (p = 0.08).
B. Temporal nature of interaction
Based on these results, we can make the general statement that participants look at the robot 'more' than they speak to the robot. Is this due to the robot's behavior? Or is it due to the format of the intervention? To answer this question, we investigated the temporal nature of the user verbalizations and eye contact responses. Specifically, we binned the number of responses in each minute to evaluate when, in the course of a practice block, the user was responding (So, the total number of responses in the first 60s of an interaction went into the bin for minute 1). For instance, equal numbers of instances of verbalization across all bins would indicate that a participant responds with fairly regular frequency. A large number of responses in the first few bins relative to fewer responses in later bins would indicate that a participant responded more often in the early parts of the session, than later on.
For a given participant, we averaged the number of responses in the first minute of each 20-minute practice block (thus, if a participant came for 3 days, he had 9 practice blocks, and 9 data points per minute). Then, averaging across participants, we determined the instances of verbalization and eye contact during a given minute of the interaction. The data, averaged across all participants, are shown in Figure 6 . As the initial results indicated, eye contact occurred more than verbalization. Individual performances provide additional insight. Figure 7 shows that many occurrences of eye contact take place within the first 3 minutes, at which point there is a clear decline, and then a flattening out of the eye contact frequency. This is less evident in the results for Figure 8 ; however, excluding P5, we see a similar trend, albeit at lower amplitude.
V. DISCUSSIONS & ANALYSIS
A. User responses
The first question we posed gives insight into the interaction from the robot's perspective. As stated, each practice session lasted up to 20 minutes. Since the number of elicited verbalizations had μ = 6.13 with σ = 11.67, there were 0.31 instances of verbalization per minute of interaction. Since the number of instances of eye contact had μ = 14.54 with σ = 10.49, there were 0.73 instances of eye contact per minute of interaction. This makes sense when we consider the nature of the interaction. While the robot spoke to the participants, it did not perform speech recognition, and as a result, did not understand their responses. The lack of speech recognition capability quickly became obvious to the participants. Thus, though participants did continued to have normal social responses to the robot's speech, including making eye contact with the robot, they had far fewer instances of verbalization over time. We also analyzed the interaction from the user's perspective. For verbalization, we found μ = 23.9 with σ = 34.33. This indicates that less than a quarter of the verbalizations resulted from robot actions. Verbalizations may be largely due to personality differences across participants. For instance, two participants never spoke, while another verbalized throughout the interaction, whether or not the robot was speaking. With eye contact, the percentage of instances due to robot actions had μ = 66.66 with σ = 14.38. Thus, the percentage of eye contact elicited by robot actions was greater than the percentage of elicited verbalization.
These results are further supported by the temporal data, in terms of the relative amount of verbalizations versus instances of eye contact. We note that the first 2 minutes of each practice block consisted of the robot providing task instructions to the users. Thus, the user naturally looked at the robot during this period (Figure 7 ). Note also in Figure 8 that the results for P5 inflate the mean value of verbalizations. Using the leverage criteria, we find that P5 is indeed an outlier (leverage point = 0.968). Removing the effect of the outlier shows an even greater difference between the amount of verbalization and instances of eye contact ( Figure 9 . By looking at the participant-robot interaction from both the robot and user perspectives, we can reason that the difference between the amount of eye contact and verbalization is due to the fact that the robot provides information to the participant, but does not solicit or understand their responses. While this may not be problematic given the user is practicing and improving at the task, a study designed to obtain information about the human-robot interaction should focus on tasks that require more interaction. The wire puzzle task requires the user to focus most attention and effort on the puzzle, and not necessarily on the person (or in this case, the robot) providing instruction and feedback.
B. Limitations
Some issues worth further exploration are related to the features we used to describe the human-robot interaction. A number of taxonomies already exist for describing interactions between humans, agents, and robots. Having observed the interactions between our participants and the robot, we are aware that some of the verbalizations were due to confusion, and may not have occurred in close temporal proximity to the activity that elicited them. For instance, the robot might provide instructions, and a user, after having tried to complete the puzzle for more than 60 seconds, finally expressed confusion verbally.
Finally, the social interaction we measure for participants could be tied to other actions, not considered in this analysis. For instance, individuals might verbalize surprise at their performance after the robot provides KR. To further investigate these two types of interaction, we plan to analyze the content of user feedback to examine the nature of responses elicited by the robot.
VI. CONCLUSION
We have presented a SAR framework for use in guided motor task practice for individuals post-stroke. The results of our study indicate that the type of interaction elicited by the robot depends both on the types of robot actions and on the practice task. We found that a task such as the wire puzzle, that requires a high level of focused attention, may be promising for intense task practice, but may not elicit rich interactions with the robot. Nonetheless, we were able to use the robot to guide and motivate individuals as they performed the task, an important requirement for long term motor task practice. Going forward, we will evaluate the ability of our system to make use of user feedback and performance to provide an intervention based on these initial results.
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