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feature  discovery  and  clustering  of  speech  waveforms  from  non­stammering 
and stammering speakers. The learning algorithm is an unsupervised version of 
snap­drift  which  employs  the  complementary  concepts  of  fast,  minimalist 
learning  (snap)  &  slow  drift  (towards  the  input  pattern)  learning.  The  Snap­ 
Drift  Neural  Network  (SDNN)  is  toggled  between  snap  and  drift  modes  on 
successive  epochs.  The  speech  waveforms  are  drawn  from  a  phonetically 




cultures.  There  is  a  lack  of  consensus  in  establishing  the  criteria  for  a  definition. 
Finding a way of identifying exactly what phonetic characteristics are associated with 
stammering,  as  opposed  to  non­stammering  speech,  has  proved  elusive.  Perceptual 
analysis  is  known  to  be  compromised  by  its  subjectivity  [2],  [3].  In  contrast,  a 
correlative  data  analysis  to  characterise  the  acoustic  properties  of  stammering  is 
realisable.  There  are  four  classes  of  sound  pressure  wave  that  form  the  acoustic 
structure of utterances  [4]: Periodic  ‘voice’:  regular repeating  fluctuations produced 
by vocal fold vibration; Aperiodic ‘noise’: ongoing irregular fluctuations in voiceless 
fricatives;  Transient  ‘burst’:  brief  irregular  fluctuations  as  in  voiceless  plosives;  or 
Silent: no acoustic energy is emitted. The speech sounds used in human languages are 
made up of combinations of the four categories. 
The  snap­drift  learning  algorithm  first  emerged  as  an  attempt  to  overcome  the 
limitations  of ART  learning  in non­stationary  environments where  self­organisation 
needs to take account of periodic or occasional performance feedback. Since then, the 
snap­drift  algorithm  has  proved  invaluable  for  continuous  learning  in  several 
applications. 
The reinforcement versions  [5],  [6] of  snap­drift  are used  in  the classification of 
user  requests  in  an  active  computer  network  simulation  environment  whereby  the 
system  is  able  to  discover  alternative  solutions  in  response  to  varying  performance 
requirements. Furthermore,  the unsupervised snap­drift algorithm, without any  form






(LPC)  [9].  Comparisons  carried  out  between  snap­drift  and  MLP  with  back­ 
propagation, show that the former is faster and just as effective. 
This paper describes the further exploration of snap­drift, in unsupervised form, in 
attempting  to  discover  the  defining  and  unique millisecond  features  in  the  speech 
patterns,  which  will  be  used  to  help  understand  the  language  learning  of  non­ 
stammering and stammering speakers. 
2  The Snap­Drift Neural Network (SDNN) Architecture 




On  presentation  of  an  input  pattern  at  the  input  layer  F01,  dSDNN will  learn  to 
group the input patterns according to their general features. In this case, 10 F21 nodes, 
whose weight prototypes  best match  the current  input pattern, are used as  the  input 
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In this version of SDNN we introduce weight re­initialisation.  The main purpose 





reinitialised to enable them to participate again in the competition for the best winning 
nodes.  In  effect,  reinitialisation  is  a  neuron  pruning  algorithm.  It  removes  weight 
vectors that are redundant. 
The following is a summary of the steps that occur in SDNN: 









































The  learning  algorithm  combines  a  modified  form  of  Adaptive  Resonance  Theory 
(snap) [10] and Learning Vector Quantisation (drift) [11]. In general terms, the snap­ 
drift algorithm can be stated as: 
Snap­drift = a(Fast_Learning_ART) + s(LVQ)  (1) 
The top­down learning of both of the modules in the neural system is as follows: 
wJi 
(new) = a(I Ç wJi (old) ) + s(wJi (old) + b (I ­ wJi (old) ))  (2) 
where wJi = top­down weights vectors; I = binary input vectors,  and b  = the drift 
speed constant = 0.5. 
In  successive  learning  epochs,  the  learning  is  toggled  between  the  two modes  of 
learning. When a  = 1,  fast, minimalist  (snap)  learning  is  invoked,  causing  the  top­ 
down  weights  to  reach  their  new  asymptote  on  each  input  presentation.  (2)  is 
simplified as: 
wJi 




(old) + b (I ­ wJi (old) )  (4) 
which causes a simple form of clustering at a speed determined by b. 
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simulations, pre­processing of the utterances is completed. In this research, each point 
of  a  speech  utterance  waveform  collected  represents  1  ms  of  speech  data.  In  this 
research, in order to analyze and recognise the acoustic properties of the speaker with 
sufficient  precision,  each  utterance  is  sampled  every  10  points  for  a  total  of  1000 
points,  which  represents  about  1  second  of  speech  information.  This  is  considered 





input  patterns.  Then,  each  input  pattern  is  converted  into  a  1400  bit  coarse  coded 
binary  pattern.  5  utterances  are  used  from  2  speakers,  3  utterances  from  the  non­ 
stammering speaker and 2 from the stammering speaker. Table 1 shows the range and 






3. Stammering  speakers  always  produce  longer  utterances  due  to  the  delay  in  the 
voiceless fricative. 
The  input  patterns,  which  are  also  quite  noisy,  provide  a  real  world  test  for 
unsupervised SDNN as a feature discovery and classification system. 
For SDNN to act as a viable classifier, and to demonstrate the utility of the features 
it acquires,  it  should be able  to estimate or predict whether a  speaker  in a real­time 
























category  types  formed  by  the  SDNN  network  with  their  acoustic  properties.  The 
acoustic  properties  record  is  obtained  from  a  phonetics  expert’s  annotation  of  the 
speech waveform  corpus. Each  of  the  sampled  sequence  of  the  speech  utterance  is 
identified  with  one  or  more  acoustic  properties:  Silent,  Periodic,  Aperiodic  and 
Transient. 
Table 2. Accoustic properties of example category type 1 (Stammering) 
Input  Speaker group  Silent  Periodic  Aperiodic  Transient 
195  Non­stammering  ü ü ü 
211  Non­stammering  ü ü 
377, 456  Stammering  ü 





570  Stammering  ü ü 
595  Stammering  ü ü 
609  Stammering  ü ü 
Table 3.  Accoustic properties of example category type 2 (Non­Stammering) 









38, 187  Non­stammering  ü 
48  Non­stammering  ü 
56  Non­stammering  ü ü 
200  Non­stammering  ü 
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304  Stammering  ü ü ü 
310  Stammering  ü ü 
Table 4.  Accoustic properties of example category type 3 (Mixture of both type of speakers) 
Input  Speaker group  Silent  Periodic  Aperiodic  Transient 
45, 108  Non­stammering  ü ü 
165  Non­stammering  ü 
131, 135  Non­stammering  ü ü 
204, 123  Non­stammering  ü 
283, 504  Stammering  ü ü 
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Fig. 4. Example input waveform for category type 1 (Input 595) 
Fig.  3  ­  5  show  the  example  input  waveforms  being  grouped  into  the  same 
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1  8  15 22  29 36  43  50 57  64  71 78  85 92  99 
Fig.7. Example weights learned for category type 1 (Winning node 13) 




has  clearly  shown  that  what  these  waveforms  have  in  common  is  a  sinusoid  of 
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5  Unique Sequences and Classifications 
As mentioned, during each  learning epoch,  the speech utterances are  fed  into  the 
system in sequence, one speaker utterance at a time. In order to do the analysis and 
thus  determine  the  time  it  takes  to  identify  the  speaker  type,  one  epoch  after 
convergence  is  randomly  selected. By  randomly  selecting one sequence  of  sSDNN 
winning  nodes  to  start  with,  the  whole  epoch  is  examined  to  find  any  repeated 
occurrences of the sequence. These repeated occurrences of winning nodes sequences 
are called unique sequences if they are unique to only stammering or non­stammering 
speakers. Then,  the  speaker  input  utterances which  caused  the  unique  sequence,  is 
examined. With  this method  of analysis,  the  length  of  unique  sequence  of winning 
nodes which  only  occurred  in  a  particular  group  of  speakers,  either  stammering  or 
non­stammering, will determine the time the system takes to be certain of the speaker 
group for a particular speech utterance. 
Table 4 shows  the sequence  occurrence of winning nodes  for non­stammering or 
stammering group  input patterns. The sequences  for analysis are randomly selected. 
In the table, most of the sequences with the length less than 3 tend to have a mixture 
of  occurrence  of  both  types  of  speaker  groups.  By  increasing  the  length  of  the 
sequence, some form of bias arises. With the sequence length of more than 5 winning 
nodes, these sequences only occur in one of the speaker types, either non­stammering 
or  stammering.  For  example,  the  sequence  {45,  52,  43,  19,  65}  only  exists  in  the 
speech  input  of  the  stammering  speaker.  Obviously,  this  sequence  is  unique  to  the 
stammering  speaker.  By  plotting  the  average  ratio  of  the  speaker  type  over  the 
sequence  length,  the length of  the sequence which can be  labelled as unique can be 
identified. This is illustrated in Fig. 3. In fig. 3, the average ratio of the speaker group 
for sequence length of 5 and 6 is the lowest. With this number of randomly selected 
sequences  for  consideration,  it  confidently  shows  that  input  patterns  for  particular 











input  patterns  according  to  their  features  and  classifying  and  estimating  the  time  it 
takes to be certain that a speaker is non­stammering or stammering by using unique 
sequences of sSDNN winning nodes.


































SDNN  without  performance  feedback  in  a  purely  unsupervised  mode.  SDNN 




63, 65  21  13  9 
1, 36, 31  25  9  6 
7,5,3  19  11  8 
45,52,43  15  6  9 
12,23,34,34  11  6  7 
7,5,3,54,39  4  4  0 
42,34,46,10,59  3  3  0 
45,52,43,19,65  7  0  7 
7,7,2,6,49  3  3  0 
39,36,56,16,32  4  0  4 
6,32,40,4,23,58  6  1  5 
69,68,56,68,69  3  0  3 
54,69,55,11,46,50  3  0  3 
11,63,45,37,56,68  4  4  0 
6,32,46,23,4,33  2  0  2
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examining the phonetic and waveform properties of the input patterns in each of the 
categories  formed,  it  has  been  shown  that  without  any  performance  feedback,  the 
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