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1. Introduction
Let Sn(F),On(F),GLn(F) denote the sets of all n × n symmetric matrices, orthogonal matrices and
invertible matrices, respectively with entries in a domain F. As usual, denote by Z and Q the ring of
integers and the ﬁeld of rationals. Assume that A,B ∈ Sn(Q ) have the same characteristic polynomial.
Friedland [3] (see also [4]) studied the problem of when
A
On(Q )∼ B ⇐⇒ B = QTAQ , Q ∈ On(Q ). (1)
The above problem is motivated from the theory of computational complexity, since it is still an
unsolved problem of determining whether the problem A
On(Z)∼ B is P or NP-complete or neither of the
above, for A,B ∈ Sn(Z). We refer the reader to [2] for a background.
Let p be a prime and Zp the ring of p-adic integers. In [3], Friedland posed the following
Conjecture 1.1. Let A,B ∈ Sn(Z). Assume that A On(Q )∼ B. Suppose furthermore that A
On(Zp)∼ B for p = 2, 3, . . .
Then A
On(Z)∼ B.
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In this paper, we show that the above conjecture is generally not true. A method will be given for
constructing counterexamples to Conjecture 1.1, based on an idea we call ‘switching ’, which was used
previously in [5] and will be speciﬁed later.
2. A method for constructing counterexamples to Conjecture 1.1
For the convenience of the reader, ﬁrst we recall some notions from p-adic numbers (see e.g. [1]).
Let p be a prime. For a rational number α = a
b
= pm a′
b′ with p † a
′ and p † b′, it can easily be shown that
‖α‖p =: p−m deﬁnes an absolute value over the rational ﬁeld Q. For α,β ∈ Q , the distance between
them is deﬁned to be d(α,β) = ‖α − β‖p. The completion ofQw.r.t this metric, denoted byQp, is called
the p-adic number. The ring of integers of Qp is denoted by Zp, and α is a p-adic integer iffm 0. Note
that Q can naturally be embedded in Qp(Q ↪→ Qp).
For a rational matrix Q , the level  of Q is deﬁned to be the smallest natural number  such that Q
is an integral matrix.
Now we can describe the main idea of constructing counterexamples to Conjecture 1.1.
First, ﬁnd two symmetric, rational orthogonal matrices Q1 and Q2 with different levels, say with
level  = 2 and  = 3, respectively.
Then, choose two matrices A,B ∈ Sn(Z) such that[
Q1 O
O I1
]
A
[
Q1 O
O I1
]
= B =
[
I2 O
O Q2
]
A
[
I2 O
O Q2
]
, (2)
where I1 and I2 are identity matrices. We remark that Eq. (2) can be seen as a kind of ‘switching’. In
fact, if A and B are adjacency matrices of two graphs G and H, respectively, Eq. (2) implies that the
vertex set of graph G can be partitioned into two parts, such that H can be obtained from G by just
switching the edges between these two parts appropriately, in two different ways.
Since Q can be embedded in Qp, it follows from Eq. (2) that A
On(Q )∼ B and AOn(Qp)∼ B for p = 2, 3, . . .
Note that if p /= 2 and3,wehave
[
Q1 O
O I1
]
∈ On(Zp). Thus,we get thatA
On(Zp)∼ B for p /= 2, 3. If p = 2, note
that
[
I2 O
O Q2
]
∈ On(Z2). Thus, we get that AOn(Z2)∼ B. Similarly, for p = 3,
[
Q1 O
O I1
]
∈ On(Z3), it follows
that A
On(Z3)∼ B. So, we obtain that AOn(Zp)∼ B for p = 2, 3, . . .
Finally, if we can choose the abovementioned A and B such that A
On(Z)
 B, then we’ve done. Actually,
we can ﬁnd such two matrices A,B ∈ Sn(Z) satisfying all conditions above.
Let A be partitioned as A =
[
A1 C
CT A2
]
. Then Eq. (2) is essentially equivalent to
Q1A1Q1 = A1, Q2A2Q2 = A2 and Q1CQ2 = C. (3)
It is not difﬁcult to choose two symmetric, rational orthogonal matrices Q1 and Q2 and two sym-
metric, integral matrices A1 and A2 such that the ﬁrst two identities of Eq. (3) hold. Next, we will give
an idea of how to ﬁnd an integral symmetric matrix C such that Q1CQ2 = C.
Now, we further require that Q1 and Q2 are of the same order with the same characteristic polyno-
mial. Suppose Q1 = P1P−11 and Q2 = P2P−12 , where is a diagonal matrix with each diagonal entry
being equal to ±1, and P1, P2 ∈ GL(Q ). Then we have Q1(P1P−12 )Q2 = P1P−12 . Clearly, P1P−12 is a rational
matrix. By clearing denominators, we can choose P1P
−1
2
to be an integral matrix, and accordingly,
C =: P1P−12 .
Using the above ideas,we give a concrete counterexample to Conjecture 1.1. All computations below
are carried out using Mathematica 5.0 in a personal computer.
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Example. Let matrices Q1,Q2,A1,A2 and C be given as follows:
Q1 = 1
2
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 −1 0 0
1 1 −1 1 0 0
1 −1 0 0 1 1
−1 1 0 0 1 1
0 0 1 1 1 −1
0 0 1 1 −1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
Q2 = 1
3
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 2 −1 −1
1 1 1 −1 2 −1
1 1 1 −1 −1 2
2 −1 −1 1 1 1
−1 2 −1 1 1 1
−1 −1 2 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
A1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 1 1 0
0 0 0 0 1 0
1 0 0 0 1 1
1 0 0 0 0 0
1 1 1 0 0 0
0 0 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, A2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 1 1
1 0 0 1 0 1
1 0 0 1 1 0
1 1 1 0 1 1
1 0 1 1 0 0
1 1 0 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
C =
⎡
⎢⎢⎢⎢⎢⎢⎣
−3 3 6 −9 3 6
−1 2 5 1 −2 1
−7 2 5 1 4 1
3 −3 0 3 3 0
0 3 −3 0 3 3
0 0 0 0 0 6
⎤
⎥⎥⎥⎥⎥⎥⎦
.
It is easy to verify that Eq. (3) holds, and hence Eq. (2) holds – just choose B to be the left sides of
Eq. (2), i.e. B =
[
A1 Q1C
CTQ1 A2
]
, where
Q1C =
⎡
⎢⎢⎢⎢⎢⎢⎣
−7 5 8 −5 1 4
3 0 3 −3 0 3
−1 2 −1 −5 4 7
1 1 −2 5 −1 2
−2 1 1 2 5 −1
−2 −2 4 2 2 2
⎤
⎥⎥⎥⎥⎥⎥⎦
.
By the previous analysis, A and B satisfy conditions of Conjecture 1.1. However, A
On(Z)
 B. This can
easily be seen by noticing that −9 is an entry of Awhile ±9 is not an entry of B.
Remarks
1. In the above example, the characteristic polynomial of Q1 (resp. Q2) equals (x − 1)4(x + 1)2. Matrix
C is obtained by computing the eigenspaces of Q1 and Q2, respectively. Matrices A1 and A2 are
obtained by randomly search using a computer.
2. It can easily be computed that the characteristic polynomial of A (resp. B) is the product of two irre-
duciblepolynomials1729 + 23x − 98x2 + x3 + x4 and1874297 + 675877x − 507766x2 − 36767x3 +
24254x4 + 523x5 − 338x6 − x7 + x8. Thus, Conjecture 1.1 does not hold generally if the character-
istic polynomial of A is reducible over Q [x]. It is then natural to ask whether Conjecture 1.1 is true
if the characteristic polynomial of A is irreducible over Q [x]. This needs further investigation.
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