We propose an efficient algorithm to perform nonlinear data assimilation for Kortewegde Vries solitons. In particular we develop a reduced particle filtering method to reduce the dimension of the problem. The method decomposes a solitonic pulse into a clean soliton and small radiative noise, and instead of inferring the complete pulse profile, we only infer the two soliton parameters with particle filter. Numerical examples are provided to demonstrate that the proposed method can provide rather accurate results, while being much more computationally affordable than a standard particle filter.
Introduction
Solitary waves are localized gravity waves with finite amplitudes and propagate with constant speed and constant shape [11] . The formation of a solitary wave was first discovered in 1838 by John Scott Russell [23] . Since then the attention F. Bao et al. given to solitary waves was mainly due to their interesting mathematical characteristics. It is only until recently that their wide-spread occurrence in the ocean has been recognized in internal hydrodynamics as well as in surface wave spectra, air-sea interaction, remote sensing, shallow-water acoustics and coastal mixed-layer dynamics, etc. (see e.g., [22, 25, 27, 29] ).
In 1895, Korteweg and de Vries derived a partial differential equation which models the solitary wave that Russell had observed, quoted as the Korteweg-de Vries (KdV) equation [16] . It is well known that the KdV equation admits solitary wave solutions known as solitons. From a physics point of view, solitons are nonlinear localized waves with an elastic scattering property such that they retain their shape and speed even after interacting with each other. Another important characteristic of solitons is that their phase speed depends directly on their amplitude. More precisely soliton is a localized traveling wave solution with a dispersion relation in the sense that taller waves travel faster.
It has been observed that the solitary waves are not necessarily solitons [17] . They both have well-defined peaks and both propagate without change of form, but the theoretical and observed forms are not in agreement at some level of detail. To clarify the terminology throughout this paper, we let "solitons" refer to the solutions to the KdV equation while "solitary waves" refer to the observations (real and synthetic) [20] . Great efforts have been made to propose new KdV models whose soliton solutions are more agreeable to the observed solitary waves (see e.g., [2] [3] [4] [5] and references therein). The basic idea of these work is to describe solitary waves by KdV equations subject to various stochastic perturbations.
Various analytical results have been derived to describe the impact of the stochastic perturbations on the KdV solitons (see e.g., [2] [3] [4] [5] 28] ). But studies on stochastic KdVs from numerical aspects are very limited up to date, mainly due to the challenge of their infinite dimensionality. In this paper, we attempt to study the data and numerical simulation aspects of the stochastic KdV models. Our numerical simulations may serve as a verification tool for the theoretical analysis, as well as a novel numerical method for the stochastic KdV models that can potentially provide an efficient simulation tool for practical applications such as oceanic, hydrological, and ecological modeling (see e.g., [29, 30] ).
Our major strategy is to re-formulate the KdV model and its initial condition along with the data as an inverse model, which has a solution that simultaneously fits the KdV equation, the initial condition and the data. By doing this we are able to consider the problem in a nonlinear data assimilation framework. Nonlinear data assimilation (DA) problems are often formulated in a Bayesian scheme, which updates the probability density function (pdf) of the model (prior pdf) with new observations to obtain the posterior pdf. The particle filtering (PF) method [10] is one of the most well-known nonlinear DA algorithms for nonlinear nonGaussian state-space models. In practice, however, the PF method often suffers from the so-called "curse of dimensionality": when the state parameter is of high Efficient particle filtering for sKdV dimension, which is the case for the KdV problem to be solved in this work, an unreasonably large number of "particles" are needed to obtain a reliable estimate for the posterior pdf. In addition to the "curse of dimensionality" difficulty, the KdV problem is indeed an infinite-dimensional problem in theory, as the wave profile needs to be inferred at each time step. In the numerical implementation, the solution is only represented at the grid points, resulting in a finite dimensional problem whose dimension can be very high when rather large number of grid points are used. Therefore the direct implementation of PF in the KdV problem can be very computationally intensive.
The purpose of this work is to construct an efficient particle filtering scheme for the stochastic Korteweg-de Vries model. This scheme is based on the assumption that a solitary wave splits into a soliton plus small perturbation terms for t sufficiently large. In other words, the solutions to KdV equations can be viewed as a "clean" soliton plus a small radiative term, and it suffices if we can extract the "clean" soliton while neglecting the radiative. Under this assumption we propose to first use the soliton extraction method to compute the soliton parameters of KdV. Then we apply the PF to estimate the soliton parameters and ultimately the solutions to KdV based on observed solitary waves. This leads to a reduced particle filtering scheme of two dimensions, as the KdV solitons can be fully characterized by two parameters, the phase ξ and the amplitude κ.
The rest of this paper is organized as follows. In Sec. 2, we provide an introduction to the KdV equations and KdV solitons, as well as the theoretical foundation of the numerical algorithm presented in the following sections. In Sec. 3, we describe the particle filtering method and propose a numerical scheme on estimating KdV solutions with observed noisy solitary waves. Numerical simulations are provided in Sec. 4 and a few closing remarks are given in Sec. 5.
The Model -Deterministic and Stochastic Korteweg-de Vries Equations
The KdV equation can be recast in dimensionless variables as
where the parameter α can be scaled to any real number. Commonly used values are α = ±1 and α = ±6. In this paper we take α = −6. Equation (2.1) describes the propagation of a soliton as seen from a reference frame moving with the wave, as a function of time, in case of weak dispersion and a particular weak nonlinearity. In Eq. (2.1), the nonlinear term αuu x describes the steepening of the wave, and the linear dispersive term u xxx describes spreading of the wave. One of the most important features of the KdV equation is the existence of traveling wave solutions. Stable traveling waves are made possible when the effects of localization (nonlinear steepening) and dispersion of the water wave balance each F. Bao et al. other. To obtain such traveling waves, we assume that u(t, x) = ϕ(x− κt+ ξ), which leads to an ordinary differential equation
where κ is a nonnegative constant and sech(x) = 2(e x + e −x ) −1 . Thus the KdV equation admits soliton solutions
To take into account the influence of random perturbations on the propogations of KdV solitons, we consider the following stochastic KdV equations with additive noise, where the amplitude of noise is small:
where u is a stochastic process defined on (t, x) ∈ [0, ∞)×R and the process W (t, x) may be written as
∂x , φ being a linear bounded operator on L 2 (R) and B(t, x) being a two-parameter Brownian motion on [0, ∞) × R. For ε > 0, the existence and uniqueness of path-wise solutions to Eq. (2.5) with an initial condition u(0) = u 0 ∈ H 1 (R) has been studied in [2] , [4] , and [5] . Here we assume that W lies in
, to obtain solutions in the Sobolev space H 1 (R) of square integrable functions of the space variable x.
Let κ 0 > 0 be fixed and consider for ε > 0 the solution u(t, x) to Eq. (2.5) with initial condition u(0, x) = ϕ(x; κ 0 ). If ε is small, then u can be decomposed into two parts -a major part which is a soliton with random modulated velocity κ t and phase ξ t , and a remainder with small H 1 norm, up to a time T = T (ε) of order 1/ε 2 (see [3] ). In our proposed algorithm, we need to track the evolution of the two random parameters κ t and ξ t of the random modulated soliton. In what follows we provide the theoretical support for extracting parameters κ t and ξ t as stochastic processes.
First we recall the following results for the existence and uniqueness of solutions, and the decomposition of solutions u(t, x) to Eq. (2.5) (see Theorems 1.1 and 2.1 of [3] ). Denote by L 
In addition there is a constant C > 0, such that for any τ > 0 and any α ≤ α 0 , there is a ε 0 > 0 with for each ε < ε 0 ,
The above theorem tells us precisely that given any solution u(t, x) to equation (2.5) with initial condition u(0, x) = ϕ(x; κ 0 ), for t < T (ε) we may write the solution as
for some semi-martingale processes κ t ∈ R + * , ξ t ∈ R, and η ∈ H 1 (R) [3] . Note that a small perturbation of a solution initially close to a solitary wave can potentially yield a large variation to the solution after a certain period of time, it is of great importance to impose appropriate stability conditions on the solution. When κ t and ξ t do no change in time, the first term in (2.8) is an exact solitary wave solution to Eq. (2.1). If we perturb the solitary wave slightly, it is natural to expect that the solitary wave will adjust, by slow and small variations of its underlying parameters, to a nearby solitary wave. Thus the parameters κ and ξ are allowed to vary with respect to time.
Substituting (2.8) into (2.1) gives an equation of the form
where
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In the space L 2 (R), the operator ∂ x L κ has zero as its eigenvalue with no positive eigenvalues. The generalized eigenfuctions associated with this 0 eigenvalue are ∂ x ϕ and ∂ κ ϕ which satisfy
These two zero modes are associated with the infinitesimal change in the location and speed of the solitary wave, respectively, and give rise to the linearized equation
(2.10)
The solutions to the linearized problem (2.10) given by these two zero modes are ∂ x ϕ which is a constant, and ∂ κ ϕ − t∂ x ϕ which is linearly growing with time (see [1, 19, 21] ). Therefore to get rid of these two secular modes, we require η to be orthogonal to the generalized kernel of the adjoint of ∂ x L κ , which is spanned by ϕ and ∂ x ϕ. These constraints yield the following integral equations for κ t and ξ t :
Equations (2.11) and (2.12) are the formulations that we will use in our numerical algorithms to find κ t and ξ t at any time t. It is worth mentioning that (2.11) and (2.12) are different from (2.6) and (2.7). From analysis point of view (2.6) and (2.7) indicate that η(t) is orthogonal to the initial soliton ϕ(x; κ 0 ) and its derivative ∂ x ϕ(x; κ 0 ), whereas (2.11) and (2.12) indicate that η(t) is orthogonal to the time varying soliton ϕ(x; κ t ) and its derivative ∂ x ϕ(x; κ t ) at any time t ≤ T (ε). From numerical point of view, (2.6) and (2.7) provide an explicit algorithm whereas (2.11) and (2.12) provide an implicit algorithm which can be more stable.
In the next theorem we show that the decomposition (2.8) not only ensures (2.6) and (2.7) as stated in Theorem 2.1, but also implies (2.11) and (2.12).
Theorem 2.2. For ε > 0, let u(t, x) be the solution to (2.5) with initial condition
there is a stopping time T (ε, δ) > 0 a.s. and there are semi-martingale processes
Proof. Assume that 0 < δ ≤ κ 0 /2 and denote by B δ [ϕ(x; κ 0 )] the ball in H 1 (R) with center ϕ(x; κ 0 ) and radius δ. For any κ ∈ (κ 0 − δ, κ 0 + δ), ξ ∈ (−δ, δ) and u ∈ B δ [ϕ(x; κ 0 )], define the mappings
Efficient particle filtering for sKdV
Since ϕ(x−ξ; κ) is an infinitely smooth function in both ξ and κ, Φ is a C 2 mapping of its arguments.
First note that Φ(κ, ξ, ϕ(x − ξ; κ)) = 0 for any κ, ξ ∈ R. In particular Φ(κ 0 , 0, ϕ(x; κ 0 )) = 0. In addition, the partial derivatives of Φ 1 and Φ 2 are calculated to be
and it follows immediately that
Clearly (2.14) implies that
By using (2.4) in (2.13) we have
In fact, by (2.4) we can calculate ∂ κ ϕ(x; κ) to be
On the other hand, note that
Hence and consequently
Therefore applying the implicit function theorem for M sufficiently small we obtain that there exists a
We could reduce δ further such that we could apply the implicit function theorem uniformly in a small neighborhood of point (κ 0 , 0, ϕ(x; κ 0 )):
Applying this with u = u(t, x), we obtain the existence of κ t and ξ t such that (2.11) and (2.12) hold with εη(t,
Following similar arguments to the proof of Theorem 2.1 in [3] , the H 1 -valued process u(x, t) is a semi-martingale with values in H −2 (R). In fact, the functional Φ is a C 2 functional of u on H −2 (R), and thus the processes κ t and ξ t can be determined by a C 2 function of u(x, t) ∈ H −2 locally in time. It follows directly from the Itô formula that κ t and ξ t are semi-martingale processes. Denote by T = T (ε, δ) the stopping time
Then by decreasing the value of M , the processes κ t and ξ t are defined for all t ≤ T (ε) and satisfy (2.11)-(2.12) for all t ≤ T (ε).
In the next section, we will first introduce the framework of particle filtering on the stochastic KdV equation (2.5). Then we will construct an efficient reduced particle filtering scheme based on parameter extraction of random modulated solitons presented in this section.
Algorithms
Given uncertain data and dynamics, a general framework of estimating and predicting an evolving set of parameters in the online manner has two ingredients: (i) a dynamical model describing the evolution of the state variables, and (ii) a measurement model that describes the relation between available observations and the states. In this work the dynamical model is chosen to be the stochastic 
and the measurement model is
where g is a functional of u which gives partial observation of solution u, µ is a positive small parameter and V (t) is a standard Brownian motion independent from W (t). Our goal is to estimate the state u(x, t) given observations y 1:t , where
While the state and observation (measurement) models can be expressed in a probabilistic form, a Bayesian approach can be adopted. The aim of a Bayesian estimator is to construct the posterior probability density function (pdf) of the required state vector using all available information. This posterior pdf captures the best estimate of the statistical description (in the squared error sense) of the state of the system based on all measurements available up to the current time, and is referred to as the Bayesian optimal filter. Next we first provide a brief review on the formalism of Bayesian optimal filter and the particle filter. Then we construct an efficient particle filter based on Theorems 2.1 and 2.2 in the previous section.
Bayesian optimal filter
Recall that the Bayesian approach attempts to construct the posterior pdf of the states at time t k given all available observations up to time t k , where k ∈ N and 0 = t 0 < t 1 < t 2 · · · < t k < · · · . Denote by u k the solution to (3.1) at time t k , i.e. u k := u(x, t k ), and denote by y k the measurement of u k , i.e. y k := y(t k ). The posterior pdf of the states at time t k is written as p(u k | y 1:k ) where y 1:k denotes the set of all measurements received up to time t k , i.e. y 1:k = {y i , i = 1, . . . , k}.
Two of the essential assumptions for the Bayesian filter are:
(i) the dynamical model is Markovian such that any future u k is independent of the past given the present u k−1 :
(ii) the measurements are conditionally independent given u k :
Given a prior distribution p(u 0 ), Bayesian optimal filter is to construct the distribution p(u k | y 1:k ) recursively in two stages: prediction and update. Assume that the required pdf p(u k−1 | y 1:k−1 ) of previous time step t k−1 is available. The Chapman-Kolmogorov equation gives the prediction step of 
The recursive Bayesian filter provides a formal mechanism for propagating and updating the posterior pdf as new observation (measurement) is received. When the dynamic and observation models can be written in a linear form with Gaussian noise, the general Bayesian filter reduces to the Kalman filter ( [14, 15] ). Kalman filter [13] can be applied to mildly nonlinear problems through linearization. For grossly nonlinear problems such as the KdV equations, these methods will not produce accurate simulation results.
Note that both the state and measurement models are continuous, whereas the Bayesian framework is essentially discrete, a discretization step is required before applying the Bayesian filter. To this end, we write the discrete counterpart of Eq. (3.1) via a forward Euler scheme:
We next brief a general particle filtering scheme for the stochastic KdV model.
Particle filter
A particle filter is an implementation of the formal recursive Bayesian filter using sequential Monte Carlo methods (see e.g., [7] [8] [9] [10] 26] ). Instead of being described in a functional form, the desired pdf is represented approximately by a set of independent random samples called "particles" and updated by involving new observations. This "particle system" is properly located, weighted and propagated recursively according to the Bayesian rule. Suppose a set of N random samples representing the posterior pdf p(u k−1 | y 1:k−1 ) (k > 1) is available from time t k−1 . We denote these samples (or particles) by {u
. The prediction step of particle filtering passes each of these samples from time t k−1 through the temporal discretized form of system model (3.1) to generate a set of prior samples at time t k , denoted by {ũ
: 5) where ∆t k = t k − t k−1 is the time stepsize and {w i k−1 } are independent samples drawn from the pdf of the system noiseẆ (t). This procedure produces a set of samples which can be viewed as empirical distribution of the prior p(x u | y 1:k−1 ):
To update the prior samples in the light of measurement y k , a weightw i k needs to be calculates for each sample, based on the observation model (3.2) . This weight can be chosen as the measurement likelihood evaluated at the value of the prior sample, i.e.w Then the prior samples are resampled according to these normalized weights to produce a new set of particles:
This new set of particles {u
Particle filter is a powerful tool for nonlinear/non-Gaussian systems, yet it still suffers the problem of "curse of dimensionality". In particular for the stochastic KdV system, computational cost can be very high due to the nonlinear term uu x and the dispersive term u xxx as can be seen in (3.5). Therefore we are looking for an alternative algorithm with low computational cost but still high accuracy. In the next subsection we introduce an efficient algorithm for particle filtering, particularly designed for KdV models. It is worth mentioning that this algorithm can also be applied to other systems with soliton solutions which can be fully determined by a finite set of parameters, e.g., the nonlinear Schrödinger equation [18] .
An efficient particle filtering scheme
The key idea is to exploit the special properties of soliton solutions of the KdV equations to construct an efficient particle filter algorithm. It is clear from (2.8) that KdV solitons can be fully characterized by two stochastic parameters, the amplitude κ and the phase ξ. Thus instead of working on the KdV system (2.5) directly, we may apply the particle filter on the two random parameters κ and ξ through (2.8). This essentially reduces the original problem to a 2D problem, and consequently reduces the computational cost. For simplicity, we denote z := (κ, ξ) in the sequel.
To derive the equations for z, we substitute ϕ in (2.11) and (2.12) with (2.3) to obtain 1 4 sech
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The simple iterative method to solve for z := (κ, ξ) from (3.6) and (3.7) (see [12, 24] ) proceeds as follows:
a. Let k = 0; choose an error tolerance Γ. b. Find an initial vector z 0 by using the moment method. c. Compute
, where
and
otherwise, let k = k + 1 and goto step b.
The above functional iteration process gives us an unnormalized pdf's for κ and ξ at each time step t k . We are now ready to state our efficient particle filter algorithm as follows.
Step A. At time t 0 , assume u 0 is known.
Step B. At time t k , assume that p(z k−1 | y 1:k−1 ) and p(u k−1 | y 1:k−1 ) are available from the previous step. Draw a set of N random samples from the posterior pdf p(z k−1 | y 1:k−1 ), denote by {z
Step C. Obtain the prior samples viaz
where F is as in (3.8) . This gives the prior empirical distributioñ
Step D. Calculate the weight for each sample viaw 
Step
In the next section we will illustrate the performance of our algorithm by a series of numerical experiments.
Numerical Experiment
In this section, we conduct two numerical experiments to demonstrate the effectiveness of our particle filter algorithm. In the first numerical experiment, we consider the coefficient of the Gaussian noise in the dynamic model to be a constant and the observation is noise perturbed global integral of the soliton solution u. In the second numerical experiment, we consider a more complex case that the coefficient of the Gaussian noise in the dynamic model is proportional to the value of the solution u and we receive measurements of the solution at a set of given space points.
Example 1
In this example, we present the performance of our algorithm when the Gaussian noise coefficient ε is a constant. We simulate the system over time interval [0, 3] and use a uniform partition in time with stepsize ∆t = 0.1. The KdV equation is initialized by selecting the parameters κ = −1, ξ = 1. In the particle filter method, we use 100 particles to represent the probability distribution of the target parameters and the initial state is assumed to have a Gaussian distribution with known mean (κ,ξ) = (−0.8, 1). The noise perturbed measurement in the particle filter method is
where {v k } is a zero mean white noise sequence with variance ∆t. We first illustrate the performance of our algorithm in approximating the soliton solution with the Gaussian noise coefficient ε = 0.2. Figure 1 shows the simulation results at time t = 0.5, 1, 1.5, 2, 2.5, 3. The blue curves give the real noise perturbed soliton solutions and the red dashed curves show our simulate solutions. One can see from Fig. 1 that the simulated solutions are very close to the real noise perturbed soliton solution.
Then, we present the simulate posterior means of κ and ξ in terms of 95% confidence regions. In this experiment, we choose the Gaussian noise coefficient to be ε = 0.2, 0.1, 0.05. Figures 2-4 show the simulation results of ε = 0.2, ε = 0.1 and ε = 0.05, respectively. In each figure, the black curves show the real trajectory of the parameters, the red curves represent the estimate of posterior means, and the green dashed curves represent the estimated 95% confidence bands.
To further examine the performance of our algorithm, we compute the root mean square error (RMSE) at each time step, denoted as err k (see [6] ). More precisely, we compute norm | · | R is defined by
In Fig. 5 , we show the RMSE err k of the approximations over 50 realizations with ε = 0.2, 0.1, 0.05. The blue curve show the RMSE with ε = 0.2, the green curve shows the RMSE with ε = 0.1 and the red curve shows the RMSE with ε = 0.05. We can see very clearly that smaller magnitude of ε has smaller RMSE. 
Example 2
In this example, we consider the case that the noise coefficient ε in (3.1) is defined by ε = c · u, where c is a given constant representing the signal-to-noise ratio. In this way, the dynamic model is perturbed by a spacetime noise. The KdV equation is initialized by selecting the parameters κ = −1, ξ = 1. In the particle filter method, we use 300 particles to represent the probability distribution of the target parameters and choose the initial state of the particle filter algorithm to be a Gaussian distribution with known mean (κ,ξ) = (−0.8, 1).
To observe the state of the soliton solution u, we locate detectors at a set of given points X ∈ R. In this experiment, we let X = (x 1 , x 2 , . . . , x N ) be a set of integers in R and the data we receive is noise perturbed real solution u on these points. Therefore, the measurement of the solution u is
In the numerical simulation, we track the solution of KdV equation over time interval [0, 4] with a uniform temporal partition using stepsize ∆t = 0.1. The signalto-noisee ratio c is chosen to be 5%. In Fig. 6 , we illustrate the performance of our algorithm in approximating the noise perturbed solution at time instants t = 1, 2, 3, 4. The blue curves give the real noise perturbed solutions, the red dashed curves show the simulation solution obtained by using our particle filter algorithm and the green stars are the observation data we receive from detectors on integer points. From this figure, we can see that our particle filter algorithm could capture the noise perturbed solution very accurately. To better illustrate the performance Then, in Fig. 8 we present the simulate posterior means of κ and ξ in terms of 95% confidence regions. In this figure, the black curves show the real trajectory of the parameters, the red curves represent the estimate of posterior means, and the green dashed curves give the estimated 95% confidence bands. We can see that the real parameters of both κ and ξ are always within 95% confidence region.
To further examine the performance of our algorithm, we compute the RMSE err k defined in (4.1) at each time step. In Fig. 9 , we show the RMSE over 50 realizations by using the blue curve. From the figure we can see the convergence trend of the algorithm. Also, we notice that the RMSE in this example is more spiky than the RMSE in Example 1 since we have spatial noise in the dynamic model which brings more uncertainty to the problem.
Closing Remarks
We proposed an efficient algorithm of nonlinear data assimilation for KdV solitons. Specifically to solve the curse of dimensionality problem, we developed a particle filter method based on the soliton solutions of the stochastic KdV equation. The first step of the method is decomposing a solitonic pulse as a clean soliton and small radiative noise, which was done by a functional iteration method. Then in the following steps we improve the efficiency of particle filtering by inferring only the two soliton parameters in the particle filter simulation, instead of inferring the pulse profile. Our numerical examples demonstrate that the proposed method can be rather accurate while computationally more affordable than the standard particle filter in the meantime.
A possible extension of our method is using the full KdV equation as the model, which means that at each time step, we use the inferred soliton as the solution of the KdV equation and propagate it forward. We expect that such approach will give more accurate results, but at a higher computational cost as the trade-off.
