


































































































to	 as	 triggering),	 it	 may	 lose	 its	 ability	 to	 support	 overlying	 structures,	 deform	 vertically	 or	
laterally,	or	cause	buoyant	uplift	of	buried	utilities.	Empirical	liquefaction	models,	used	to	predict	
liquefaction	potential	based	upon	in-situ	soil	index	property	measurements	and	anticipated	level	
of	 seismic	 loading,	are	 the	 standard	of	practice	 for	assessing	 liquefaction	 triggering.	However,	













forms	of	model	 uncertainty	were	 considered	 –	 the	 spread	of	 probabilities	 predicted	by	mean	
values	 of	 regression	 coefficients	 (apparent	 uncertainty)	 and	 the	 standard	 deviations	 of	 the	























Additional	 funding	was	provided	 from	CalTrans	 (California	Department	of	 Transportation)	 and	
NRC	(Nuclear	Regulatory	Commission)	via	PEER	(Pacific	Earthquake	Engineering	Research	center)	
and	 SWRI	 (South	West	 Research	 Institute)	 as	 part	 of	 the	 NGL	 (Next	 Generation	 Liquefaction)	









































































































































































second	only	 to	 tsunamis	 in	overall	 cost.	 	Many	West	 coast	US	metropolitan	 cities	 (and	plenty	
others	worldwide)	are	located	in	regions	of	high	seismicity	and	have	sizeable	developments	built	
upon	potentially	liquefiable	soils.	Recently,	the	Canterbury	earthquake	sequence	in	New	Zealand	
and	 the	 Tōhoku	 earthquake	 in	 Japan	 (both	 in	 2011)	 have	 shown	 how	 devastating	 the	
consequences	of	liquefaction	can	be	in	an	urban	environment.					
Broadly	speaking,	seismic	soil	liquefaction	is	when	a	loose,	saturated,	granular	soil	loses	
strength	due	 to	dynamic	earthquake	 loading	 (NAE,	2016).	Although	seismic	 soil	 liquefaction	 is	










back	 on	 the	 soil	 particles	 and	move	 them	 apart.	 This	 loss	 of	 contact	 (and	 associated	 friction)	
between	soil	particles	manifests	itself	as	a	loss	of	shear	strength.	If	the	loads	are	high	enough	and	
applied	quicker	 than	 the	pore	water	 can	 flow	out	of	 the	 soil	 the	particles	will	become	almost	










• When	 pore	 pressures	 dissipate	 soils	 may	 densify,	 causing	 vertical	 settlement	 and	
potential	structural	damage.	
• Underground	structures	will	become	buoyant,	 causing	damage	 to	utility	 lines	or	other	






To	 assess	 the	 potential	 for	 liquefaction	 triggering,	 current	 practice	 relies	 on	 empirical	
liquefaction	models	(ELM’s)	(NAE,	2016).	These	ELM’s	are	developed	by	measuring	or	estimating	
soil	properties	and	seismic	 loads	at	 sites	of	observed	 liquefaction	or	nonliquefaction	 following	
earthquakes.	Modelers	then	use	a	variety	of	statistical	methods	ranging	from	simple	regressions	
to	 complex	 machine	 learning	 techniques	 to	 determine	 the	 relationship	 between	 soil	
properties/seismic	 loads	 and	 liquefaction	 potential.	 These	 relationships	 are	 used	 to	 make	










Furthermore,	 a	 PBE	 approach	 requires	 explicit	 quantification	 of	 the	 uncertainty	




measurements	 or	 estimations	 of	 input	 variables	 (variable	 uncertainty)	 and	 from	 an	 imperfect	
model	 fit	 to	 the	 training	 data	 (model	 uncertainty).	While	 no	model	 can	 perfectly	 capture	 the	
triggering	relationship,	there	is	potential	for	choices	during	the	modeling	process	to	reduce	model	
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their	 choices	 to	 achieve	 it.	 This	 notion	 of	 good	 performance	 can	 be	 concrete	 such	 as	 some	
statistical	 metric,	 based	 on	 engineering	 judgement	 and	 experience,	 or	 most	 often	 some	
combination	of	the	two.		While	necessary	to	the	modeling	process,	this	introduces	bias.	Because	
these	 training	 methods	 and	 metrics	 are	 often	 not	 reported	 along	 with	 the	 finished	 product,	
practitioners	and	code	writers	cannot	currently	evaluate	these	model	biases	when	selecting	which	










from	a	practical	engineering	standpoint.	 	 	A	second	goal	of	this	thesis	 is	to	show	how	a	model	
validation	strategy	that	seeks	to	minimize	bias	can	be	justified	and	implemented.		
In	closing,	although	all	popular	triggering	models	more	or	less	follow	the	same	“simplified	
method”	 framework	 they	 differ	 (often	 notably)	 in	 both	 their	 inputs	 and	 results.	 Currently,	





The	 NGL	 project	 envisions	 an	 “open,	 collaborative	 process	 for	model	 development	 in	
which	developer	teams	share	ideas	and	results	during	model	development,	so	as	to	reduce	the	





























to	predict	 liquefaction	potential	 and	present	 statistical	 theory	 relevant	 to	our	model	building.	
Although	 the	 overview	 is	 written	 with	 the	 intent	 that	 readers	 with	 an	 undergraduate	




solid	 particles,	 (usually	 between	 0.001	 and	 75mm),	 some	 liquid	 (typically	 water),	 and	 some	
amount	of	gas	(typically	air)	(Holtz	ET	AL.,	2011).	The	macroscopic	material	response	of	soil	is	a	
combination	of	the	complicated	interactions	of	all	of	these.	While	it	is	prohibitively	complicated	
to	 account	 for	 all	 of	 the	 forces	 from	 these	 soil-soil	 and	 soil-fluid	 interactions,	 the	principle	 of	
effective	stress	states	that	the	engineering	behavior	of	soil	is	governed	by	the	following	equation	
(after	Holtz	et	al.,	2011):	 𝜎"# = 𝜎" − 𝑢	
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Where	𝜎"	 is	 the	 vertical	 total	 stress	 (an	 averaged	 inter-particle	 contact	 stress	 on	 a	 horizontal	
plane),	u	is	the	pore	water	pressure,	and	𝜎"# 	is	the	vertical	effective	stress	(visualized	in	Figure	2,	
following)	




between	 the	 particles	 and	 pore	 water,	 although	 particle	 crushing	 can	 occur	 under	 very	 high	
confining	stresses.	These	interactions	are	broadly	grouped	into	frictional,	resulting	from	physical	
contact	 between	 particles,	 and	 cohesive,	 the	 “stickiness”	 that	 results	 from	 electrostatic	
attraction,	chemical	bonding,	capillary	action,	and	other	small-scale	forces	(Holtz	et	al.,	2011).	The	
Mohr-Coulomb	shear	strength	equation	is	the	most	common	model	for	soil	strength	soil	strength,	
expressed	as	(after	Holtz	et	al.,	2011):	𝜏 = 	𝜎# tan 𝜙# + 𝑐′	
where	𝜏	is	the	shear	strength	along	a	plane	of	interest,	𝜎#	is	the	effective	stress	normal	to	that	






























Importantly,	 at	 very	 large	 shear	 strains	both	dense	and	 loose	 sands	 tend	 to	 the	 same	





		 Another	 important	 distinction	 made	 when	 describing	 soil	 strength	 and	 deformation	
























Unlike	 many	 typical	 loading	 scenarios	 (surcharge,	 slopes,	 etc.)	 seismic	 loads	 are	
characterized	by	repeated	application	of	shear	stresses	that	change	in	direction	and	intensity	as	




(the	numbers	above	plot	points	 indicate	cycle	number).	 (2)	The	 soil	 is	 initially	 contractive	and	
effective	stress	decreases	throughout	the	test	as	pore	pressures	rise	then	becomes	dilative	when	
it	reaches	the	phase	transformation	line	(in	green).	(3)	The	initial	maximum	amplitude	of	shear	



























foundations,	 can	 either	 increase	 the	 rate	 of	 pore	 pressure	 generation,	 for	 very	 loose	 soils,	 or	
suppress	 it,	 for	 medium	 dense	 to	 dense,	 though	 research	 is	 not	 yet	 decided	 on	 the	 exact	
magnitude	of	these	effects	(NAE,	2016).		Aging	and	cementation	also	effect	liquefaction	potential	
—	Holocene	age	younger	deposits	have	been	observed	to	 liquefy	more	often	than	Pleistocene	





of	 the	 potentially	 unconservative	 effect	 of	 sample	 disturbance.	 Even	 with	 extremely	 careful	
sampling,	 liquefiable	 sands	unavoidably	densify	 some	amount	before	 testing	which	will	 under	
predict	liquefaction	potential	(NAE,	2016).	Instead,	liquefaction	assessments	use	representative	
in-situ	test	parameters	from	tests	such	as	the	standard	penetration	test	(SPT),	shear	wave	velocity	
(Vs)	 testing,	 or	 the	 cone	 penetration	 test	 (CPT).	Of	 all	 of	 all	 the	methods	 for	 determining	 soil	










interpretation,	 often	 times	 the	 friction	 ratio	 (Rf)	 of	 sleeve	 friction	 divided	 by	 tip	 resistance	 is	
reported	 instead.	 Pore	 water	 pressure	measurements	 (u)	 are	 also	 often	 recording	 to	 correct	
tip/friction	 measurements	 for	 dynamic	 effects.	 A	 typical	 CPT	 sounding	 is	 shown	 in	 Figure	 9,	
following.	 The	 data	 obtained	 from	 the	 test	 are	 empirically	 correlated	 with	 many	 useful	
engineering	properties.	In	certain	cases,	the	penetration	resistance	is	normalized	to	correct	for	











site	 conditions	 and	 earthquake	 loads.	 It	 is	 unlikely	 that	 any	model	 derived	 entirely	 from	 soil	
mechanics	would	be	able	to	be	generalized	to	a	suitable	breadth	of	field	conditions	to	be	useful	
in	 general	 practice.	 Instead,	 engineers	 turn	 to	 a	 semi-empirical	 “simplified	 method”	 when	













Regression	 models	 relate	 the	 expectation,	 or	 mean,	 of	 each	 observed	 outcome	 to	 a	
function	of	predictor	variables	and	regression	parameters	and	each	response	is	assumed	to	come	
from	 some	 specified	 distribution	 (Dunn	 and	 Smyth,	 2018).	 Formally,	 (after	 Dunn	 and	 Smyth,	
2018):	 𝐸 𝑦 = 𝜇4 = 𝑓 𝒙; 𝜷 	𝑦	~	Some	Distribution 𝜇, 𝜎E 	𝜇, 𝜎E 	
Where	y	is	an	observed	outcome	associated	with	two	vectors	(not	necessarily	the	same	length);	
x	of	predictor	variables	and	β	model	parameters.	Although	the	input	to	f	could	be	any	combination	
of	x’s	and	β’s,	 it	 is	often	convenient	 to	assume	that	 is	some	 linear	combination	of	 the	two,	as	






from	 the	 exponential	 dispersion	 model	 family	 --	 a	 broad	 group	 of	 discrete	 and	 continuous	
probability	 functions	 that	 include	 the	 normal,	 binomial,	 and	 Poisson	 distributions	 (Dunn	 and	
18	
Smyth	2018).	Further,	the	linear	predictor	is	related	to	the	mean	via	a	special	function	called	a	
link	 function	 (after	 Dunn	 and	 Smyth,	 2018):	𝑔 𝜇4 = 𝜂	𝑜𝑟	𝜇4 = 𝑔PI(𝜂)	











that	 for	 liquefaction	 triggering	 the	 logit	 link	 performs	 as	 good	 as	 or	 better	 than	 others	 as	
measured	using	a	Bayesian	model	comparison	method,	described	 in	 their	paper.	The	 logit	 link	
function	is	defined	as	(after	Liao	et	al.,	1988):	
𝑔 𝜇4 = ln 𝜇41 − 𝜇4 	𝑦	~	𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙	(𝑛 = 1, 𝑝)	











The	mean	is	calculated	as:	 𝐸 𝑥 = 	𝑝 1 + 1 −   0 = 𝑝	
Usefully,	 the	mean	of	a	Bernoulli	 variable	 is	 simply	 the	probability	of	a	positive	outcome.	The	





the	 probability	 of	 the	 desired	 outcome	 when	 formulating	 the	 regression	 model.	 Considering	
probability	of	liquefaction	(denoted	PL),	we	can	state	(after	Liao	et	al.,	1988):		











to	 as	maximum	 likelihood	estimates	 (MLE)	 (Dunn	and	 Smyth,	 2018).	 For	β,	 a	 vector	of	model	
coefficients,	the	likelihood	of	observing	nL	liquefied	cases	and	nNL	non-liquefied	cases	given	data	
x	associated	with	outcomes	y	is	(after	Zhang	et	al.,	2013):	




corresponding	 predictor	 variables.	 Similarly,	 PL,j	 is	 computed	 for	 the	 jth	 instance	 of	





experienced	 ground	 failure	 (and	 subsequence	 impacts	 to	 engineered	 features)	 liquefaction	
databases	contain	more	liquefied	cases	than	non-liquefied	cases.	Several	papers	have	examined	
the	influence	of	this	class	imbalance	on	various	liquefaction	models	(e.g.,	Cetin	et	al.,	2004;	Hu	et	










Alternatively,	 instead	 of	 assigning	 case	 weights	 during	 the	 fitting	 process,	 resampling	
procedures	attempt	to	balance	the	dataset	before	the	model	is	built	(Kuhn	and	Johnson,	2013).	
Up-sampling	 procedures	 randomly	 select	 observations	 in	 the	minority	 (less	 frequent)	 class	 to	
duplicate	and	down-sampling	procedures	randomly	select	observations	in	the	majority	class	to	
remove	(Kuhn	and	Johnson,	2013).	In	the	context	of	liquefaction	modeling,	Hu	et	al.,	2017	showed	
that	 up-sampling	 procedures	 have	 the	 potential	 to	 improve	 models’	 predictive	 ability.	
Importantly,	 they	also	demonstrated	 that	 the	best	method	 for	weighting	classes	differently	or	
compensating	minority/majority	classes	is	model	dependent,	and	should	be	adjusted	during	the	
fitting	process	(Hu	et	al.,	2017).		















Hill,	 2007).	 Mixed	 effects	 models	 have	 seen	 noticeable	 use	 in	 ground	 motion	 attenuation	
relationship	 development	 (e.g.	 Brillinger	 and	 Preisler,	 1985,	 Abrahamson	 and	 Youngs,	 1992,	
Kuehn	and	Scherbaum,	2015).		









for	 this	 inter-group	 variability	without	 having	 to	 explicitly	model	 its	 causes	 (Abrahamson	 and	
Youngs,	1992).		
Recommendations	for	when	to	use	a	mixed	model	are	often	unclear	or	not	immediately	















Models	 fit	 to	 grouped	data	 conceptually	 fall	 between	 two	extremes	–	no	pooling	 and	
complete	 pooling	 (Gelman	 and	 Hill,	 2007).	 A	 completely	 pooled	model,	 as	 the	 name	 implies,	
groups	all	the	data	together	and	estimates	a	single	set	of	parameters.	However,	this	completely	














varies	between	groups,	and	a	normally	distributed	error	 term	(𝜖)	 can	be	expressed	as	 follows	
(after	Gelman	and	Hill,	2007):	 𝑦g = 	𝛼j g + 𝛽 ∗ 𝑥g + 𝜖g 	𝜖	~	Normal(0, 𝜎s)	
This	is	equivalent	to	stating:	 𝑦g~	Normal 𝛼j g + 𝛽 ∗ 𝑥g, 𝜎s 	




Data:	𝑦g~	Normal 𝛼j g + 𝛽 ∗ 𝑥g, 𝜎s 	
	
Technically,	 the	 model	 for	 y	 is	 conditional	 on	 the	 𝛼’s.	 An	 alternate	 but	 equivalent	 “random	
effects”	formulation	would	be	to	state:	𝑦g~	Normal (𝛽H + 𝛼j g ) + 𝛽I ∗ 𝑥g, 𝜎s 	𝛼j~Normal(0, 𝜎t)	












𝛼j ≈ 𝑛j𝜎4E𝑛j𝜎4E + 1𝜎tE ∗ 𝑦j − 𝛽 ∗ 𝑥v +
1𝜎tE𝑛j𝜎4E + 1𝜎tE ∗ 𝜇t 	
Because	equation	requires	a	simultaneous	estimate	of	the	variance	parameters	for	𝜎tE	and	𝜎4E	it	
is	typically	solved	using	some	algorithmic	technique	(e.g	Abrahamson	and	Youngs,	1985).	While	
the	 estimation	 of	 group	 level	 effects	 becomes	 significantly	 more	 complicated	 outside	 of	 this	
example,	the	behavior	described	by	this	equation	remains	the	same.		
Averages	from	groups	with	smaller	sample	sizes	carry	less	information	and	the	weighting	
pulls	 the	 multilevel	 estimate	 closer	 to	 the	 population	 average.	 This	 effectively	 “shrinks”	
anomalous	 parameter	 estimates	 from	 sparse	 data	 groups	 closer	 to	 a	 better	 estimate	 and	
mitigates	the	effects	of	sample	size	disparity	(Clark	and	Linzer,	2015).		Conversely,	averages	from	
groups	 with	more	 data	 carry	more	 weight	 and	 the	multilevel	 estimate	 is	 pulled	 towards	 the	
group’s	 value.	 Two	 limiting	 cases	 naturally	 arise	 --	 If	 a	 group	 has	 no	 data,	 its	 estimate	 is	 the	





original	equation	for	probability	of	 liquefaction		and	state	 it	 for	a	data	point	 in	the	jth	event	as	
(after	Gelman	and	Hill,	2007):	





normal	 population	 distribution.	 The	 population	 means	 and	 standard	 deviations	 for	 each	
parameter,	referred	to	as	the	coefficent’s	hyperparameters,	are	also	estimated.		
The	resulting	likelihood	function	does	not	have	a	closed	form	for	most	generalized	linear	
models	 and	 is	 approximated	 through	 numerical	 integration,	 typically	 Gaussian	 quadrature	
(Breslow	and	Clayton,	1993).	Most	books	on	the	subject	(e.g.	Jiang,	2007)	include	more	detailed	
descriptions	of	 these	methods	 for	 the	 interested	 reader.	However,	when	data	 is	 sparse	at	 the	
group	 or	 the	 number	 of	 groups	 is	 small	 level	 these	 numerical	 maximum	 likelihood	 methods	




A	major	 limitation	of	any	 frequentist	 (or	maximum	 likelihood)	based	approach	 is	 that,	




information	 provides	 a	 consistent	 and	 mathematically	 sound	 framework	 for	 allowing	 expert	
consensus	and	physical	behavior	of	the	system	being	studied	to	 inform	models	when	data	are	
sparse.		
Bayes’	 Rule	 is	 the	 mathematical	 framework	 for	 updating	 our	 prior	 beliefs	 about	 the	
probability	of	an	event	occurring	based	upon	observed	evidence	(Christensen	et	al.,	2011).	In	a	
27	
data	analysis	 setting,	we	begin	with	a	hypothesis	about	our	data,	 typically	 regarding	values	of	
some	population	parameter	or	regression	model	coefficients.	We	then	update	the	prior	based	
upon	the	evidence	in	the	data	set	Bayes	rule	is	formally	stated	as	(after	Kruschke,	2015):		








many	 different	 hypotheses	 we	 wish	 to	 evaluate.	 In	 this	 case,	 the	 denominator,	 p(E)	 is	 often	
calculated	using	the	total	probability	rule	as	follows	(after	Kruschke,	2015):	





𝑝 𝐻 𝐸 = 𝑝 𝐸 𝐻 𝑝 𝐻𝑝 𝐸 𝐻 𝑝(𝐻 )	
However,	 even	 for	 discrete	 data	 (counts,	 binary	 etc.)	 the	 parameters	 themselves	 are	
often	continuous	 (i.e.,	a	population	mean	or	 regression	coefficients).	Additionally,	because	we	











dimension	 (i.e.	 only	 one	 or	 two	model	 parameters)	 it	 is	 possible	 to	 approximate	 the	 density	
functions	as	mass	functions	on	a	fine	enough	grid,	but	in	a	larger	space	we	simply	cannot	create	
a	dense	enough	grid.	For	example,	a	 six	parameter	model	with	a	grid	of	1000	values	 for	each	
parameter	 has	 10006	 parameter	 combinations	 to	 evaluate;	 far	 beyond	 the	 ability	 of	 modern	
computers	(Kruschke,	2015).	Therefore,	we	are	limited	to:	choosing	“nice”	parametric	forms	that	
















In	 a	 practical	 implementation,	 all	 simulation	 really	 requires	 is	 an	 ability	 to	 generate	 a	
random	number	 and	 some	 criteria	 to	 determine	 if	 it	 should	 be	 included	 in	 your	 collection	 of	
representative	values	of	the	target	distribution	(DeGroot	and	Schervish,	2012).	Many	methods	of	
specifying	an	acceptance/rejection	criteria	exist	(envelope	methods,	importance	sampling,	etc.)	
but	 MCMC	 methods	 are	 the	 most	 useful	 for	 simulating	 from	 higher	 dimension	 distributions	
(Christensen	et	al.,	2011).					
A	Markov	chain	is	a	series	of	random	vectors	θ(1),	θ(2)	,	θ(3),	…		drawn	from	a	set	A,	with	
conditional	 densities	 q(1)(θ(1)),q(2)(θ(2)),q(3)(θ(3)),…	 that	 satisfy	 the	 following	 property	 (after	
Christensen	et	al.,	2011):	Pr 𝜽 ∈ 𝐴 𝜽I, … , 𝜽PI = Pr	(𝜽 ∈ 𝐴|𝜽PI)	
Suppose	k-1	represents	the	current	step	in	the	process	and	k	the	next	step.	Then	given	the	current	
value	𝜃PI	 ,	 the	next	 value	𝜃 	 is	 conditionally	 independent	of	 past	 values	 (𝜃I, … , 𝜃PE).	 This	
expresses	what	 is	called	a	Markov	property;	what	state	you	transition	to	 is	only	dependent	on	
your	current	state	(Christensen	et	al.,	2011).	To	construct	a	Markov	chain	all	we	need	to	do	 is	
specify	 some	 initial	 distribution	 q(1)(θ(1))	 and	 the	 conditional	 distributions	 𝑞j|jPI(𝜽j|𝜽 jPI )	
(Christensen	et	al.,	2011).	While	not	immediately	obvious,	with	appropriate	choices	of	the	initial	




















2) Define	𝛼 ≡ 𝑚𝑖𝑛 1,  𝜽 ∗ 𝜽 	,	where	p(	)is	the	target	distribution.	In	Bayesian	statistics	
this	is	the	unnormalized	posterior	i.e.	prior	times	likelihood	(both	known).		
3) Simulate	a	random	number	U	between	0	and	1.	
4) Then,	𝜽I = 	 𝜽 ∗ 	𝑖𝑓	𝛼 ≥ 𝑈𝜽()	𝑖𝑓	𝛼 < 𝑈 			











the	 fictitious	 particle	 moves	 across	 the	 landscape	 it	 will	 often	 become	 “trapped”	 in	 these	





probability	of	 failure	 can	be	calculated	 from	 the	 joint	distribution	of	x	by	 integrating	over	 the	
subset	of	their	outcome	space	which	defines	the	failure	event	(Der	Kiureghian,	2004).	Defining	






which	would	 be	 a	 function	 of	 other	 random	 variables	 such	 as	 the	magnitude	 and	 location	 of	
applied	 load	and	member	geometry;	and	a	minimum	strength,	 typically	 called	capacity,	which	
32	




the	 failure	 region	 is	 often	 difficult	 or	 impossible	 so	 practitioners	 usually	 turn	 to	 numerical	
methods	such	as	first	or	second	order	reliability	methods	(FORM	and	SORM),	discussed	in	depth	
in	Der	Kiureghian,	2004.	
Reliability-based	 approaches	 to	 liquefaction	 triggering	 typically	model	 the	 initiation	 of	























can	 be	 calculated.	 Overall	model	 accuracy	 is	 computed	 as	 the	 proportion	 of	 events	 classified	
correctly:	
ACC = TP + TNTP + TN + FP + FN	
However,	this	metric	can	be	misleading	as	it	is	sensitive	to	natural	class	frequencies.	If	negative	
outcomes	 are	 infrequent	 then	 a	model	 can	 achieve	 near	 perfect	 accuracy	 by	 only	 predicting	
positive	outcomes	 (Kuhn	and	 Johnson,	2013).	Thus,	 if	 there	 is	 substantial	 cost	associated	with	
false	positives	(i.e.	with	expensive	ground	improvements)	this	 is	an	inappropriate	performance	
metric.	 	 Precision	 of	 a	 model	 measures	 the	 proportion	 of	 events	 in	 a	 single	 class	 predicted	
correctly	(after	Oomen	et	al.,	2011):		
𝑃 = 𝑇𝑃𝑇𝑃 + 𝐹𝑃 	or	PP = 	 𝑇𝑁𝑇𝑁 + 𝐹𝑁	
And	recall	of	a	model	measures	the	proportion	of	correct	predictions	out	of	all	prediction	of	that	
class	(after	Oomen	et	al.,	2011):	




























performance	 across	 all	 possible	 threshold	 values.	 They	 compare	 the	 true	 positive	 rate	 (after	
Fawcett,	2006):	
TPR = Postives	correctly	classifiedTotal	Postives = TPTP + FN		
And	the	false	positive	rate	(After	Fawcett,	2006):	
FPR = Negatives	incorrectly	classifiedTotal	negatives = FPFP + TN	
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ROC	curves	are	plotted	as	FPR	vs	TPR	 (Figure	10),	with	each	point	 corresponding	 to	a	 specific	
threshold	value.		
A	 threshold	 of	 1.0	will	 produce	 no	 positive	 classifications	 (the	 point	 0,0).	 As	 the	 threshold	 is	
reduced,	the	model	begins	to	produce	true	and	false	positive	classifications	until	the	threshold	
crosses	 the	 last	 actual	 positive	 occurrence	 and	 only	 false	 positives	 are	 produced.	 If	 a	 model	
guesses	at	random,	its	ROC	curve	will	be	a	straight	line	45-degree	line.	This	represents	a	rational	

















































randomly	 chosen	 negative	 one	 (Fawcett,	 2006).	 	 ROC	 curves	 also	 have	 the	 benefit	 of	 being	
insensitive	to	class	 imbalances,	a	change	 in	the	ratio	of	positive	to	negative	outcomes	will	not	
change	the	ROC	curve	(Fawcett,	2006).		




boundaries.	 It	has	 learned	not	 just	 the	signal	 in	the	data	but	 its	unique	noise	as	well.	Because	
future	data	is	unlikely	to	have	the	same	noise	pattern	the	model	will	perform	poorly	when	making	








a	single	 training	set	without	having	to	worry	about	 limiting	their	ability	 to	develop	the	model.	




















the	 model	 can	 use	 all	 the	 available	 data	 points	 while	 still	 reporting	 relatively	 unbiased	
performance	metrics.	All	the	data	is	then	used	to	determine	the	final	model	parameters.	Because	
the	 splitting	 process	 is	 random	 many	 modelers	 will	 repeat	 the	 entire	 k-fold	 cross	 validation	
process	several	times	to	capture	the	uncertainty	in	performance	estimates.	Other	methods	for	
random	resampling	exist,	 such	as	bootstrapping	or	 leave	one	out	cross	validation,	but	 in	most	










A	 complete	 liquefaction	 assessment	 is	 typically	 conducted	 in	 the	 following	 steps	












used	means	for	assessing	 liquefaction	triggering	 in	practice	today.	Simply	put,	 it	compares	the	
“load”	of	the	earthquake	(expressed	as	the	cyclic	stress	ratio,	or	CSR)	to	the	“resistance”	of	the	
soil	 (expressed	as	 the	 cyclic	 resistance	 ratio,	 CRR).	 	 CSR,	 as	 a	 function	of	 depth	 (z)	 is	 formally	
defined	as	the	ratio	of	the	peak	shear	stress	(𝜏)	to	the	pre-existing	vertical	effective	stress	(𝜎"£# )	
(after	NAE):	
𝐶𝑆𝑅 ¥,¦§¨© 	 (𝑧) = 0.65 ∗ 𝜏L®\ 𝑧𝜎"£# 𝑧 	
The	0.65	scaling	term	serves	to	reduce	the	peak	value,	which	is	only	experienced	once	in	an	event	
by	definition,	to	a	more	representative	value	experienced	multiple	times.	The	subscripts	indicate	










𝐶𝑆𝑅 ¥i².³,¦§¨© iI	®´ 𝑧 = 0.65 ∗ 𝜎" 𝑧 ∗ 𝑃𝐺𝐴𝑔 𝑧 ∗ 𝑟°	𝜎"£# 𝑧 ∗ 1𝑀𝑆𝐹 ∗ 1𝐾¦ ∗ 1𝐾t				
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All	 of	 these	 correction	 factors,	 including	 rd,	 are	 empirically	 derived	 and	 different	
researchers	have	proposed	various	means	of	calculating	them.	Interested	readers	are	referred	to	




each	coefficient	 it	 is	 important	to	use	the	original	methods	when	making	predictions	with	that	
model	(NAE,	2016).		
The	 cyclic	 resistance	 ratio,	 as	 its	 name	 implies,	 is	 defined	 as	 the	 ratio	 of	 a	 soil’s	
liquefaction	 resistance	 to	 the	 earthquake	 loading.	 This	 naturally	 extends	 to	 a	 deterministic	
engineering	design	framework	where	the	factor	of	safety	(FS)	is	calculated	as:	
𝐹𝑆 = 𝐶𝑅𝑅𝐶𝑆𝑅 	
Many	methods	for	determining	the	CRR	in	this	framework	exist.	They	all	correlate	CRR	with	an	in-
situ	soil	property,	typically	from	a	standard	penetration	test	(SPT)	cone	penetration	test	(CPT).		








probability	 of	 liquefaction	 given	 the	 anticipated	 CSR	 and	 index	 measurements.	 This	 nuanced	















Wride,	 1997,	 and	 others.	 These	 provided	 a	 curve	 that	 represented	 the	 boundary	 between	
liquefaction	 and	 nonliquefaction,	 usually	 estimated	 from	 engineering	 judgement	 to	 provide	 a	
conservative	 lower	 bound	 for	 occurrences	 of	 liquefaction	 (Juang	 et	 al.,	 1999).	 An	 example	 is	
provided	in	Figure	14,	following.		





















to	 predictions	 that	 fall	 outside	 the	 range	 of	 tip	 resistances	 and	 CSR’s	 used	 to	 fit	 the	model.	
Although	limited	to	a	relatively	small	number	of	cases	and	only	a	single	earthquake	it	was	still	an	










In	 work	 around	 the	 same	 time,	 researchers	 began	 to	 develop	 another	 method	 for	
modeling	triggering	relationships	using	reliability	concepts.	Juang	et	al.,	1999	was	among	the	first	
to	develop	probabilistic	triggering	models	using	these	reliability	methods.		They	selected	a	limit-



























reliability-based	 formulation	 similar	 to	 the	 SPT-based	 modeling	 efforts	 of	 Cetin	 et	 al.,	 2002,	
employing	 a	 flexible	 limit-state	 formulation	 that	 used	 Bayesian	 updating	 to	 determine	 the	
posterior	distributions	of	model	parameters	based	upon	the	data.	The	general	form	of	the	limit-
state	 function	they	selected,	with	predictor	variables	 (x)	and	model	parameters	 (Q)	was	 (after	




model	 parameters.	 They	 also	 reported	 that	 this	 form	 was	 chosen	 because	 it	 minimized	 the	











𝑙 𝒙, 𝜽 ∝ 	 𝜙 −𝑔 𝒙𝒊, 𝜽𝜎¾LngiI
H.Á ∗ 	 𝜙 𝑔 𝒙𝒋, 𝜽𝜎¾ I.EL|njiI 	
Where	j	is	the	standard	cumulative	normal	distribution	function	and	the	limit-state	function	is	



























In	 the	 years	 between	 the	 publication	 of	 the	 updated	 CPT	 database	 in	 2003	 and	 the	
completion	 of	 post-earthquake	 reconnaissance	 for	 the	 recent	 Chile,	 New	 Zealand,	 and	 Japan	
events	most	of	the	effort	was	focused	on	developing	novel	triggering	relationships.	These	often	
used	modern	pattern	recognition	techniques	such	as	support	vector	machines,	artificial	neural	










they	 did	 not	 provide	 equations	 or	 figures	 that	 engineers	 could	 readily	 use.	 Their	 paper	 did	





































included	a	single	model	fitting	parameter	(After	Boulanger	and	Idriss,	2016):	𝑔 𝑞µImµÃ, 𝐶H, 𝐶𝑆𝑅 = ln 𝐶𝑅𝑅 − ln 𝐶𝑆𝑅 	
𝐶𝑅𝑅 = 𝑒𝑥𝑝 𝑞µImµÃ113 + 𝑞µImµÃ1000 E − 𝑞µImµÃ140 · + 𝑞µImµÃ137 ¸ − 𝐶H 	
Where	 CSR	 is	 calculated	 as	 normal	 using	 correction	 factors	 described	 in	 the	 paper,	 and	 the	
normalized	clean	sand	equivalent	cone	penetration	values	qc1N,cs	and	unknown	model	parameter	
C0	 are	 used	 to	 calculate	 CRR.	 Similar	 to	 the	 Moss	 et.	 al.	 work	 they	 created	 error	 terms	 to	
incorporate	 uncertainty	 in	 measured	 predictor	 variables	 and	 account	 for	 imperfect	 model	
behavior.	They	assumed	standard	deviations	for	the	normally	error	terms	associated	with	CSR	and	
qc1N,cs	but	left	the	standard	deviation	of	the	CRR	error	term	to	be	estimated	by	the	model.	They	
combined	 all	 these	 uncertainties	 into	 a	 single	model	 standard	 deviation,	𝜎´.	 To	 estimate	 the	
53	
unknown	model	parameter	C0	 and	CRR	 relationship	uncertainty	𝜖ÈÉ Ê 	they	used	 the	 following	
likelihood	function	(after	Boulanger	and	Idriss,	2016):	
𝑙 𝒙, 𝜽 ∝ 	 𝜙 −𝑔 𝑞µImµÃ, 𝐶H, 𝐶𝑆𝑅𝜎´LngiI












Moss,	 2016).	 They	 used	 a	 Bayes	 classification	 method,	 which	 expresses	 the	 probability	 of	
liquefaction	given	an	event	X	as	(after	Yazdi	and	Moss,	2016):	
𝑝 𝐿 𝑋 = 𝑝 𝑋 𝐿 𝑝 𝐿𝑝 𝐿 𝑋 𝐿 + 𝑃(𝑁𝐿)𝑃(𝑋|𝑁𝐿)	
where	P(L)	and	P(NL)	are	the	prior	probabilities	of	liquefaction	and	nonliquefaction,	and	P(X|L)	
and	 P(X|NL)	 are	 the	 likelihoods	 for	 liquefaction	 and	 nonliquefaction.	 To	 determine	 these	



























model	 runs	 to	 inform	 later	 computational	 choices	 (Figure	 24).	 	 The	 following	 sections	 give	 a	
detailed	description	of	these	steps.		
For	this	study,	we	used	the	R	packages	of	caret,	lme4,	and	ROCR	for	model	development	


















































of	 no	 liquefaction	 (nonliquefaction).	 The	 original	 paper	 estimated	mean	 values	 and	 standard	
deviations	for	𝜎"# ,	peak	ground	acceleration	(amax),	CSR,	qc,1,	Rf,	and	Mw.	The	first	step	 in	R	 is	to	


























































































































(Í¦ ~	0.5 − 0.7).	 	 Additionally,	 Figures	 27	 and	 28	 show	 that	 each	 event	 has	 a	 slightly	 different	
distribution	of	load	and	resistance	values.	There	is	a	noticeable	association	between	event	and	
CSR	due	to	certain	earthquakes	having	higher	moment	magnitudes	and	associated	higher	ground	



















































































































































































































































































As	 mentioned	 previously,	 model	 performance	 is	 improved	 by	 dealing	 with	
transformations	of	predictor	variables.	 In	this	area	previous	research	has	focused	on	satisfying	
certain	statistical	assumptions	such	as	normality	of	predictor	variables	or	 linear	 independence	
under	 the	 logit	 transformation	 (Lai	 et	 al.,	 2006).	 However,	 we	 instead	 searched	 for	
transformations	 that	 produced	 the	model	with	 the	 best	 predictive	 ability	 given	 a	 fixed	 set	 of	
predictors.	We	selected	 the	Box-Cox	 family	of	 transformations	because	of	 its	 flexibility	and	 its	
ability	to	capture	many	common	transformations	such	as	powers	and	logarithms.	Another	useful	
property	 is	 that	these	transformations	are	monotonic	so	 increases	or	decreases	 in	the	original	
variable	 also	 correspond	 to	 increases	 and	 decreases	 in	 the	 transformed	 variable.	 A	 Box-Cox	
transformation	of	a	predictor	variable	x,	indexed	by	the	parameter	𝜆,	is	defined	as	(after	Box	and	
Cox,	1964):	
























































use.	We	found	the	optimal	Box-Cox	parameters	to	be	𝜆ÒÓÔ = 	−0.6	and	𝜆ÕÖ,{ = 	1.6	for	the	two	
variable	 case	 and	 𝜆ÒÓÔ = 	−0.6,	 𝜆ÕÖ,{ = 	1.0,	 and	 𝜆Ô× = 	0.2	 for	 the	 three	 variable	 case.	
Importantly,	 these	 transformations	 do	 not	 result	 from	 physical	 principles	 nor	 do	 they	 have	 a	
meaningful	physical	interpretation.	Rather,	they	are	a	result	of	how	a	logistic	regression	separates	
classes.	 A	 logistic	 regression	 is	 only	 capable	 of	 linear	 class	 boundaries,	 so	 this	 transformation	
tuning	procedure	can	be	thought	of	finding	the	transformed	predictor	variable	space	in	which	the	




the	 database,	 the	 transformed	 moments	 cannot	 be	 calculated	 directly	 for	 a	 nonlinear	
transformation	without	assuming	a	distributional	form	for	each	data	point.	Instead,	we	use	a	first	
order	 second	 moment	 (FOSM)	 approximation	 technique	 that	 calculates	 the	 moments	 of	 the	
Taylor	 series	 expansion	 of	 the	 transformation	 (See	 Moss	 2013	 for	 a	 detailed	 derivation).	
Specifically,	 for	 a	 random	 variable	 X	 (in	 our	 case	 a	 predictor	 variable	 measurement)	 with	
associated	 mean	 µ	 and	 variance	 σ2	 and	 differentiable	 transformation	 Y	 =	 g(x)	 the	 FOSM	
approximations	are	given	by	(after	Moss,	2013):	𝜇4 	≅ 𝑔 𝜇\ 		𝜎4E ≅ 	𝑔# 𝜇\ E𝜎\E	
72	
𝑑𝑑𝑥 𝑥Ï − 1𝜆 = 𝑥ÏPI	
For	a	qc,1	observation	transformed	to	qc,1,T	via	a	Box-Cos	parameter	𝜆	we	have:		
𝜇ÕÖ,{,Ú 	≅ 	 𝜇ÕÖ,{Ï − 1𝜆 		𝜎ÕÖ,{,ÚE ≅ 𝜇ÕÖ,{ÏPI E𝜎ÕÖ,{E 	
Likewise,	for	a	CSR	observation	transformed	to	CSRT	we	have:	
		
𝜇ÒÓÔ,Û 	≅ 	 𝜇ÒÓÔÏ − 1𝜆 	𝜎ÒÓÔ,ÛE ≅ 	 𝜇ÒÓÔÏPI E𝜎ÒÓÔE 	
and	for	Rf:	








































































































































































For	 an	 input	 vector	 of	 parameters	𝜷	 the	 weighted	 log-likelihood	 is	 defined	 as	 follows	 for	 nl	
liquefied	cases	and	nnl	nonliquefied	cases.	The	probability	of	 liquefaction	for	the	ith	outcome	is	
calculated	 as	 normal.			




















































































































































uncertainty	 from	 the	 predictor	 variables	with	 the	 goal	 of	 reducing	 overall	model	 uncertainty.	
Doing	 so	 in	 a	 Bayesian	 context	 avoid	 the	 simplifying	 assumptions	 required	 for	 a	 maximum	








necessary	 to	 understand	 the	models	 that	 follow.	 Reading	 through	 the	 Stan	 user	manual	 and	
language	 reference	 (available	 on	 the	 website	 mc-stan.org)	 is	 highly	 recommended	 for	 users	
looking	to	write	their	own	code.	Stan	is	a	probabilistic	programming	language,	similar	to	BUGS	or	
JAGS,	 that	 allows	 a	 user	 to	 code	 a	 Bayesian	 model	 and	 produce	 draws	 from	 the	 posterior	
distribution	(Carpenter	et	al.,	2017).	As	addressed	in	the	summary	of	Hamiltonian	Monte	Carlo,	
Stan	actually	uses	the	logarithm	of	the	posterior	(referred	to	as	log	posterior).			
This	 inference	 in	 two	parts;	 first,	a	user	writes	 the	Stan	code	to	define	 the	model	and	




parameter	values	as	 inputs	and	 returns	 the	 scalar	 value	of	 the	 logarithm	of	 the	unnormalized	
posterior	 density	 at	 that	 point.	 Next,	 the	 backend	 of	 Stan	 then	 takes	 this	 user	 defined	 log-






































































the	 variable	 y,	which	 can	be	either	 an	unknown	parameter	or	 known	data,	 is	 supposed	 to	be	
normally	 distributed	 with	 mean	 mu	 and	 standard	 deviation	 sigma.	 However,	 no	 sampling	 is	
actually	done	during	 this	 step.	Rather	 the	user	 is	 just	 adding	 terms	 to	build	 the	 log	posterior.	
Instead	of	using	sampling	statements,	the	user	can	also	add	terms	to	the	log	posterior	directly.		





Prior:	𝜇	~	Normal 5, 0.5 	
Data:	𝑦	~	Normal(𝜇, 1)	
It	 is	 common	 to	write	 the	prior	 before	 the	 likelihood,	 but	 because	 the	 statements	 are	 simply	





may	cause	 the	 sampler	 to	draw	unrealistically	high	or	 low	parameter	 values	and	 lead	 to	poor	




The	 constraints	 declared	 in	 the	 parameters	 block	 supersede	 prior	 statements,	 so	
constraining	a	variable	to	be	positive	then	giving	it	a	Normal(0,1)	prior	will	give	it	an	“improper”	
half-normal	prior	that	has	the	same	shape	as	a	standard	normal	density	for	positive	values	but	is	










above,	 describe	 how	 to	 interface	 with	 Stan	 from	 R,	 and	 discuss	 model	 diagnostics.	 A	 linear	
regression	assumes	that	the	nth	 response	 is	a	 linear	 function	of	a	slope	times	the	nth	predictor	
variable	value,	an	intercept,	and	an	error	term	expressed	as	follows:	𝑦L = 𝛽H + 𝛽I ∗ 𝑥L + 𝜖L	
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can	be	equivalently	expressed	using	standard	normal	distribution	sampling	notation	as:		𝑦L	~	Normal(𝛽H + 𝛽I ∗ 𝑥L, 𝜎)	
Importantly,	Stan	supports	vectorized	statements—	so	instead	of	 looping	over	the	n	outcomes	
and	predictor	variable	values	the	following	statement	is	equivalent	(and	faster):	𝑦	~	Normal(𝛽H + 𝛽I ∗ 𝑥, 𝜎)	
The	 complete	 model	 is	 written	 for	 Stan	 as	 follows.	 First,	 we	 use	 R	 to	 simulate	 75	

















































Next,	 we	 use	 the	 rstan	 interface	 to	 compile	 the	 stan	 program	 and	 run	 the	 sampling	









also	 generates	more	 effectively	 independent	 samples.	 The	 user	 can	 also	 use	 a	 control	 =	 list()	










the	most	 worrisome–	 they	 indicate	 numerical	 instabilities	 in	 the	 sampling	 algorithm	 and	 the	
model	 should	 be	 re-run.	 As	 the	 program	 will	 recommend,	 increasing	 adapt_delta	 above	 the	
89	
current	value	by	calling	control=list(adapt_delta	=	0.99),	for	example,	will	often	solve	the	problem	
at	 the	 expense	 of	 computational	 time.	 Samples	 hitting	 maximum	 tree	 depth	 is	 an	 efficiency	
concern	 rather	 than	 validity	 concern	 and	 can	 be	 fixed	 with	 a	 similar	 command	
control=list(max_treedepth	=	20),	for	example.	If	the	model	continues	to	perform	poorly	it	often	
indicates	 that	 it	 is	 poorly	 coded	 or	 requires	 a	 re-parametrization.	 The	 Stan	 user	 guide	 and	
discourse	forums	are	a	good	resource	if	this	is	encountered.		
Theoretically,	 a	 properly	 designed	MCMC	 simulation	 that	 is	 run	 “forever”	 will	 always	
converge	 to	 the	 posterior	 distribution	 of	 interest.	 However,	 since	 we	 have	 stopped	 before	
“forever”	it	is	critical	to	check	if	it	has	actually	converged.	The	shinystan	package	is	very	useful	for	





The	 “diagnose”	 tab	 contains	 specific	metrics	 for	 the	No	U-Turn	 Sampler	 typically	 only	

















































































































































𝑞µ,I∗ = 	 𝑞µ,II.» − 11.6 	
and	
𝐶𝑆𝑅∗ = 	𝐶𝑆𝑅PH..» − 1−0.6 	
giving		
𝑃b = 11 + exp − 𝛽H +	𝛽I ∗ 𝑞µ,I∗ + 𝛽E ∗ 𝐶𝑆𝑅∗ 	
This	 also	 be	 expressed	 in	 terms	 of	 this	 on	 the	 log-odds,	where	 the	 odds	 are	 the	 ratio	 of	 the	
probability	for	and	against	an	outcome:	





























𝛽H +	𝛽I ∗ 𝑞µ,I∗ + 𝛽E ∗ 𝐶𝑆𝑅∗ = ln 0.991 − 0.99 = 4.60	𝛽H +	𝛽I ∗ (𝑞µ,I∗ + 18.4) + 𝛽E ∗ 𝐶𝑆𝑅∗ = ln 0.011 − 0.01 = −4.60	
	
Subtracting	the	two	yields	 −𝛽I ∗ 18.4 = 9.2	𝛽I = −0.5	
	
Repeating	this	process	with	a	standard	deviation	of	4.58	instead	gives	a	𝛽I = −2.01.	
Applying	 similar	 logic	 to	 CSR*	 a	 typical	 change	 could	be	 the	 standard	deviation	of	 the	
transformed	values	in	the	dataset:	1.253.	Holding	other	terms	constant,	we	can	solve	for	the	𝛽E	
that	would	 result	 in	 this	 limiting	case	 that	an	 increase	of	1	 standard	deviation	should	at	most	
increase	the	probability	of	liquefaction	from	1%	to	99%.	
𝛽H +	𝛽I ∗ 𝑞µ,I∗ + 𝛽E ∗ (𝐶𝑆𝑅∗ + 1.253) = ln 0.011 − 0.01 = −4.60	𝛽H +	𝛽I ∗ 𝑞µ,I∗ + 𝛽E ∗ 𝐶𝑆𝑅∗ = ln 0.991 − 0.99 = 4.60	
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qc,1,	CSR,	and	Rf,	and	 their	corresponding	binary	coding	 for	 liquefaction	or	nonliquefaction	are	
declared	and	accessed	in	the	data	block.	The	constraints	on	the	liq	variable	serve	as	a	check	–	if	
the	program	sees	something	other	than	a	0	or	1	it	will	terminate	with	an	error.	In	the	parameters	
block	we	 specify	 the	 intercept	 (b0),	 and	 the	 slopes	 (b1,	 b2,	 and	 b3).	 To	 ensure	 the	model	 is	
consistent	with	physical	principles	of	liquefaction	we	constrain	the	CSR	slope	to	be	positive	and	
the	 qc,1	 slope	 to	 be	 negative.	 These	 choices	 reflect	 that	 it	 would	 be	 unrealistic	 for	 a	 lower	
penetration	resistance	or	a	higher	seismic	load	to	imply	a	lesser	probability	of	liquefaction.	Finally,	
the	 model	 block	 specifies	 the	 regression	 model.	 The	 bernouli_logit	 likelihood	 is	 the	 same	
likelihood	as	discussed	in	Chapter	2.	The	sampling	notation	for	this	model	is:	
Model	1	
Prior:	 𝛽H ∼ Normal 0,25 	𝛽I ∼ Normal 0,10 , 𝛽I ≤ 	0	𝛽E ∼ Normal 0,10 , 𝛽E ≥ 0	𝛽· ∼ Normal(0,10)	
Data:	 𝑦	~	Bernouli_Logit(𝛽H + 𝛽I ∗ 	𝑞µ,I	 + 		𝛽E ∗ 𝐶𝑆𝑅	 + 	𝛽· ∗ 𝑅¶	)	









Priors:	 𝛽H,j ∼ Normal 𝜇yz, 𝜎yz 	𝛽I,j ∼ Normal 𝜇y{, 𝜎y{ 	𝛽E,j ∼ Normal 𝜇yí, 𝜎yí 	𝛽·,j ∼ Normal 𝜇yî, 𝜎yî 	𝜇yz ∼ Normla 0,25 	𝜇y{ ∼ Normal 0, 10 , 	𝜇y{ ≤ 0	𝜇yí ∼ Normal 0, 10 , 	𝜇yí ≥ 0	𝜇yî ∼ Normal 0,10 	𝜎yz ∼ Normal 0,10 , 	𝜎yz ≥ 0	𝜎y{ ∼ Normal 0,5 , 	𝜎y{ ≥ 0	𝜎yí ∼ Normal 0,5 , 	𝜎yí ≥ 0	𝜎yî ∼ Normal 0,5 , 	𝜎yî ≥ 0	
Data:	 𝑦,j~	Bernouli_Logit(𝛽H,j + 𝛽I,j ∗ 	𝑞µ,I	 + 		𝛽E,j ∗ 𝐶𝑆𝑅	 + 	𝛽·,j ∗ 𝑅¶	)	











paper	 by	 Betancourt	 and	 Girolami,	 2013.	 	 Fortunately,	 a	 rather	 simple	 parameterization	 will	
produce	much	simpler	posterior	geometries.	This	computation	trick	makes	use	of	the	following	
equivalency	 between	 the	 first	 “centered”	 parameterization	 and	 the	 second	 “non-centered”	
parameterization	(after	Betancourt	and	Girolami,	2013).	If	we	have	data	y	with	a	dependence	on	
a	parameter	𝜃	that	has	associated	hyperparameters	𝜇	and	𝜏:	𝜃	~	N(𝜇, 𝜏)	↔	𝜃 = 𝜃∗ ∗ 𝜏 + 𝜇	𝜃∗~	Normal 0,1 	
In	 the	 context	 of	 our	 hierarchal	 regression,	 we	 can	 code	 this	 as	 follows	 for	 by-event	




works	 this	 re-parameterization	drastically	 improves	computational	 speed	and	stability.	 	For	all	
models	 following	we	make	use	of	 the	 re-parameterization	 in	 the	 actual	 code,	 but	 for	 ease	of	
































































to	be	estimated	during	 the	modeling	process.	More	 formally,	 it	 introduces	another	hierarchal	
level	–	that	the	latent	true	values	are	assumed	to	come	from	a	normal	distribution	centered	at	
the	observed	mean	from	the	database	and	with	the	database	estimated	standard	deviation.		More	
formally,	 for	 a	 generic	 predictor	 variable	 x,	 (either	 qc,1,	 CSR,	 or	 Rf,),	 an	 observed	mean	 value	𝑥s®ÃðÊs°,	and	known	standard	deviation	𝜏\,		
Prior:	 𝑥´Êðs ∼ Normal(𝜇\, 𝜎\)	
Data:	
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Priors:	 𝐶𝑆𝑅´Êðs~	Normal(𝜇ÒÓÔ, 𝜎ÒÓÔ)	𝑞µ,I,´Êðs~	Normal(𝜇ÕÖ,{, 𝜎ÕÖ,{)	𝑟¶,´Êðs~	Normal(𝜇Ê×, 𝜎Ê×)	𝛽H ∼ Normal(0, 25)	𝛽I ∼ Normal(0, 10)	𝛽E ∼ Normal(0, 10)	𝛽· ∼ Normal(0, 10)	




















































Priors	𝛽H,j ∼ Normal 𝜇yz, 𝜎yz 	𝛽I,j ∼ Normal 𝜇y{, 𝜎y{ 	𝛽E,j ∼ Normal 𝜇yí, 𝜎yí 	𝛽·,j ∼ Normal 𝜇yî, 𝜎yî 	𝜇yz ∼ Normla 0,25 	𝜇y{ ∼ Normal 0, 10 , 	𝜇y{ ≤ 0	𝜇yí ∼ Normal 0, 10 , 	𝜇yí ≥ 0	𝜇yî ∼ Normal 0,10 	𝜎yz ∼ Normal 0,10 , 	𝜎yz ≥ 0	𝜎y{ ∼ Normal 0,5 , 	𝜎y{ ≥ 0	𝜎yí ∼ Normal 0,5 , 	𝜎yí ≥ 0	𝜎yî ∼ Normal 0,5 , 	𝜎yî ≥ 0	𝐶𝑆𝑅´Êðs~	Normal(𝜇ÒÓÔ, 𝜎ÒÓÔ)	𝑞µ,I,´Êðs~	Normal(𝜇ÕÖ,{, 𝜎ÕÖ,{)	𝑟¶,´Êðs~	Normal(𝜇Ê×, 𝜎Ê×)	








































































changes	 on	 the	 posterior	 distributions	 of	 the	 regression	 coefficients	 and	 the	 model’s	 overall	
predictive	performance	
3.5 Model	Validation	Framework	
To	develop	model	 validation	metrics,	we	ultimately	 chose	 to	use	a	 single	 training	and	
testing	set	consisting	of	select	case	histories	from	the	2011	New	Zealand	Canterbury	earthquake	




less	 variability.	 For	 CSR	 this	 would	 be	 expected	 because	 the	 data	 is	 limited	 to	 two	 events.	




























































































posteriors	 of	 interest	 are	 those	 of	 the	 regression	 coefficients	 (𝛽H, 𝛽I, 𝛽E,	 and	 𝛽·).	 For	 the	




𝑃b = 11 + exp −(𝛽H + 	𝛽I ∗ 𝑞µ,I∗ + 𝛽E ∗ 𝐶𝑆𝑅∗	) 	
where		
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𝑞µ,I∗ = 	 𝑞µ,II.» − 11.6 	
𝐶𝑆𝑅∗ = 	𝐶𝑆𝑅PH..» − 1−0.6 	
The	output	of	this	function	is	a	logistic	surface	that	lives	above	the	qc,1*,	CSR*	space.	To	visualize	
we	 can	 reverse	 the	 Box-Cox	 transformations	 and	 plot	 contours	 of	 probability.	 For	 the	 three	
variable	case,	the	equation	for	calculating	probability	of	liquefaction	becomes:	
𝑃b = 11 + exp −(𝛽H + 	𝛽I ∗ 𝑞µ,I∗ + 𝛽E ∗ 𝐶𝑆𝑅∗ + 𝛽· ∗ 𝑅¶∗)) 	
where		
𝑞µ,I∗ = 	 𝑞µ,II.H − 11.0 	
𝐶𝑆𝑅∗ = 	𝐶𝑆𝑅PH..» − 1−0.6 	














































































































































































































































































































































































Rf = 0.705 % (Median) 

































































































Rf = 0.705 % (Median) 






























































































Rf = 0.705 % (Median) 
































































































Rf = 0.705 % (Median) 








AUC	 does	 not	 increase	 compared	 to	 baseline	 and	 is	 slightly	 less	 than	Model	 2.	 The	 standard	
deviations	of	the	regression	coefficients	for	Model	3	are	slightly	larger	than	the	baseline	model	





















To	 assess	 model	 uncertainty,	 we	 first	 consider	 what	 we	 will	 refer	 to	 as	 a	 model’s	
“apparent	uncertainty”.	 For	 a	point	 estimate	of	 liquefaction	 triggering	 the	uncertainty	of	 that	
assessment	 is	directly	 related	 to	 its	predicted	probability.	As	 touched	upon	 in	 the	background	
section,	 a	 binary	 outcome	 that	 occurs	 with	 probability	 p	 has	 variance	 𝑝 1 − 𝑝 	 or	 standard	
deviation	 𝑝 1 − 𝑝 .	 This	 formula	 expresses	 that	 we	 are	 more	 confident	 about	 an	 event’s	
occurrence	 the	higher	probability	we	assign	 to	 it	or	vice	versa.	Graphically	 this	appears	as	 the	
probability	curves	shifting	closer	together	–	which	indicates	more	space	being	assigned	very	high	




However,	we	are	also	 interested	 in	a	probabilistic	 interpretation	of	model	uncertainty.	
Because	the	results	of	each	model	run	are	posterior	distributions	of	the	model	coefficients	we	can	

































































































































Model	 Apparent	𝜎³H	 %	Difference	from	baseline	 Posterior	Predictive	𝜎³H	 %	Difference	from	baseline	
1	 1.14E-02	 --	 3.67E-04	 ---	
1-3	 3.71E-02	 --	 2.68E-03	 ---	
1-3*	 3.13E-02	 --	 2.22E-03	 ---	
2	 2.97E-03	 -117%	 2.26E-03	 144%	
2-3	 3.01E-03	 -170%	 1.75E-04	 -176%	
2-3*	 2.63E-03	 -169%	 1.08E-02	 132%	
3	 3.83E-03	 -99%	 1.42E-04	 -89%	
3-3	 1.17E-04	 -199%	 3.61E-02	 172%	
3-3*	 8.00E-05	 -199%	 1.52E-04	 -174%	
4	 1.10E-03	 -165%	 7.01E-03	 180%	
4-3	 1.63E-06	 -200%	 4.63E-02	 178%	


























































































































Parameter	 Default	Prior	 Prior	SD	=	25	 Prior	SD	=	100	𝜇yz		 12.03	(1.94)	 12.16	(2.00)	 12.21	(1.99)	𝜇y{		 -0.27	(0.06)	 -0.27	(0.06	 -0.27	(0.06)	𝜇yí		 2.66	(0.46)	 2.69	(0.48)	 2.70	(0.47)	𝜎yz 	 0.94	(0.75)	 0.96	(0.79)	 1.00	(0.80)	𝜎y{ 	 0.08	(0.05)	 0.05	(0.31)	 0.08	(0.06)	𝜎yí 	 0.31	(0.24)	 0.31	(0.24)	 0.31	(0.24)	









Parameter	 Default	Prior	 Prior	SD	=	25	 Prior	SD	=	100	𝜇yz		 22.31	(4.03)	 23.07	(4.43)	 26.31	(9.60)	𝜇y{		 -1.57	(0.32)	 -1.63	(0.35)	 -1.83	(0.68)	𝜇yí		 4.07	(0.78)	 4.15	(0.85)	 4.61	(1.38)	𝜇yî		 -1.92	(1.97)	 -1.93	(2.34)	 -2.24	(3.33)	𝜎yz 	 1.89	(1.58)	 2.06	(1.72)	 3.34	(4.71)	𝜎y{ 	 0.27	(0.24)	 0.30	(0.28)	 0.48	(0.67)	𝜎yí 	 0.51	(0.37)	 0.54	(0.43)	 0.79	(1.49)	𝜎yî 	 5.18	(2.04)	 6.48	(2.93)	 8.11	(4.78)	





Parameter	 Default	Prior	 Prior	SD	=	25	 Prior	SD	=	100	𝛽H	 11.79	(2.00)	 12.14	(2.11)	 12.36	(2.31)	𝛽I	 -0.26	(0.05)	 -0.27	(0.05)	 -0.28	(0.5)	𝛽E	 2.54	(0.44)	 2.62	(0.46)	 2.66	(0.50)	




















Parameter	 Default	Prior	 Prior	SD	=	25	 Prior	SD	=	100	𝛽H	 29.69	(10.78)	 33.13	(13.25)	 165.13	(73.24)	𝛽I	 -2.44	(0.92)	 -2.73	(1.13)	 -13.96	(6.26)	𝛽E	 5.39	(1.93)	 6.00	(2.36)	 29.45	(13.08)	𝛽·	 -4.35	(1.69)	 -4.87	(2.07)	 -24.62	(11.43)	





Parameter	 Default	Prior	 Prior	SD	=	25	 Prior	SD	=	100	𝜇yz		 14.60	(2.99)	 14.67	(2.93)	 14.87	(3.14)	𝜇y{		 -0.32	(0.08)	 -0.32	(0.08)	 -032	(0.08)	𝜇yí		 3.25	(0.69)	 3.27	(0.67)	 3.31	(0.73)	𝜎yz 	 1.15	(0.91)	 1.15	(0.96)	 1.16	(0.92)	𝜎y{ 	 0.08	(0.06)	 0.07	(0.06)	 0.08	(0.06)	𝜎yí 	 0.35	(0.27)	 0.35	(0.28)	 0.35	(28)	















Parameter	 Default	Prior	 Prior	SD	=	25	 Prior	SD	=	100	𝜇yz		 49.55	(12.75)	 59.23	(14.90)	 211.15	(58.79)	𝜇y{		 -3.61	(1.11)	 -4.29	(1.29)	 -15.36	(5.04)	𝜇yí		 9.13	(2.53)	 10.87	(3.02)	 38.83	(11.71)	𝜇yî		 -6.07	(3.83)	 -7.02	(5.48)	 -26.44	(17.88)	𝜎yz 	 3.61	(2.93)	 4.02	(3.24)	 12.90	(9.99)	𝜎y{ 	 0.98	(0.74)	 1.22	(0.96)	 4.37	(3.32)	𝜎yí 	 1.39	(1.04)	 1.81	(1.31)	 6.46	(4.73)	𝜎yî 	 7.28	(3.15)	 12.13	(5.22)	 34.89	(14.63)	






















above.	 Secondly,	 we	 wanted	 to	 reduce	 model	 uncertainty,	 while	 maintaining	 (or	 improving)	
predictive	 capability.	 For	 the	 purpose	 of	 this	 study,	 we	 divide	 model	 uncertainty	 into	 two	
components.	 The	 apparent	 model	 uncertainty	 referrers	 how	 high	 or	 low	 of	 a	 probability	 is	
assigned	to	predictions	in	general	(fixing	regression	coefficients	to	their	mean	values).	 	A	more	
“confident”	model	will	consistently	assign	higher	or	 lower	probabilities,	 i.e.	classifying	a	yes	as	







models	 reduced	 apparent	model	 uncertainty	 based	 upon	 the	 graphical	 behavior	 of	 triggering	
curves	 and	 median	 apparent	 uncertainty	 values.	 In	 this	 context,	 the	 hierarchal	 models	
outperformed	 the	 stand	 alone	 measurement	 error	 models	 and	 the	 combinations	 of	 the	 two	









for	 the	possible	 group	 level	 variability	 in	 regression	 coefficients	will	 naturally	produce	a	more	
variable	posterior	distribution.	However,	for	three	variable	models	the	high	standard	deviations	
of	the	regression	coefficients	indicate	that	the	data	is	insufficiently	to	adequately	estimate	them	
to	an	acceptable	level	of	uncertainty	for	fully	probabilistic	inference.	This	can	likely	be	remedied	
with	more	data	points	(such	as	the	NGL	database)	or	with	more	informative	priors	determined	
from	expert	consensus	or	laboratory	testing.		
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5.2 Recommendations	For	Future	Work	
• Most	of	the	posterior	uncertainty	can	be	eliminated	with	more	data.	Thus,	we	
recommend	that	new	models	be	built	using	the	NGL	database	when	it	is	released.	These	
will	be	inherently	be	more	useful	for	the	state	of	practice	than	those	built	on	limited	and	
outdated	data.	
• Future	work	should	take	a	principled	approach	to	predictor	variable	selection	and	
processing,	similar	to	the	methods	described	in	this	paper.	To	minimize	posterior	
uncertainty,	correlation	in	the	selected	variables	should	be	avoided.	We	believe	it	is	
worth	investigating	predictors	that	haven’t	be	seen	in	previous	models	but	show	strong	
statistical	association	with	liquefaction	outcomes	(e.g.	Kayen	and	Mitchell,	1997)	
• Use	informative	priors	to	constrain	regression	coefficients	when	data	is	insufficient	to	
estimate	them	to	acceptable	levels	of	uncertainty.	This	can	be	based	on	laboratory	or	
field	testing,	or	numerical	modeling	similar	to	the	work	of	Kuehn	and	Abrahamson.	
Additionally,	principled	elicitation	of	expert	consensus	can	also	be	used	to	build	prior	
distributions.				
• The	logistic	model	can	be	extended	by	allowing	the	log-odds	of	liquefaction	to	be	a	
nonlinear	function	of	predictor	variables.	Similar	to	how	we	selected	our	
transformations,	future	modelers	can	optimization	strategies	to	determine	the	best	
performing	functional	form	of	predictors.			
• The	Bayesian	measurement	error	model	is	not	limited	to	logistic	regression,	nor	is	
logistic	regression	the	only	means	of	building	a	probabilistic	model.	Because	of	how	
common	logistic	regression	is	in	practice	we	recommend	that	it	be	used	a	baseline	and	
compared	to	more	complex	functional	forms.	However,	it	is	important	to	consider	the	
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utility	of	models	in	general	practice.	A	highly	complicated,	more	accurate	model	that	is	
used	incorrectly	will	be	less	useful	than	a	less	accurate,	but	less	prone	to	user	error	one.		
• The	final	models	should	be	cross-validated	to	report	relatively	unbiased	metrics	of	
performance			
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