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With an increase in the number of internet users and the
need to secure internet traffic, the unreliable IPv4 protocol
has been replaced by amore secure protocol, called IPv6 for
Internet system. The IPv6 protocol does not allow interme-
diate routers to fragment the on-going IPv6 packet. More-
over, due to IP tunneling, some extra headers are added
to the IPv6 packet, exceeding the packet size higher than
themaximum transmission unit (MTU), resulting in increase
in packet drops. One probable solution is to find theMTU
of every link in advance using the Internet Control Message
Protocol (ICMP) packets and accordingly fragment the pack-
ets at the source itself. However, most of the intermediate
routers and the network firewalls do not allow ICMP pack-
ets to traverse through their network, resulting in network
black holes, where we cannot know theMTU of some links
in advance. This method tries to handle the packet drops
in IPv6 network by proposing a DMTU scheme where we
dynamically adjust theMTUof each link depending upon the
original sizeof the IPv6packet, thereby reducing thenumber
of packet drops by a significant amount. Usingmathematical
and graphical analysis, our scheme proves to bemuchmore
efficient than the state-of-the-art PMTUD scheme. In this
paper themethod, mathematical and graphical representa-
tions are focusing solely in IPv6 Internet communication.
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1 | INTRODUCTION
Due to rapid increase in the number of devices connected to the internet, the current addressing scheme Internet
Protocol Version 4 (IPv4) won’t be able to provide addresses to all the devices [Fuller and Li(2006)V. Fuller and T. Li]. It is
because IPv4 uses 32-bit addresses, thus, less than 5 billion devices can be addressed using this scheme. And this limit
has already been crossed by the number of internet enabled devices. Thus, there is a need of a new addressing scheme.
Fortunately, Internet Corporation for Assigned Names and Numbers (ICANN) has already announced a replacement to the
IPv4 protocol, called IPv6 [Deering and Hinden(2017)S. Deering and R. Hinden]. It uses 128-bit addressing scheme,
which can address unto 340 Trillion Trillion Trillion end devices [Deering andHinden(2017)S. Deering and R. Hinden],
[Hinden andDeering(2003)R. Hinden and S. Deering], [Hinden andDeering(2006)R. Hinden and S. Deering], [IAB and
IESG(1995)]. Beside, addressing trillions of devices, IPv6 provides a frame- work for a secure communication over an
insecure network. It does this by using an add-on security protocol, called IPSec [Graveman et al.(2007)R. Graveman
and P. Savola andM. Parthasarathy and H. Tschofenig]. For the proper functioning of IPSec, the IPv6 does not allow
intermediate routers to fragment the on-going IPv6 packets [McCann et al.(2017)McCann and J. Deering and J. S.Mogul
and R. Hinden and Ed.], [Deering andHinden(2017)S. Deering and R. Hinden]. This security function is missing in the
IPv4 protocol making it vulnerable to certain attacks. These security issue and addressing problem in IPv4makes the
new IP protocol v6 deployment very essential to keep on the smooth working of the Internet system.
Most of current IPv6 deployment is through tunnelling (GRE, ISATAP, 6 in 4, 6 to 4, Teredo) [Steffann et al.(2013)S.
Steffann and I. van Beijnum and R. van Rein] which provides ameans to carry IPv6 packets over unmodified IPv4 routing
infrastructures [Nordmark and Gilligan(2005)E. Nordmark and R. Gilligan] and only a very small percentage of the
network holds native IPv6. The process of tunnel came at a cost of increased packet size which pushes packet size
greater than IPv6minimum linkmaximum transmission unit (MTU) [Hinden and Deering(2006)R. Hinden and S. Deering].
Moreover, a unique feature of NO fragmentation of packet with minimum link MTU of 1280 octets in IPv6 packet
[Deering and Hinden(2017)S. Deering and R. Hinden] which further facilitates the intermediate nodes to drop the
packet, which are having low pathMTU in their outgoing links.
There aremany factors of packet drop by intermediate nodes namely network congestion , Bit Error Rate , TCP
MSS size, low Bandwidth, collision. The Internet Control Message Protocol version 6 (ICMPv6) is designed to inform the
source nodes of such causes of packet drop by effecting nodes. Based on ICMPmessages source node follows different
mechanisms in sending the new regenerated packets. Namely, Congestion-control in [Allman et al.(1999)M. Allman
and V. Paxson andW. Stevens,Braden et al.(1998)B. Braden andD. Clark and J. Crowcroft and B. Davie and S. Deering
andD. Estrin and S. Floyd and V. Jacobson andG.Minshall and C. Partridge and L. Peterson and K. Ramakrishnan and
S. Shenker and J. Wroclawski and L. Zhang, Baker et al.(2015)Baker and F. and Ed. and G. Fairhurst and Ed.Briscoe
andManner(2014)B. Briscoe and J. Manner], Hamming-code in [Rosenberg and Schulzrinne(1999)J. Rosenberg andH.
Schulzrinne,Rosenberg and Schulzrinne(2007)J. Rosenberg andH. Schulzrinne], FEC [Watson et al.(2011)M.Watson
andA. Begen andV. Roca,Sheinwald et al.(2002)D. Sheinwald and J. Satran and P. Thaler andV. Cavanna], ALOHA [Postel
and Reynolds(1988)J. Postel and J. Reynolds] and CSMA/CD [IEEE(1985)] which addresses to the specific problem of
packet drop in the link. Similarly, the packet drop due to pathMTU the intermediate effecting node sends ICMPPTB
message to source node to re-transmit the packet. On bases of ICMPPTBmessage different solution can be used by
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source node.
One possible solution is to find theMTU of every possible link, using the ICMP packets, in advance and accordingly
fragment the packets at the source itself [Deering andHinden(2017)S. Deering and R. Hinden] . However, most of the
intermediate routers and the network firewalls do not allow ICMP packets to traverse through their network, resulting
in network black holes, wherewe cannot know theMTU of some links in advance. This scheme reduces the frequency of
packet drops, but due to the presence of black holes, the number of packet drops is still higher than the tolerable limit.
The other solution is the PathMTUDiscovery (PMTUD) protocol [McCann et al.(2017)McCann and J. Deering and J.
S. Mogul and R. Hinden and Ed.]. To avoid the IP fragmentation, PMTUD determines the relevantMTU between the two
IP hosts and accordingly fragments the packet at the source itself. However, this scheme relies on the ICMP packets,
which has various issues related to the black holes (please see Section 2).
To overcome the issues, we proposed a technique called DynamicMTU (DMTU) where we dynamically adjust the
MTU of each link depending upon the original size of the IP packet. After receiving the packet, we dynamically adjust
theMTU of the outgoing links and then accordingly forward the packet. However, in some scenarios we cannot adjust
theMTU of a link above a certain value. In those cases we discard the packet and inform the source to further fragment
the packet.
Ourmain contributions:
• Weproposed a technique called DMTU protocol to reduce the frequency of packet drops.
• Weproposed different versions of the protocol in order to increase the efficiency of the system and thereby reduce
the contention incise the network.
• Wepresented themathematical evaluation of our scheme and analyzed the frequency of packet drops, time delay,
throughput, and latency enhancements.
The rest of the treatise is as follows. Section 2 discusses the related work andmotivations. In Section 3 described
the working of our proposed DMTU scheme followed by Section 4 discusses measurements and analysis on TimeDelay
of our proposedmethod and previous start-of-art method PathMTUDiscovery. Graphical analysis and comparison
results are presented in Section 5, and the paper concludes in Section 6with conclusions and future work.
2 | RELATED WORK AND MOTIVATIONS
2.1 | PathMTUDiscovery V6
Since to deal with packet drop as a result of PathMTU for IPv6, a proposal wasmade by [McCann et al.(2017)McCann
and J. Deering and J. S.Mogul and R. Hinden and Ed.], [McCann et al.(1996)J.McCann and S. Deering and J.Mogul] called
"PathMTUDiscovery version 6" which is upgraded version of state-of-arts proposed by [Mogul and Deering(1990)J.C.
Mogul and S.E. Deering] for IPv4. This method works in side by side with fragmentation at source. Themain idea of Path
MTUDiscovery is that the source node initially assumes that the effectiveMTU, called PathMTU (PMTU), of a path is
the (known)MTU of the first hop in the path. If any of the packets sent on that path are too large to be forwarded by
some node along the path, that nodewill discard them and respond back with an ICMPv6 ”Packet Too Big” packet.
Upon receipt of such amessage, the source node reduces its assumedPathMTU for the path andmakes it equivalent
to theMTU of the constricting hop as reported in the ”Packet too Big” message. Thus, the source fragments the packets
tomake the size equal to new pathMTU. The process ends when the source node’s estimate of the PMTU is less than or
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equal to the actual PMTU [McCann et al.(2017)McCann and J. Deering and J. S. Mogul and R. Hinden and Ed.].
This method is currently deployment for IPv6 network and is up and running, but it suffers from very complicated
issues about which wewill explain briefly some of major problems below.
2.2 | PathMTUDiscovery Vulnerability
The PathMTUDiscovery is vulnerable to two types of DOS attack both of which based onmalicious party sending false
Packet Too Big (PTB) message by informing smaller or larger PathMTU size than in reality to the source node [McCann
et al.(2017)McCann and J. Deering and J. S. Mogul and R. Hinden and Ed.]. In each of these attacks the sender observes
sub-optimal performance and temporary blockage and can cause Black hole connection, where TCP hand shaking
performs completely but connection hangs during data transfer [McCann et al.(2017)McCann and J. Deering and J. S.
Mogul and R. Hinden and Ed.]. A single iteration of PMTUDprocedure doesn’t completely assure the transmission of
packet to the destination it needs to go for multiple iteration of PMTUD algorithm to successfully sends the packet to
destination. Hence the frequent use of the PMTUD by the source node in sending the same packet results in increase in
the fragmented packs of small size and consumption of network resources.
2.3 | Network Resources Consumption
The nodes using PathMTUDiscoverymust need to detect decreases in PMTU as sooner as possible. To keep a Path
MTU updated the source node continues to elicit Packet Too Big messages then the current estimated pathMTU after a
time frame of 5minutes or 10minutes (as Recommended), this updating can likely be prone to stale and false packets
that were floating in the network and those source nodes havingmultiple paths to the destination, where each carries
different Path MTU might result in updating false Path MTU [McCann et al.(2017)McCann and J. Deering and J. S.
Mogul and R. Hinden and Ed.]. Beside this, the updating process in which source continue to elicit messages leads to
consumes network resources [McCann et al.(2017)McCann and J. Deering and J. S. Mogul and R. Hinden and Ed.].
In PathMTUDiscovery (PMTUD), packets which are very small in size are forwarded through the network for a long
period of timewhichmay result in inefficient usage of the network bandwidth which is the common case in the PMTUD
scheme, when path has a nodewhich hasmuch lowerMTU then the other nodes [McCann et al.(2017)McCann and J.
Deering and J. S. Mogul and R. Hinden and Ed.Vasantha(2008)Vijay Kumar Vasantha].
The PMTUDuses ICMPmessage to know the PathMTUof the link , but the ICMPpacket has to travel fromproblem
occurred node to the source node which consumes considerable amount of bandwidth on all the intermediate links
between the problem occurred node and the source node [Vasantha(2008)Vijay Kumar Vasantha].
2.4 | PathMTUBlack Holes
In [BOER and BOSMA(2012)Maikel DE BOER and Jeffrey BOSMA] claims that themain cause for the occurrence of
PMTUD black holes in the Internet is the filtering of important signalling packets by the intermediate nodes on the
path. In the event that these nodes run a firewall, they could potentially be configured to disallow all or certain types
of Internet ControlMessage Protocol (ICMP) packets to pass through them. The effect of this filtering results in the
inoperable of PathMTUDiscovery (PMTUD) and this failure of PMTUDwill lead to PMTUD black holes.
Most of the routers give low priority to the ICMPmessages carrying the information of the dropped packets. In
addition, most of the users and ISP providers configure their firewalls to block all ICMPmessages [McCann et al.(1996)J.
McCann and S. Deering and J. Mogul] because it wastes the network resources and creates congestion in the network
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[Knowles(1993)S. Knowles]. Thus, due to low priority and blocking of ICMPmessages, the ICMPmessages sent in the
PMTUDwill be either delayed or blocked from reaching the source node, resulting in either the increased delay or the
ICMP black-holes [Lahey(2000)K. Lahey].
This will lead to inoperable and connectivity failure. Due to ICMPmessage unreachable problem, the host will
continuously keep on sending packets andwill eventually lead to increased congestion in the channel, thereby reducing
the overall performance of the system.
2.5 | PathMTUDiscovery Incompatibility with IPv6
The PathMTUDiscovery [Mogul and Deering(1990)J.C. Mogul and S.E. Deering], with the base design is made keeping
the features and characteristics of the IPv4 protocol without taking IPv6 characteristics in account. Suppose, if a link
has PathMTU lesser thenminimumPathMTUof IPv6 packet then in that case how the situation can be handled? In such
scenario, sending nodes violate the IPv6 constrains by generating packets of size lower than the prescribedminimum
PathMTUof IPv6 packet [Deering andHinden(2017)S. Deering and R. Hinden] widely in IPv6 network tunnelling, which
in further results in wastage of bandwidth usage [Savola(2006)P. Savola]. Whichmake PathMTUDiscovery far more
less effective in handling packet drop due to PathMTU in IPv6 network. Keeping this issue in one hand another factor
that slows the PMTUD in IPv6, that the ration of lowest pathMTU of IPv4 to the standardMTU of link is much smaller
than the ratio of lowest pathMTU of IPv6 to the standardMTU of link. i.e.
(
LowestP athMTU (I Pv4)
st andar d (MTU ) <<
LowestP athMTU (I Pv6)
st andar d (MTU )
)
Since we haven’t seen any change in StandardMTU value for IPv6 network , after theminimum packet size raised
from 576 octets to 1280 octets in IPv6 [Deering and Hinden(2017)S. Deering and R. Hinden]. In prior IP version even a
lower packet size of 576 bytes can be forwarded or transmitted [Postel(1981)J. Postel] without any fragmentation or
packet drop, while that’s not in case of IPv6. Like a case in DNSwhich don’t accepts packet size greater than 512 bytes
[Hoffman et al.(2015)P. Hoffman and A. Sullivan and K. Fujiwara] and a IPv6 source node is not allowed to create or
generate a packet of size lower than 1280 octets whichmakes DNS incompatibility issue in IPv6 network. This shows
that a small range of packet size from 1280 to 1500 octet can only be transmitted to the IPv6 network. While packets
greater than 1500 octet gets an ICMP error message and packets lower than 1280 octets are restricted [Deering
and Hinden(2017)S. Deering and R. Hinden]. Since, there is no any other strategy for the source node other then
fragmentation of the packet after getting ICMP PTBmessage due to PathMTU and in some cases, it is not allowed to do
fragmentation of packets which are not a factor of 1280 octet because it results in generating packet of size lower than
1280 octet [McCann et al.(1996)J. McCann and S. Deering and J. Mogul]. In IPv4 network, if a source node generates a
packet in range of 576 to 1500 octets and during transmission the packet encountered a node having smallerMTU then
it has the permission to fragment the packet if Don’t fragment bit is not been set by the source node [Postel(1981)J.
Postel]. Thus PMTUD in IPv4 has to handle only packets which have DF bit set which is not in case of IPv6 network
where packet can’t be fragmented by intermediate nodes & the source node can’t fragment lower than 1280 octet which
furthermakes the IPv6 packets vulnerable to be dropped by the nodes in the path andmake increase in workload of
PMTUDv6 then in PMTUDv4. Despite such compatibility issues, PMTUDv6 in IPv6 network operates in a large range
of packet sizeY such that,
Y : U − {1280, . . . , 1500}
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wher e, U ∈ N +
whereas, in PMTUDv4 in IPv4 network operates in a smaller range of packet sizeX respective to PMTUDv6 such that,
X : U − {576, . . . , 1500}
In general which further makes PathMTUDiscovery less effective and low efficient technique in IPv6 network.
Since fromall of these drawback in previous proposed inventions ([McCann et al.(2017)McCann and J.Deering and J.
S. Mogul and R. Hinden and Ed.], [McCann et al.(1996)J. McCann and S. Deering and J. Mogul] and [Vasantha(2008)Vijay
Kumar Vasantha]) no new invention or scheme is initiated or proposed in intermediate node level to get through these
issues in IPv6 protocol. In this invention we initiate an algorithm in the intermediate node on receiving such large
packets then PathMTU on the fly to prevent packet drop and further optimise the load due to re-transmissions, probing,
maintenance of PathMTU value and fragmentation’s in source node. In our proposedmethodwe tried to reduce the
usage of ICMPmessage to a far very low or even to null value. In thismethod, the intermediate nodes process the packet
on the fly without violating any network policies and regulations, and hence reaches tomaximum throughput and lower
latency of network. Thereby rescuing a lots of packets in IPv6 network to be the victim of PathMTU.
3 | PROPOSED MECHANISM
In this paper we present a Dynamic MTU scheme, in which it dynamically adjust the MTU of the intermediate links
based on the size of the received packet. As soon as the intermediate router transmits a packet to the next forwarding
interface link, it reverts back theMTU to its original value. In Figure 4 describes the DMTU algorithm in two phases:
Pre-DMTU and Post-DMTU phases. The algorithm starts with the Pre-DMTU phase and thenmoves to Post-DMTU. In
the Pre-DMTU phase, the algorithm checks the basic conditions necessary for the DMTU functionality such as whether
theMTU of the intermediate links can be changed or not. When the Pre-DMTU signals the success (all conditions are
satisfied) then only the algorithmmoves to the Post-DMTUphase, otherwise it stops the algorithm and drops the packet
and informs the receiver about the same. Themain aim behind dividing the algorithm into two phases is to avoid the
unnecessary computations in case any necessary condition is violated. Thus, decreasing the overheads on the node.
In Figure 1 illustrates theworking of DMTU algorithm inside an intermediate node in general form, that when it
receives a packet larger than then next forwarding linkMTU, it examine the packet then based on the examination it
either passes the packet to next Interface link n/n or drops the packet on failing the examination. If a flow hasmultiple
packets then the algorithm is called recursively usingMore fragment bit property of packet only, to overcome the load
and time in examining.
The DMTU algorithm can be used either in parallel with the PMTUD scheme or it can be used as a standalone
scheme. In the former case, we call the scheme as Pre-Parallel DMTU and the later one is called Standalone DMTU. In
Pre-Parallel DMTU algorithm, we allowDMTU algorithm to run only for high priority packets andwhereas all other
packets are handled using the PMTUD scheme. However, in the standalone-DMTU, DMTU completely replace the
PMTUD algorithm and takes the charge.
Note that the there is a minor difference between the Pre-Parallel DMTU and Standalone DMTU algorithms. The
main motive behind having two schemes is to allow the algorithm to work in the networks where the PMTUD algorithm
has already been deployed.
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3.1 | DMTUPhases
TheDMTU algorithm can be used either in parallel with the PMTUD scheme or it can be used as a standalone scheme.
In the former case, we call the scheme as Pre-Parallel DMTU and the later one is called Standalone DMTU. In Pre-
Parallel DMTU algorithm, we allow DMTU algorithm to run only for high priority packets and whereas all other
packets are handled using the PMTUD scheme. However, in the standalone-DMTU, DMTU completely replace the
PMTUD algorithm and takes the charge. Note that the there is a minor difference between the Pre-Parallel DMTU and
Standalone DMTU algorithms. Themainmotive behind having two schemes is to allow the algorithm to work in the
networks where the PMTUD algorithm has already been deployed.
F IGURE 1 DMTUMechanism inside the node
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3.1.1 | Pre-DMTUPhases
Figure 2 illustrates the working of Pre-DMTU Phases. This phases carries one argument (∗X ) as the pointer to the
packet in the buffermemory. This phase triggers on receiving an incoming packet of size greater than the next-interfaces
MTU. There are two type of phases, PreStandalone DMTU phase and PreParallel DMTU phase, both of which works
differently depending upon the type of strategy we are assuming. Both of the phases carries a pointer to the packet
(∗X ) from the buffer memory to be processed. These phases act as an preliminary examination of the packet to run the
PostDMTU phase.
Pre-Standalone DMTUPhase: Algorithm 1 shows a pseudo-code of the PreStandalone DMTU phase: It works in
parallel with PathMTUDiscovery. When a new packet invokes, it compares the size of the packet with the threshold
and Maximum MTU limit of the path. If the packet size exceeds these limits then it is not possible to successfully
route the packet. Insteadwe force the router to drop the packet (without informing the source). The source will itself
re-transmit the packet by fragmenting it into smaller packets after the timeout. However, if the packet size is lesser than
theMaximum-MTU then the algorithmmoves to the Post-DMTU phase.
Algorithm 1: PreStandaloneDMTU(*X)
Input: A pointer to the packetX at buffer memory such that Si ze(∗X ) > MTUCur r
n/n
Output: Parameters α , β andC with a pointer ∗X to PostDMTU
a
store←−−−− Si ze(∗X );
ifV er = 6 then
if a ≤ t hr eshol d && a ≤ MTUMax
n/n then
P ostDMTU (∗X , 0, 0, 0);
else
T IMEOUT ;
else
T IMEOUT ;
Pre-Parallel DMTUPhase: Algorithm 2 shows the pseudo-code of PreParallel DMTU phase which allows DMTU
towork only for the high priority packets in IPv6 and Tunnelled packets with proto-41.
Thus, the job of Pre-DMTU phase in this scheme is to first find the priority of the packets. Based on the packet
priority it either directs the PMTUD algorithm to take the control or it moves to the Pre-DMTU next step.
In Pre-DMTU next step, it compares the size of the packet with the threshold value. If the packet size is less than
the threshold value then it moves to the P ostDMTU (∗X ,C , α , β ) phase by returning parameters (∗X , 0, 0, 0), else it
discards the packet and informs the PMTUD scheme to send an ICMP error message ”packet too big” to the source.
3.1.2 | Post-DMTUPhase
Figure 3 & algorithm 3 illustrates the working of PostDMTU phase, which is the heart of the algorithm. Its main function
is to change the state of theMTU of the forwarding port to a higher state according to the incoming packet size up-to a
threshold limit and forward s the packet through the next-Interface link, after that revertingMTU of the forwarding link
to its initial state.
When a packet pass the PreDMTU phase, then it will be the invoking packet of PostDMTU algorithm, the algorithm
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F IGURE 2 Flow chart of Pre-DMTUPhases.
then follows next steps by storing the initial/original MTU of next-Interface and Identification number of packet in
some variables, followed by overriding theMTU of the forwarding-Link according to the packet size at location (∗X ) in
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Algorithm 2: PreParallelDMTU(*X)
Input: A pointer to the packetX at buffer memory such that Si ze(∗X ) > MTUCur r
n/n
Output: Parameters α , β andC with a pointer ∗X to PostDMTU
a
store←−−−− Si ze(∗X );
ifV er = 6 | | PN = 41 then
if P r i or i t y = H i gh then
if a ≤ t hr eshol d && a ≤ MTUMax
n/n then
P ostDMTU (∗X , 0, 0, 0);
else
I CMP ;
else
I CMP ;
else
I CMP ;
buffer memory. Since, the invoking packet may be the fragment of a flow or a single packet without multiple fragments,
therefore using theMF bit from the header of the packet, the algorithm follows different steps.
If there aremultiple fragmented packets from a flow than for every fragment we need to do an overriding ofMTU
followed by PreDMTU phase examination which could take a large network resource and processing time. That’s
whywe take care of this multiple fragments of same flow using parameter triplets (C , α , β ) also figure 4 describes the
working of DMTUPhases withMultiple fragments.
a). AtMore fragment = 0: If theMF bit is not set i.e MF=0, then the packet may be the initial packet or the final
packet of a flow. Both types of packet overrides the next interfaceMTU according to the packet size and then forwards
the packet to next interface after which it resets theMTU to its initial state. But the packet which is last packet of a flow
needs to compare its IDwith initial packet of the same flow if fails it reset theMTU to initial state.
b). At More fragment = 1: If MF bit is set i.eMF = 1, then it forwards the packet to next-interface link. After
forwarding the packet in location ∗X in buffer memory the location is now empty and the next packet in the queue takes
the location of the previous forwarded packet. To process multiple packets/fragments wemakes a recursive call to itself,
on doing so it again repeat the same process for the new arriving packet from the buffer memory of storing ID ,MTU of
next interface and overriding the next InterfaceMTU. But initial PostDMTU call have already changed theMTU of the
next interfaceMTU, therefore the current runningMTU of the interface is not the original MTU and no need to store it
in any variable also its not feasible to override again and again theMTU of the next interface according to the packets of
same size, its enough to override theMTU according to the initial invoking packet of the flow. Hence, to settle down all
these issues we use a parameter C called counter whose value is in {0 or 1} in PostDMTU.
If Counter value is not set then itmeans it is the first call fromPreDMTUphase, else it is recursive call by PostDMTU
whichwould happen only if there aremultiple packets. Therefore after forwarding the initial packet it returns position of
next packet as (∗X ) and values of initial MTU and ID of the initial invoking packet with a counter valueC = 1, identifying
it as recursive call by PostDMTU.When a recursive call is made to PostDMTU then the next packet to process may be
last fragment or may not. If it is not the last packet then this time the algorithm compares the ID of new arriving packet
with initial packet from parameter α .
The comparison of ID is done to keep running the postDMTU for the flow related to the initial Packet or if the
packet router hasmultiple queues and uses Bit-by-Bit Round Robin (BBRR) then in that case it jumps from one queue
to another then the ID of the new arriving packet may not be the same as the initial invoking packet and a PreDMTU
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Algorithm 3: PostDMTU(∗X ,C , α , β )
Input: Parameters α , β andC ∈ {0, 1}. A Pointer to packetX such that Si ze(∗X ) > MTUCur r
n/n
Output: Forward packet at ∗X to I ntn/n
ifC = 0 then
V ar r
store←−−−−MTUCur r
n/n ;
V ar w
store←−−−− I D (∗X );
MTUCur r
n/n
override←−−−−−− Si ze(∗X );
ifMF = 1 then
ifC = 1 then
if I D (∗X ) = α then
P ostDMTU (∗X , 1, α , β );
else
MTUCur r
n/n
reset←−−−− β ;
else
I ntn/n
forward←−−−−−− ∗X ;
P ostDMTU (∗X , 1,w , r );
else
ifC = 1 then
if I D (∗X ) = α then
I ntn/n
forward←−−−−−− ∗X ;
MTUCur r
n/n
reset←−−−− β ;
else
MTUCur r
n/n
reset←−−−− β ;
else
I ntn/n
forward←−−−−−− ∗X ;
MTUCur r
n/n
reset←−−−− r ;
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F IGURE 3 FlowChart of working of PostDMTUPhase
examination is important before calling PostDMTU. if ID’s are not same then it reverts theMTU of port to its initial
state using parameter β , which carries the original MTU of the port, else if ID’s are same then it forwards the packet to
next interface link and then do a recursive call to PostDMTU. This timewe didn’t stored the ID andMTU value in any
variable and instead returning the variables we return the parameters carrying these values al pha and β to PostDMTU
along with counter value set and location of next packet. Every recursive call carries the ID and the original MTU of
port in α and β and it ends when it encountersMF bit 0, whichmeans this is last fragment of the flow and hence after
forwarding this packet it reverts the portMTU to its initial state using parameter β .
In brief, when the new packet arrives, it compares ID number of incoming packet with the stored ID value , if these
are same then it forwards multiple packets until MF (more fragments) bit equals to zero. WhenMF=0, it means nomore
fragments of the packet are arriving. After this, the algorithm reverts back theMTU to the original value.
The working of Post-DMTU algorithm is same for the Pre-Parallel DMTU and Pre-Standalone DMTU phase.
HUSSAIN ET AL. 13
F IGURE 4 Flow chart of DMTU formultiple fragments.
3.2 | Implementation of ProposedMechanism
The implementation of DMTU is done by reprogramming the router’s firmware with certain limits to change theMTU
depending on the current packet being handled. These limits are kept to avoid the vulnerability that can be used
maliciously. These limits were described in the mechanism. Its hard to implement on the router OS as its not been
open for the educational or experimental use and due to restrict access to routers OS by the vendors we can’t show the
implementation in real world, that’s whywe are lacking the part of implementing themechanism in this paper, which
could only be done by the vendors side who have only the access to reprogram the router’s firmware weather it could
be physical or simulated router.
4 | MEASUREMENT AND ANALYSIS ON TIME DELAY
In Internet system time is everything, its the basic unit to measure and compare the efficiency andQuality of a network,
network parameters and network equipment. So we thought to proceed first to measure the effects of thesemethods
on time delay , for that we havemade a network configuration between a source and destination as shown in Figure 5,
where the source tries to sends a packet of size 1800 octet to destination and follows different steps to complete the
transmission with a path of varyingMTUs. Wewill first measure and analyse the time delays using PathMTUDiscovery
followed by DynamicMTU algorithm in same network configuration. The outputs from this case study will be used later
in the paper, to further analyse other network parameters and to find out how better and efficient is the new proposed
mechanism then the PathMTUDiscovery.
In the following two immediate subsection wewill discuss the effects on time delay using PathMTUDiscovery and
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DynamicMTU separately under same network configuration followed by another immediate subsection which will use
these calculation and derive a comparison of time delay using these twomethods.
4.1 | Effect on Total TimeDelay Using PMTUD
In Figure 5, the source begins to transmit the first transmission with initial packet of size 1800 bytes, the packet travels
up-to node 2, at node 2 the next-interfaceMTU is lower than the incoming packet size so the node truncates the packet
and sends an ICMPv6 type 2message to source “Packet too Big”. The time taken by a packet to reach at node 2 from
source is 2TD1, whereTD1 is End to End delay (E2ED) due to first transmission and the factor 2 is because it travels two
links e1 and e2. Similarly, time delay for the ICMPv6message is 2T ′D1 whereT ′D1 is the End to End delay between hops
for ICMPv6message for first transmission. The source on receiving the ICMPv6message it fragments the packet and
initiate the 2nd re transmission. The total time taken for the fragmentation process isTf . Since, the waste of time up-to
2nd re-transmission is :
TW 1 = 2(TD1 +T ′D1) +TF (1)
Where PTW is the timewastage in first transmission.
In 2nd re-transmission of packet the size is now lower than the previous transmission and the packet travels up-to node 3
and is again been truncated by 3r d node and send the same ICMPv6 type 2message to source “Packet tooBig". The E2ED
from source to the node 3 is 3TD2 where the factor 3 is because the packet traveled 3 links and the subscript 2 identifies
the 2nd re-transmission. The E2ED for the ICMPv6message from node 3 to source is 3T ′D2 such that,T ′D2 < TD2. At
F IGURE 5 End to EndDelay using PMTUD.
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source the packet is again fragmented and initiate the third transmission. The fragmentation at source takes some time
to fragment the packet which isTF . So the E2ED for 2nd re-transmission from source to initiation of 3r d re-transmission
is calculated as:
TW 2 = 3(TD2 +T ′D2) +TF (2)
Similarly, in the 3r d re-transmission the transmission is again failed at node 5which sends back the ICMPv6 (Type 2)
message “Packet too Big” to source. Therefore the E2ED for the 5t h transmission is the sum of time delay for packet to
reach node 5 from source, the time delay of ICMPv6message from node 5 to source and the fragmentation time at
source. i.e
TW 3 = 5(TD3 +T ′D3) +TF (3)
In 4t h re-transmission the packet size is least compared to the packet size of all previous transmissions and is equal
to the lowest MTU of the node in the path. This transmission gets successful and packet reaches to destination and
sends back an acknowledgement (ACK) packet to source. Since the E2ED in sending the packet from source to destination
in 4t h re-transmission is given by:
T4 =
P TD (n + 1) (4)
T4 =
P TD (5 + 1) (5)
T4 = 6(PTD ) (6)
whereT4 is E2ED of 4t h transmission which is also a successful transmission and PTD is the average time delay between
consecutive node and n is number of nodes in the path.
Therefore, the total loss of time or timewastage (PTW ) on sending the packet from source to destination from 1st
transmission to last transmission is:
PTW = TW 1 +TW 2 +TW 3 (7)
PTW = ((2TD1 +T ′D1 +TF ) + (3TD2 +T ′D2 +TF ) + (5TD3 +T ′D3) +TF ) (8)
Since there is no time loss in 4t h re-transmission as its successful transmission.
The E2ED between nodes in transmission 1, 2 , 3 are not similar that’s whywe add subscript to them. It’s because
of the reason that, as packet size increases the E2ED between nodes increases due to increase in over all overhead
on node from processing, queuing and transmissionwhich cause the total increase in the E2ED between nodes. The
increasing order of the E2ED between nodes of the transmissions is
TD1 > TD2 > TD3 > TD4 (9)
Lets take the worst case scenario that the E2ED of the failed transmission will be equal to E2ED of last successful
transmission for the sack of easy calculation i.e;
TD1 = TD2 = TD3 = TD4
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Our this assumptionmay lightly decrease the total timewastage in PMTUD. The actual timewastagewill be slightly
higher then the timewastage shown in the Equation 10, which is because from Equation 9we have:
TDi −TD4 < 0
wher e, i = (1, 2, 3)
Therefore, Equation 8 becomes:
PTW = 10(TD4 +T ′D4) + 3TF (10)
Since, the 4t h transmission is also the successful transmission.
Therefore,
TD4 =
P TD ,
Hence,
PTW = 10(PTD +T ′D ) + 3TF (11)
Therefore, The total time for transmitting the packet in PMTUD is:
T ot al t ime = T4 +
P TW
PT = 6(PTD ) + 10(PTD +P T ′D ) + 3TF (12)
So, wewould neglect the changing of E2ED between nodes due to different packet size in each transmission and
will take E2ED between nodes of all transmission equal to the E2ED between nodes of successful transmission. So
from now own in our calculation wewould neglect the E2ED between nodes of various packet size and apply the E2ED
between nodes of successful transmission.
We have calculated the timewastage in IPv6 network due to the packet drop by intermediate nodes which we also
called as extra time delay or exceed time delay using all these name reflect samemeaning. The timewastage or extra
time delay can be understand as data exchange between Bob and Alice, that when Bob transmits a packet to Alice it
expected total time delay ofTD without any node dropping that packet, but if any node drops the packet then the Bob
has to re-transmit a new packet with decreased packet size to Alice and the packet arrives to Alice in the expected time
TD , since the time consumed in the previous failed transmission which comprises the E2ED of packet and the E2ED of
ICMPv6which is named as the timewastage or extra time delay. Now the total time delay in sending the packet will be :
T ot al t ime del ay (T ) = (TD ) + (TW )
where TD is expected time without packet loss and TW is time wastage due to failed transmission and T is actual
observed time. In other words the sum of total time delay of failed transmissions due to successive single packet loss by
intermediate nodes is called timewastage or extra time delay. In the following theoremswewill show different time
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wastage depending upon the order bywhich nodes drop packet and number of nodes involved in IPv6 network using
PMTUD algorithm. Wewill now draw some further conclusions on timewastage using PMTUD inmore general way.
Theorem 1 The general equation for themaximum total timewastage (PTW ) for the packet drop in IPv6 network using PMTUD
algorithm is :
PTW = Sn [PTD +P T ′D ] + nTF ,wher e n ⊂ Ú+ (13)
where Sn is sum of n-terms and n is defined as the number of nodes between source and destination.
Proof When the first node drop packet , then it has to send ICMPmessage to source and then source send a new packet
which reaches node 1 doing this the timewastage will be the sum of E2ED from source to node 1 and the ICMPmessage
packet delay from node 1 to source i.e PTD +P T ′D . Similarly, if the packet is drop by second node only, then the time
wastagewill be 2(PTp +P T ′D ) as the node has to reach the source for Ack packet and send the packet again up-to 2nd
node it will take 2(PTp +P T ′D ) extra time to do that. Since, if the packet is dropped by any number of nodes in the path
between source and destination, then the timewastage is the effecting nodemultiply to the sum of E2ED of packet and
ICMPv6 packet and it forms an arithmetic progression of difference of (PTp +P T ′D ) , so by A.P the an t h term is given by
an = a + (n − 1)d , universalAlt n ∈ (nodes) → Ú+
Si nce, a =P TD +
P T ′D +TF , d =
P TD +
P T ′D
Then the timewastage for incremental nodes dropping packets can be derived and is given by :
PTD +
P T ′D +TF , 2
PTD + 2
PT ′D +TF , 3
PTD + 3
PT ′D +TF , 4
PTD + 4
PT ′D +TF , 5
PTD + 5
PT ′D +TF ,
6PTD + 6
PT ′D +TF , ..... , n
PTD + n
PT ′D +TF
Then the total timewastage is given by adding timewastage due to each node 1 upto n t h :
PTW = [PTD +P T ′D +TF ] + [2PTD + 2PT ′D +TF ] + [3PTD + 3PT ′D +TF ] + [4PTD + 4PT ′D +TF ]+
+ . . . .. + [nPTD + nPT ′D +TF ]
= [PTD +P T ′D ](1 + 2 + 3 + 4 + . . . .. + n) + nTF
= Sn [PTD +P T ′D ] + nTF
PTW = Sn [PTD +P T ′D ] + nTF , universalAlt n ∈ Ú+
Theorem 2 When a packet has been truncate by any single intermediate node in IPv6 network using PMTUD algorithm, then
the time wastage (PTW ) for transmitting the single packet is given by:
PTW = n1[PTD +P T ′D ] +TF , universalAlt n1 ⊂ n, (14)
where n ∈ (nodes) → Ú+, such that n1 ∈ ni represents the node which dropped packet first.
Proof Let the time delay between hops be PTD and the time delay for ICMPv6message be PT ′D as the ICMPv6message
can’t be greater then 1280 octets , therefore ICMPv6 time delay be less then the transmitting packet delay. On sending
back the new packet the source need to do fragmentation and it will take a small time called fragmentation timeTF .
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When 1st node drop packet the timewastage would be the time until it route the packet to 2nd node that will be the
delay between the source to 1st hop and the ICMPmessage delay by hop to the source and time for the fragmentation
by source.
i.e.
PTD +
P T ′D +TF
Similarly, for other nodes the timewastage is,
1st , PTW =
P TD +
P T ′D +TF or 1[PTD +P T ′D ] +TF (15)
2nd , PTW = 2
PTD + 2
PT ′D +TF or 2[PTD +P T ′D ] +TF (16)
3r d , PTW = 3
PTD + 3
PT ′D +TF or 3[PTD +P T ′D ] +TF (17)
4t h , PTW = 4
PTD + 4
PT ′D +TF or 4[PTD +P T ′D ] +TF (18)
5t h , PTW = 5
PTD + 5
PT ′D +TF or 5[PTD +P T ′D ] +TF (19)
6t h , PTW = 6
PTD + 6
PT ′D +TF or 6[PTD +P T ′D ] +TF (20)
Since, from Equation 15 to 20 we see that the PTW for each node depends on the position number of the node
factor with[PTD +P T ′D ] , having constantTF throughout. Therefore, the general equation for the timewastage for n1
node drop packet is:
i.e
PTW = n1[PTD +P T ′D ] +TF ,
universalAlt n1 ⊂ n, wher e n ∈ (nodes) → Ú+ .
Theorem 3 The general equation for the minimum total time wastage for nodes dropping packet at least in one position in the
path between source and destination in PMTUD is given by,
PTW =
a∑
i=1
[ni (PTD + PT ′D )] + aTF (21)
Where ni is the position of the node in the path which drops packet at i times, alsoTF is the time of fragmentation by source
node and a is number of times packet dropped in the path.
Proof In Theorem 2 we have PTW = n1[PTD +P T ′D ] + TF which is time wastage for a node dropping packet in the
path between the source and destination. The time wastage for two nodes dropping packets in the path is given by
[n1 + n2][PTD +P T ′D ] + 2TF ,
wher e, n1 ∈ n and n2 ∈ n − (1, 2, 3, ..., n1) , n1 , n2 , n1 < n2, such that n ∈ (nodes) → Ú+ are first and second
nodes respectively which dropped packets in the path. Similarly, as we go on increasing the number of nodes which
dropping packets to i their is always a term ni [PTD +P T ′D ] +TF is incremented to the preceding time wastage, so in
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general for all of nodes which drop packet in the path in different order can be given by :
PTW =
(
(PTD + PT ′D )
∑ a
i=1[ni ]
)
+ aTF ,
©­­­«
ni−1 , ni , ni+1,
ni ∈ (a) → (n),
ni+1 ∈ (a) − (1, 2, 3....ni )
(22)
where a is the number of nodes which dropped packet. Now the Equation 22 is a general equation for the total time
wastage for all cases for nodes which drop packet from i = 1 t o i = n, wher e n ∈ (nodes) → Ú+ .
Theorem 4 The minimum time wastage equals to the maximum total time wastage using PMTUD algorithm at a = n , which is
given by,
PTW = Sn [PTD +P T ′D ] + nTf . (23)
Proof If all the nodes in between the path of source and destination drops the packet consecutively then the theorem
for theminimum total timewastage is given by:
PTW = (PTD + PT ′D )
n∑
i=1
[ni ] + nTF (24)
wher e a = n , as al l nodes ar e dr oppi ng pack et
Expanding Equation 24 by putting values of i which runs from 1 to n and is given by:
PTW =[n1(PTD +P T ′D ) +TF ] + [n2(PTD +P T ′D ) +TF ] + [n3[PTD +P T ′D ] +TF ]+
+ ...... + [nn (PTD +P T ′D ) +TF ]
=[PTD +P T ′D ][n1 + n2 + n3 + ..... + nn ] + [1 + 1 + 1 + 1 + ..... n − t imes]TF
=[PTD +P T ′D ][1 + 2 + 3 + 4 + .... + n] + nTF
=[PTD +P T ′D ]Sn + nTF
PTW =Sn [PTD +P T ′D ] + nTF (25)
Since the Equation 25which is derived fromGeneral formula of minimum timewastage is equal to themaximum
total timewastage at a = n.
Theorem 5 The limit of lower bound and the Upper bound of the total time wastage using PMTUD algorithm is given by :
n1[PTD +P T ′D ] +TF ≤P TW ≤ Sn [PTD +P T ′D ] + nTf (26)
Proof In Theorem 3 the general formula for the nodes dropping packets at least at one position is given by :
PTW = (PTD + PT ′D )
n∑
i=1
[ni ] + nTF (27)
At a= 1 , PTW = (PTD + PT ′D )[n1] +TF (28)
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Since, the minimum lower bound PTW is n1[PTD +P T ′D ] + TF when one node drop packet at n t h1 position in the
path. As we goes on increasing value of a the PTW also goes on increasing up-to a certain point where a = n then
PTW = Sn [PTD +P T ′D ] + nTf ), which is the upper bound timewastage
∴ n1[PTD +P T ′D ] +TF ≤ PTW ≤ Sn [PTD +P T ′D ] + nTf (29)
Therefore, the value of PTW can’t be lower then n1[PTD +P T ′D ] +TF and can’t be higher then Sn [PTD +P T ′D ] + nTf .
4.2 | Effect on Total TimeDelay Using DMTU
Nowwe send packet from source to destination using DMTU algorithm. Lets create a packet of same size as created
for the 1st transmission in PMTUD algorithm, that is 1800 bytes. This packet will travel through the same path (h1
to h2) and when it reaches at node 2 it runs the DMTU algorithm and send the packet through the next interface of
node 2 to node 3 where in before case the node has dropped the packet then the node 3 runs the DMTU algorithm
and transmits the same packet to next interface of node 3 then the packet passes from node 4, node 5 runs the DMTU
algorithm and transmits the packet to destination. Since, on sending the packet from the source to destination the
DMTU algorithm is triggered 3 times in the same nodewhere the next interfaceMTU is lesser the incoming packet size.
Therefore, the time for running the algorithm by router isTO and for three nodes it will be 3TO timewould be added to
the total transmission time.
Another effect on the increase of time delay DTD in DMTUD algorithm is the packet size, as in the successful
transmission the packet size is larger then the previous case (PMTUDCase) successful transmission where the packet
travels the distance withminimum packet size and here they travel same and equal distance but with bigger packet size
so, the E2ED between nodes would be same and can’t be neglected as they tracesmany nodes and each node has an
increase in transmission delay, processing delay and queuing delay then the former. That’s why the E2EDbetween nodes
in this case will be represented in terms of previous E2ED between nodes of successful transmission with additional
changes in this DMTU case. The range of  is not definite, throughout the paper we assume that it is a very small value in
fractions that when ± to any natural numberÎ results in minor change after decimal values and the product with any
natural numberÎ results value approaches to approximately 0.
i.e
x ±  ' x
x  ' 0
universalAlt x ∈ Î
Therefore,
DTD = (PTD +D−P TD ) (30)
The second entity of the Equation 30 i.e D−PTD is E2ED between nodes for the resultant packet size from subtract-
ing packet size of successful transmission in DMTU and PMTUD i.e superscript as (D − P ). D−PTD is nearly equals to the
difference in time delay of DTD and PTD . In play DTD ≥ PTD , therefore the (DTD − PTD ) is positive and is < .
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i.e
D−PTD = |DTD −P TD | <  (31)
=⇒ D−PTD <  (32)
The total time delay DT of the transmission depends upon the overhead time of the nodeTO and the Extra time
delay DTD because of increased packet size which is nearly less than epsilon . Therefore, the total time delay in DMTU
algorithmwould be:
T ot al t ime del ay (DT ) = (n + 1)DTD + 3TO (33)
Since, there are only 5 nodes then the Equation 33 becomes:
DT = 6(DTD ) + 3TO (34)
From Equation 30 the total time delay be:
DT = 6(PTD +D−P TD ) + 3TO
DT = 6(PTD ) + 6(D−PTD ) + 3TO (35)
wher e, |D−PTD | < 
Since, the total timewastageTW will be
DTW = 6(D−PTD ) + 3TO (36)
Therefore, total time delay can be represented as:
DT = 6(PTD ) +D TW
DT = 6(PTD ) + 6(D−PTD ) + 3TO (37)
Subtracting the Equation 12 from 37we get:
DT −P T = (6(PTD ) + 6(D−PTD ) + 3TO ) − (6(PTD ) + 10(PTD +P T ′D ) + 3TF ) (38)
DT −P T = (6(D−PTD ) − 10(PTD )) + (3TO − (10T ′D + 3TF )) (39)
Since,
[6(D−PTD ) − 10(PTD )] < 0[D−PTD <P TD ]
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Also,
[3TO − 10T ′D + 3TF ] < 0 ( : .[T ′D +TF ] > TO )
Since, the outcome of the two negative value will be a negative value which implies that :
DTW <
P TW
Hence, the total time delay in DMTU is less than the total time delay in PMTUD in a same network configuration
which implies that the use of DMTU decreases the time delay. From the above calculations we can show that total time
for n nodes dropping at a nodes can be given by:
T ot al T ime = [n + 1][PTD +D−P TD ] + aTO (40)
wher e, |D−PTD | < 
4.3 | Analysis of Total TimeDelay for n-Nodes
The calculations provided in Section 4 are limited to 3 nodes. However, the total time taken by the DMTU and PMTUD
for n nodes between source to destination, considering packet drop at ‘a’ number of nodes at position ni t h is given as:
For PMTUD:
PT =P TD (n + 1) + (PTD +P T ′D )
a∑
i=1
[ni ] + aTF (41)
For DMTU:
DT =P TD (n + 1) +D−P TD (n + 1) + aTO (42)
Subtracting Equation 53 from 42we have :
DT −P T =
(
D−PTD (n + 1) + aTO
)
−
(
(PTD +P T ′D )
a∑
i=1
[ni ] + aTF
)
=
(
D−PTD (n + 1) − (PTD +P T ′D )
a∑
i=1
[ni ]
)
+ (aTO − aTF )
DT −P T =
(
D−PTD (n + 1) − (PTD +P T ′D )
a∑
i=1
[ni ]
)
+ a (TO −TF ) (43)
Now the term∑ ai=1[ni ] creates two scenarios, consecutive and non-consecutive case scenarios. In consecutive
case scenario when packets drop in Consecutively i.e ni − ni−1 = ni+1 − ni , where in non-consecutive the packet drop is
random and is non-consecutive that is ni − ni−1 , ni+1 − ni .
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F IGURE 6 Representation ofMTU’s of the nodes in random fashion in non-consecutive case.
4.3.1 | Non-Consecutive Case Scenario
The non-Consecutive case scenario arises when the nodes drop packet randomly i .e ni − ni−1 , ni+1 − ni , then the term∑ a
i=1[ni ] = (n1 + n2 + n3 + n4 + . . .na ). In Figure 6 is the representation of theMTU’s of the nodes in random fashion in a
network path in non-consecutive case. Since, D−PTD <<P TD +P T ′D and the value of D−PTD < .
Therefore, the effect of (n + 1) on |D−PTD | will be:
(n + 1)D−PTD <  (44)
=⇒
(
(n + 1)D−PTD
)
<
(
(PTD +P T ′D )
a∑
i=1
[ni ]
)
(45)
Hence, (
D−PTD (n + 1) − (PTD +P T ′D )
a∑
i=1
[ni ]
)
< 0 (46)
Also,
TO < TF
=⇒ TO −TF < 0 (47)
Since from Equations 45 and 47 the result of sum of two negative value is a negative therefore:
DT −P T < 0
=⇒ DT <P T , universalAlt n ∈ Z + (48)
Hence the total time in the DMTU (DT ) is lesser then total time in PMTUD (PT ) in random case scenario.
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F IGURE 7 MTU’s of nodes in series fashion in the network path in consecutive case.
4.3.2 | Consecutive Case Scenario
In consecutive case scenario when nodes drop packet consecutively i .e ni − ni−1 = ni+1 − ni then the term∑ ai=1[ni ] =
Sa =
a(a+1)
2 . In Figure 7 show the nodes withMTU in decreasing fashion which give rise to the consecutive packet drop
by nodes.
Then the Equation 43will become
DT −P T = D−PTD (n + 1) − (PTD +P T ′D )Sa + a(TO +TF ) (49)
From Equation 49 the term:
(
D−PTD (n + 1) − (PTD +P T ′D )Sa
)
< 0,
i f f ,
n + 1 <
a(a + 1)
2
=⇒ 2(n + 1) < a2 + a
=⇒ a2 + a − 2n − 2 < 0 (50)
Since the Equation 50 becomes quadratic equationwith roots α > −1+(9+8n)
1
2
2 and β > −1−(9+8n)
1
2
2 . From the two
roots ,the root β > −1−(9+8n)
1
2
2 < 0which implies that ‘a’ has a negative value, which is not possible as a ⊂ n, n ∈ Z +.
Therefore the root of quadratic equation is α > −1+(9+8n)
1
2
2 > 0. The root value has a fractional value and nodes can’t be
in fraction, therefore we take the floor value of root a i.e,
F l oor (a) = ba c
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Since the success probability of n + 1 < a(a+1)2 at a >
⌊
−1+(9+8n)
1
2
2
⌋
is given by probability function:
P (n + 1 >
a∑
i=1
[ni ]) = 1 − a − 1
n
At a = −1+(9+8n)
1
2
2 ,
P (n + 1 >
a∑
i=1
[ni ]) ≤ 1 −
[ −1+(9+8n)
1
2
2 ] − 1
n
In Figure8 shows the success probability by varying thenumberof nodes,which showsat highest success probability
of l oge (2.5173) at nodes 300 and lowest success probability of l oge (1.39) at node 0, over the number of nodes the term
a(a+1)
2 > (n + 1) at a >
⌊
−1+(9+8n)
1
2
2
⌋
> 0, universalAlt a ⊂ n and n ∈ Z +, which implies that:
D−PTD (n + 1) < (PTD +P T ′D )
a(a + 1)
2
.
Therefore,
D−PTD (n + 1) − (PTD +P T ′D )
a(a + 1)
2
< 0.
Also, from Equation 47 the term:
TO −TF < 0
=⇒ DT <P T (51)
InTable1 thedata is collected fromthe successprobability graphovernumberof nodeswhen n ≥ ni > α , wher e α >⌊
−1+(9+8n)
1
2
2
⌋
∈ (ni ) at∑ ai=1[ni ]which shows success probability increases rapidly from 0.3333 to 0.99 as number of
nodes increases for (n + 1) < a(a+1)2
Hence the total time in the DMTU (DT ) is lesser then total time in PMTUD (PT ) in consecutive case scenario with success
probability of l oge (2.718) for n-nodes.
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F IGURE 8 Success probability graph over number of nodes.
TABLE 1 Data from probability graph over nodes.
Number of Nodes Success Probability In Terms of Loge (s)
0 0.3332 l oge (1.3954)
1 0.4384 l oge (1.5502)
5 0.6000 l oge (1.8221)
10 0.6783 l oge (1.9705)
20 0.7500 l oge (2.1170)
30 0.7870 l oge (2.1967)
40 0.8108 l oge (2.2497)
50 0.8278 l oge (2.2882)
100 0.8728 l oge (2.3936)
200 0.9072 l oge (2.4773)
300 0.9232 l oge (2.5173)
5 | GRAPHICAL ANALYSES AND COMPARISON RESULTS
To find out howmuch effective and robust is the new proposedmethod compared to the previous stat-of-art algorithm ,
we carried out a graphical representation of the network parameters namely TimeDelay, Latency and Throughput of
both themethods by deriving the related equation of parameters and then compared them. To calculate and compare
these parameters we need to find out how the general equations of total time delay of both the algorithms behaves,
under some fixed pre-defined values and varying percentage of packet drop. For that we fix the values for the terms
of both the general equations of total time delay to be the average/highest limit as seen in real network analyses
software’s, so that the results will be accurate. Since the parameters which we are fixing pre-defined value are given
by; PTD = 10−1, D−PTD = 10−2, TO = 10−3, PT ′D =P TD − 15 · 10−2, By keeping these parameters constant and taking
iterations of ‘a’ which is the nodes which dropped the packet i.e a = (10%n, 20%n, 30%n, 40%n, 50%n)
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We will now be able to get a better graphical representation of these network parameters using these fixed
pre-defined value and by varying percentage of packet drop.
5.1 | Graphical Analysis of Total TimeDelay
In Equation 23we have Total time delay for DMTU as:
DT = n
(
PTD +
D−P TD
)
+
(
PTD +
D−P TD + (aTO )
)
(52)
The Equation 52 is in form of y = ax + b,where a = (PTD +D−P TD ) and b = (PTD +D−P TD + (aTO )) Taking n towards
x-axis and DT towards y-axis which gives us a straight line, origin at intercept (PTD +D−P TD + aTO ) of y-axis with (+)
slope of (PTD +D−P TD ).
From Equation 53we have Total time delay for PMTUD as:
PT =P TD (n + 1) + (PTD +P T ′D )
a∑
i=1
[ni ] + aTF (53)
which also the form of y = ax + b,, with a = (PTD ) and Intercept of b =P TD + (PTD +P T ′D )(∑ ai=1[ni ]) + a(TF , Where
the valueTF ≈ TO , therefore we take the value ofTF = TO as we now don’t have the overhead time calculated but our
assumption is thatTO < TF and for the sake of calculation, we treat it to be equal toTF . Now both the equations follows
the linear equation where number of nodes (n) are along x-axis and Total time delay PT along y-axis. By subtracting PT
from DT will also produce a linear equation as:
DT −P T = n
(
D−PTD
)
+
((
D−PTD
)
−
(
PTD +
P T ′D
) ( a∑
i=1
[ni ]
))
(54)
Which has a intercept of
( (
D−PTD
) − (PTD +P T ′D ) (∑ ai=1[ni ]) ) and a = n (D−PTD ) .
Now by applying the fixed pre-defined values in both the Equations 52, 53 & 54 by varying percentage of packet
drop by nodes we get a spectrum of lines moving upwards, downwards and straight as shown in Figure 9a & Figure 9b.
The Figure 9a is derived at minimum value of∑ ai=1[ni ] , which means the packet drop starts from first node and
consecutively till value of ’a’ which is the last position of the node dropping the packet. In this analysis we see at
minimum value of∑ ai=1[ni ] the time delay for the DMTU algorithm is lower than the PMTUD algorithm. The green
line passing closer to the x-axis represents total time delay in DMTU algorithm, while the red lines going in upper
directions shows the percentage of nodes dropping packets in different iterations in PMTUD algorithm and blue-line
going downward direction along x-axis represents the amount of time delay saved by DMTU algorithm.
The Figure 9b is drawn at maximum value of∑ ai=1[ni ], i.e. at a = n , whichmeans the packet drops consecutively till
the nth node in the path and starts from x-a value, which represents the highest value of∑ ai=1[ni ] for nodes that drop
packet. This analysis shows that the DMTU algorithm is effective for routes passing large number of nodes with greater
probability of packet loss than using PMTUD.
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(a) AtMin(∑ ai=1[n i ])
(b) AtMax(∑ ai=1[n i ])
F IGURE 9 Comparisons of time delay in DMTU and PMTUD.
1
5.2 | Graphical Analysis of Throughput Enhancement
TheDMTU algorithm increases the throughput with respect to the throughput without DMTU algorithm. Andwewill
show the enhancement in the throughput mathematically.
Mathematically :
T hr oughput =
Dat a T r ansmi t t ed
Uni t of T ime
Let PTR be throughput using PMTUD algorithm. Since, Unit of Time = Total Time = PT and Dat a T r ansmi t t ed =
P ack et Si ze
=⇒ PTR = P ack et Si ze(PT )
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Let Packet size = P,
=⇒ PTR = P(PT ) (55)
Let DTR be throughput with DMTU,
=⇒ DTR = P ack et Si ze(DT )
Since, packet size = P,
=⇒ DTR = P(DT ) (56)
In the Equations 56 and 55 of DMTU and PMTUD throughput respectively we derive a graph by fixing a pre-defined
value to all constant terms other than nodes. In other words, the number of nodes varies in the route but keep other
parameters constant. The value of constant termswill be highest/average limit of expected network simulator results or
real time results. We carry this under different packet sizes so we take the iterations of packet size to see the rate of
effect of increasing the packet size on the throughput by PMTUD andDMTU algorithms.
Since, on putting values of DT and PT on Equation 56 and 55 respectively, we have:
DTR =
(
P
n
(
PTD +D−P TD
)
+
(
PTD +D−P TD + aTO
) ) (57)
PTR =
©­­«
P(
PTD (n + 1)
)
+
(
PTD +P T
′
D
) (∑a
i=1 ni
)
+ a (TF )
ª®®¬ (58)
The pre-defined constant values are PTD = 10−1, PT ′D =P TD −
(
15 · 10−3
)
, D−PTD = 10−2, TO = 10−3, TF =
10−4and let the packet size be constant i.e. P = (1300). Since, here we take varying value of percentage of nodes
dropping the packet to get a clear view of how throughput acts with nodes drop packets.
In Figure 10a shows the throughput between PMTUD andDMTU at single packet at minimum value of∑ ai=1[ni ].
For a single packet at different instant of percentage of nodes dropping packet the PMTUD throughput is lower then
DMTUwhile the DMTU throughput is smooth declining line with higher intercept from x-axis then PMTUD throughput.
In other words the DMTU throughput is improved over the PMTUD throughput.
The graph in the Figure 10b shows the throughput between PMTUD andDMTU at single packet at maximum value
of∑ ai=1[ni ]. Which shows PMTUD throughput is getting lower for each increase in percentage of node drop packet than
DMTU throughput. Since, this graphical observation identifies that the throughput in DMTU algorithm is greater than
in PMTUD algorithm for a given number of nodes ′n′. Again From Equation 48 and 51we have,
DT <<P T
=⇒ DTR > PTR (59)
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(a) AtMin(∑ ai=1[n i ])
(b) AtMax(∑ ai=1[n i ])
F IGURE 10 Comparisons of throughput in DMTU and PMTUD algorithms.
:. Throughput with DMTU (DTR ) > Throughput with PMTUD (PTR )
5.3 | Graphical Analysis of Latency Enhancement
Mathematically:
Lat ency α
1
T hr oughput
The latency is the inverse of throughput, therefore the throughput increases the latency decreases. The latency for
the PMTUD algorithm is:
LP = K
1
PTR
= K
PT
P
(60)
Where K is constant of proportionality. Now the latency for the DMTU algorithmwill be:
LD = K
1
DTR
= K
DT
P
(61)
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(a) AtMin(∑ ai=1[n i ])
(b) AtMax(∑ ai=1[n i ])
F IGURE 11 Analysing Latency in DMTU and PMTUD algorithms.
let value of K=1 for accuracy and putting valued of PT and DT in Equations 60 and 61 respectively which gives:
LP =
©­­«
(
PTD (n + 1)
)
+
(
PTD +
P T ′D
) (∑a
i=1 ni
)
+ a (TF )
P
ª®®¬ (62)
LD =
(
n
(
PTD +
D−P TD
)
+
(
PTD +
D−P TD + aTO
)
P
)
(63)
we have taken the same pre-defined value for the above Equations 62 & 63 i.e PTD = 10−1, PT ′D =P TD −(
15 · 10−3
)
, D−PTD = 10−2, TO = 10−3, TF = 10−4. Like in analyses of throughput, hear we also taken a set of same
order of packet size P = (1300)with varying percentage of nodes dropping the packet.
In Figure 11a shows the latency for the PMTUD algorithm andDMTU algorithm at minimum value of∑ ai=1[ni ]. The
latency for PMTUD algorithm is increases with increase in percentage of nodes dropping packet while the latency for
the DMTU algorithm is lower than the lowest Latency of PMTUD algorithmwith a large Intercept of Y-axis.
Again in Figure 11b shows the latency for thePMTUDalgorithmandDMTUalgorithmatmaximumvalue of∑ ai=1[ni ].
In maximum value of∑ ai=1[ni ] the Latency difference between the PMTUD algorithm andDMTU algorithm is larger
than theminimum value of∑ ai=1[ni ].
32 HUSSAIN ET AL.
Again by dividing Equation 60with 61we get:
LP
LD
=
PT
DT
Since, from Equation 48 and 51we have:
DT << PT
=⇒ LP
LD
> 1
=⇒ LP > LD (64)
Hence the Latency with DMTU is Lower than Latency with PMTUD algorithm.
5.4 | Routing Effectiveness
Lemma 1 The ratio of Packet Delivery rate of PMTUD to Packet Delivery rate of DMTU is less than 1.
i.e.
PDRP
PDRd
< 1 (65)
Proof The number of packets delivered to the number of packets sent to reach to destination by source in samemedium
is given by Packet delivery rate (PDR) value:
i .e . PDR =
P ack et Received
P ack et Send
such that , (0 ≤ (PDR ) ≤ 1)
If the PDR is near to 0, then it shows a less routing effectiveness of protocol and if PDR is near to 1, then it shows
higher routing effectiveness of protocol. We now calculate the PDR value for PMTUDandDMTU then compare them to
see which has better routing effectiveness. Let’s denote PDRP for the PMTUD and PDRD for DMTU. Let x be number
of packets to be send by source to destination with intermediate nodes n and links (n+1) both for DMTU and PMTUD.
Let the packets drop due to network factors other thanMTU be ‘C’ and the packets dropped due toMTU-size would be
‘l’, then the Packets delivered will be x-(C+l)
∴ PDRP =
x − (C + l )
x
(66)
In DMTU the Packets drop due to factor ofMTU or ‘Packet too big’ will be rescued. Therefore, l = 0 , while the packets
drop due to other factors in network will be same as for PMTUD i.e. ‘C’.
∴ PDRD =
x − (C )
x
(67)
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Dividing Equation 66 by 67:
PDRP
PDRD
=
x − (C + l )
x − C (68)
In equation 68 the numerator is less than denominator by value of l , therefore its ratio is less than 1.
i .e
PDRP
PDRD
< 1 (69)
=⇒ PDRD > PDRP (70)
Hence, which shows that DMTU protocol has higher routing effectiveness than PMTUD.
6 | CONCLUSIONS & FUTURE WORK
This paper presents a scheme called DMTU that tries to reduce the packet drops inside the network in order to increase
the throughput and decrease the overall packet latency. The algorithm proves to be robust and fast. This Method
reduces usage of ICMPPTBmessages in parallel DynamicMTU scheme and nearly has null usage of ICMPPTBmessages
in Standalone DynamicMTU. It is completely independent of the Source node and any kind of Error messages until used
in parallel with PathMTUDiscovery Scheme as done by state-of-art algorithms in the same domain. Unlike PMTUD,
the algorithm processes the packet as it arrives and forwards in no time. This paper presents different versions of
the DMTU algorithm and shows how theminor optimizations help the algorithm to adapt to different networks. The
mathematical and graphical analyses of DMTU algorithm shows its effectiveness as compared to the state-of-the-art
PMTUD algorithm.
The future work is to complete implementation of the proposed mechanism in network nodes in other words
reprogramming the firmware of the router and carry out analysis of the network parameters using network simulators
and also compare themwith the results produced in this paper.
The DMTU algorithm can be further enhanced in terms of the overhead time it takes to process the packet and
overrides theMTUof a nodewhichwill have a great effect in the complete implementation andworking of the algorithm
and hence thereby decreases the time delay further. Over mainmotive of designing the DMTU algorithm is to get rid of
the Packet truncation and congestion in IPv6 protocol networking which effects theQuality of Service of the network.
The time complexity and space complexity of the program must be minimised low so that the router won’t be
burdenedwith the algorithm program. The algorithm programmust be fast so that the processing delay would be low
andwon’t cause any congestion in buffer of the router.
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