Successful automation of a machining process system requires an effective and efficient tool condition monitoring system to ensure high productivity, products of desired dimensions, and long machine tool life. As such the component's processing quality and increased system reliability will be guaranteed. This paper presents a classification of healthy and faulty conditions of the face milling tool by using the Naïve Bayes technique. A set of descriptive statistical parameters is extracted from the vibration signals. The decision tree technique is used to select significant features out of all statistical extracted features. The selected features are fed to the Naïve Bayes algorithm. The output of the algorithm is used to study and classify the milling tool condition and it is found that the Naïve Bayes model is able to give 96.9% classification accuracy. Also the performances of the different classifiers are compared. Based on the results obtained, the Naïve Bayes technique can be recommended for online monitoring and fault diagnosis of the face milling tool.
Introduction
The monitoring of machining processes can represent economy and practicality by identifying tool wear, surface roughness, and anomalies during metal cutting operation. Traditional assessment of tool life using Taylor's tool life equation does not provide sufficient information about the complete life cycle of the tool. In some situations, it may lead to an overestimation of tool life and in some situations to underestimation of tool life and this will lead to excessive replacements of the tool. As a consequence, precious time and scarce resources are wasted. Excessive wear and tool breakage are the main reasons for the downtime. The damaged cutting tool can increase its strain level and result in poor surface finish of the product. Production rate increases significantly by reducing the machine tool downtime. Tool condition monitoring (TCM) is extremely viable in reduction of cutting tool downtime. In a TCM system, cutting process data, such as vibration, current signal, sound energy, surface finish, cutting force, temperature, image processing, etc. are acquired with sensors such as accelerometer, acoustic emission (AE) sensor, charge coupled device (CCD) camera, dynamometer, surface profiler, current sensor, pyrometer, etc. 1 Signal processing methods are used to analyze the data and some salient features are then extracted from the acquired raw signals. These extracted and selected features are used to optimize the process using artificial intelligence techniques. Actual data from the experiment and predicted values are compared to assess the precision of the technique. Then, controlling the machining process is possible by feeding the optimized data to the servo mechanism and machine controller. 2 TCM techniques include direct measurement and indirect measurement of tool wears. Direct measurement of cutting edge provides the most accurate information about physical deterioration of the cutting tool. Park and Ulsoy 3 adopted direct measurement method by using optical sensing techniques with computer vision. LoCasto et al. 4 used CCD camera for tool wear measurement. Ryabov et al. 5 used laser displacement sensor for online measurement of tool geometry in the milling process. They evaluated tool geometry failure through intensity and displacement of laser beam simultaneously. The literature based on direct measurement shows that the system will not be able to measure flank wear of dimension less than 40 mm. This is one of the limitations in direct measurement of TCM systems. Direct measurement offers good accuracy in certain conditions only. During machining, the cutting fluid surrounds the tool, making online direct measurements difficult. Currently, indirect measurements are found more suitable for online process applications.
In an indirect measurement system, the machining process data, such as force, vibration, AE, current/power, temperature, etc. are acquired and relevant features are extracted. Feature selection and ultimately, fault classifications based on selected features can be done using artificial intelligent techniques. Kuljanic and Sortino 6 proposed tool wear indicators, namely torque force distance (TFD) indicator and normalized cutting force (NCF) indicator. They concluded that TFD indicator is better than NCF, because there is no need to determine the unworn tool cutting force and it is enough to compute the mean cutting force and actual mean torque. Tansel et al. 7 investigated the performance of a genetic tool monitor system with the measured cutting force in the micro end milling of POCO EDM-C3 soft electrode in order to identify faults during operation. This approach is very conservative to abolish fault alarms during the process and it performed very accurately within framed time in the micro end milling process. Jemielniak and Arrazola 8 studied an application of the combination of AE and cutting force signals in micro milling operation. They observed that there was a stronger influence of tool wear on AE signals than on cutting force signals. Marinescu and Axinte 9 carried out an experiment on determining the malfunctions of both the tool and workpiece (Inconel 718) using cutting force and AE signals in end milling. They reported for the first time on possibility of predicting defects on workpiece surfaces by using AE sensors and they also found efficient performance of the combined effects of AE and cutting force signals on tool wear measurement and workpiece surface integrity. Rene et al. 10 extracted cutting force signals from the driver current signal obtained from servo driver directly to predict sensorless tool breakage in computer numerical control milling machines.
Tool-workpiece material structural vibrations contain relevant features of tool wear. Orhan et al. 11 investigated the tool wear in time and frequency domain analyses during end milling of AISI D3 cold work tool steel using vibration signals. They observed that there was no considerable increase in the vibration amplitude until a flank wear reached 160 mm, above which the vibration amplitude increased significantly. Hsueh and Yang 12 employed support vector machine (SVM) method for tool breakage monitoring system in face milling of 7075 Aluminum through spindle displacement signals. Experimental results have shown that this approach is reliable, highly sensitive, and robust in signal processing and also tool breakage monitoring can be implemented successfully. Elangovan et al. 13 used principal component analysis and C4.5 algorithm for tool wear classification. They concluded that the decision tree (C4.5 algorithm) is a better method for feature selection as compared to the principal component analysis method. Jantunen 14 presented signal analyses, diagnostic techniques, and summary of monitoring methods for tool wear in the drilling process. Researchers have often used the diagnostic tools such as fuzzy logic, 15 neural networks, 16, 17 adaptive neuro fuzzy inference system, 18 etc. However Sokolowski 19 noticed a poor classification of tool wear by fuzzy logic. Sugumaran et al. 20 used the decision tree technique for feature selection and proximal SVM for classification of faults in roller bearing. Painuli et al. 21 analyzed the vibration data for tool health monitoring in turning using K-star algorithm. They concluded that the K-star algorithm is able to achieve 78% classification accuracy.
The aforementioned literature provides motivation to work on the TCM system with an efficient and effective intelligent technique. This study aims to use vibration signals of healthy and faulty conditions of a face milling cutter for condition monitoring. In order to extract useful information, descriptive statistical parameters such as standard error, kurtosis, mode, range, mean, and median are selected from raw signals using decision tree. The Naı¨ve Bayes algorithm is used to classify different conditions of the tool using the selected features.
Experimental setup
Experiments were carried out using a universal milling machine with recommended machining parameters by tool producer (M/s Mitsubishi) such as depth of cut 0.5 mm, feed 0.067 mm/tooth, and cutting speed 75 m/min. A face milling cutter (6 Carbide inserts, Mitsubishi make: SEMT13T3AGSN-VP15TF) of 80 mm diameter and workpiece material of AISI H13 steel were used in this study. The experimental setup is shown in Figure 1 . Experiments were conducted with four different conditions of the tool, out of which one is healthy and three are faulty conditions, namely . Chipping on the rake face (chipping); . Tip breakage (breakage); . Flank wear.
In the healthy condition of the tool, all six inserts are new/unworn inserts (Figure 2 (a)), whereas in faulty condition among six inserts one is either chipping or breakage or flank wear (Figure 2 (b) or (c) or (d)) have been considered for analysis. Vibration signals were acquired using triaxial piezoelectric accelerometer (YMC145A100, response frequency >15 kHz, measurement range AE 50 g, and sensitivity 106.3 mV/g) mounted on spindle housing. Data acquisition system NI DAQ 9234 (24-Bit, AE 5 V, 4 channel module) was used to acquire acceleration signals from the sensor; subsequently, analog signal was converted to digital by a DAQ system with sampling frequency of 25.6 kHz. These signals were processed using LabVIEW software and data were recorded on a computer.
Rough machining was carried out with few passes to remove oxide layer and unevenness on the workpiece. The process was kept running for a few minutes to stabilize the machine, vibrating parts at initial stage. The vibration signals were acquired for healthy and different faulty conditions of the tool. A total of 160 samples were taken out of which 40 samples were for each condition of the tool with time interval of 1 s at sampling frequency of 25.6 kHz. Figure 3 shows the time series plots in feed direction for different conditions (healthy, chipping, breakage, and flank wear) of the milling tool. 
Machine learning system
Machine learning is a scientific method to examine diagnostically the construction and study of algorithms that can learn from data. These algorithms build a model based on inputs and use that to make decisions or predictions, rather than following only explicitly programmed instructions. The flow chart of machine learning system for fault diagnosis of face milling cutter is as shown in Figure 4 .
The experimental setup includes machine, sensor mounting, and DAQ system connection as described in ''Experimental setup'' section and further steps of the machine learning system will be discussed in forthcoming sections.
Feature extraction
The acquired vibration signals have different kinds of features which convey useful information about the raw signal. For example, statistical features, wavelet features, histogram features, etc. can be extracted from the acquired signals. Feature extraction is a process of extracting a set of new features from the raw signal through some functional mapping. 22 Statistical features considered in the present study for analysis and the extracted features are discussed below. about statistical parameters are displayed as follows.
1. Standard error: Standard error is for an individual x in the regression, a measure of the amount of error in the estimation of y, ''n'' is the sample size, x and y are the sample means. It can be expressed as
2. Standard deviation: This is a measure of power content or effective energy of the signal. The standard deviation () can be expressed as 
Sample variance:
It is variance of the signal points and the following formula is used to compute sample variance
4. Kurtosis: Kurtosis represents the spikiness or the flatness of the signal. Its value varies with the condition of the tool in such a way that kurtosis value is very low for the unused cutting tool and high for the faulty tool due to the spiky nature of the signal
where ''s'' is the sample standard deviation. 5. Skewness: Skewness characterizes the degree of asymmetry of a distribution around its mean. The following expression can be used to compute skewness
6. Minimum value: For a given signal, minimum value refers to the minimum signal point value. As the tool gets worn out, the vibration level increases. Therefore, it can be used to predict tool wear condition. 7. Maximum value: It refers to the maximum signal point value in a given signal. 8. Range: It refers to the difference between maximum and minimum signal point values for a given signal. 9. Sum: It is the totality of all feature values for each sample.
Some of the features extracted will provide sufficient information about tool condition. Hence, a technique is required which selects the best features, among the extracted ones. The decision tree technique is used for feature selection in this study and it can be seen in ''Decision tree (J48 algorithm)'' section.
Feature selection
The process of feature selection is a difficult task as compared to feature extraction; in this section no new features are generated. It is a process of choosing a subset of ''M'' features from the existing set of ''N'' features (M < N), so that feature space is optimally decreased based on certain criterion. 23 In machine learning systems the roles of feature selection are as follows:
. to decrease the feature space dimensionality; . to accelerate a learning algorithm; . to enhance the predictive accuracy of a classification algorithm; . to improve the understandability of the learning results.
Decision tree (J48 algorithm). The decision tree technique is used to classify data into discrete ones using tree structured algorithms. 24 J48 technique has found immense applications such as in the medical sector, engineering, market research statistics, etc. The main purpose of the decision tree is to illustrate the structural information contained in the data. A standard tree is represented with J48 algorithm; it consists of a root node, a number of leaves, nodes, and a number of branches. Each branch of the tree represents a chain of nodes from the root to a leaf and each node represents an attribute (or feature). The presence of a feature in a tree gives information about the prominence of the associated feature. The procedure for making the decision tree and using the same for feature selection is explained below.
1. The set of features is treated as input to the algorithm and the corresponding output is a decision tree. 2. It consists of leaf nodes, which indicate class labels and the rest of the nodes related to the classes are classified.
3. The branches of the tree exhibit each predictive value of the generated feature node. 4. Feature vectors are classified using decision tree, starting from the root of the tree to the node of the leaf. 5. In each decision node in the tree, the most useful feature based on the estimation criteria can be chosen. The useful features identified based on the criteria which invoke the concepts of information gain and entropy reduction are explained below.
Information gain and entropy reduction. Information gain is defined as an expected reduction in entropy by partitioning the samples based on the feature. Entropy is defined as a measure of disorder present in the set of instances. By adding information, it reduces uncertainty. Information gain compares the entropies of the original system and the system after information added. The information gain (S, A) of a feature ''A'' to a set of examples ''S'' can be expressed as
where ''Values (A)'' is the set of all possible values for attribute ''A'' and ''S v '' is the subset of ''S'' of which feature ''A'' has a value ''v'' (i.e. S v ¼ {s 2 Sj A(s) ¼ v}).
Note the first term in equation (6) is just the entropy of the original collection ''S'' and the second term is the expected value of the entropy after ''S'' is partitioned using feature ''A.'' The expected entropy described by the second term is the direct sum of the entropies of each subset ''S v '' weighted by the fraction of samples jS v j/jSj that belong to ''S v .'' Gain (S, A) is therefore the expected reduction in entropy caused by knowing the value of a feature ''A.'' Entropy is given by
where ''c'' is the number of classes. ''P i '' is the proportion of ''S'' belonging to the class ''i.'' 25 
Feature classification
In machine learning, classification is considered as an instance of supervised learning, which means learning where a training set of correctly identified observations is available. In classification, a feature extractor provides a feature vector to assign the data points to a category. 26 Many classifiers such as SVM, decision trees, Naı¨ve Bayes, neural networks, etc. can be used as diagnostic tools in machine learning approach. In these studies, Naı¨ve Bayes technique is used as a classifier and the following section explains briefly about Naı¨ve Bayes method.
Bayes classifier. Bayesian decision making refers to choosing the most likely class given the value of a feature or features. Consider the classification problem with two classes C1 and C2 based on a single feature x. From the training sets of the two classes, histograms can be prepared and the respective priori probabilities determined. Information extracted from there can be used to carry out classification based on the feature x. Figure 5 shows a hypothetical case. The class C1 can be assigned values of x small enough and the alternate class C2 assigned sufficiently large values of x. This leads to the probability of deciding a classification boundary and a rationale for it. Consider a sample with feature value x ¼ x b such that
A sample with feature value x < x b has P c1 (x b ) dx > P c2 (x b ) dx. It can be classified as belonging to class C1. On the other hand, a sample with feature value x > x b has P c1 (x b ) dx < P c2 (x b ) dx. It can be classified as belonging to class C2. Thus, x ¼ x b constitutes the classification boundary. 27 The procedure has been directly extended to multiple classes and features of Bayes classifier by Hemantha et al. 28 In this study, the feature vector which comprises of selected features from decision tree is treated as an input to the Naı¨ve Bayes classifier and the obtained results are discussed in ''Feature selection and classification'' section.
Results and discussion

Statistical features extraction
From the acceleration data, descriptive statistical features like skewness, mode, standard error, maximum, minimum, range, sum, mean, standard deviation, median, sample variance, and kurtosis are assessed to serve as features. These parameters are referred to as statistical features and these will be treated as input to the J48 algorithm.
Feature selection and classification
The J48 algorithm used the data set for making the decision tree as a result of feature selection. The given data set of 160 samples fed to the algorithm and decision tree is illustrated in Figure 6 . The rectangular blocks indicate classes (condition of the tool).
All extracted descriptive statistical parameters were used as input to the decision tree, significant features to be selected out of the extracted ones. As seen from Figure 6 , the tree structure of different classes has been formed in such a way that when standard error is greater than 0.022357 it is classified as healthy, whereas when standard error is greater than 0.018736 and less than/equal to 0.022357 it is classified as flank wear condition and so on. The tool conditions (healthy, chipping, breakage, and flank wear) are represented as leaves in the tree. Out of 12 features, six features selected by decision tree such as mean, kurtosis, range, median, mode, and standard error are the significant features. These selected features are treated as input to the classifier. In this study, 40 samples were considered for each condition of the tool (for four classes 160 samples). These data were divided into two; training data set and testing data set. Sixty-five percent of the samples were used as training set and the remaining 35% (14 samples per each class) of the samples were used for testing the model. The comparison of the performances of the different classifiers has been carried out to select an effective and efficient classifier. Classification accuracies of the different classifiers are shown in Table 1 .
It is noted in Table 1 that the Naı¨ve Bayes model has achieved a high classification accuracy (96.43%) as compared to other classifiers such as decision tree, artificial neural network, SVM, and K-star commonly used in the machine learning literature. Hence, the Naı¨ve Bayes model is the best classifier in fault diagnosis of the face milling tool. Detailed classification of the tool conditions by the Naı¨ve Bayes classifier is presented in Tables 3  and 4 . Indira et al. 29 suggested a number of samples (less than 10 per each class) required to distinguish fault conditions in the area of machine learning approach. However, 40 samples per each class were used for classifying the face milling tool conditions in order to get a statistically stable classification accuracy. The parameters related to Naı¨ve Bayes model are listed in Table 2 . Table 3 shows the confusion matrix of the Naı¨ve Bayes classifier and diagonal elements represent the correctly classified instances. All instances which lie in the first row of the matrix belong to healthy condition, here all 40 instances (first row, first column element) were correctly classified as healthy. In a similar manner, all 40 instances of flank wear condition were also correctly classified. In case of breakage condition, 37 out of 40 instances were correctly classified as breakage, while three instances were misclassified as chipping and so on. Detailed classification accuracy of the Naı¨ve Bayes model is as shown in Table 4 , where the true positive rate (TP rate) and false positive rate (FP rate) indicate the significance in judging the quality of the model; for good classification TP rate implies ''1,'' while the FP rate implies ''0.'' For the given vibration signals, TP rate of healthy condition is 1 which indicates all 40 instances were correctly classified as healthy. In case of breakage condition, TP rate is about 0.925 which indicates 37 out of 40 instances were correctly classified as breakage, whereas three instances of breakage were misclassified as chipping which is represented by FP rate of 0.017 and so on. Here, out of 160 instances, five instances were misclassified by Naı¨ve Bayes algorithm with the overall classification accuracy 96.9% for the given vibration signals. Ultimately, one can say that 100% (40 instances) of healthy instances were correctly classified, whereas none of the instances of fault conditions were represented as healthy. This can be accepted as a reasonably good performance of the classifier. Hence, the Naı¨ve Bayes technique can be suggested for fault diagnosis of the face milling tool.
Conclusion
This paper dealt with the fault diagnosis of a multipoint cutting tool by using machine learning approach. Vibration signals pertaining to different conditions of the face milling tool were acquired and statistical features were extracted. Decision tree was used to select the significant features out of the extracted statistical features. The Naı¨ve Bayes algorithm was used to classify the different conditions of the cutting tool. Based on the results and analysis, the following conclusions were drawn. Statistical features (standard error, mean, kurtosis, range, median, and mode) of vibration signals have served a good platform for classifying the tool conditions. The Naı¨ve Bayes model has provided classification accuracy of about 96.9%, which is reasonably good and acceptable for the face milling process. This shows that machine learning technique is a promising approach for fault diagnosis of face milling tool and the combination of decision tree and Naı¨ve Bayes techniques with statistical features can be recommended in applications of TCM system of the face milling process. 
