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Sampling Statistics 
As background fluctuations of fluorescence intensity have an inherent random distribution that could bias our 
results, it was critical to rule out the possibility of incorrect identification of weak fluorescent signals. This 
was done by examining the noise level within the tracked data following the analysis of sampling statistics in 
the images. We determined the standard deviation of the background fluorescence (13.5 ± 0.5 fluorescent 
units) and then looked for the weakest spots assigned as coated pits. Their peak intensity (16 fluorescence 
units after background subtraction) results in a signal-to-noise ratio of 16/13.5 = 1.185. Assuming that these 
fluorescent clusters are Gaussian in shape (size of 3 × 3 pixels) and assuming a full-width half-maximum of 3 
pixels, the average fluorescent intensity in each pixel of a cluster is roughly five sixths of that of the center 
pixel, or 13.33 fluorescence units, Thus, the average signal-to-noise for all pixels within the cluster becomes 
13.33/13.5 = 0.988, and, considering a standard normal distribution, the signal-to-noise ratio for a single pixel 
gives a significance level of 0.322, equivalent to a 67.8% chance that the signal is real. Because the 
fluorescent cluster contains nine such pixels, the signal-to-noise ratio improves to 2.994 with a significance 
level of 0.0028 (or 99.72% chance that this signal is real), since it is proportional to the square root of the 
sampling number. Finally, by imposing the criterion that the fluorescent spot for a coated pit has to remain in 
the same location in three consecutive time frames, one obtains an increase (proportional to the square root of 
the number of consecutive images) to 5.2 in the signal-to-noise ratio. This ratio corresponds to a significance 
level well below 0.0005, indicating that the weak events scored by the program (e.g., those with fluorescent 
intensities corresponding to 15% of the signal elicited by a complete coated vesicle) have a 99.95% 
likelihood of being real. Similarly, we estimate that events corresponding to 50% of the fluorescent signal 
elicited by a coated vesicle have a 99.9999% chance of being real. 
Spatial Statistics 
In spatial statistics, Ripley’s K function (Ripley, 1976) is a classical tool to analyze spatial point patterns. The 
definition of the K function is as follows: 
     (1) 
where E(d < t) denotes the number of particles within a distance t of an arbitrary particle, and λ the density of 
particles (mean number of particles per unit area). The density can be estimated by N/A, where N is the 
observed number of points and A is the area of the field of view. The numerator in Equation 1 can be 
estimated by 
     (2) 
where dij is the distance between the ith and jth points, and I(x) is the indicator function, with the value 1 if x 
is true and 0 if otherwise. 
To prevent a bias in K(t) values at larger values of t due to the finite size of the field of view, an edge 
correction is introduced, 
,  (3) 
with the weight function ω(li, lj) providing the edge correction (Ripley, 1976). It has the value 1 when the 
circle centered at li and passing through the point lj (i.e., with radius of dij) is completely inside the field of 
view. If part of the circle falls outside the field of view (i.e., dij is larger than the distance from li to at least 
one boundary), ω(li, lj) is the proportion of the circumference of that circle that falls in the field of view. 
Ripley’s K function is particularly powerful to test spatial randomness, i.e., whether the spatial distribution of 
the events is consistent with a homogeneous Poisson process. In that case, K(t)= πt2 for all t. To facilitate 
direct comparisons to Poissonian processes, where L(t) is equal to t, we use the scaled function L(t) = 
(K(t)/π)1/2. The function L(t) was calculated for every data set, consisting of the x, y positions of all observed 
clathrin or σ2-adaptin clusters in one particular experiment. To estimate the error for L(t) of the experimental 
datasets, we simulated Poissonian distributions of events with identical field and sample size as the 
experimental data. L(t) was calculated for a large number of simulations (n = 40 per dataset), and the standard 
deviation obtained from the distributions in L(t) was adopted as an error estimate for the data presented in 
Figure 2. All analyses and simulations were performed in MATLAB (Mathworks, Natick, MA). The code 
written in MATLAB to simulate the Ripley’s K function, and the diffusion of LDL is available on request. 
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