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A RECURSIVE BOUND FOR A KAKEYA-TYPE MAXIMAL
OPERATOR
RICHARD OBERLIN
Abstract. A (d, k) set is a subset of Rd containing a translate of every k-
dimensional plane. Bourgain showed that for 2k−1 + k ≥ d, every (d, k) set
has positive Lebesgue measure. We give an Lp bound for the corresponding
maximal operator.
1. Introduction
A measurable set E ⊂ Rd is said to be a (d, k) set if it contains a translate of
every k-dimensional plane in Rd. Once the definition is given, the question of the
minimum size of a (d, k) set arises. This question has been extensively studied for
the case k = 1, the Kakeya sets. It is known that there exist Kakeya sets of measure
zero, and these are called Besicovitch sets. It is conjectured that all Besicovitch sets
have Hausdorff dimension d. For k ≥ 2, it is conjectured that (d, k) sets must have
positive measure, i.e. that there are no (d, k) Besicovitch sets. These size estimates
are related to Lp bounds on two maximal operators which we define below.
Let G(d, k) denote the Grassmannian manifold of k-dimensional linear subspaces
of Rd. For L ∈ G(d, k) we define
N k[f ](L) = sup
x∈Rd
∫
x+L
f(y)dy
where we will only consider functions f supported in the unit ball B(0, 1) ⊂ Rd.
A limiting and rescaling argument shows that if N k is bounded for some p <∞
from Lp(Rd) to L1(G(d, k)), then (d, k) sets must have positive measure. By testing
N k on the characteristic function of B(0, δ), χB(0,δ), one sees that such a bound
may only hold for p ≥ d
k
. For L in G(d, k) and a ∈ Rd define the δ plate centered at
a, Lδ(a), to be the δ neighborhood in R
d of the intersection of B(a, 12 ) with L+ a.
Fixing L, considering N kχLδ(0), and using the fact that the dimension of G(d, k) is
k(d− k) we see that a bound into Lq(G(d, k)) can only hold for q ≤ kp. This leads
to the following conjecture, where the case k = 1 is excluded due to the existence
of Besicovitch sets.
Conjecture 1.1. For 2 ≤ k < d, p > d
k
, 1 ≤ q ≤ kp
‖N kf‖Lq(G(d,k)) . ‖f‖Lp(Rd).
It is also useful to consider a generalization of the Kakeya maximal operator,
defined for L ∈ G(d, k) by
Mkδ [f ](L) = sup
a∈Rd
1
Ld(Lδ(a))
∫
Lδ(a)
f(y)dy
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where Ld denotes Lebesgue measure on Rd. Using an argument analogous to that
in Lemma 2.15 of [2], one may see that a bound
(1) ‖Mkδf‖L1(G(d,k)) . δ
−α
p ‖f‖Lp(Rd)
where α > 0 and p < ∞, implies that the Hausdorff dimension of any (d, k) set is
at least d− α. Considering MkδχB(0,δ) and MkδχLδ(0), we formulate
Conjecture 1.2. For k ≥ 1, p < d
k
, q ≤ (d− k)p′
‖Mkδf‖Lq(G(d,k)) . δk−
d
p ‖f‖Lp(Rd).
In [4] Falconer showed that N k is bounded from L dk+ǫ(Rd) to L1(G(d, k)) for
k > d2 . Later, in [2], Bourgain used a Kakeya maximal operator bound combined
with an L2 estimate of the x-ray transform to show that N k is bounded from
Lp(Rd) to Lp(G(d, k)) for (d, k, p) = (4, 2, 2+ ǫ) and (d, k, p) = (7, 3, 3+ ǫ). He then
showed, using a recursive metric entropy estimate, that for d ≤ 2k−1 + k, N k is
bounded for a large unspecified p. Substituting in the proof Katz and Tao’s more
recent bound for the Kakeya maximal operator in [9]
(2) ‖M1δf‖Ln+34 (G(n,1)) . δ
− 3(n−1)4n+3 ‖f‖
L
4n+3
7 (Rn)
one now sees that this holds for k > kcr(d) where kcr(d) solves d =
7
62
kcr−1 + kcr.
By Ho¨lder’s inequality, the following holds for for any k-plate Lδ and positive f∫
Lδ
f dx . δ
d−k
r′
(∫
L⊥
(∫
L+y
f(x) dLk(x)
)r
dLd−k(y)
) 1
r
.
Combining this with the Lq(Lr) bounds on the k-plane transform proved by Christ
in Theorem A of [3], we see that Conjecture 1.2 holds with p ≤ d+1
k+1 . Except for a
factor of δ−ǫ, the same bound forMkδ was proven with k = 2 by Alvarez in [1] using
a geometric-combinatorial “bush”-type argument. More recently, also see [7]. For
dimension estimates of sets containing planes in directions corresponding to certain
submanifolds of G(4, 2), see [10].
Our main result is the following.
Theorem 1.1. Suppose 4 ≤ k < d and kcr(d) < k. Then
(3) ‖N kf‖Lp(G(d,k)) . ‖f‖Lp(Rd)
for f supported in the unit ball and p > d−12 . If, additionally, we have k − j >
kcr(d− j) for some integer j in [1, k − 4], then we may take p > d−32+j + 1.
The number p = d−32+j +1 is approximate, and may be slightly improved through
careful numerology. We prove Theorem 1.1 by combining a recursive bound ofMkδ
with Bourgain’s L2 estimate. This recursive bound is based on Bourgain’s metric
entropy argument, but is carried out in a manner which is more efficient for Lp
estimates. For k ≤ kcr(d) this method may be adapted to give the following bound
on Mkδ
Theorem 1.2. Suppose 2 ≤ k ≤ kcr(d). Then
‖Mkδf‖Ld2 (G(d,k)) . δ
− 2
d
( 3(d−k)
7(2k−2)
−1+ǫ)‖f‖
L
d
2 (Rd)
.
Finally, if k+1 < kcr(d+1) then it is preferable not to use the L
2 bound, giving
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Theorem 1.3. For 2 ≤ k
(4) ‖Mkδf‖Ld+1(G(d,k)) . δ−
2
d+1 (
3(d−k)
7(2k−1)
+ǫ)‖f‖
L
d+1
2 (Rd)
.
From Theorems 1.2 and 1.3, we see that the Hausdorff dimension of any (d, k)
set is at least
min(d, d− 3(d− k)
7(2k−2)
+ 1, d− 3(d− k)
7(2k−1)
).
It should be noted that the dimension estimate provided by only applying Theorem
1.3 is also a direct consequence of the metric entropy estimate in [2]. However, to
the best of the author’s knowledge, it has not previously appeared in the literature,
even without the improvement permitted by (2).
Acknowledgements. I would like to thank my advisor Andreas Seeger for math-
ematical guidance and for his suggestion of the topics considered in this article. I
would also like to thank Daniel Oberlin for carefully reading several drafts.
2. Preliminaries
We start with the definition of the measure we will use on G(d, k). Fix any
L ∈ G(d, k). For a Borel subset F of G(d, k) let
G(d,k)(F ) = O({θ ∈ O(d) : θ(L) ∈ F})
whereO is normalized Haar measure of the orthogonal group onRd, O(d). Typically
we will omit d and k, denoting the measure by G. By the transitivity of the action of
O(d) on G(d, k) and the invariance ofO, it is clear that the definition is independent
of the choice of L. Also note that G is invariant under the action of O(d). By the
uniqueness of uniformly-distributed measures (see [8], pages 44-53), G is the unique
normalized Radon measure on G(d, k) invariant under O(d).
It will be necessary to use two alternate formulations of G. For each ξ in Sd−1
let Tξ : ξ
⊥ → Rd−1 be an orthogonal linear transformation. Then T−1ξ identifies
G(d − 1, k − 1) with the k − 1 dimensional subspaces of ξ⊥. Now, define T :
Sd−1 ×G(d− 1, k − 1)→ G(d, k) by
T (ξ, L) = span(ξ, T−1ξ (L)).
Choosing Tξ continuously on the upper and lower hemispheres of S
d−1, T−1 iden-
tifies the Borel subsets of G(d, k) with the completion of the Borel subsets of
Sd−1 × G(d − 1, k − 1). Under this identification, by uniqueness of rotation in-
variant measure, we have
(5) G(F ) = σd−1 × G(d−1,k−1)(T−1(F )).
where σd−1 denotes normalized surface measure on the unit sphere.
It is also true that any invertible linear map U : Rd → Rd acts on G(d, k). We
will need to know how G varies under this action. Again using the invariance of G,
we observe that
(6) G(F ) = cLkd({(v1, . . . , vk) : vj ∈ B(0, 1) ⊂ Rd and span(v1, . . . , vk) ∈ F}).
Using (6) and noting that, for 0 6= r ∈ R,
span(v1, . . . , vk) ∈ F ⇔ span(rv1, . . . , rvk) ∈ F,
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we see that
|det(U)|k
‖U‖kd G(F ) ≤ G(U(F )) ≤ |det(U)|
k‖U−1‖kdG(F )
where ‖ · ‖ denotes the operator norm of a linear map. Since |det(U)| ≤ ‖U‖d and
|det(U)| = |det(U−1)|−1, we have
(7)
(‖U‖ · ‖U−1‖)−kd G(F ) ≤ G(U(F )) ≤ (‖U‖ · ‖U−1‖)kd G(F ).
Remark. One should know that there have been two incorrect proofs published on
the subject of (d, 2) sets. The first, in [5], is well known and it is of the claim that
there are no Besicovitch (d, 2) sets for any d. The second, in [6], is of the claim that
(d, 2) sets have Hausdorff dimension d for every d. Since it is quite recent, we will
observe where the error is made. In the main construction, a 2-plate P δ is isolated
which intersects a large number of other 2-plates {P δk}. Then a δρ separated set
{ei} ⊂
(
Sd−1 ∩ P⊥) is chosen, and the set of 3-plates {ΠC˜δi } is considered where
each ΠC˜δi has the same center as P
δ and is in the direction span(P, ei). The aim
is to show that each P δk is contained in one of the Π
C˜δ
i . However, it is only shown
that for each y ∈ P δk there is an i so that y ∈ ΠC˜δi and hence
P δk ⊂
⋃
i
ΠC˜δi .
The only assumption placed on the Pk is that their distance from P is approximately
ρ (where ρ≫ δ ). For d ≥ 4 if we let P = span(v1, v2) and Pk = span(
√
1− ρ2v1+
ρv3,
√
1− ρ2v2+ρv4) where the vj are orthonormal, it can be seen that Pk satisfies
this assumption. However P δk cannot be contained in any such Π
C˜δ
i .
3. A recursive maximal operator bound
Our main argument is in the proof of Proposition 3.1 below.
Proposition 3.1. Suppose k ≥ 2, 2 ≤ p ≤ d+1, p ≤ r ≤ p(d−1)(p−2) , and prp+r ≤ q ≤ r.
Then a bound for Mk−1δ on Lp(Rd−1) of the form
(8) ‖Mk−1δ f‖Lq(G(d−1,k−1)) . δ−
α
p ‖f‖Lp(Rd−1)
implies the bound of Mkδ on Lp˜(Rd)
‖Mkδf‖Lq˜(G(d,k)) . δ−
α˜
p˜ ‖f‖Lp˜(Rd)
with
α˜ =
rα
p+ r
+ ǫ, p˜ =
p(d− 1) + 2r
p+ r
, and q˜ =
p˜q(p+ r)
pr
.
For our applications we will always take q = p. It is then useful to note that
the bound given by Proposition 3.1 is that which would result from interpolation
between certain L2 and Ld−1 bounds, namely:
α˜
p˜
=
βα
2
+ ǫ,
1
p˜
=
β
2
+
(1− β)
d− 1 ,
1
q˜
=
β
2
+
(1 − β)
∞
where β = 2r
p(d−1)+2r . For α < d − 2k this is better than the bound given by
interpolation between the case r = p and the known (sharp) L2 bound. However,
p˜ still never seems to be optimal relative to α˜ in the sense of Conjecture 1.2, which
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may be explained by the fact that we expect Mkδ to be bounded independently of
δ for p > d
k
rather than p > d− 1.
The choice r = p yields the greatest reduction of α, giving α˜ = 12α+ ǫ. However,
this also gives a relatively large p˜ = d+12 . Alternately, choosing r =
p(d−1)
(p−2) gives
a small reduction of α and a relatively large reduction of p, with p˜ = p(d−1)
d−2+p−1 .
Observe that with this choice of r and m ≤ d− 2
(9) p =
(d− 1)− 1
m
+ 1 gives p˜ ≤ d− 1
m+ 1
+ 1.
Since interpolation with the L∞ bound does not affect α˜, we may take p˜ = d−1
m+1 +1
for purposes of iteration.
To obtain Theorem 1.3, we use k− 1 applications of Proposition 3.1 with r = p.
We start with the bound (2) for n = (d−k+1), except that we take q0 = p0 = 4n+37
which is permitted by Ho¨lder’s inequality. This gives the value α0 =
3(n−1)
7 + ǫ =
3(d−k)
7 + ǫ. After one application of Proposition 3.1, we have p1 =
(n+1)+1
2 , q1 =
(n + 1) + 1, and α1 =
α0
2 =
3(d−k)
2·7 + ǫ. We use Ho¨lder’s inequality again, to take
q = p, before another application of Proposition 3.1. Continuing this process gives
(4).
To prove Proposition 3.1, we will need the following lemma which gives a sort of
parameterization of disjoint pairs of separated elements of a subset of an interval.
Lemma 3.1. Suppose Γ ⊂ [−1, 1]. Then for some integer l with L1(Γ) . 2−l ≤ 1
we have
L1(S) & 1
1 + | log(L1(Γ))|L
1(Γ)
where
S = {t ∈ [0, 2−l) : |Γ ∩ {t+ Z2−l}| ≥ 2}.
Proof. For each integer l ≥ −1 let
Sl = {t ∈ [0, 2−l) :
2l+1−1∑
j=0
χΓ(t− 1 + j2−l) ≥ 2}
and
Ml =
∫
Sl
2l+1−1∑
j=0
χΓ(t− 1 + j2−l)dt.
Choose l0 so that
L1(Γ)
4 < 2
−l0 ≤ L1(Γ)2 . Note that
(10) Ml0 ≥
L1(Γ)
2
,
and that
(11) M−1 = 0.
We want to observe that for some integer l ∈ (−1, l0],
(12) L1(Sl) ≥ L
1(Γ)
16l0
.
To see this, note that for every l,
(13) Ml −Ml−1 ≤ 2L1(Sl).
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Hence, if (12) does not hold for any l ∈ (−1, l0] then by (10), (13), and induction
we have
Ml ≥ L
1(Γ)
2
− (l0 − l)L
1(Γ)
8l0
for every l ∈ [−1, l0]. This is impossible by (11), proving (12). The lemma follows
since l0 . 1 + | log(L1(Γ))|.

In the next lemma we show that the maximal operator Mkδ is local in the sense
that we only need to prove bounds for functions supported in a ball.
Lemma 3.2. For q ≥ p and r > 0 the bound ‖Mkδf‖Lq(G(d,k)) ≤ C‖f‖Lp(Rd) for
all f supported in B(0, r) implies the bound ‖Mkδf‖Lq(G(d,k)) ≤ C˜C‖f‖Lp(Rd) for all
f ∈ Lp(Rd) where C˜ is independent of δ.
Proof. Assume f is positive. Note that since the bound holds for functions sup-
ported in the ball of radius r centered at 0, it holds for functions supported in
any ball of radius r. Pick a covering {B(xj , r)}∞j=1 of Rd where each point in Rd
is contained in only a finite number, say cd,r, of the balls. Then any plate Lδ(a)
touches at most c˜d,r of the balls. So for any L,
Mkδf(L) ≤ c˜d,r sup
j
MkδχB(xj ,r)f(L) ≤ c˜d,r(
∑
j
(MkδχB(xj ,r)f(L))q)
1
q
Interchanging Lq and lq and using our bound:
‖Mkδf(L)‖Lq(G(d,k)) ≤ c˜d,r(
∑
j
‖MkδχB(xj,r)f‖qLq(G(d,k)))
1
q
≤ c˜d,rC(
∑
j
‖f‖q
Lp(B(xj ,r))
)
1
q ≤ c˜d,rC(
∑
j
‖f‖p
Lp(B(xj ,r))
)
1
p
≤ c˜d,rc
1
p
d,rC‖f‖Lp(Rd)

Proof of Proposition 3.1. We will prove the restricted weak-type estimate for sets
supported in B(0, 1). This will give the full estimate for functions supported in
B(0, 1) by interpolation. The general case then follows by Lemma 3.2, since q˜ ≥ p˜.
We will only consider δ ≤ 12 . Let E ⊂ B(0, 1) ⊂ Rd. Fix 0 < λ ≤ 1 and let
F = {L ∈ G(d, k) :Mkδ [χE ](L) > λ}.
We need to show that
(14) Ld(E) & δ αrp+r+ǫλp˜G(F ) p˜q˜ .
By the trivial L1 bound, there is a c > 0 so that (14) is satisfied for λ . δc. Thus,
we may assume that | log(λ)| . | log(δ)|.
Instead of dealing directly with F , we will use its factorization via T−1. Let
F˜ = T−1(F ) ⊂ (Sd−1 ×G(d− 1, k − 1))
and G˜ = σd−1 × G(d−1,k−1). Then, by (5), we have G˜(F˜ ) = G(F ).
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Let {e1, . . . , ed} be an orthonormal basis of Rd. For each integer i ∈ [1, d] let
Wi = {ξ ∈ Sd−1 : |〈ξ, ei〉| ≥ 1√
d
}. Then Sd−1 = ⋃iWi, and thus for some i
(15)
∫
Wi
∫
G(d−1,k−1)
χ
F˜
dMdξ ≥ 1
d
G˜(F˜ ) & G(F ).
After renumbering assume that i = d.
Let H = span(e1, . . . , ed−1) and define, for ξ ∈ Wd, the projection along ξ onto
H
Pξ(x) = x− 〈x, ed〉〈ξ, ed〉 ξ.
Henceforth, consider G(d − 1, k − 1) as the set of k − 1-planes in the particular
copy H of Rd−1. We want to observe that if L = span(ξ,M) where ξ ∈ Wd and
M ∈ G(d− 1, k − 1), then for any a ∈ Rd we have
(16) Pξ(Lδ(a)) ⊂ cMδ(Pξ(a))
where Mδ(Pξ(a)) ⊂ H is a (k − 1)-plate and c depends only on d. To see this we
first note that any point l ∈ Lδ(a) can be written
l = a+ bξ +m+ w,
where b ∈ R,m ∈M,w ∈ L⊥, |m| . √d and |w| ≤ δ. Then
Pξl = Pξa+m+ Pξw.
But since dist(ξ,H) ≥ 1√
d
and |w| ≤ δ it follows that
|Pξw| =
∣∣∣∣w − 〈w, ed〉〈ξ, ed〉 ξ
∣∣∣∣ ≤ δ(1 +√d) ≈: cδ.
Thus Pξ(Lδ(a)) is contained in the cδ neighborhood, cMδ(Pξ(a)), of Pξ(a) + (M ∩
B(0, c)).
For every t ∈ R let Ht = H + ted and Et = E ∩Ht. Note that Pξ is an isometry
from Ht to H , giving
(17) Ld−1 (Et ∩ Lδ (a)) = Ld−1 (Pξ (Et ∩ Lδ (a)) ∩ cMδ (Pξ (a))) .
The set F˜ consists of pairs (ξ,M) such that span(ξ, T−1ξ (M)) ∈ F . However,
considering (16), we should be interested in pairs (ξ,M) such that span(ξ,M) ∈ F .
We obtain a set of such pairs by letting
F = {(ξ, Pξ ◦ T−1ξ (M˜)) : ξ ∈Wd and (ξ, M˜) ∈ F˜}.
We will use our change of coordinates to estimate G˜(F ). Note that, by the orthog-
onality of ξ and ξ⊥, for x ∈ H
|x| ≤ |Pξ ◦ T−1ξ (x)| ≤ (1 +
√
d)|x|.
Then ‖(Pξ ◦ T−1ξ )−1‖ ≤ 1 and ‖Pξ ◦ T−1ξ ‖ ≤ (1 +
√
d). Thus, by (7) and (15)∫
Wd
G(d−1,k−1)({M : (ξ,M) ∈ F})dξ(18)
&
∫
Wd
G(d−1,k−1)({M : (ξ,M) ∈ F˜})dξ
& G(F ).
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For ξ ∈ Wd and s 6= t ∈ [−1, 1], define the subset of H
B
s,t
ξ = Pξ(Es) ∩ Pξ(Et).
We will use the assumed maximal operator bound to estimate(∫
Wd
Ld−1(Bs,tξ )
r
p dξ
) p
r
.
This will provide us with an estimate of
(Ld−1(Es)Ld−1(Et)) p+r2r , effectively reduc-
ing the exponent of δ, as we will now explain. Consider Es and Et as subsets of H
by orthogonal projection. Then
B
s,t
ξ =
(
Es ∩
(
Et +
s− t
〈ξ, ed〉projH(ξ)
))
− s〈ξ, ed〉projH(ξ)
and so
Ld−1(Bs,tξ ) = χEs ∗ χ−Et
(
s− t
〈ξ, ed〉projH(ξ)
)
where we use ∗ to denote convolution in Rd−1. Since dist(Wd, H) > 1√
d
dσd−1(ξ) . |s− t|−(d−1)dLd−1
(
s− t
〈ξ, ed〉projH(ξ)
)
.
Thus by changing variables, Young’s inequality, and the fact that r ≥ p(∫
Wd
(
Ld−1
(
B
s,t
ξ
)) r
p
dξ
) p
r
. |s− t|−(d−1)pr
(∫
Rd−1
(χEs ∗ χ−Et(x))
r
p dx
) p
r
(19)
. |s− t|−(d−1)pr (Ld−1(Es)Ld−1(Et))
p+r
2r .
We want to use our known maximal operator bound to estimate an average over
s and t of the left hand side of (19). For each x ∈ H, ξ ∈ Wd let
Γξ,x = {t : x ∈ Pξ(Et)}.
Then, if (ξ,M) ∈ F we have L := span(ξ,M) ∈ F and hence for some aL ∈ Rd,
λδd−k . Ld(Lδ(aL) ∩ E) =
∫ 1
−1
∫
cMδ(Pξ(aL))
χPξ(Et∩Lδ(aL))dx dt
≤
∫
cMδ(Pξ(aL))
∫ 1
−1
χPξ(Et)dt dx =
∫
cMδ(Pξ(aL))
L1(Γξ,x)dx
where the first equality follows from (17). Thus, considering L1(Γξ,x) as a function
of x,
Mk−1δ [L1(Γξ,c·)](M) & λ.
Since (ξ,M) was an arbitrary element of F and r ≥ q we now have by (18)
(20)
∫
Wd
(∫
G(d−1,k−1)
(Mk−1δ [L1(Γξ,c·)](M))qdM
) r
q
dξ

1
r
& λG(F ) 1q .
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On the other hand, applying our assumed maximal operator bounds gives∫
Wd
(∫
G(d−1,k−1)
(Mk−1δ [L1(Γξ,c·)](M))qdM
) r
q
dξ
 1r(21)
. δ−
α
p
(∫
Wd
(∫
Rd−1
L1(Γξ,x)pdx
) r
p
dξ
) 1
r
.
Let
Z = {(ξ, x) ∈Wd × Rd−1 : L1(Γξ,x) & λ
2
}
and note that (20) and (21) still hold if we replace L1(Γξ,x) by χZL1(Γξ,x). For
each (ξ, x) ∈ Z,we may apply Lemma 3.1 to Γξ,x obtaining an lξ,x such that
λ . 2−lξ,x ≤ 1
and L1(Slξ,xξ,x ) &
1
1 + | log(λ)|L
1(Γξ,x)
where Slξ,x = {t ∈ [0, 2−l) : |{t+ Z2−l} ∩ Γξ,x| ≥ 2}.
Now,
χZL1(Γξ,x) = χZL1(Γξ,x)
C(1+| log λ|)∑
i=1
χ{i}(lξ,x)
and thus, combining (20) and (21) we may choose l0 so that(∫
Wd
(∫
Rd−1
χ{l0}(lξ,x)χZL1(Γξ,x)pdx
) r
p
dξ
) 1
r
&
1
1 + | log(λ)|δ
α
p λG(F ) 1q
and hence(∫
Wd
(∫
Rd−1
L1(Sl0ξ,x)pdx
) r
p
dξ
) 1
r
&
1
(1 + | log(λ)|)2 δ
α
p λG(F ) 1q .(22)
Recalling the appropriate definitions, we see that
Sl0ξ,x = {t : x ∈
⋃
i6=j
B
t+i2−l0 ,t+j2−l0
ξ }
where i and j range over Z ∩ [−2l0, 2l0). This gives
(23) L1(Sl0ξ,x) =
∫ 2−l0
0
sup
i6=j
χ
B
t+i2−l0 ,t+j2−l0
ξ
(x)dt.
Noting that the Lr
Sd−1
L
p
Rd
L1
R
L∞
Z2
norm is dominated by the L1
R
L
p
Z2
Lr
Sd−1
L
p
Rd
norm,
we may combine (22) and (23), obtaining
1
(1 + | log(λ)|)2 δ
α
p λG(F ) 1q
.
∫ 2−l0
0
∑
i6=j
(∫
Wd
Ld−1(Bt+i2−l0 ,t+j2−l0ξ )
r
p dξ
) p
r

1
p
dt.
9
Now, combining this with (19), we have
2−l0
(d−1)
r
1
(1 + | log(λ)|)2 δ
α
p λG(F ) 1q
.
∫ 2−l0
0
∑
i6=j
(Ld−1(Et+i2−l0 )Ld−1(Et+j2−l0 )) p+r2r

1
p
dt.
Finally, ∫ 2−l0
0
∑
i6=j
(Ld−1(Et+i2−l0 )Ld−1(Et+j2−l0 )) p+r2r
 1p dt
≤
∫ 2−l0
0
(∑
i
Ld−1(Et+i2−l0 )
p+r
2r
) 2
p
dt
and by Ho¨lder’s inequality and the conditions 2 ≤ p ≤ r∫ 2−l0
0
(∑
i
Ld−1(Et+i2−l0 )
p+r
2r
) 2
p
dt ≤ 2−l0(1− 2p )Ld(E) p+rrp .
Summarizing
2−l0(
(d−1)
r
+ 2
p
−1) 1
(1 + | log(λ)|)2 δ
α
p λG(F ) 1q . Ld(E) p+rrp .
Since 2−l0 & λ and d−1
r
+ 2
p
− 1 ≥ 0 we have
λ
p(d−1)+2r
rp δ
α
p
+ǫG(F ) 1q . Ld(E) p+rrp
or
δ
αr
p+r+ǫλ
p(d−1)+2r
p+r G(F ) prq(p+r) . Ld(E).

4. The L2 method
Reducing α by a factor of two, as in Proposition 3.1, is not a substantial gain for
small α. The following proposition gives α˜ = α− 1 with α ≥ 1 and a bound for N k
with α < 1. It is proved using Bourgain’s technique from Propositions 3.3 and 3.20
of [2] in which he showed bounds for N k with (d, k) = (4, 2) and (d, k) = (7, 3). For
completeness we will repeat the argument.
Proposition 4.1. Suppose k, p ≥ 2 and that a bound for Mk−1δ on Lp(Rd−1) of
the form
‖Mk−1δ f‖Lp(G(d−1,k−1)) . δ−
α
p ‖f‖Lp(Rd−1)
is known. Then if α ≥ 1 we have the bound
(24) ‖Mkδf‖Lp(G(d,k)) . δ−
α−1+ǫ
p ‖f‖Lp(Rd)
for f ∈ Lp(Rd). If α < 1 we have the bound
(25) ‖N kf‖Lp(G(d,k)) . ‖f‖Lp(Rd)
for f ∈ Lp(Rd) supported in B(0, 1).
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To obtain Theorem 1.1, we start from an application of Theorem 1.3 with k0 =
k − (2 + j) and d0 = d − (2 + j). After using Ho¨lder’s inequality on the left side,
this gives
(26) ‖Mk0δ f‖
L
d0+1
2 (G(d0,k0))
. δ
−( d0+12 )
−1
(
3(d−k)
7(2k−(2+j)−1)
+ǫ
)
‖f‖
L
d0+1
2 (Rd0)
.
The condition k − j > kcr(d− j) ensures that
3(d− k)
72k−(2+j)−1
+ ǫ < 2,
and hence further reduction in α is unnecessary. Thus, with our j “spare” iterations,
we apply Proposition 3.1 with the maximum r to give a reduction in p. Noting that
d0+1
2 satisfies the left equation in (9) with m = 2, we start from (26) to obtain after
the first iteration
‖Mk1δ f‖
L
d1−1
3
+1(G(d1,k1))
. δ
−( d1−13 +1)
−1
(
3(d−k)
7(2k−(2+j)−1)
+ǫ
)
‖f‖
L
d1−1
3
+1(Rd1)
,
where k1 = k0 + 1 = k − (2 + (j − 1)), and d1 = d0 + 1 = d − (2 + (j − 1)). In
fact, there is some additional improvement in α and p which we ignore. After j− 1
further iterations, we obtain
‖Mkjδ f‖
L
dj−1
j+2
+1
(G(dj,kj))
. δ
−
(
dj−1
j+2 +1
)
−1
(
3(d−k)
7(2k−(2+j)−1)
+ǫ
)
‖f‖
L
dj−1
j+2
+1
(Rdj )
,
where kj = k − 2 and dj = d− 2. We then apply Proposition 4.1 twice, using (24)
the first time and (25) the second time, to obtain (3).
Theorem 1.2 is obtained by instead applying Theorem 1.3 with k0 = k − 1 and
d0 = d− 1, and then applying (24) from Proposition 4.1 once.
To prove Proposition 4.1 we will need an L2(L2) estimate for the x-ray transform
which utilizes cancellation. For every k > 0 let φk be a positive Schwartz function
on Rk such that φk ≥ 1 on B(0, 32 ) and the Fourier transform, φˆk, of φk has compact
support. For ξ ∈ Sd−1 and x ∈ ξ⊥ define
fξ(x) =
∫
φ1(t)f(x+ tξ)dt.
Lemma 4.1. Suppose fˆ ≡ 0 in B(0, R). Then∫
Sd−1
∫
ξ⊥
|f ξ(x)|2dxdξ .
1
R
‖f‖2L2(Rd).
Proof. Choose N so that φˆ1 is supported in (−N,N). Applying Plancherel’s theo-
rem to the partial Fourier transforms in the ξ and ξ⊥ directions, we have for every
ξ ∈ Sd−1 ∫
ξ⊥
|fξ(x)|2dx =
∫
ξ⊥
∣∣∣∣∫
R
φˆ1(t)fˆ(ζ + tξ)dt
∣∣∣∣2 dζ.
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Considering the support of φˆ1 and using Ho¨lder’s inequality we have∫
Sd−1
∫
ξ⊥
∣∣∣∣∫
R
φˆ1(t)fˆ(ζ + tξ)dt
∣∣∣∣2 dζ dξ
≤ 2N‖φˆ1‖2L∞
∫
Sd−1
∫
Rd
|fˆ(y)|2 |χ[−N,N ](〈y, ξ〉)|2dy dξ.
Then for any y
(27)
∫
Sd−1
χ[−N,N ](〈y, ξ〉)dξ = σd−1
({
ξ : dist(ξ, y⊥) ≤ N|y|
})
.
N
|y| .
Since |y| ≥ R in the support of fˆ , we are done. 
We will want to take advantage of the fact that the averaging operator Mkδ
should tend to localize the Fourier transform. To this effect, we will define a
modified version of our maximal operator. For L ∈ G(d, k) let
πLδ (x) = φ
k(projL(x))δ
−(d−k)φ(d−k)
(
projL⊥
(x
δ
))
.
Now, define
M˜kδ [f ](L) = sup
a∈Rd
∫
Rd
πLδ (a+ x)f(x)dx.
Immediately, we see that for all positive f,Mkδ [f ] . M˜kδ [f ]. We will see that the
reverse inequality also holds.
Let ϕ be a Schwartz function on Rd so that ϕ̂ ≡ 1 on B(0, 1) and ϕ̂ is supported
in B(0, 2). For every R > 0 let ϕR = R
dϕ(R·).
Lemma 4.2. Suppose fˆ is supported in B(0, R). Then for any k-plane L ∈ G(d, k)
and a ∈ Rd we have
(28)
∫
a+(L∩B(0, 12 ))
|f(x)|dx .Mk1
R
[|f |](L)
while for any δ > 0 there is the estimate
(29) Mkδ [|f |](L) .Mk1
R
[|f |](L).
Also, without any assumptions on the support of fˆ ,
(30) M˜kδ [|f |](L) .Mkδ [|f |](L).
Proof. The statement (29) follows from (28) by averaging. Inequality (30) can be
proved by the same method used in the proof of (28). So we will only prove (28).
By our assumption on f , f = f ∗ ϕR so∫
a+(L∩B(0, 12 ))
|f(x)|dx =
∫
a+(L∩B(0, 12 ))
|f ∗ ϕR(x)|dx
≤
∫
Rd
|ϕR(y)|
∫
a−y+(L∩B(0,12 ))
|f(x)|dx dy.
Let e1, . . . , ed be an orthonormal basis of R
d where L = span({e1, . . . , ek}). For
each z ∈ Zd let bRz = ( 2√dRz1e1, . . . , 2√dRzded). Let QR1 = L ∩ B(0, 1R ) and QR2 =
L⊥ ∩B(0, 1
R
).
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Then ∫
Rd
|ϕR(y)|
∫
a−y+(L∩B(0, 12 ))
|f(x)|dxdy
≤
∑
z∈Zd
∫
bRz +Q
R
1 × QR2
|ϕR(y)|
∫
a−y+(L∩B(0, 12 ))
|f(x)|dxdy
.
∑
z∈Zd
sup
y∈bRz +QR1 ×QR2
|ϕR(y)|
∫
bRz +Q
R
1
1
Rd−k
Mk1
R
[|f |](L)dy′
.Mk1
R
[|f |](L)
∑
z∈Zd
1
Rd
sup
y∈bRz +QR1 ×QR2
|ϕR(y)|.
But
(31)
∑
z∈Zd
1
Rd
sup
y∈bRz +QR1 ×QR2
|ϕR(y)| =
∑
z∈Zd
sup
y∈b1z+Q11×Q12
|ϕ1(y)|
and the right-hand side of (31) is controlled independently of L and R since ϕ1 is
a Schwartz function. 
Proof of Proposition 4.1. We will start by proving (24). It suffices to consider the
case when f is positive and bounded. By Lemma 3.2 we may also assume that f is
supported in B(0, 1). Also we will only consider, say, δ ≤ 12 .
By (5), we need to show that(∫
Sd−1
∫
G(d−1,k−1)
Mkδ [f ](span(ξ, T−1ξ M))pdMdξ
) 1
p
. δ−(
α−1
p
+ǫ)‖f‖Lp(Rd).
Note that, by our assumption on the support of f ,
(32) Mkδ [f ](span(ξ, T−1ξ M)) ≤Mk−1δ [fξ ◦ T−1ξ ](M).
By a change of variables, the fact that T−1ξ is orthogonal, and Plancherel’s
theorem in one dimension,
(33) ̂fξ ◦ T−1ξ (ζ) =
∫
R
φ̂1(t)fˆ(T−1ξ ζ + tξ)dt.
Let g = f ∗ ϕ c
δ
. Then by (33), the support of φ̂1, and our restriction on δ,
(34) ̂gξ ◦ T−1ξ ≡ ̂f ξ ◦ T−1ξ on B(0,
c˜
δ
).
Hence, using (34) for the equality and Lemma 4.2 for the last inequality
|Mk−1δ [f ξ ◦ T−1ξ ](M)| . |M˜k−1δ [f ξ ◦ T−1ξ ](M)| = |M˜k−1δ [gξ ◦ T−1ξ ](M)|(35)
.Mk−1δ [|gξ| ◦ T−1ξ ](M).
We will use the Littlewood-Paley decomposition of g. Let ψ0 = ϕ and for j > 0
let ψj = 2
jdϕ(2j ·)− 2(j−1)dϕ(2(j−1)·). Note that
∞∑
j=1
ψ̂j ≡ 1
13
and that for j > 0, ψ̂j is supported in the annulus centered at 0 with radii 2
k−1
and 2k+1. For each j ≥ 0, let gj = g ∗ ψj . Then, considering the support of gˆ
(36) g =
log c
δ∑
j=0
gj.
Now, by (35) and (36)(∫
Sd−1
∫
G(d−1,k−1)
|Mk−1δ [f ξ ◦ T−1ξ ](M)|pdMdξ
) 1
p
(37)
≤
log c
δ∑
j=0
(∫
Sd−1
∫
G(d−1,k−1)
Mk−1δ [|gjξ| ◦ T−1ξ ](M)pdMdξ
) 1
p
.
Because each ̂gjξ ◦ T−1ξ is supported in B(0, 2j+1), inequality (29) from Lemma
4.2 allows us to apply our assumed bound with δ ≈ 2−j to give∫
G(d−1,k−1)
Mk−1δ [|gjξ| ◦ T−1ξ ](M)pdM(38)
.
∫
G(d−1,k−1)
Mk−12−j [|gjξ| ◦ T−1ξ ](M)pdM
. 2jα
∫
Rd−1
|gjξ ◦ T−1ξ |pdx . 2jα‖gj‖p−2L∞
∫
ξ⊥
|gjξ|2dx
where, for the last inequality, we use the assumption that p ≥ 2. Because each gˆj
is identically zero on B(0, 2j−1), integrating (38) and using Lemma 4.1 gives∫
Sd−1
∫
G(d−1,k−1)
Mk−1δ [|gjξ| ◦ T−1ξ ](M)pdMdξ . 2j(α−1)‖gj‖p−2L∞ ‖gj‖2L2.
Thus
log c
δ∑
j=0
(∫
Sd−1
∫
G(d−1,k−1)
Mk−1δ [|gjξ| ◦ T−1ξ ](M)pdMdξ
) 1
p
(39)
.
log c
δ∑
j=0
2
j
p
(α−1)‖gj‖1−
2
p
L∞ ‖gj‖
2
p
L2
. ‖f‖1−
2
p
L∞ ‖f‖
2
p
L2
log c
δ∑
j=0
(
2
α−1
p
)j
. ‖f‖1−
2
p
L∞ ‖f‖
2
p
L2
δ−
α−1
p
Combining (32) (37) and (39), we see that it only remains to show
‖f‖1−
2
p
L∞ ‖f‖
2
p
L2
. ‖f‖Lp.
This will hold under the additional assumption that f is a characteristic function.
Sacrificing an ǫ in the exponent, this is sufficient by interpolation.
The proof of (25) is identical except that we use (28) instead of (29), and in
(36) we must sum to ∞ instead of log( c
d
). This will converge in the end, by our
assumption α < 1. 
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