We generalize the well known Complex Step Method for computing derivatives by introducing a complex step in a strict sense. Exploring different combinations of terms, we derive 52 approximations for computing the first order derivatives and 43 for the second order derivatives. For an appropriate combination of terms and appropriate choice of the step size in the real and imaginary directions, fourth order accuracy can be achieved in a very simple and efficient scheme on a compact stencil. New different ways of computing second order derivatives in one single step are shown. Many of the first order derivative approximations avoid the problem of subtractive cancellation inherent to the classic finite difference approximations for real valued steps, and the superior accuracy and stability of the generalized complex step approximations are demonstrated for an analytic test function.
Introduction
The concept of derivative is one of the most important concepts in science and engineering. It can be described from two equally valid points of view: the geometrical and the physical. From the geometrical point of view, the derivative can be seen as the tangent line to a function in a certain evaluation point. From the physical point of view, the derivative can be seen as a measure of the rate of change of the function in this point. Most fundamental laws in physics are expressed in differential equations involving the rate of change in space and/or time of some continuous and differentiable function, bringing about the need for resolving the derivative for the majority of modeling approaches. The technique of differentiation was introduced independently by Isaac Newton (1642-1727) and Gottfried Leibniz (1646 Leibniz ( -1716 . Formally the slope of the tangent line at a point X is the limit of the ratio of the change in the function to the change in the independent variable, as that change approaches 0, i.e.:
(1)
The quotient in (1) is referred to as the Newton quotient or the difference quotient. Another way of expressing the derivative of a function derives from its expansion in a Taylor series, introduced by Brook Taylor in 1715. The Taylor series expresses any analytic function by an infinite sum over its derivative terms:
n .
Taking a = x + x in (2) and reordering we can obtain an expression for the first order derivative similar to (1) :
An expression like (3) is called a Finite Difference (FD) approximation, in this case the first order forward approximation for the first derivative, where the differential step is taken in the positive direction. The symbol O expresses the error related to truncating the Taylor series in the second order derivative. FD approximations are still the most classic, simple and intuitive approach to approximate derivatives of a function, and are widely used in numerical schemes. Based on the Taylor series (2), many different approximations can be made, for example the backward approximation where we take the differential step in the negative direction:
or the centered FD approximation, where we take the differential step in both directions. i.e.,
The FD method allows for computing higher order derivatives based on the same principle. For example, if we want to compute the second order derivative, we can apply the centered derivative operator twice to find the following expression
where the error O( x 2 ) is found by manipulating the Taylor series of f (x + x) and f (x − x).
The basic nature of the FD method becomes clear from the comparison between Eqs. (1) and (3): on the one hand we have the limit x → 0 and on the other hand the truncation error, which indicates that only in the limit when x approaches zero the truncation error of the FD approximation will vanish. Usually the order of the error in FD approximations is related to the number of differential steps that we take, i.e., in (5) we take one step forward and one backward, that is two steps unlike in (3) and (4) which have a single step. Consequently, the accuracy of the centered approximation (5) is of second order, and the truncation error is smaller than in the forward and backward approximations. Taking into account a second layer of surrounding grid points, fourth order accuracy can be achieved, of course at the price of increasing computational cost. Whatever the order of accuracy, all FD approximations involve a truncation error depending on the step size x, so we should choose x small to obtain accurate results. Working with arbitrarily small steps x is not feasible on a computer. FD schemes, as the name suggests, involve some difference operator in the numerator, and this difference itself is an intrinsic problem. For a given step size x, and particularly for small steps, the differences of the values of our function at successive evaluation points may become small, leading to a loss of significant digits as we approach machine precision, and eventually a value zero for the numerator and the derivative when the computer fails to recognize the difference between the two numbers. This problem is known as subtractive cancellation or term cancellation. Since in numerical simulations we often have little hints on the actual shape of the functions involved, subtractive cancellation is not straightforward to control, which forces us into a conservative choice of step size at the expense of larger truncation errors. This contribution readdresses subtractive cancellation and other accuracy and stability issues in FD for the case that x is a complex number.
The Complex Step Method
Most naturally, derivatives of real functions are evaluated using real numbers, but the less intuitive idea of using an imaginary number in real functions differentiation has been shown capable of overcoming the term cancellation inherent to the ordinary FD method, as well as reducing the associated approximation error. The use of complex variables in numerical differentiation was introduced by Lyness and Moler [1] , describing a method for computing the derivatives of any analytic function. The base of these methods is Cauchy's theorem which relates the nth derivative f n (0) of an analytic function f (z) at z = 0 to the value of a closed integral, the contour C enclosing the origin once and remaining within a domain of analyticity of f (z), in [2] . Later Fornberg [3] presented a Fortran algorithm for computing derivatives of real analytic functions evaluated in complex values. After that, the use of complex variables in numerical differentiation apparently fell into oblivion until it reappeared in the scientific literature when Squire and Trapp [4] presented the formally called Complex Step Method (CS).
Squire and Trapp [4] use a purely imaginary number i (i 2 = −1) for computing the first and second derivatives of real functions, and their CS should be called the imaginary step method more properly.
One of the limitations of the CS method is that only the first order derivative is accessible using the imaginary part of the function, while second derivatives are proportional to i 2 and have to be evaluated by taking the real part of the function. These limitations were overcome by the generalization of the method by using the complex representation of the Taylor series by Lai and Crassidis [5] and additional sample points in the complex plane and using Fast Fourier Transform (FFT) by Bagley [6] , allowing to compute high order derivative approximations with high accuracy. Major extensions of the method were made by Cerviño and Bewley [7] with an application to pseudospectral simulation codes which uses the FFT. Optimization problems involving dynamical systems modeled as nonlinear differential equations were carried out by Kim et al. [8] and Kim et al. [9] , where the method is applied to two robust performance analysis problems. Several new CS approximations based on orthogonal complex numbers coupled with Richardson extrapolations were presented by Lai et al. [10] and successfully applied to a second order Kalman filter. Performance analysis was done by Kim et al. [11] . Sensitivity analysis using the CS method was carried out by Veer N. [12] , Martins et al. [13] , Burg and Newman [14] , Anderson et al. [15] , Martins et al. [16] , Burg and Newman [14] , DePauw and Vanrolleghem [17] , Gao and He [18] , Wang and Apte [19] , Voorhees et al. [20] , Jin et al. [21] and Voorhees et al. [22] . Recently the CS method has been applied as a tool for computing Fréchet derivatives of a matrix function by Al-Mohy and Higham [23] showing it's superiority over finite differences. Inverse problems in structural mechanics were studied by Dennis et al. [24] . In the field of geophysics it was Abokhodair [25, 26] who extended the CS method using central differencing in the complex plane; he referred to the new method as semiautomatic differentiation (SD) and applied it for computing accurate approximation of gradients, Jacobians and Hessians as well as 2D and 3D partial and cross-partial spatial derivatives in the geophysical inversion and the geophysical source imaging processes.
The CS method can be very easily derived from the Taylor series expansion of f (x + i x), i.e.,
Taking the imaginary part on both sides and reordering we obtain the CS expression for the first derivative found by Squire and Trapp [4] ,
Note that, Im(f (x)) = 0 because x is set to be a real number. The second order term in the Taylor series expansion of f (x + i x) appears with a factor of i 2 , meaning that it is a real quantity. An expression for the second order derivative can be found by taking the real part of (7) and reordering,
Using the Taylor series expansion of f (x − i x), it can be verified that
Therefore, Eq. (9) can be written as
Eqs. (8) and (9) are the most basic equations that can be found using (7) . The numerical advantages of the CS method are noticeable: Eq. (8) actually shows a single term in the numerator rather than a difference, and hereby circumvents the instability related to term cancellation inherent to all classic, real valued FD approximations besides being more accurate. Eqs. (9) and (11) allows to compute an approximation to the second derivative in a single step that cannot be achieved by any FD approximation.
Generalizations to high order derivatives made by Bagley [6] and Lai and Crassidis [5] were done by converting the Taylor series into a Fourier series (Taylor expansion of f (x + x e iθ )), i.e.,
In the expression (12) the imaginary step does not vanish with even powers of the Taylor series which allows to compute high order derivatives by combining different x steps values and using the real or imaginary part without the limitations of the ordinary CS method. The main limitation of this formulation is that the real and imaginary steps are set to be orthogonal (e iθ = cos θ +i sin θ ) depending on a parameter θ , in other words we cannot choose the relation between real and imaginary step sizes which brings many advantages as discussed below.
Generalization of the Complex Step Method
In this work a very simple and straightforward generalization of all the previous variants of the CS method is done. Interpreting the concept of the CS method in a more strict sense, we introduce both real and imaginary differential steps together. Based on a function f (x + h + iv), the corresponding Taylor series expansion becomes
where h and v are real numbers related to the real and imaginary differential steps.
We explore the range of possibilities arising from the Taylor series expansion of
, taking their real and imaginary parts, as well as the Taylor expansions of f (x + h) and f (x − h). Note that unlike in the Taylor expansion for the CS method (7), for the generalized CS the imaginary unit remains alive in the even terms of the Taylor series (13) , which allow us to extend the CS method to second order derivatives using the imaginary part of the function in a very easy way. We want to emphasize that beyond the possibilities considered here, many more different expressions for the first and second order derivative approximations can be derived, for example using the terms f (x + 2h + 2iv) and f (x + h + iv) to find an expression for the second order derivative. However, our intention is to find expressions as close as possible to the evaluation point x that enable designing a generalized complex step finite difference scheme on a compact stencil. Here, only one layer of differential complex steps of magnitude h and v in positive and negative, real and imaginary directions is considered.
In the following subsections we present a complete list of different kinds of approximations for the first and second order derivatives on a compact stencil. After this exercise, we will test the numerical performance of each approximation and discuss their behavior.
First order derivatives using the imaginary part
The first approximation that can be found by using (13) is
Note that the approximation error is expressed with a comma; this means the truncation error related to the real and the imaginary step that are not in the same term of the Taylor series. It is easy to see that letting h = 0, Eq. (8) and the CS expression for the first derivative (14) are equivalent.
Eq. (21) was suggested by Lai et. al [10] , considering
Note that for the particular choice v = √ 3h in Eqs. (20)- (24), the truncation error becomes O(h 4 ). Also note that many expressions are equivalent by applying Im(f (x ± h + iv)) = −Im(f (x ± h − iv)). Now using f (x + h) and f (x − h) in conjunction with the imaginary parts we can obtain the following.
If we set h = 2v in Eqs. (26), (27) , (29) and (32), the truncation error becomes O(v 2 ).
Making the expression 2h 
Setting h = v, the truncation error for Eq. (39) becomes O(h 4 ).
Second order derivatives using the imaginary part
Eq. (40) has been suggested by several authors: Abokhodair [25, 26] , recommends choosing h ≪ v, Cao [27] with h = v = √ ϵ, where ϵ is the machine accuracy. Lai et. al [5] obtain a similar approximation by considering orthogonal complex steps.
Eq. (41) has been suggested by Lai et. al [10] ,
If we set v = h in Eqs. (40)- (44), the truncation error becomes O(h 4 ). Now using f (x + h) and f (x − h) we can obtain (from the approximations (45)- (52) we have to assume that h = v) the following.
Making the expression h 
First order derivatives using the real part
If we set h = v in Eqs. (57)- (60), the truncation error becomes O(h 2 ).
Eq. (61) has been suggested by Abokhodair [25, 26] .
If we set h = √ 3v in Eqs. (61)- (65), the truncation error becomes O(v
If we set h = v in Eqs. (66) and (67), the truncation error becomes O(h 2 ). Note that many expressions are equivalent by
Now using f (x + h) and f (x − h) we can obtain the following. .
If we set v = h in Eqs. (81) and (82), the truncation error becomes O(h 2 ).
Second order derivatives using the real part
Making the expression h becomes O
If we set v 2 = 6h 2 in Eqs. (96)- (100), the truncation error becomes O(h
Making the expressions 2h If we consider h = 0 in the real part only we can obtain the following approximations.
Setting v = h in Eq. (107), the truncation error becomes O(h 4 ). 
Numerical tests
The different kinds of approximations for the first and second order derivatives (14)- (107) show different truncation errors and -according to the structure of the numerator -either avoid subtractive cancellation, or not. Note that a formal summation in the numerator is not a sufficient criterion to decide this question, because the individual terms may have opposite sign. To validate Eqs. (14)- (107), we use an analytic test function that has become an established de-facto standard in numerical differentiation, used by Lyness and Sande [28] and subsequently by many authors:
. Consistent with previous work on complex variable differentiation, we evaluate the function at the test point x = 1.5, which has the following values for the first and second derivatives: f ′ (x) = 3.622 and f ′′ (x) = 14.5683.
Simulations have been carried out in Fortran90 language using the GNU Fortran compiler gfortran with standard double precision format for all variables.
Results are displayed systematically in tables where increment value h starts from 1e −1 decreasing geometrically to 1e 
Discussion
As expected from the different structure and formal accuracy of different CS approximations, the corresponding numerical simulations for our test function show very different behaviors. Following, we summarize and compare the tables derived in the previous section. We divide the discussion into first order and second order derivatives on the one hand, and approximations based on the imaginary or real part of the function on the other hand.
Numerical approximations for the first derivative based on the imaginary part of the function (Eqs. (14)- (39)) and the classic first order forward FD approximation are shown in Tables 1-6. The forward FD approximation and the equations which use one real step only (Eqs. (25)-(32)) eventually collapse due to term cancellation. A different behavior can be seen for the group of ten equations (14)- (24), which do not collapse. For the group of equations (33)-(38), where numerical accuracy decreases for step sizes (h < 1e −18 ) and full collapse occurs finally (at h = 1e −25 ) (except (37)), we have to recall that this instability in detail depends on the format of the variable and the particular compiler and compiler options, meaning that the collapse may be pushed to smaller values of h, and meaning that we can chose a conservatively large but still very small step size to perform stable and accurate simulations using these approximations. For the different first derivatives based on the imaginary part, we can further appreciate that the accuracy of different numerical simulations is consistent with the formal accuracy of the corresponding approximations. For groups of equations (14)- (24) and (33)- (38) with the same order of accuracy (using a smart choice of h − v for the second group), convergence is faster in the first group. Tables 12-17 show numerical validations for the first order derivative using the real part (Eqs. (57)- (82)). Although we can reach fourth order accuracy in this group, all the real part based approximations collapse. This indicates a clear preference for imaginary part based approximations for the first derivative. Fig. 1 summarizes stability, accuracy and convergence for representative imaginary part based first order derivative approximations. Therefore, we classify non cancelling approximations into three groups considering their degree of accuracy: the first one related to Eqs. (14)- (19) Table 11 Second order derivative validations: interesting feature is that groups of equations (20)- (24) and (33)- (38) have the same order of accuracy (fourth) but not the same rate of convergence, being convergence faster in Eqs. (20)- (24) . The classic first order forward finite difference is given for comparison in Fig. 1 , showing the better performance of generalized CS schemes, and a very clear superiority of those particular approximations that avoid term cancellation. Second order derivative validations using the imaginary part and the centered FD approximation correspond to Tables 7-11. All of the approximations collapse at some point, different from the non cancelling first order derivative approximations. All approximations reach the minimum error at h = 1e (45)- (52) shows drastic numerical instabilities. These instabilities are easily explained due to the cancellation between the terms f (x ± h) and f (x) at some point. When these terms cancel, the only remaining term in the numerator of the expressions is Im(f (x ± h ± iv)) which is proportional to h and not to h 2 , so when h → 0 ⇒ Im(f (x ± h ± iv))/h 2 → ∞. Tables 18-23 show numerical validations for the second order derivative using the real part (Eqs. (83)- (108)). All the approximations collapse at some point just like the imaginary part based approximations. However, the one step approximations given by Eqs. (88), (91), (93) and (94) show much higher stability compared to the imaginary part based one step approximations, and achieve small relative errors of power 1e −5 , which can be appreciated in Fig. 2 2 ) → ∞, which produces the numerical instability similar to the case explained before. Summarizing, while the imaginary part based approximations are more stable for first order derivatives because they do not collapse, the real part based approximations are more stable for second order derivatives, which can be appreciated in Fig. 3 .
Conclusions
This work extends the well known CS method by introducing the complex step in a strict sense. Simple and straightforward, this derivative concept allows developing many different approximations for the first and second order derivatives of any complex valued analytic function using its real and imaginary parts. We give a complete list of generalized CS schemes on a compact stencil, including ten approximations for the first order derivative that avoid term cancellation inherent to classic FD approximations, as well as ways of computing second order derivatives in a single step. A superior accuracy and stability of the new CS approximations over traditional FD approximations have been demonstrated for an appropriate analytic test function that has been extensively used in previous studies on numerical differentiation. For an appropriate choice of step sizes in the real and imaginary directions, fourth order accuracy can be reached in a simple two step scheme. On the other hand, the generalized CS method is essentially as computational efficient and easy to implement as the corresponding classic FD schemes. In conclusion, generalized CS may provide a valuable alternative for accurate numerical modeling in many science and engineering applications, especially for problems that string together many successive finite difference operations and are particularly susceptible to error propagation.
