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れの大きさを N，Mとすると，N  Mだけの計算回数と組み合わせを格納するメモリ空間を必要
とする．







ウィンドウは 2つのストリームデータ S treamR，S treamS に対してWindowR，WindowS として




















した Handshake Join [5]は，FPGAやマルチコア CPU等ハードウェアの並列性を有効活用するた
めのアルゴリズムである．









































ウィンドウサイズ (Local Window Size)での結合処理を実行し，結果を集計することで大きなウィ
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結合演算モジュール（Join HW）は複数の Join Coreとマージ機構を使用した Ogeらの実装 [8]
を参考にしたモジュールである．Join HWのコア数やウィンドウサイズなどの設定は論理合成時
に指定することで変更が可能である．
















































































トリーム Rと S に対して，各計算ノードが処理するデータを交互に進めることで，Handshake Join
のマルチノード化を実現する．
(1). 計算ノードは，共有領域からそれぞれ逆方向から Rと S を読み出す．しかし，この時点で
は．Rと S 両方のデータを有するノードが存在しないため，結合処理は行われない．
(2). ストリーム Rが 1ノード分移動すると，Node0から Node2が順に R2から R0を読み出す．こ
こで初めて Node2上に R0と S 0両方のデータが存在することになり，結合処理が行われる．
(3). 同様にストリーム S が 1ノード分移動すると，Node1から Node3が順に S 0から R1を持つ．
この時点で Node1上で R1と S 0，Node2上で R0と S 1の結合処理が行われる．
(4). ある程度処理が進むと，全ノードで結合処理が実行される．この時 R0は一番端のノード上
にある．
(5). 次のストリーム Rの移動で，R0は読み込まれず，代わって R4が読み込まれる．R4は，計算
ノードによる処理実行中に，リングバッファにより共有されたデータである．
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提案手法を実装した環境を表 4.1と表 4.2に示す．この計算機を 1ノードとして最大 16ノード
用いた図 4.1.1に示す環境で実験を行った．
表 4.1: 計算機環境
No. of Node 1 to 16
CPU Intel Core i7-6700K 4.00GHz
(4C8T)
Memory DDR4 2133 MHz 32.0 GB
Network Intel Ethernet Controller X540-AT2 10Gbps
on board Ethernet 1Gbps
SSD Transcend TS64GSSD370S





FPGA Device Stratix V GX
5SGXMA3K1F40C2N
runs at 125 MHz
DRAM (DDR3) 800 MHz, 2.0 GB
Network Proprietary GiGA CHANNEL
Optical token ring network
14 Gbps 2ch
PCIe I/F 2.0 Gen28 Lane





本研究で対象とするクエリを図 4.2.1に示す．クエリは 2つの入力ストリーム R, S を持ち，各ス
トリームからの入力タプル r 2 Rと s 2 S は，4.2.2に示すようなそれぞれ 4つの 32bitデータの組
< key1; key2; value1; value2 >で構成される 128bit幅のタプルを用いる．
図 4.2.1 のクエリは，入力タプル r と s の，それぞれ key1 及び key2 の 2 つの属性値を用い，
WHERE句に記述した条件を満たす結合演算を行うことを示している．この場合ではタプル rの
key1，key2がそれぞれタプル sの key1，key2の 10以内に含まれている場合にタプルが出力さ
れる．
SELECT r.key1, r.key2, r.value1, r.value2,
s.key1, s.key2, s.value1, s.value2
FROM windowR AS r, windowS AS s
WHERE r.key1 BETWEEN s.key1-10 AND s.key1+10
AND r.key2 BETWEEN s.key2-10 AND s.key2+10
図 4.2.1: ストリームデータ結合処理クエリ




































予備評価として Join Coreのコア数に対するリソース使用量の変化を調べた．図 4.3.1に FPGA
に実装したハードウェアのリソース使用量を示す．
”Logic utilization”はFPGAが持つ論理リソースAdaptive LogicModule(ALM)の使用量を示し，”To-
tal block memory bits”は組み込みメモリであるBlock RAMの使用量を示している．また，Handshake
Join及び周辺ハードウェアはVHDLで実装されており，この値は Join Core以外のバスなどの周辺
ハードウェアを含んでいる．
1Join Coreあたりのウィンドウサイズを 128に固定した場合，論理リソースの使用量は Join Core
数に従って増大し，32コア時に最大の 88.53%となった．一方で，組み込みメモリの利用量はウィ
ンドウサイズに強く依存するが，Join Core数の増大による影響は少ない．これは Stratix Vで用意
されている組み込みメモリが 20  1024bitのブロックサイズで与えられるためである．
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4; 8; 16; 32コア実装したハードウェアを用いてウィンドウサイズ 512  4096での入力スループット
性能評価を行った．
マルチノードでは 32コア実装したハードウェアを 1ノードとしてノード数を 1; 2; 4; 8; 16ノード
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図 4.3.3: 入力スループット測定 (wsize=128/core),
マルチノード
19
(2)全体のウィンドウサイズ固定の条件での性能を示す．シングルノードでの測定では，4; 8; 16; 32
コアを実装し，結合処理全体のウィンドウサイズが 4096一定となるようそれぞれのコアあたり
ウィンドウサイズを 1024; 512; 256; 128設定したハードウェアを用いて入力スループット性能評価
を行った．
マルチノードでは，(1) での実験と同様に 32 コア実装したハードウェアを 1 ノードとして，
1; 2; 4; 8; 16 ノードの構成の入力スループット性能測定を行った．このときそれぞれのノード構
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るために，ソフトウェア実行時のデータ転送には表 4.2に示した FPGAボードのGiGA CHANNEL






は，送信側ノードから受信側ノードに対して 1対 1での TCP通信を行うため，ノード数が増える
と通信のオーバーヘッドが拡大していき，16ノードの実験では図 4.3.7に示すように FPGAでの
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