In this paper, we derive two higher order multipoint methods for solving nonlinear equations. The methodology is based on Ostrowski's method and further developed by using cubic interpolation process. The adaptation of this strategy increases the order of Ostrowski's method from four to eight and its efficiency index from 1.587 to 1.682. The methods are compared with closest competitors in a series of numerical examples. Moreover, theoretical order of convergence is verified on the examples.
Introduction
Finding the root of a non-linear equation ( ) 0 f x  is a common and important problem in science and engineering. Analytic methods for solving such equations are almost non-existent and therefore, it is only possible to obtain approximate solutions by relying on numerical methods based on iteration procedures. Traub [1] has classified numerical methods into two categories viz. 1) one-point iteration methods with and without memory, and 2) multipoint iteration methods with and without memory. Two important aspects related to these classes of methods are order of convergence and computational efficiency. Order of convergence shows the speed with which a given sequence of iterates converges to the root while the computational efficiency concerns with the economy of the entire process. Investigation of onepoint iteration methods with and without memory, has demonstrated theoretical restrictions on the order and efficiency of these two classes of methods (see [1] ). However, Kung and Traub [2] have conjectured that multipoint iteration methods without memory based on evaluations have optimal order . In particular, with three evaluations a method of fourth order can be constructed. The well-known Ostrowski's method [3] is an example of fourth order multipoint methods without memory which is defined as
where 0,1, 2, i   and 0 x is the initial approximation sufficiently close to the required root. The method requires two function f and one derivative f  evaluations per step and is seen to be efficient than classical Newton's method.
Recently, based on Ostrowski's method (1) Grau and Díaz-Barrero [4] have developed a sixth order method requiring four evaluations, namely three f and one f  per iteration. Sharma and Guha [5] have shown that there exists a family of such sixth order methods with equal number of evaluations.
In the present paper, we derive two modified Ostrowski's-type methods which improve the local order of convergence from four for Ostrowski's method to eight for new methods. The important feature of these methods is that per step they require three evaluations of f and one evaluation of f  . Thus, the new methods support the conjecture of Kung and Traub for eighth order methods based on four evaluations.
The paper is organized in six sections. In Section 2, methods are developed and their eighth order convergence is established. In Section 3, computational effi-ciency of the methods is discussed. Section 4 contains the numerical experimentations and comparison with some well known methods. Concluding remarks are given in Section 5. In Section 6, references are given
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Expanding   i f w about  and using (24), we obtain 2  2  3  3  4  2  2  2  3  2  4  3 2  2  5  4 2  3  3 2  2   2  2  3  5  6  7  6  5 2  4 3  4 2  3 2  3 2  2   2  3  7  5  4  10  6  24  12   5  13  17  34  37  73  28 .
Using Equations (21), (23) and (25), we obtain 
From second step of (2) 
Using (27) 
Using the results of (21), (25) and (29) in
and simplifying, we get 
From (22) and (30), we get
Using (28) and (31) in
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This shows that the error in derivative approximation is of order four.
Remark 2. Upon using Taylor's expansion 1 2 In our case, the Ostrowski method (2) comprising the first two steps, is of order four. Thus to produce eighth order method the formula (19) should be of order two (neglecting how is obtained). From (34), it turns out that
O e i   Also, the Taylor's series expansion of the function
 On substitution and simplifying, we see that the Newton-like method (15) and hence (19), has the order two, thus verifying the convergence theorem on composition of two iterative functions to produce eighth order iterative method.
Method Two
Here we consider the inverse interpolation. Let
be an inverse interpolatory polynomial of degree three such that
From (36) and (37), we can calculate A and as given by
Substituting the values of A and in (35), then using (38) and (39), we obtain 
