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I. INTRODUCTION

F
OR fairly general Rayleigh-fading channels without channel state information (CSI) at low signal-to-noise ratio (SNR), the capacity-achieving input gradually tends to bursts of "on" intervals sporadically inserted into the "off" background, even under vanishing peak power constraints [1] . This highly unbalanced input usually imposes implementation challenges. For example, it is difficult to maintain carrier frequency and symbol timing during the long "off" periods. Furthermore, the unbalanced input is incompatible with linear codes, unless appropriate symbol mapping (e.g., orthogonal modulation with appropriately chosen constellation size) is employed to match the input distribution.
This paper investigates the achievable information rate of phase-shift keying (PSK) on temporally correlated fading channels. PSK is appealing because it has constant envelope and is amenable to linear codes without additional symbol mappings. Focusing on low SNR asymptotics, we develop a capacity lower bound and interpret it as the achievable rate of a recursive training scheme 1 that converts the original fading channel without CSI into a series of parallel subchannels, each with estimated CSI but additional noise that remains circular complex white Gaussian.
The central results in this paper are as follows. First, for a discrete-time Rayleigh-fading channel whose unit-variance fading process has a spectral density function for , the achievable rate is nats per symbol
(1) as the average received channel SNR . This achievable rate is at most away from the channel capacity under peak SNR constraint . 2 Second, for a continuous-time Rayleigh-fading channel whose unit-variance fading process has a spectral density function for , the achievable rate as the input symbol duration is nats per unit time (2) where is the peak envelope power. This achievable rate coincides with the channel capacity under peak envelope .
We apply the above results to specific case studies of Gauss-Markov fading models (both discrete-time and continuous-time) as well as a continuous-time Clarke's fading model. For discrete-time Gauss-Markov fading processes with innovation rate , the quadratic behavior of the achievable rate becomes dominant only for . Our results, combined with previous results for the high-SNR asymptotics [6] , suggest that coherent communication can essentially be realized for . For Clarke's model, we find that the achievable rate scales sublinearly, but super-quadratically, as nats per unit time as . Finally, we extend the above results to Rician fading channels in which the direct line-of-sight (LOS) component has strength relative to the zero-mean Rayleigh specular component. For a discrete-time channel, the achievable rate is nats per symbol (3) which is again at most away from the channel capacity under peak SNR constraint . For a continuous-time channel, as the input symbol duration , the achievable rate is nats per unit time (4) which again coincides with the channel capacity under peak envelope .
The remainder of the paper is organized as follows. Section II describes the Rayleigh-fading channel model. Section III develops an achievable rate and its recursive training scheme interpretation. Section IV deals with the discrete-time Rayleighfading channel model, and Section V deals with the continuous-time Rayleigh-fading channel model. Section VI extends the results to Rician fading channels. Finally, Section VII provides some concluding remarks. Throughout the paper, random variables are denoted by upper case letters, and their sample values are denoted by the corresponding lower case letters. All the logarithms are to base , and information is measured in units of nats.
II. CHANNEL MODEL
We consider a scalar time-selective, frequency-nonselective Rayleigh-fading channel, written in continuous-time, basebandequivalent form as for (5) where and denote the channel input and the corresponding output at time instant , respectively. The additive noise is modeled as a zero-mean circular complex Gaussian white noise process with . The fading process is modeled as a wide-sense stationary and ergodic zero-mean circular complex Gaussian process with unit variance and with spectral density function for . Additionally, we impose a technical condition that is mean-square continuous, so that its autocorrelation function is continuous for . Throughout the paper, we restrict our attention to independent and identically distributed (i.i.d.) PSK over the continuous-time channel (5) . For technical convenience, we let the channel input have constant envelope and piecewise constant phase, i.e., if
for . The symbol duration is determined by the reciprocal of the channel input bandwidth. 3 3 For multipath fading channels, T should be substantially greater than the multipath delay spread [7] , otherwise, the frequency-nonselective channel model (5) may not be valid. Throughout the paper we assume that this requirement is met.
Applying the above channel input to the continuous-time channel (5) , and processing the channel output through a unit-energy matched filter, 4 we obtain a discrete-time channel 5 for (
The channels (5) and (7) are related through
For the discrete-time channel (7) we can verify the following.
• The additive noise is circular complex Gaussian with zero mean and unit variance, i.e., , and is i.i.d. for different .
• The fading process is widesense stationary and ergodic zero-mean circular complex Gaussian, with being marginally . We further notice that is obtained through sampling the output of the matched filter, hence its spectral density function is (12) for .
• The average channel SNR experienced at the receiver is given by (13) Throughout the paper, we focus on the following scenario. First, we assume that the realization of the fading process is not directly available to the transmitter or the receiver, but its statistical characterization in terms of is precisely known at both the transmitter and the receiver. Second, the i.i.d. channel input is always on the unit circle. As will be explained later, we will only restrict it to be zero mean, i.e.,
. Such inputs encompass all the PSK inputs that are complex proper [10] , i.e., , like quadrature phase-shift keying (QPSK), as well as binary phase-shift keying (BPSK), which is not complex proper.
III. AN ACHIEVABLE RATE AND ITS RECURSIVE TRAINING SCHEME INTERPRETATION
A. An Achievable Rate Based on Average Channel Mutual Information
For an arbitrary coding block length with channel inputs and corresponding channel outputs , the average mutual information of the discrete-time channel (7) is (14) As the coding block length scales, standard channel coding theorems [11] demonstrate that the rate is achievable. However, in general, is difficult to compute. In this section, we develop and interpret a simple lower bound for , and focus on it throughout the remainder of the paper. Iteratively applying the chain rule for mutual information [12] , we have (15) By induction, let us evaluate the th term in the final summation of (15), i.e., the mutual information This term represents the mutual information between the current input and output given all the past inputs and outputs, and could correspond to the receivers having successfully reconstructed all the past inputs and using them as side information. Since the PSK channel inputs are always on the unit circle, the receiver can compensate for their phases in the channel outputs, and the resulting observations become for (16) Since zero-mean circular complex Gaussian distributions are invariant under rotation, the rotated noise is still zero-mean unit-variance circular complex Gaussian. Furthermore, since the original noise is i.i.d. and independent of , it can be easily verified that the rotated noise is also i.i.d. and independent of . Then we can utilize standard linear prediction theory (e.g., [13] ) to obtain the one-step minimum mean-square error (MMSE) prediction of defined as (17) The prediction and the prediction error are jointly circular complex Gaussian distributed as and , respectively, and are uncorrelated and further independent. Here denotes the mean-square prediction error. Hence, the channel (7) at time can be rewritten as (18) where the effective noise is i.i.d. circular complex Gaussian, and is independent of both the channel input and the predicted fading coefficient . To show these properties, we notice that and are independent circular complex Gaussian, and is merely a rotation on the unit circle. Thus, the channel (18) becomes a coherent Gaussian fading channel with receive CSI and effective SNR (19) Returning to the mutual information in the final summation of (15), since constitutes a Markov chain, and is a deterministic function of , it follows that (20) where and are related by the induced channel (18) .
In this paper, we mainly focus on the ultimate performance limit without delay constraints, which is achieved as . Under mild technical conditions, the one-step MMSE prediction error sequence converges to the limit [14, Ch. XII, Sec. 4] (21) Consequently, the effective SNR sequence converges to (22) Summarizing the above arguments and (15), as , we have that by Cesaro means (23) where and are the input, output, and predicted fading coefficient of the steady-state channel (24) where and are independent, and is i.i.d. circular complex Gaussian and independent of and . The SNR of the channel (24) is the steady-state effective SNR given by (22) . In Section IV, we evaluate the achievable rate of the steady-state channel (24) which operates at the effective SNR , as the actual channel SNR . In fact, for our purposes it is sufficient to examine the first-order expansion of the mutual information in (23), [15] - [17] . Specifically, because we restrict the PSK inputs to be zero mean, the asymptotically achievable rate becomes as (25)
B. A Recursive Training Interpretation of the Achievable Rate
In this subsection, we present a recursive training interpretation for the achievability of in (23) . From the channel coding theorem for general channels [11] , if we encode a message over a single sufficiently long block of channel uses and decode it fully taking the channel memory into account, then we can reliably achieve the information rate , and in fact the rate . Here we show that, for channels with finite memory structure, we can also achieve the information rate by a simple recursive training scheme. The recursive training scheme has been used in a series of earlier works, e.g., [6] , [18] , for channels with memory. Its basic idea is as follows. By interleaving the transmitted symbols of the discrete-time channel (7) as illustrated in Fig. 1 , we effectively convert the original noncoherent channel into a series of parallel subchannels (PSC). The recursive training scheme performs channel estimation and demodulation/decoding in an alternating manner. To initialize transmission, known pilot symbols are transmitted on PSC 0, the first parallel subchannel. Based upon the th received pilot symbol in PSC 0, the receiver predicts , the fading coefficients of PSC 1, for each . The receiver then proceeds to demodulate and decode the transmitted information symbols in PSC 1 coherently using the predicted fading coefficients
. If the rate of PSC 1 does not exceed the corresponding channel mutual information, then the channel coding theorem ensures that, as the coding block length , there exist codes that have arbitrarily small decoding error probability. Hence, the receiver can, at least in principle, form an essentially error-free reconstruction of the transmitted symbols in PSC 1, which then effectively become "fresh" pilot symbols to facilitate the prediction of and subsequent coherent demodulation/decoding of PSC 2. Extending this procedure, decoded symbols from PSCs are used as pilots to predict and coherently demodulate/decode PSC . From the preceding description, each of the PSCs obtains estimated receive CSI but additional noise due to channel estimation error. These PSCs suffer correlated fading, and this correlation is exactly what we seek to exploit using recursive training. Meanwhile, for general fading processes that possess infinite memory, some residual correlation remains within each PSC among its symbols. Due to the ergodicity of the channel (7), this correlation asymptotically vanishes as the interleaving depth , and each PSC can then be viewed as essentially memoryless.
Unfortunately, the above discussion, although intuitively reasonable, does not immediately lead to a formal channel coding theorem for the achievability of by recursive training. In particular, it overlooks a tension between decorrelation and error propagation: although increasing the interleaving depth reduces the residual channel correlation within each PSC, it also imposes more stringent requirements on the average decoding error probability for each PSC to prevent catastrophic error propagation. It remains an open problem to characterize under which general conditions the recursive training scheme achieves the information rate . In this section, we demonstrate achievability for the special case in which the discrete-time fading process is -dependent, i.e., there exists a finite integer such that and are independent for every and . For the stationary Gaussian process -dependence is equivalent to the condition that the spectral density function is the magnitude squared of a polynomial in ; see, e.g., [19] . Under the assumption that the fading process is -dependent, in Fig. 1 we simply need to append extra channel uses at the end of each row as a guard interval. For clarity of exposition, we keep the time indices unchanged, and the reader should bear in mind that between any two adjacent rows there is a guard interval with channel uses that eliminates the correlation between the rows. As we allow the interleaving depth to go to infinity, the rate loss due to guard intervals becomes negligible.
We note that, in each step of the channel estimation procedure, the receiver does not need to perform a vector one-step MMSE prediction that predicts jointly based upon all the previous channel outputs and decoded inputs of the PSCs, . The -dependence property for each PSC reduces the vector prediction to separate scalar one-step MMSE predictions. That is, for each , the receiver predicts solely based upon . In order to establish the achievability of rate , we fix a sufficiently small decoding error rate and a sufficiently small overall rate loss factor . That is, we want to have the system achieve the rate with an average decoding error probability no greater than . From the definition of in (23), the channel mutual information for PSC converges to by Cesaro means as . Therefore, we can choose a sufficiently large interleaving depth and a sequence of sufficiently small for such that the average mutual information of the PSCs is (26) where the normalizing factor takes into account the length-guard intervals. For each PSC , conditioning upon the event that no decoding error has occurred in the previous PSCs, we can choose a sufficiently large such that there exists a codebook with information rate and with average decoding error probability no greater than . Therefore, the overall average decoding error probability can be upper-bounded by (27) , shown at the bottom of the page. This demonstrates that the information rate is achievable using the recursive training scheme on an -dependent fading channel.
Remarks:
• A major drawback of the recursive training scheme is that its interleaved structure leads to large delay. The coding block length should be large enough so that the decoding error probability is small enough to prevent catastrophic error propagation. Furthermore, the number of PSCs should be large enough such that the prediction of the fading process essentially converges to its steady-state limit, and such that the rate loss due to guard intervals is negligible. Only after receiving all the symbols in the interleaved block can the receiver perform the alternating estimation-demodulation/decoding procedure.
• A possible situation is that in wideband channels with frequency-decorrelated fading processes, we can employ multicarrier techniques, e.g., orthogonal frequency-division multiplexing (OFDM), to decompose the original wide bandwidth into a large number of subbands, suffering independent frequency-nonselective fading processes. If we treat each subband as one row in Fig. 1 , then the preceding analysis also applies since the subbands are independent. Because the coding symbols for each PSC occur simultaneously in time, the receiver need not wait until receiving all the symbols to perform the alternating estimation-demodulation/decoding procedure.
IV. CHANNEL MUTUAL INFORMATION AT LOW SNR
As shown in (25) , the asymptotic channel mutual information depends on the limiting effective SNR (22) , which further relates to the limiting one-step MMSE prediction error (21) . The following theorem evaluates the asymptotic behavior of the channel mutual information (25) .
Theorem 1:
For the discrete-time channel (7), as , its steady-state induced channel (24) resulting from PSK with recursive training achieves the rate (28) if the integral exists. Proof: We will prove that (29) which together with (22) Substituting the above quantities into the first-order Taylor series expansion of , we obtain (29).
Theorem 1 states that for PSK at low SNR, the achievable channel mutual information vanishes quadratically with SNR. This is consistent with [20] , [21] . Furthermore, it is of particular interest to compare the asymptotic expansion (28) with several previous results.
A. Comparison With a Capacity Upper Bound
For the discrete-time channel (7), PSK with constant SNR is a particular peak-limited channel input. The capacity per unit energy of the channel (7) under a peak SNR constraint is [1] (33) achieved by on-off keying (OOK) in which each "on" or "off" symbol corresponds to an infinite number of channel uses, and the probability of choosing "on" symbols vanishes. Such "bursty" channel inputs are in sharp contrast to PSK. From (33), an upper bound to the channel capacity can be derived as [1] (34)
Comparing (28) and (34), we notice that the penalty for using PSK instead of the bursty -achieving channel input is at most . For fast time-varying fading processes, this penalty can be relatively significant. For instance, if the fading process is memoryless, i.e., for , then implying that no information can be transmitted using PSK. Fortunately, for slowly time-varying fading processes, the integral is typically much greater than , as we will see.
B. Comparison With the High-SNR Channel Behavior
From (28) and (34), it can be said that is a fundamental quantity associated with a fading process at low SNR. This is in contrast to the high-SNR regime, where a fundamental quantity is [22] (35)
The quantity is the one-step MMSE prediction error of given its entire noiseless past . If , the process is said to be regular. If , it is said to be deterministic, that is, the entire future can be exactly reconstructed (in the mean-square sense) by linearly combining the entire past . It has been established in [22] , [23] that, for regular fading processes as (36) Fig. 2 . Spectral density function of a deterministic fading process (38) that leads to poor low-SNR performance. The narrow notches in the spectrum make the process deterministic, while the remaining almost unit spectrum makes it behave as if nearly memoryless in the low-SNR regime for large n.
where is Euler's constant, and for deterministic fading processes as
where denotes the Lebesgue measure on the interval . It is then an interesting issue to investigate the connection between and . However, as the following two examples reveal, there is no explicit relationship between these two quantities.
1) Example 1: Even a Deterministic Fading Process Can Lead to Poor Low-SNR Performance:
Consider the following class of spectral density functions as illustrated in Fig. 2: if if (38) Since for certain intervals with nonzero measure, the corresponding fading process is deterministic with [14] . However, this class of leads to as (
resulting in vanishing values of the quadratic coefficient in (28).
2) Example 2: Even an Almost Memoryless Fading Process Can Lead to Good Low-SNR Performance:
Consider the following class of spectral density functions as illustrated in Fig. 3 :
(40) Fig. 3 . Spectral density function of an almost memoryless fading process (40) that leads to good low-SNR performance. The almost unit spectrum makes the process nearly memoryless, while the narrow impulse-like spectrum peak significantly contributes to the integral (1=2) 1 S (e )d, leading to good low-SNR performance for large n.
For large the fading process becomes almost memoryless since as (
However, this class of also leads to (42) as .
C. Case Study: Discrete-Time Gauss-Markov Fading Processes
In this subsection, we apply Theorem 1 to analyze a specific class of discrete-time fading processes, namely, the discrete-time Gauss-Markov fading processes. The fading process in the channel model can be described by a first-order autoregressive (AR) evolution equation of the form For practical systems in which the fading processes are underspread [7] , the innovation rate typically ranges from to [6] . So the rate penalty of PSK with respect to optimal, peak-limited signaling is essentially negligible at low SNR.
Due to the simplicity of the discrete-time Gauss-Markov fading model, we are able to carry out a nonasymptotic analysis to gain more insight. Applying (44) to (21), the steady-state limiting channel prediction error is (46) Further applying (46) to (22), we can identify the following three qualitatively distinct operating regimes of the induced channel (18) for small . • The quadratic regime: For , and .
• The linear regime: For , and .
• The saturation regime: For , and . Fig. 4 illustrates these three regimes for . The different slopes of on the log-log plot are clearly visible for the three regimes. The linear regime covers roughly 80 dB, from 40 to 40 dB, in this particular example. An interesting observation is that the two SNR thresholds dividing the three regimes are determined by a single parameter , which happens to be the one-step MMSE prediction error for the discrete-time Gauss-Markov fading process. The threshold dividing the linear and the saturation regimes coincides with that obtained in [6] , where it is obtained for circular complex Gaussian inputs with nearest neighbor decoding. In this paper, we investigate PSK, which results in a penalty in the achievable rate at high SNR. More specifically, it can be shown that the achievable rate for behaves like [24] . A further observation relevant to low-SNR system design is that the threshold dividing the quadratic and the linear regimes clearly indicates when the low-SNR asymptotic channel behavior becomes dominant. Since the innovation rate for underspread fading processes is typically small, we essentially have a low-SNR channel with perfect receive CSI above . This suggests that there may be an "optimal" SNR at which the low-SNR capacity limit with an average SNR constraint is the most closely approached. Fig. 5 plots the normalized achievable rate versus SNR, in which the achievable rate is numerically evaluated for the induced channel (18) using QPSK. Although all the curves vanish rapidly below the threshold , for certain , the normalized achievable rate can be reasonably close to . For example, taking , the "optimal" SNR is 15 dB, and the corresponding normalized achievable rate is above , i.e., more than 90% of the low-SNR capacity limit is achieved. Fig. 6 further plots the achievable rate versus SNR for PSK inputs with different constellation sizes. The innovation rate is fixed as . It can be seen that around 0 dB, letting the constellation size be four, i.e., QPSK, appears sufficient. For higher SNR, larger constellations perform better, and PSK loses degrees of freedom compared to the coherent capacity curve.
V. FILLING THE GAP TO CAPACITY BY WIDENING THE INPUT BANDWIDTH
In Section IV, we have investigated the achievable information rate of the discrete-time channel (7), which is obtained from the continuous-time channel (5) as described in Section II. In that context, the symbol duration is a fixed system parameter. In this section, we will show that, if we are allowed to reduce , i.e., widen the input bandwidth, then the recursive training scheme using PSK achieves an information rate that is asymptotically consistent with the channel capacity under peak envelope . More specifically, we have the following theorem.
Theorem 2:
For the continuous-time channel (5) with envelope , as the symbol duration , its steady-state induced channel (24) resulting from PSK with recursive training achieves the rate (47) Proof: In Section II, we have noted that the spectral density function of the discrete-time fading process is related to through (48) and that the SNR of the discrete-time channel (7) is given by (49) For the proof, the following two identities are useful:
The second identity (51) has been established in [ 
Then substituting (50) and (56) into (22), we have
Finally, Theorem 2 immediately follows from substituting (57) into (25) .
As before, we compare the asymptotic achievable rate (47) to a capacity upper bound based upon the capacity per unit energy. For the continuous-time channel (5), the capacity per unit energy under a peak envelope constraint is [1] (58) and the related capacity upper bound (measured per unit time) is [1] (59) Comparing (47) and (59), it is surprising to notice that these two quantities coincide. Recalling that in Section IV we have noticed a rate penalty in discrete-time channels, we conclude that widening the input bandwidth eliminates this penalty and essentially results in an asymptotically capacityachieving scheme in the wideband regime. 6 The channel capacity of continuous-time peak-limited wideband fading channels (47) was originally obtained in [25] . However, in [25] the capacity is achieved by frequency-shift keying (FSK), which is bursty in frequency. In our Theorem 2, we show that the capacity is also achievable if we employ recursive training and PSK, which is bursty in neither time nor frequency.
After some manipulations of (47), we further have that • as (60) if the above integral exists; • as (61) In the sequel, we will see that (60) and (61) are useful for asymptotic analysis.
A. An Intuitive Explanation of Theorem 2
In our proof of Theorem 2, we have utilized identities (50) and (51) to conveniently relate the continuous-time channel (5) to the discrete-time channel (7) . However, these identities also have concealed much of the intuition contained in the derivation. To further illustrate the underlying mechanism in Theorem 2, here we give an alternative argument. Although the following reasoning is not mathematically rigorous, it does provide an intuitive way to understand the channel behavior as the symbol duration . In Section II, we have described the conversion from the continuous-time channel (5) to the discrete-time channel (7) . Strictly speaking, the discrete-time fading coefficient is the th sample of the matched-filtered, continuous-time fading process. The matched-filtering effect can be viewed as averaging within a symbol interval of length . Since we have assumed that the continuous-time fading process is mean-square continuous in , roughly speaking, as , the discrete-time fading coefficient , and the SNR per symbol . Furthermore, compared to sufficiently small , the fading process can be viewed as essentially band limited. So the discrete-time fading process is approximately the sampled continuous-time fading process with sampling rate well beyond its Nyquist rate, and we may write for Now let us apply the above approximations to (21) to evaluate for small (62) where results from and results from a change of variables results from as , and results from as . We notice that the above derivation leads to the same as (56) in our proof.
B. Case Study: The Continuous-Time Gauss-Markov Fading Model
In this subsection, we apply Theorem 2 to analyze the continuous-time Gauss-Markov fading processes. Such a process has autocorrelation function (63) where the parameter characterizes the channel variation, analogously to for the discrete-time case in Section IV. The spectral density function of the process is (64) Applying Theorem 2, we find that the recursive training scheme using PSK with a wide bandwidth asymptotically achieves an information rate (65) as (66) Fig. 7 illustrates the achievable rate (65) versus for .
C. Case Study: Clarke's Fading Model
In this subsection, we apply Theorem 2 to analyze Clarke's fading processes. Such a process is usually characterized by its spectral density function [26] if otherwise, (67) where is the maximum Doppler frequency. Applying Theorem 2, we obtain as shown in (68) at the bottom of the page. For large , the asymptotic behavior of (68) is consistent with (61). For small , however, the integral in (60) diverges, hence the asymptotic behavior of (68) scales super-quadratically with . After some manipulations of (68), we find that as (69) Fig. 8 illustrates the achievable rate (68) versus for . We notice that, for small , the asymptotic expansion (69) is accurate.
VI. EXTENSION TO RICIAN FADING CHANNELS
In this section, we extend the above developments to Rician fading channels. Similar to the Rayleigh-fading case, we start with a continuous-time Rician fading channel model presence of a parameter corresponding to the direct LOS component. We assume that is deterministic and precisely known. If , the channel reduces to being Rayleigh, and as the channel tends to be Gaussian.
Again, processing the channel output through a matched filter, we obtain a discrete-time model (71) where the definitions for and are all the same as in Section II. The average channel SNR experienced at the receiver is given by (72) correspondingly, the direct LOS component for the discretetime channel model is (73) which converges to as . In the Appendix, we derive the capacity per unit energy under peak constraints for the Rician fading channels (70) and (71), and a corresponding upper bound to the capacity as a function of SNR. These results complement the corresponding results for Rayleigh-fading channels [1] , and are useful for our subsequent developments in this section.
For the discrete-time channel (71), since the zero-mean component of the Rician fading process is also circular complex Gaussian, the recursive training procedure with PSK inputs for the Rayleigh-fading case still applies. Following the same developments as in Section III, we find that as the interleaving depth , the one-step MMSE prediction error converges to
Consequently, the steady-state channel can be written as (75) where the estimated fading coefficient and the estimation error are independent, and the effective noise is still i.i.d. circular complex Gaussian and independent of and . Applying the first-order asymptotic expansion [17] , we find that as , the steady-state channel (75) achieves (76) Meanwhile, as , the steady-state one-step MMSE prediction error behaves like (see the proof of Theorem 1) (77) assuming that the integral exists.
After manipulating terms, we obtain the following theorem. Now let us invoke the capacity upper bound (91) derived in the Appendix (79) Comparing (78) and (79), we again notice that the penalty of using PSK instead of bursty -achieving channel input is at most , exactly the same as in the Rayleighfading case.
Additional insight for Rician fading channels follows from inspecting the quadratic term in (78). As increases from zero to infinity, the coefficient of the linear term, , increases from zero to one, meanwhile the coefficient of the quadratic term decreases from a certain positive value to . There exists a threshold (80)
For
, the achievable rate is a locally convex function of at ; and for becomes locally concave. This type of behavior resembles that observed in [27] for memoryless Rician fading channels under different peak or fourthegy constraints.
Finally, in parallel to the Rayleigh fading case in continuoustime, we have by the same developments as in Section V that, in the wideband limit, recursive training using PSK inputs is capacity achieving.
Theorem 4:
For the continuous-time Rician fading channel (70) with peak envelope power , as the symbol duration , recursive training using PSK inputs achieves the rate (81) which is the channel capacity in the wideband limit.
VII. CONCLUDING REMARKS
For fading channels that exhibit temporal correlation, a key to enhancing communication performance is efficiently exploiting the implicit CSI embedded in the fading processes. From the preceding developments in this paper, we see that a recursive training scheme, which performs channel estimation and demodulation/decoding in an alternating manner, accomplishes this job reasonably well, especially when the channel fading varies slowly. The main idea of recursive training is to repeatedly use decisions of previous information symbols as pilots, and to ensure the reliability of these decisions by coding over sufficiently long blocks. As such, recursive training can be viewed as a form of a block decision-feedback receiver.
Throughout this paper, we restrict the channel inputs to zeromean PSK, which is not optimal in general for fading channels without CSI. There are two main motivations for this choice. First, compared to other channel inputs such as circular complex Gaussian, PSK leads to a significant simplification of the analytical developments. As we saw, recursive training using PSK converts the original fading channel without CSI into a series of parallel subchannels, each with estimated receive CSI but additional noise that remains circular complex white Gaussian. In this paper, we mainly investigate the steady-state limiting channel behavior of channel prediction; however, it may be worth mentioning that, using the induced channel model presented in Section III, exact evaluation of the transient channel behavior is straightforward, with the aid of numerical methods.
Second, PSK inputs perform reasonably well in the moderateto low-SNR regime. This is due to the fact that, for fading channels with receive CSI, as SNR vanishes, the linear leading term in the channel capacity can be asymptotically achieved by rather general zero-mean inputs, not just circular complex Gaussian. The main contribution of our work is that it clearly separates the effect of an input peak-power constraint and the effect of replacing optimal peak-limited inputs with PSK, which is nonbursty in both time and frequency. Previous results [1] , [17] , [20] , [21] indicate that in the low-SNR regime, requiring inputs be peak-limited drags the achievable rate down from linear to quadratic, and it is asymptotically optimal to use vanishing duty cycle, i.e., bursty signaling, in transmission. Our results indicate that, for slowly time-varying fading processes, the rate loss from PSK inputs compared to bursty signaling is essentially negligible. Furthermore, as revealed by the nonasymptotic analysis for discrete-time Gauss-Markov fading processes, there appear to be nonvanishing SNRs at which near-coherent performance is attainable with recursive training and PSK.
APPENDIX CAPACITY PER UNIT ENERGY UNDER PEAK CONSTRAINTS FOR RICIAN FADING CHANNELS
We evaluate the capacity per unit energy of Rician fading channels with a peak constraint only. To this end, let us slightly modify the parametrization of channel model (71) to (82) where all the symbols represent the same quantities as in (71), except that the channel input is now subject to a peak constraint .
The capacity per unit energy for channel (82) is given by the following theorem.
Theorem 5:
The capacity per unit energy of the discrete-time Rician fading channel (82), under the peak constraint for is (83)
A. Proof of Theorem 5
The proof is a direct application of the general formula in [1] , and its main steps are indeed the same as that for the Rayleighfading case in [1] .
In where the second term for any fixed has been shown to be minimized by letting [1] . Hence
Finally, the expression (83) follows from applying the asymptotic theory of Toeplitz matrices (e.g., [28] ) to (87) as .
B. Interpretation of Theorem 5 and a Related Capacity Upper Bound
For Rayleigh-fading channels , (83) reduces to
which has been obtained in [1] . Additional insight follows from considering the small-peak asymptotics of (83). A Taylor series expansion shows that as
In fact, for all we have
which becomes tight for small as shown in (89). Now let us consider that the channel (82) is further subject to an average SNR constraint for any given coding block length . For any fixed peak SNR , the channel capacity is a concave nondecreasing function of [1] , [29] , hence an upper bound to can be obtained based upon the capacity per unit energy as (91)
An interesting observation appears when both and vanish, with their ratio fixed and finite. In this case (91) reduces to (92)
On the other hand, even if the channel (82) is memoryless, for is still [27] . Thus, we reach the following conclusion. That is, temporal correlation does not affect the first-order behavior of capacity, which is solely determined by the direct LOS component.
C. Extension to Continuous-Time Channels
We can further apply the techniques in [1] to address continuous-time Rician fading channels. The result is as follows.
Theorem 7:
The capacity per unit energy of the continuoustime Rician fading channel (70) under the peak envelope constraint for is (94)
