Abstract. Many systems in biology, physics and engineering can be described by systems of ordinary differential equation containing many parameters. When studying the dynamic behavior of these large, nonlinear systems, it is useful to identify and characterize the steady-state solutions as the model parameters vary, a technically challenging problem in a high-dimensional parameter landscape. Rather than simply determining the number and stability of steady-states at distinct points in parameter space, we decompose the parameter space into finitely many regions, the steady-state solutions being consistent within each distinct region. From a computational algebraic viewpoint, the boundary of these regions is contained in the discriminant locus. We develop global and local numerical algorithms for constructing the discriminant locus and classifying the parameter landscape. We showcase our numerical approaches by applying them to molecular and cell-network models.
Introduction
The dynamic behavior of many biophysical systems can be mathematically modeled with systems of differential equations that describe how the state variables interact and evolve over time. The differential equations typically include parameters that represent physical processes such as kinetic rate constants, the strength of cell-cell interactions, and external stimuli, and the behavior of the state variables may change as the parameters vary. Typically, determining and classifying all steady state solutions of such nonlinear systems, as a function of the parameters, is a difficult problem. However, when the equations are polynomial, or can be translated into polynomials, which is the case for many biological, physics and engineering systems, computing the steady state solutions becomes a problem in computational algebraic geometry. With this setup, it is possible to compute the regions of the parameter space that give rise to different numbers of steady-state solutions. Here we present an approach based on the numerical algebraic geometric paradigm of computing points rather than defining equations and inequalities, surpassing current symbolic approaches, with a theoretical guarantee of finding all steady-states.
Due to the ubiquity of such problems, many methods have been proposed for identifying and characterizing steady state solutions over a parameter space. Some examples include using a cylindrical algebraic decomposition (1) with related variants (2) (3) (4) and computing the ideal of the discriminant locus using resultants or Gröbner basis methods, (see (5) (6) (7) ). Unfortunately, each of these methods has drawbacks that prevent them from being applicable to models for realworld applications due to their algorithmic complexity, symbolic expression swell, and inherent sequential nature. On the other hand, numerical continuation methods as implemented in, for example, AUTO (8) and MATCONT (9) , compute bifurcations for a parametric model and are local in that one "continues" from a given initial point. Recently, it has become possible to compute all solutions over the complex numbers C to a system of polynomial equations using homotopy continuation and, more generally, numerical algebraic geometry, (see (10) (11) (12) ). Such methods have been implemented in software packages including Bertini (13), HOM4PS-3 (14) , and PHCpack (15) with Paramtopy (16) extending Bertini to study the solutions at many points in parameter space. Typically, these methods work over C while the solutions of interest in biological models are in a subset of the real numbers R, e.g., one is interested in steady-states in the positive orthant where the variables are biologically meaningful.
We present a numerical discriminant locus method for decomposing parameter space into distinct solution regions. Recall that when solving the roots of the equation ax 2 + bx+ c = 0, where a, b, and c are parameters, and x is the variable, the discriminant locus defined by ∆ := b 2 −4ac = 0 is the boundary separating regions in which the two distinct solutions for x are real (∆ > 0) and nonreal (∆ < 0). We propose three methods for decomposing the parameter space. The first, aimed at one-dimensional parameter spaces, is a sweeping approach that will locate the finitely-many real points in the discriminant locus building upon (17, 18) thereby yielding finitely many regions, which are open intervals in this case, where the number of steady-state solutions is consistent. The second, for low-dimensional parameter spaces, provides a complete decomposition of the parameter space into finitely many regions after decomposing the discriminant locus. Since computing and decomposing the discriminant locus may be impractical for high-dimensional parameter spaces, our third method uses the sweeping approach to compute a local decomposition of the parameter space near a given point in the parameter space. When decomposing a high-dimensional parameter space is desirable, one could bootstrap together the local analyses to generate a more complete, or global, view of the parameter space.
In the next section, we introduce the discriminant locus and present the proposed algorithms. Then we apply our algorithms to two biological models.
Discriminant Locus and the Algorithms
We consider autonomous systems of differential equations of the form
where x = (x 1 , . . . , x N ) is the collection of state variables, p = (p 1 , . . . , p s ) is the collection of system parameters, and f (x, p) is a system of N polynomial or rational functions. For p ∈ R s , the steady state solutions to Eq. 1 are defined as x ∈ R N such that f (x, p) = 0. We are particularly interested in the case when f (x, p) = 0 has finitely many solutions in C N , all of which are nonsingular, for generic p as this is typically the case for biological networks. The parameter space P ⊂ R s for Eq. 1 consists of the values of the parameters p which one aims to consider, here those that are biologically meaningful. For simplicity, one should consider P = R s or the positive orthant in R s . The quantitative behavior of the steady state solutions is constant on regions inside the parameter space P, e.g., the number of physically realistic steady state solutions is the same for all parameter values in the region. One can also refine the quantitative behavior, by considering, for example, the number of positive steady state solutions that are locally stable. The boundaries of these regions are contained in the discriminant locus.
Classically, the discriminant locus consists of the parameter values for which nongeneric behavior occurs. Suppose that p ∈ P is such that f (x, p) = 0 has the generic behavior, that is, f (x, p) = 0 has the expected number of nonsingular isolated solutions. By the implicit function theorem, this generic behavior extends to an open neighborhood containing p. One can keep increasing the size of this neighborhood in the parameter space until it touches the discriminant locus. When focused on counting the number of steady state solutions, the discriminant locus is defined by the closure of all values of p ∈ P such that there exists x with f (x, p) = 0 and J x f (x, p) is not invertible, where J x f is the Jacobian matrix of f with respect to the state variables.
One can add to the classical discriminant locus other values of the parameters based on the quantitative property of interest, which we collectively call the discriminant locus for the problem. For example, the number of positive steady state solutions occurs at either the classical discriminant locus or the closure of the set of p ∈ P such that there exists x with f (x, p) = 0 and x i = 0 for some i ∈ {1, . . . , N }. If a function f i is rational, one also has to consider the closure of the set of p ∈ P where the numerators of f (x, p) are zero and the denominator of f i is zero. Since the discriminant locus is contained in a hypersurface in P, the parameter set P with the discriminant locus removed consists of regions for which the quantitative behavior of the solution set is constant.
2.1. Algorithm and Implementation. Our approach builds on methods in numerical algebraic geometry, e.g., see (10) (11) (12) for a general overview. In particular, rather than aiming to find equations that vanish on the discriminant locus and inequalities that describe the regions in parameter space, we search for points lying on the discriminant locus and describe regions based on giving a point lying in the region. That is, since each region is connected, one can start with one point in a region and trace out the boundaries, which are contained in the discriminant locus, for that region. In this way, rather than finding explicit equations and inequalities that define the boundaries of a region, one starts with a point in the region and has a method that traces out the boundaries as needed. This paradigm is similar to the numerical "cell decomposition" approach for real curves (19) and surfaces (20, 21) , rather than a symbolic approach where the boundaries are described by polynomials (1, 2) (see (22) (23) (24) (25) for applications to biology).
The first approach, which we call perturbed sweeping, is for one-dimensional parameter spaces, i.e., s = 1. In this case, the discriminant locus for the problem of interest consists of at most finitely many points. Sweeping refers to tracking the solution curves x(p) where f (x(p), p) = 0 as p ∈ R varies via continuation. To avoid numerical issues with attempting to track through the discriminant locus, we propose to sweep along a perturbed path. For i = √ −1 and ǫ ∈ R, we consider the perturbed solution curves
Theorem 2.1. With the setup described above, for all but finitely many ǫ ∈ R, all perturbed solution curves are smooth.
Proof. Since there are only finitely many points in the discriminant locus, there can be only finitely many values of ǫ ∈ R such that there exists δ ∈ R with δ + ǫi in the discriminant locus.
Since x ǫ (p) → x(p) as ǫ → 0, we are able to recover information about the actual solution curves with the distinct numerical advantage of tracking smooth solution curves. Importantly, our sweeping approach evades possible numerical issues from (18) which arise as the number of state variables increase and are associated with monitoring the determinant of the Jacobian matrix with respect to the state variables. That is, the determinant of the Jacobian matrix can be "close" to zero for matrices which are "far" from being rank deficient. For example, consider the matrix A n = 2 −1 · I n , where I n is the n × n identity matrix. For any n ≥ 1, A n is half a unit away from the nearest singular matrix while det(A n ) = 2 −n . To avoid this situation, one monitors the condition number as in (17); moreover we utilize a perturbation to regularize the sweeping path. Thus, rather than track directly along the real line and possibly pass through a parameter point lying exactly on the discriminant locus where the Jacobian matrix is rank deficient, we track along a nearby path where the Jacobian matrix has full rank. This avoids possible issues associated with tracking where the Jacobian matrix is rank deficient, but still permits the location of the singularities by monitoring the condition number. If further refinement is needed, additional efficient local computations can be employed, e.g., (26, 27) .
We now build on this perturbed sweeping approach to generate methods for parameter spaces which are not one-dimensional. Our next approach, applicable for low-dimensional parameter spaces, is a global approach called a global region decomposition that mixes projections, critical sets, and perturbed sweeping. We start in the two-dimensional case, s = 2, for which the discriminant locus is contained in a curve. For a (sufficiently) random projection π(p) = α 1 p 1 + α 2 p 2 , consider intersecting the discriminant locus with the family of lines defined by π(p) = t. Using the perturbed sweeping approach on the added parameter t along the discriminant locus yields the critical points of the discriminant locus with respect to π. The discriminant locus has the same quantitative behavior between its critical points and thus the regions can be constructed by slicing between the critical points and at each of the critical points, following a modification of (19) .
For a global region decomposition for higher dimensional parameter spaces one reduces the number of dimension by considering the critical point set. For example, in the three-dimensional case, s = 3, and π(p) consisting to two (sufficiently) random projections, one first considers the so-called critical curve of the discriminant locus with respect to π, namely the set of points on the discriminant locus where the Jacobian is singular with respect to π. One then decomposes the curve case as above yielding a region decomposition in π(P) which one then lifts to a region decomposition for P.
Since a global region decomposition is not practical for high-dimensional parameter spaces, we propose a local region decomposition method by combining perturbed sweeping with the classical approach of ray tracing. Given a point p ∈ P not contained in the discriminant locus, one can view the codimension one components of the discriminant locus by using the perturbed sweeping approach along emanating from p. Once points on the discriminant locus are found, one can use homotopy continuation methods to track along the boundaries and locate other regions. This method is local in the sense that small regions could be missed but avoids the expense of computing critical points of projections in the global approach. By bootstrapping local decompositions from various p, one can aim towards generating a global view of the parameter space if desired.
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Quadratic Example.
To illustrate the perturbed sweeping and global region decomposition approach, we consider two examples of a parameterized quadratic equation. The first has one parameter, namely f (x, a) = x 2 + ax + a/4. The classical discriminant for quadratic polynomials yields ∆ = a 2 − a with discriminant locus a = 0, 1. In particular, f = 0 has a singular real solution when a = 0 or a = 1, two distinct real solutions when a < 0 or a > 1, and two distinct nonreal solutions when 0 < a < 1. To avoid tracking through the singularities, we use the perturbed sweeping method using f (x, a + ǫi) = 0. In this case, for any fixed nonzero ǫ ∈ R and a ∈ R, f (x, a + ǫi) = 0 always has 2 distinct solutions. By taking ǫ near zero, say ǫ = 10 −6 , we sweep along the smooth curve parameterized by a and observe the expected solution behavior as shown in Figure 1 .
The second example has two parameters, namely f (x, a, b) = x 2 + ax + b/4 and we aim to decompose the parameter space based on the number of real and positive solutions, which is typical in biological problems. The classical discriminant for quadratic polynomials yields ∆ = a 2 − b with the sign condition adding to this via the equation f (0, a, b) = b/4 = 0, i.e., b = 0. Thus, the discriminant locus in this case consists of two irreducible curves which cut the parameter space (a, b) ∈ R 2 into four regions where the number of real, positive, and negative solutions are constant on these regions as shown in Figure 1 .
By using the projection π(a, b) = a, the perturbed sweeping method finds the critical point a = 0 of the discriminant locus. For any a < 0 or a > 0, there are three regions in b, namely b < 0, 0 < b < a 2 , and b > a 2 . For a = 0, there are two regions in b, namely b < 0 and b > 0 which must extend away from a = 0 by the implicit function theorem. Starting from one point in each of these regions, continuation is used to merge these 7 regions into 4 distinct regions of R 2 .
Results
We showcase our methods by applying them to two illustrative biological models: a detailed ODE model of the gene and protein signaling network that induces long-term memory proposed by Pettigrew et al. (28) , and a network model of cell fate specification in a population of interacting stem cells. Since cellular decision making often depends on the number of accessible (stable) steady-states that a system exhibits, we seek to identify distinct regions of parameter space that can elicit different system behavior.
3.1. Molecular network model. A gene and protein network for long term memory was proposed by Pettigrew et al (28) and investigated using bifurcation and singularity analysis by Song et al. (29) . The model developed is of the form of Eq. 1 where f consists of a total of 15 polynomial and rational functions, x ∈ R 15 is the vector of 15 model variables, and p ∈ R 40 is a vector of 40 parameters.
The full system f is given in Appendix A for which the equations f (x, p) = 0 has 432 isolated nonsingular solutions for general p. The variable of interest required for long term facilitation is the steady-state of protein kinase A (PKA) in response to the extracellular stimulus parameter λ. Our aim is to demonstrate the sweeping perturbation method on a large model and reproduce the results in Fig. 5 of (29) . We verify the two stable states and one unstable state, reproducing this figure. However we also find another solution not reported, demonstrating the power of this method (see top branch of Fig. 2 ). On inspection, this additional steady state is not on the same branch and is not biologically feasible so we can reject it as nonphysical. From this exhaustive first step of identifying and characterizing all the steady-states, one must exercise caution and systematically check each solution.
3.2. Cellular network model. Most multicellular organisms emerge from a small number of stem-like cells which become increasingly specialized as they proliferate until they transition to one of a finite number of differentiated states (30) . We propose a caricature model of cell fate specification for a ring of cells, and investigate how cell-cell interactions, mediated by diffusive exchange of a key growth factor, may affect the number of (stable) configurations or patterns that the differentiated cells may adopt. The model serves as a good test case for discriminant locus methods since, by construction, there is an upper bound on the number of feasible steady states (2 N solutions for a ring of N cells) and some of these patterns are equivalent due to symmetries inherent in the governing equations.
In more detail, we consider a ring of interacting cells (i = 1, . . . , N ) and denote by x i (t) ≥ 0 the concentration within cell i of a growth factor or protein (e.g., notch), whose value determines that cell's differentiation status (31) (32) (33) (34) (35) . The subcellular dynamics of x i are represented by a phenomenological function q(x i ) = −(x − ε)(a + x)(1 − x) with 0 < ε < a < 1, this function guaranteeing bistability of each cell in the absence of cell-cell communication. The bistability represents two distinct cell fates; e.g., high and low levels of notch may be associated with differentiation of intestinal epithelial cells into secretory and absorptive phenotypes differentiation (30) (31) (32) . We assume further that cell i communicates with its nearest neighbors (cells i ± 1) via diffusive exchange of x i and denote by parameter g ≥ 0 the coupling strength. Thus, our cell network model can be written
We impose periodic boundary conditions so that x N +1 ≡ x 1 and x 0 ≡ x N , as shown in Fig. 3A . We analyze the model by applying the global decomposition method for N = 3, 4, 5 cells, and construct classification diagrams in (a, g) parameter space (Fig. 3B) Fig 3B) . We conclude that strong cell-cell communication reduces the number of stable steady state configurations that a population of cells can adopt and, thus, cell-cell communication could be used robustly to drive the cells to a small number of specific states. When coupling is weak (0 < g < 0.1), the interacting cells have more flexibility in terms of their final states, with the 5-cell network admitting up to 32 stable steady-states (Fig 3B(iii) ). Weaker cell-cell communication allows more patterns to emerge and may be appropriate when it is less important that neighboring cells share the same phenotype. We find that the regions of (a, g) parameter space that give rise to more than two (synchronized) steady states also increase in size as the number of cells increases. In addition to decomposing parameter space into regions based on the multiplicity of steady solutions, the method also provides valuable information about how solution structure and stability change as system parameters vary. For example, in Fig. 3C for the N = 3 cell network, we show how the values and stability of the steady-states for (x 1 , x 2 , x 3 ) change as a varies with g = 0.025 and as g varies with a = 0.4. In Fig. 3D , we plot bifurcation diagrams as a and g vary as before for the N = 4 cell network; instead of presenting particular components x i (i = 1, 2, 3, 4), we plot the 2-norm ( x = (x 2 1 + x 2 2 + x 2 3 + x 2 4 ) 1/2 ) to capture the multiplicity of solutions. We note that for N = 3 and N = 4 there are always two stable and one unstable steady-states, independent of (a, g) parameter values (as shown by the black and red points in Fig. 3C , and by the solid blue lines in Fig. 3D) . We demonstrate the local region decomposition method to analyze a generalization of Eq. 2 to be cell specific by considering different cell-cell couplings (see Appendix B). Through this caricature stem-cell model, we have classified the steady-states, determined which are parameterindependent, explored changes in steady-state behavior as parameters are varied through the distinct regions of the parameter landscape.
Conclusion
We have presented a suite of new methods, based on computational algebraic geometry, for decomposing the parameter space associated with a dynamical system into distinct regions based on the multiplicity and stability of its steady-state solutions. The methods enable us to understand the parameter landscape of high-dimensional, ordinary differential models with large numbers of parameters. These methods have considerable potential: they could be used to analyze differential equation models associated with a wide range of real-world problems in biology, science and engineering which cannot be tackled with existing approaches.
We have demonstrated that groups of cells, especially cells that can have bistable internal dynamics, when coupled, increase the number of real stable steady-states. First we have considered all the cells to be homogeneous, and even with this simple model, we can gain new insight into how stem cells may transit into fully differentiated cells, with much richer dynamics, just by considering the interaction of the cells as a network. We considered different couplings between cells using a local region decomposition in the Appendix. We remark that it would be interesting to understand how a mutation in a single cell (for example, set a very small) compares to real biological systems. In the future, it would be beneficial to consider different networks of cells (e.g., two growth factors, generalizations to 2D lattices) and the dynamical regimes these systems can admit.
By embracing and exploiting the complexity naturally present in biology, which often translates to nonlinearity in biological models, there is an incredible opportunity to develop and apply numerical algebraic geometric methods to study such models. With nonlinearity arising in all areas of science and engineering, the increasing complexity of various biological models provides a fertile testing ground for nonlinear approaches with a long-term goal of making numerical algebraic geometric methods as ubiquitous as methods in numerical linear algebra.
[ERK pp ] + K MK (14) dP pka dt = k phos1 PKA act (1 − P pka ) − k dephos1 PPhosP pka (15) dP erk dt = k phos2 ERK act (1 − P erk ) − k dephos2 PPhosP erk (16) We now consider a generalization of this model which uses coupling strengths g i,i+1 = g i+1,i ≥ 0 between cell i and i + 1 with cyclic ordering (N + 1 ≡ 1), namely (18) dx i dt = q(x i ) + 
