A procedure is proposed to calculate the uncertainty of the energy content associated with real-time flow measurements of natural gas. The procedure was applied to a measuring scheme consisting of an arrangement of orifice plate meters installed in parallel, coupled to an on-line gas chromatograph and a real-time data processing flow computer. Two distinct sources of natural gas with appreciable fluctuations in chemical properties were considered. The analysis suggests that the uncertainty depends mainly on these fluctuations, on the flow regime and on systematic errors. The work also suggests that the chemical analysis-sampling rate plays an important role in the overall uncertainty budget.
Introduction
Considered today as an international highly traded commodity, natural gas has become an attractive source of energy. Open access to pipeline transportation has resulted in greater competition and more marketing opportunities for natural gas producers, leading to higher production. In this significant area of application, measurement uncertainties play a substantial economic role.
In spite of the extensive attention dedicated to natural gas flow measurement, the supporting literature for detailed uncertainty calculations in this field is rather scant. Standard ISO 5168:2005 [1] summarizes the principles and recommendations expressed in the Guide to the Expression of Uncertainty in Measurement (GUM) [2] and discusses some practical examples. The API Manual [3, 4] furnishes details on the construction, installation and implementation of orifice meters and addresses the uncertainty in flow rate related measurements. Specification and installation requirements have been documented for gas turbine meters [5] , multipath ultrasonic meters [6] and critical flow Venturi nozzles [7] . Design and analysis for a reference gas flow standard [8] , and traceability in natural gas flow measurements [9] have also been considered.
However, no guidance seems to be available in the literature for evaluating the uncertainty associated with the quantity of interest in custody transfer, namely, the amount of energy carried by a flow of natural gas measured in a specified period of time. The present paper addresses this problem by establishing a model for the measurement of a finite volume of natural gas through integration of the instantaneous flow rate. A measuring system allowing for real-time sampling rate of physical and chemical properties is considered; it consists of an on-line chromatograph analyser and an arrangement of gas meters in parallel, coupled to an automatic data acquisition system. Although conceived for a system composed of orifice plates, the procedure can easily be adapted to other metering instruments.
The measurement model
The volumetric flow rate at base temperature and pressure conditions measured by means of a square-edged orifice plate is given by the following well-known equation [3] :
where C is the discharge coefficient, is the expansion factor, d is the orifice plate bore diameter, β is the ratio d/D, D is the pipe internal diameter, ρ is the gas density and p is the difference in static pressures measured at the upstream and downstream orifice wall taps. Subscripts b and f denote the base and flow conditions, respectively. The gas density is obtained from
where R is the universal gas constant, M is the molar mass, p is the absolute pressure, T is the absolute temperature and Z is the compressibility factor. Subscript s stands for condition b or f. Combining equations (1) and (2) yields
where
For a measuring system consisting of several orifice plates in parallel, the integrated energy E becomes the product of the gas heating value H multiplied by the sum of the cumulative gas volumes through each meter over a specified integration time (typically one day). Physical properties such as pressure and temperature are normally sampled at short intervals t (of the order of 1 s), but physico-chemical properties-necessary for the evaluation of H , Z b , Z f and Mare measured much less frequently through chromatography [10] . The heating value, however, can also be obtained offline through calorimetry [11, 12] .
In some cases, flow computers are configured to calculate flow rates for a fixed gas composition. This configuration is then updated by the information obtained from a remote chromatograph that can be used, perhaps once a day, to feed data to several metering stations. Alternatively, one chromatograph may be placed at the station, allowing for several on-line analyses to be carried out on a daily basis. This second option, however, calls for the active presence of personnel to operate and maintain the equipment, implying further investments and operational costs.
Both alternatives can be accommodated by assuming that the station has I parallel orifice meters in operation, that J common measurements of composition are made during the integration time and that K readings of temperature and pressure are taken between each measurement of gas composition carried out in each one of the meters installed.
Thus, the integrated energy flow, E, can be expressed as follows:
Note that this model accounts for instantaneous fluctuations of gas composition and allows for real-time correction for fluid properties-the terms with subscripts j refer to instantaneous values sampled at an appropriate rate. This real-time scheme is only possible if an on-line chromatograph is used.
Uncertainty budget
To overcome difficulties which may arise if the quantities in equation (5) are treated as mutually dependent, the authors follow a specific recommendation in [3] and consider all quantities to be uncorrelated. Based on this assumption, application of the law of propagation of uncertainties [2] to equation (5) leads to
where the terms on the right-hand side comprise the components of uncertainty associated with the geometric parameters and flow regime (gf), physical variables (ph), physico-chemical variables (ch) and systematic errors (sy). As derived in the appendix, these terms are as follows:
where A i is the cross section of the pipe where the ith plate is placed and A is the total area 4 . Note that the base conditions T b and p b , the period t and the constant R have been considered as devoid of uncertainty [13] .
It is important to emphasize that the components of uncertainty in equations (8) and (9) correspond to single measurements of gas flowing pressure (u pf ), differential pressure (u p ), flowing temperature (u Tf ), heating value (u H ), molar mass (u M ) and compressibility factors (u Zb and u Zf ), assuming that the respective measuring instruments are perfectly accurate. Imperfections of the latter are taken into account through the uncertainty components in equation (10) . 
A case study: allowing for fluctuations in gas composition
The uncertainty budget above is illustrated by considering the measurement of the natural gas consumed by the Termopernambuco power plant, operated by Petrobras (the Brazilian oil company). The plant is located on the coast of the State of Pernambuco, in northeast Brazil. Its nominal consumption is 2.15 × 10 6 m 3 per day at base conditions. The measuring station consists of I = 4 orifice meters with the geometrical characteristics specified in table 1. Nominal flow conditions are T f = 300 K, p f = 3530 kPa, p = 6.1 kPa and V = 5 m s −1 . The power plant is continuously fed with natural gas from two distinct sources. Table 2 summarizes the maximum and minimum values of the properties of these two sources as measured by Petrobras from November 2002 to June 2005. It may be seen that appreciable differences in chemical composition (of up to 13%) may be present. Therefore, if online gas chromatograph data are not gathered, these fluctuations are ignored and the resulting measurement uncertainty may be unreasonably low.
Consider first the components of uncertainty in equation (7) . Since the measuring system in operation at the power plant complies with the recommendations specified in [3] , the expanded relative uncertainties of the discharge coefficient and expansion factor at the 95% confidence level and for 0.175 < β < 0.750 (which is the case for all four meters in the measuring station) are given by 
where is the pipe Reynolds number, µ f is the viscosity of natural gas at flow conditions and V is the average gas flow speed. For high Reynolds number applications, such as the flow regime considered here (Re > 10 6 ), accuracy associated with the viscosity is not critical, because this fluid property has a second order influence on the expression for U C . With µ f = 15×10 −6 Pa s [14] results are U C = 0.439% for meters 1 and 2, U C = 0.468% for meter 3 and U C = 0.469% for meter 4. For all four meters U = 0.007%. Since these values represent a 95% confidence level, the standard relative uncertainties were computed as u C = U C /2 and u = U /2 [2] .
The uncertainties associated with the diameters depend on the details of the metrological control of the orifice plate geometry. To keep on the safe side, these uncertainties were taken as the maximum values specified in [4] , that is, u D = 0.250% and u d = 0.050% for all meters.
The components of uncertainty in equations (8) and (9) were calculated on the basis of uniform distributions of widths 2δ X , where ±δ X is the historical range of variation of generic quantity X based on actual data measured by Petrobras 5 . Thus, for a generic quantity X, the absolute and relative uncertainties were calculated as u(X) = δ X / √ 3 and u X = u(X)/X, respectively [2] . For the physical properties, the ranges are δ Tf = 6 K, δ pf = 60 kPa and δ p = 6 kPa. The ranges for the chemical properties are given in table 2.
The terms in equation (10), associated with the corrections for systematic errors, are the most difficult components of uncertainty to assess. To simplify the mathematical problem, the states-of-knowledge about these corrections were assumed to be described by uniform distributions of widths 2 δ X , where δ X represents the maximum possible error in the measurement of X. The errors shown in table 3 were estimated empirically by Petrobras' engineers. However, it would be highly advisable to improve these estimates by developing more specific measurement models, especially for the dominant quantities; in the present work table 3 shows that p, p f , M, H and T f appear to be the quantities on which more effort should be put. The measurement models should take into consideration the specific characteristics of the instruments, and as a result correlations among measured parameters may become unavoidable. This is particularly true whenever common instruments are used. For example, if M and H are simultaneously determined through chromatography, these parameters will undoubtedly be correlated. Therefore, equation (10) should be considered as a baseline model for further refinements. Table 4 shows the components of uncertainty in equation (6) that are obtained based on the simplified procedure explained in the previous section. It is interesting to note that the component u ph associated with the physical variables is quite negligible. The reason is that the squares of the uncertainties of p f , p and T f are divided by J K, equal to the total number of measurements of these variables performed within the integration time (in one day and with t = 1 s, J K = 86 400). It may also be noted that if only one chromatograph analysis of gas composition is carried out in the integration time (J = 1), the largest contribution in the uncertainty budget comes from component u ch , which combines the uncertainty in the measurement of variables H , Z b , Z f and M. However, as J increases, the contribution of u ch should decrease in accordance with equation (9) . In principle, if J becomes very large, the total uncertainty u E would be dominated by components u gf -due to geometric parameters and flow regime-and by u sy -due to systematic errors, see figure 1 . However, it should once again be emphasized that these results are based on the assumption that all measured quantities are independent. This assumption does not hold whenever repeated chromatograph measurements are considered [10] .
Concluding remarks
Equations (6) through (10) have been proposed for assessing the uncertainty associated with the measurement of the integrated energy flow of natural gas by means of orifice plates and on-line chromatography. In particular, the method considers: (i) the influence of the frequency of measurements of static pressure, differential pressure, temperature and chemical composition and (ii) the influence of the number of plates in operation in the station. The proposed model can be extended to other types of meters; it can also be expanded to handle possible correlations among input quantities. To the best knowledge of the authors, the method here proposed is original as no others have been reported in the literature.
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Appendix A. Derivation of the uncertainty equations
The GUM [2] states that the relative standard uncertainty of a quantity modelled as
is given by the square root of
where x n and y denote the estimated values of the quantities X n and Y , respectively, and the partial derivatives are evaluated at these values. The relative standard uncertainties u xn are defined as the ratio between the absolute standard uncertainties u(x n ) and the values x n . Equation (A.2)-referred to as the law of propagation of uncertainties-is valid provided the input quantities are independent. In this study, the quantity of interest is the integrated energy flow. Its expression in terms of input quantities is given by equation (5) . In order to comply with the convention for upper and lower case symbols, in this appendix symbols t, p and p are replaced by S, P and W , respectively. Also, for conciseness, subscript f in the pressure and temperature symbols is now eliminated. Thus where the F i s are defined by equation (4) and, for the sake of clarity, the following two auxiliary quantities have been introduced: The quantities on the right-hand sides of equations (A.4) and (A.5) are those sampled during the acquisition time. These quantities are, in turn, modelled as X = X + C X , where X is the instrument reading and C X is the correction for systematic error of the actual reading. Thus, for example, H j = H j + C H and P ij k = P ij k + C P .
Application of equation (A.2) to (A.3) gives equation (6) 
