Abstract: We consider a networked control system consisting of a physical plant, an actuator, a sensor, and a controller that is connected to the actuator and sensor via a communication network. The plant is described by a linear discrete-time system subject to additive disturbances. In order to reduce the required number of communications in the system, we propose a robust self-triggered model predictive controller based on rollout techniques that robustly asymptotically stabilizes a certain periodic sequence of sets in the state space while guaranteeing robust satisfaction of hard state and input constraints. At periodically occurring scheduling times, the self-triggered model predictive control algorithm determines the times at which the control input and plant measurement are updated in the time span until the next scheduling time. We establish a certain upper bound on the average sampling rate in the closed-loop system. Moreover, we show how increasing the asymptotic bound on the system state, which is a design parameter in the control scheme, can be used to further reduce the average number of communications in the system.
INTRODUCTION
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ditions on the plant output are met. In the latter method, given a time when the plant output is sampled and the control inputs are updated, the next sampling instant is computed as an explicit function of the current state of the system. Self-triggered control methods have the advantage of not requiring as many measurements of the plant output as event-triggered control methods, allowing additional energy to be saved by completely shutting down the sensors and the communication system between sampling instances. Please refer to Heemels et al. (2012) for an overview of event-and self-triggered control.
For setups with hard constraints on the input and state of the system, model predictive control (MPC) is a suitable choice for computing the control signals. In MPC, the input at a given sampling instant is defined as the first part of a solution to a finite horizon optimal control problem, parameterized by the state at the given sampling instant. Constraints are simply handled by inclusion in the optimal control problem. Please refer to Rawlings and Mayne (2009) for an overview of MPC. As such, in case hard constraints are present in the system and the cost of communication cannot be neglected, it is of interest to consider self-triggered MPC schemes.
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For setups with hard constraints on the input and state of the system, model predictive control (MPC) is a suitable choice for computing the control signals. In MPC, the input at a given sampling instant is defined as the first part of a solution to a finite horizon optimal control problem, parameterized by the state at the given sampling instant. Constraints are simply handled by inclusion in the optimal control problem. Please refer to Rawlings and Mayne (2009) for an overview of MPC. As such, in case hard constraints are present in the system and the cost of communication cannot be neglected, it is of interest to consider self-triggered MPC schemes. tainties and disturbances, see for example Chisci et al. (2001) and Langson et al. (2004) . However, standard Tube MPC approaches rely on the assumption that feedback is possible at every point in time, an assumption that is intentionally not satisfied in self-triggered control approaches. However, it is possible to adapt these robust methods to the case when feedback is possible at some points in time, as we will show in the present paper.
The setup considered in this paper is illustrated in Figure 1. Our goal is to reduce the amount of communication between the sensor, the actuator and the controller, while guaranteeing robust constraint satisfaction and a certain asymptotic bound on the system state. For this, we propose a robust self-triggered model predictive controller inspired by the rollout techniques presented in Antunes and Heemels (2014) for the control of unconstrained systems. At periodically occurring scheduling times, based on the current state of the plant, the algorithm decides the time instances in the time span until the next scheduling time at which the control input is to be updated and the system state has to be sampled. This schedule is determined by the solution of an optimal control problem, where a certain base schedule is designed to be a feasible solution that upper bounds the number of sampling instances until the next scheduling time. This is the reason for the "rollout" terminology, see Bertsekas (2005) , Antunes and Heemels (2014) and the references therein. We employ constraint tightening methods extending those in Chisci et al. (2001) in order to guarantee robust constraint satisfaction. Further, we propose a method to design the relevant optimization problems such that an a priori known asymptotic bound on the system state is satisfied, allowing a trade-off between disturbance rejection and communication in the closed-loop system.
Other results on robust self-triggered control can for example be found in Aydiner et al. (2015) , Brunner et al. (2014) , Eqtami (2013) , and in the references therein, although without any stated guarantees on the average sampling rate. In Kögel and Findeisen (2014) , a robust self-triggered controller guaranteeing upper bounds on the average sampling rate is proposed, without taking stability into consideration. MPC schemes considering scheduling of communication channels were recently proposed for example in Lješnjanin et al. (2014) and Zou et al. (2014) .
The remainder of the paper is structured as follows. The notation and some preliminary statements are introduced in Section 2. The problem setup is presented in Section 3. The MPC scheme is described in Section 4 and its main properties are given in Section 5. Some issues regarding implementation of the scheme and its complexity are briefly discussed in Section 6. Section 7 contains a numerical example illustrating the results and Section 8 concludes the paper with an outlook on open questions.
For the sake of brevity, the proofs for the statements in the paper have been omitted.
NOTATION AND PRELIMINARIES
Notation: Let N denote the set of non-negative integers. For q, s ∈ N, let N [q,s] denote the set {r ∈ N | q ≤ r ≤ s} and N ≥q the set {r ∈ N | r ≥ q}. For a given real number a ∈ R, we use R ≥a and R >a to denote the set of real numbers greater than a, or greater than or equal to a, respectively. We use I n to denote the ndimensional identity matrix and 0 to denote a zero matrix of appropriate dimension. Given sets X , Y ⊆ R n , a scalar α, and a matrix A ∈ R m×n , we define αX := {αx | x ∈ X } and AX := {Ax | x ∈ X }. The Minkowski set addition is defined by X ⊕ Y := {x + y | x ∈ X, y ∈ Y}. Given a vector x ∈ R n we define X ⊕ x := x ⊕ X := {x} ⊕ X . The Pontryagin set difference is defined by X Y := {z ∈ R n | z ⊕ Y ⊆ X }, see Gilbert (1995, 1998) . Given a sequence of sets
By convention, the empty sum is equal to {0}. Similarly, for any vectors v i ∈ R n , i ∈ N, we define 
be given, where f : 
PROBLEM SETUP
We consider linear discrete-time systems of the form
where x t ∈ R n is the state and u t ∈ R m is the control input at time t ∈ N. The disturbance w t is assumed to be time-varying, unknown, and to satisfy w t ∈ W ⊆ R n , t ∈ N, where W is a known C-set. Further, hard constraints x t ∈ X , u t ∈ U, t ∈ N, on the input and state are given, where X ⊆ R n and U ⊆ R m are C-sets. We assume that the state x t is available to the sensor as a measurement at any time step t ∈ N, when needed. We want to reduce the amount of communication between the sensor and the controller and the controller and the actuator, compare Figure 1 . In order to save communication, the input u t will be determined by a self-triggered control scheme of the form . Clearly,T depends on x 0 and the realization of the disturbances w t , t ∈ N. We define the sequence of control update instances bŷ t 0 := infT andt j+1 := inf{t ∈T |t >t j }, j ∈ N. Please also refer to Figure 2 for an illustration of the different time scales for the case M = 6. Updates of the state measurements are only required at the time pointŝ T ∪M N and updates of the control inputs only at the time pointsT . The sensors and the respective communication links may be shut down at other times. Note that this setup requires the controller to be able to communicate the sampling times to the sensor, as shown in Figure 1 . Remark 1. The setup can easily be modified to the case where the input is kept constant between control update instants instead of being nonzero only at the control update instants by including the input as a state in the system description and interpreting the variable u t as the difference between the current and the previous input at time t.
Our goal is to design the controller κ and the scheduling function Ω for the closed-loop system consisting of (2) and (3) such that (i) the constraints x t ∈ X, u t ∈ U, t ∈ N, are robustly satisfied, (ii) a periodic sequence of Csets
is robustly asymptotically stable, and (iii) the amount of communication is minimized. For every schedule µ k ∈ {0, 1} M , k ∈ N, we define µ k c as the number of required communications in the time span [T k , T k+1 −1], which is the sum of the number of scheduled control update instances and the number of measurements. The number of control update instances is equal to the number of nonzero entries in µ k , and the number of measurements is equal to the number of nonzero entries in µ k , where the first entry is set to one, due to a measurement being necessary for the scheduling occurring at the time instances T k . We do not consider the resources required to communicate the schedule from the sensor to the controller, as this data only has to be communicated at times T k and consists merely of ones and zeros. The efficiency with which this communication can take place depends on the protocol that is used, which is beyond the scope of the present paper.
ROBUST SELF-TRIGGERED MPC
We propose a solution to the problem described in the previous section based on Tube MPC methods. At every control update instantt j ∈T ∩ [T k , T k+1 − 1], j, k ∈ N, a finite horizon optimal control problem, depending on the current schedule µ k , is solved that determines the input ut j . For all t ∈ N \T , the input u t is set to zero. Furthermore, at every scheduling instant T k = Mk, k ∈ N, multiple finite horizon optimal control problems are solved in order to determine the schedule µ k . As proposed in Chisci et al. (2001) , the constraints in the optimal control problems are tightened in order to guarantee robust constraint satisfaction. As the uncertainty in the prediction depends on the assumed schedule, different schedules require different tightenings of constraints.
The control scheme relies on a periodic base schedulē µ ∈ {0, 1} M , where we defineμ i+M :=μ i for i ∈ N, and an associated periodic feedback law defined by the matrices Kμ i ∈ R m×n , where Kμ i+M = Kμ i , i ∈ N and
The following assumption is required to hold.
Assumption 1. The matrix
M −1 0 (A+BKμ M −1−i ) is Schur.
Setup of the MPC scheme
M , the finite horizon optimal control problem is defined as follows. The decision variable of the optimization problem is
(5g) are imposed on d t , where the variables x i|t represent a predicted trajectory for the undisturbed system generated by the inputs u i|t according to (5b). Following the ideas in Antunes and Heemels (2014) , it is assumed in the predictions that the base scheduleμ is selected after the first M − l steps for the remainder of the time. The sets X
, are tightened constraint sets, depending on the step i in the prediction. These sets are defined by
where the sets F , i ∈ N, will be defined in Subsection 4.3. Define the set of all feasible decision variables for a given point
We additionally define D
The cost function for the finite horizon optimal control problem is based on feedback matrices K
, may in principle be chosen arbitrarily, as long as they satisfy
. However, it makes sense to choose them in a way such that the disturbances are attenuated as much as possible.
The finite horizon optimal control problem to be solved is defined for any
Remark 3. In the case of non-unique minimizers, it is assumed that d
is any solution to the optimization problem.
The set where the optimization problem in (9) is feasible is defined byX
Scheduling Function
The asymptotic bound on the system state depends on the schedules that are applied, where schedules with less frequent updates typically lead to a larger asymptotic bound. For this reason, additional functions V −1] , are introduced which put a cost on the attenuation of the disturbances in the closedloop system guaranteed by the application of the schedule µ at a given point in the state space. In particular, let V µ,l
where
, all of which will be defined later on. The sets Y µ,0 are related to the sets of states which can be robustly controlled within M steps to the sequence of compact sets in the state space that is to be is stabilized for the closed-loop system under the overall scheme. A schedule µ with less frequent updates will typically 1 have a smaller set Y µ,0 and hence in general a larger penalty V µ,l s associated with it. This implies that this particular schedule will be chosen for a smaller set of states in the state space. Define also V
for all x ∈X
M denote the set of all allowed schedules, where 1 assuming the feedback gains are chosen such that the disturbances are attenuated in comparison to the open-loop systemμ ∈ M. For any given x T k ∈ R n , T k ∈ N, the scheduling function Ω is defined by the optimization problem (12) which is adapted from Gommans and Heemels (2015) . The intuition behind this definition of Ω is to select the schedule with the least number of required communications which guarantees (i) robust constraint satisfaction and (ii) a bound on the cost function which ensures the stabilization of a certain sequence of compact sets. With this, both components of the control scheme, that is the controller κ and the scheduling function Ω are defined, except for some of the cost functions and some of the sets involved in the optimization problem. These functions and sets are defined in the subsequent subsection.
The overall closed-loop system consisting of (2) and (3) is given by
where x 0 ∈ R n , and w t ∈ W, t ∈ N. Due to constraints (5e) and (5f), distinguishing several cases as in (3a) is not necessary. Note that this system can be written in the form of (1) by defining η t = µ k with k = min{k ∈ N | Mk ≤ t} and g = Ω.
Assumptions on the constraints and cost functions
The sets F Further, the sets Y µ,l are C-sets and there exist C-sets
Remark 5. Remark 4 applies mutatis mutandis to the sets in Assumption 3, the main difference being that the sets in Assumption 2 are chosen as large as possible while the sets in Assumption 3 are usually chosen as small as possible, but see also the second paragraph in Section 6.
Finally, we make the following assumptions on the cost functions. 
The scalars c µ,l are recursively defined by c µ,
Remark 6. Quadratic functions satisfying Assumption 4 can be computed by solving appropriate linear matrix inequalities.
MAIN PROPERTIES OF THE MPC SCHEME
In this section, the main properties of the proposed self-triggered MPC scheme are presented, that is, welldefinedness of the controller, robust constraint satisfaction, and asymptotic stability of a periodic sequence of compact sets for the closed-loop system (13).
First, we establish that the closed-loop system is welldefined in the sense that if the optimization problems in (9) and (12) are feasible at initialization, they remain feasible at the respective time instances they have to be solved in the closed-loop system (recursive feasibility).
The following theorem guarantees robust satisfaction of constraints for the closed-loop system. Theorem 1. Let x 0 ∈Xμ ,0 N . Then for all t ∈ N and any realization of the disturbance sequence w t ∈ W, it holds that x t ∈ X and u t ∈ U for the closed-loop system (13).
Define the setXμ
, which is the set of all states for which the optimization problem in (9) is feasible at initialization with an input generated by the feedback matrices Kμ i , i ∈ N. We are now ready to state our main stability result. Finally, we establish that the average number of updates for the closed loop system (13) are less than, or equal to the updates required by the base schedule s , and polytopic sets, the solutions to the optimization problems in (9) and (10) can be obtained by quadratic programming. It is important to note that the problem in (9) has the same level of complexity as a standard constrained MPC problem, as the tightening of polytopic constraints as in (6) does not increase their complexity, see Theorem 2.3 in Kolmanovsky and Gilbert (1998) . The mixed-integer optimization problem in (12) can be solved by first solving (9) and (10) for every schedule in M and then comparing the respective values of the optimal cost function. This implies that the reduction in communication offered by the proposed scheme is paid for by an increased number of computations at the scheduling instants T k ∈ M N, compare Gommans and Heemels (2015) . Note that in Gommans and Heemels (2015) these scheduling times are not periodic, i.e M ∈ N depends on the outcome of the self-triggered algorithm. Limiting the number of possible schedules in M also limits the required amount of computation, while still offering the possibility of a reduction in communication. 
where w t ∈ W = [−0.05, 0.05] 2 for t ∈ N subject to the constraints X = [−10, 10] 2 and U = [−2, 2]. We chosē µ = (1, 0, 1, 0, 1, 0) as the base schedule and defined M as with ρ µ,l ∈ R ≥0 chosen as small as possible. The prediction horizon was chosen to N = 10. The closed loop system was simulated with initial condition x 0 = (0, 0) and disturbances w t drawn from a uniform distribution on W for t ∈ N [0, 5999] . The number of scheduled control update times was 2458 which corresponds to a reduction of 18.1% when compared to a periodic implementation using the base schedule. The number of required measurement updates was 3000 which is the same as for an periodic implementation using the base schedule. Note that the guaranteed asymptotic bound is (up to ) the same as for an implementation using only the base schedule, such that a reduction of updates can be achieved without sacrificing guarantees on the worst-case asymptotic bound. Further simulations were performed where the sets Y µ,i , i ∈ N [0, 5] , were increased by a factor of γ ranging from 1.25 to 3.00. The resulting reduction in required updates, illustrating the trade-off between guaranteed asymptotic bound and required communication, is shown in Table 1 . For γ = 2.5, the scheduled control update instances in the simulation are shown in Figure 3. 
CONCLUSIONS AND OUTLOOK
We have proposed a self-triggered controller based on rollout techniques that allows a reduction of communication in a networked control system in comparison to a periodically triggered scheme while guaranteeing robust constraint satisfaction. It is further shown how the amount of communication can be traded-off with the guaranteed asymptotic bound on the system state. Future works include the output feedback case, independent scheduling of multiple input channels, and aperiodic scheduling times.
