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Abstract
Context: Signals recorded as multivariate time series by UV-Vis absorbance captors installed in urban
sewer systems, can be non-stationary, yielding complications in the analysis of water quality monito-
ring. This work proposes to perform spectral estimation using the Box-Cox transformation and diffe-
rentiation in order to obtain stationary multivariate time series in a wide sense. Additionally, Principal
Component Analysis (PCA) is applied to reduce their dimensionality.
Method: Three different UV-Vis absorbance time series for different Colombian locations were stu-
died: (i) El- Salitre Wastewater Treatment Plant (WWTP) in Bogota´; (ii) Gibraltar Pumping Station
(GPS) in Bogota´; and (iii) San-Fernando WWTP in Itagu¨ı´. Each UV-Vis absorbance time series had
equal sample number (5705). The estimation of the spectral power density is obtained using the average
of modified periodograms with rectangular window and an overlap of 50 %, with the 20 most important
harmonics from the Discrete Fourier Transform (DFT) and Inverse Fast Fourier Transform (IFFT).
Results: Absorbance time series dimensionality reduction using PCA, resulted in 6, 8 and 7 principal
components for each study site respectively, altogether explaining more than 97 % of their variability.
Values of differences below 30 % for the UV range were obtained for the three study sites, while for
the visible range the maximum differences obtained were: (i) 35 % for El-Salitre WWTP; (ii) 61 % for
GPS; and (iii) 75 % for San-Fernando WWTP.
Conclusions: The Box-Cox transformation and the differentiation process applied to the UV-Vis ab-
sorbance time series for the study sites (El-Salitre, GPS and San-Fernando), allowed to reduce variance
and to eliminate tendency of the time series. A pre-processing of UV-Vis absorbance time series is re-
commended to detect and remove outliers and then apply the proposed process for spectral estimation.
Keywords: Box-Cox Transformation, Periodogram, Principal Components Analysis, Power spectral
density, Stationarity, UV-Vis sensor.
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Resumen
Contexto: Las sen˜ales registradas como de series de tiempo por sensores de espectrometrı´a UV-Vis en
diferentes instalaciones de saneamiento urbano, pueden ser no estacionarias, lo cual complica el ana´lisis
del monitoreo de la calidad del agua. Este trabajo propone realizar la estimacio´n espectral aplicando la
transformacio´n de Box-Cox y la diferenciacio´n con el fin de obtener series de tiempo estacionarias en
sentido amplio y reducir su dimensionalidad con base en el ana´lisis de componentes principales (PCA,
por sus siglas en ingle´s).
Me´todo: La metodologı´a se aplica a series de tiempo de absorbancia UV-Vis para tres sitios de estudio
en Colombia: (i) Planta para el tratamiento de agua residual (PTAR) El-Salitre (Bogota´); (ii) Estacio´n
de Bombeo Gibraltar (EBG) (Bogota´); y (iii) Planta para el tratamiento de agua residual (PTAR) San-
Fernando (Itagu¨ı´). Las series de tiempo de absorbancia UV-Vis se registran con igual taman˜o de 5705
muestras. Se realiza la estimacio´n de la densidad espectral mediante el promedio de periodogramas
modificados con ventana rectangular con un traslape del 50 %, utilizando en el procedimiento DFT
(Discrete Fourier Transform) e IFFT (Inverse Fast Fourier Transform) con los veinte armo´nicos ma´s
relevantes.
Resultados: Al reducir la dimensionalidad de las series de tiempo de absorbancia con PCA, se obtie-
nen para cada sitio de estudio seis, ocho y siete componentes principales respectivamente, explicando
en conjunto ma´s del 97 % de la variabilidad. Para los tres sitios de estudio, se obtuvieron valores de
diferencias inferiores al 30 % para el rango UV, mientras que para el rango visible se obtiene ma´ximas
diferencias de: (i) 35 % para El-Salitre; (ii) 61 % para EBG; y (iii) 75 % para San-Fernando.
Conclusiones: Con la transformacio´n de Box-Cox y el proceso de diferenciacio´n aplicado a tres series
de tiempo de absorbancia UV-Vis para los sitios propuestos de estudio, se logra reducir la varianza y
se elimina la tendencia de las series de tiempo. Se recomienda realizar un pre-procesamiento de las
series de tiempo de absorbancia UV-Vis para detectar y remover los valores extremos y posteriormente
aplicar el proceso propuesto para la estimacio´n espectral.
Palabras clave: Ana´lisis por componentes principales, densidad espectral de potencia, estacionarie-
dad, periodograma, sensor UV-Vis, transformacio´n Box-Cox.
Idioma: Espan˜ol
1. Introduccio´n
El ciclo natural del agua se altera y se transforma en el ciclo urbano del agua. En este ciclo ur-
bano el agua se utiliza en los asentamientos humanos (ciudades pequen˜as, medianas y grandes) y
se devuelve al ambiente con una calidad inferior [1]–[3]. Las actividades humanas han generado
procesos que cambian el ciclo natural del agua tales como: (i) el agua se retira de un curso superfi-
cial (rı´os), de un sistema subterra´neo (pozos profundos) y de embalses naturales o construidos; (ii)
es transportada a las plantas de tratamiento con el fin de lograr un nivel de calidad que permite su
distribucio´n (agua tratada se transportara´ a los usuarios por medio de bombas, tuberı´as y almace-
nes); (iii) se utiliza para diversas actividades de consumo humano; (iv) es recogida y transportado a
trave´s de un sistema de alcantarillado (aguas residuales); y (v) se envı´a a una Planta de Tratamiento
de Aguas Residuales (PTAR), sometie´ndola a diferentes procesos hasta llegar a un nivel de calidad
que permite su retorno al medio ambiente [1]–[3]. Son posibles dos infraestructuras diferentes: sis-
tema combinado o sistema separado [4], [5]. En el sistema combinado, el agua de lluvia y el agua
residual utilizan el mismo sistema. En tiempo seco, todo el flujo es transportado y tratado en la
PTAR, mientras que, en clima hu´medo, como la escorrentı´a aumenta y puede superar la capacidad
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del sistema, los flujos de exceso son vertidos directamente (sin tratamiento) a las aguas receptoras
a trave´s de aliviaderos Combined Sewer Overflows (CSOs, por sus siglas en ingle´s) [1]. Ası´, agua
de escorrentı´a se devuelve al medio natural con o sin tratamientos limitados (estanques de reten-
cio´n, cuencas de infiltracio´n, sistemas de bio-filtracio´n, sistemas de humedales, etc.), debido al alto
volumen a tratar [6], [7].
La creciente impermeabilidad en las zonas urbanas trae cambios significativos en las propieda-
des de la tierra. En particular, la vegetacio´n nativa se reduce y se limitan los patrones de drenaje
natural que interceptan, almacenan e infiltran el agua lluvia [8]. El a´rea impermeable efectiva en
una cuenca hidrogra´fica es el a´rea impermeable conectada directamente con el sistema de drenaje
de escorrentı´a y que contribuye a aumentar los volu´menes hidrolo´gicos. La creciente urbanizacio´n
genera impactos ambientales negativos en los ecosistemas acua´ticos desde el punto de vista hi-
drolo´gico, fı´sico-quı´mico y biolo´gico. En efecto, diferentes productos quı´micos (contaminantes) se
han identificado en aguas residuales y de escorrentı´a pluvial que podrı´an afectar a la salud humana
y la vida acua´tica, tales como so´lidos, trazas de metales, cloruro, nutrientes (N y P), pesticidas,
hidrocarburos aroma´ticos policı´clicos y bacterias, entre otros [6], [9]. Adema´s, la calidad del agua
es consecuencia de feno´menos naturales y el actuar del ser humano, adema´s es una funcio´n de uso
del suelo en el a´rea de captacio´n. Hoy en dı´a se reconoce que la forma en que los seres humanos
utilizan y ocupan la tierra tiene una implicacio´n directa en la calidad del agua y, por lo tanto, se pre-
coniza que el control de calidad del agua se asocia con una planificacio´n global a nivel de a´rea de
captacio´n entera y no de forma individual para cada fuente que recibe un impacto directo [10], [11].
Por otro lado, los avances relacionados con la o´ptica y la electro´nica en las u´ltimas de´cadas, han
permitido obtencio´n de instrumentos robustos a pequen˜a escala aplicados a la espectrometrı´a Ul-
travioleta y Visible (UV-Vis) de espectro completo. Tales instrumentos o sensores se utilizan en el
monitoreo de la calidad de aguas en lı´nea [12]. Los sensores o captores de espectrometrı´a UV-Vis
(rango entre 200 nm y 745 nm, son 219 longitudes de onda, con separacio´n de 2,5 nm) son dispo-
sitivos que registran la atenuacio´n de la luz, este proceso se conoce como absorbancia y registran
valores de calidad de aguas en tiempo cuasi-continuo (espectro de absorbancia registrado por mi-
nuto). Se utilizan estos captores UV-Vis in-situ y en lı´nea en las plantas para el tratamiento de agua
residual (PTAR) en el monitoreo de las entradas y las salidas en estas, tambie´n en el monitoreo de
diferentes etapas de tratamiento de la calidad del agua, con el objetivo de determinar la dina´mica
de cargas contaminantes y eficiencia en los procesos de remocio´n o de eliminacio´n de nitratos,
nitritos, materiales orga´nicos (v.g. demanda quı´mica orga´nica y demanda bioquı´mica de oxı´geno)
y so´lidos totales en suspensio´n [13]–[15]; se pueden ajustar diferentes escalas de tiempo y utilizar
esa informacio´n como herramienta complemento en sistemas de toma de decisiones en tiempo real.
En estos sensores se deben realizar procesos para su calibracio´n, esta puede ser de tipo global o de
tipo local [16]–[18]. Se debe realizar el procesamiento y ana´lisis de dichas series de tiempo con el
fin de estimar la densidad espectral para descubrir su comportamiento perio´dico que puede estar
oculto [19]–[21]. Si estas series de tiempo son no estacionarias en media y varianza, sera´ necesario
realizar las respectivas transformaciones sobre estas para obtener series de tiempo estacionarias en
sentido amplio y poder aplicar procesos lineales, comprendiendo el comportamiento del feno´meno
que las genera y si es posible aplicar te´cnicas de prono´stico para complementar procesos de control
en tiempo real en las PTAR [22].
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Este trabajo propone analizar los espectros de absorbancia UV-Vis que son registrados por los
sensores instalados en diferentes sistemas utilizados para el saneamiento urbano, por medio de la
transformacio´n de Box-Cox para reducir la varianza y eliminar la tendencia [23], [24], tambie´n
realizar la estimacio´n espectral de series de temporales y poder interpretar el comportamiento que
puede estar oculto [25], [26]. El ana´lisis propuesto se aplico´ a tres diferentes series de tiempo
multivariadas de espectros UV-Vis registrados en tres diferentes sitios de estudio: (i) entrada PTAR
El-Salitre (Bogota´); (ii) EBG (Bogota´); (iii) entrada PTAR San-Fernando (Itagu¨ı´).
2. Materiales y me´todos
2.1. Sensores UV-Vis
Se utilizaron sensores UV-Vis de la compan˜ı´a austriaca s::can (spectro::lyserTM ) son instrumen-
tos sumergibles de 44 mm de dia´metro y de 64,7 cm de longitud, una la´mpara de Xeno´n que actu´a
como fuente luminosa y un conjunto de foto-detectores que registran la absorbancia en un aproxi-
mado tiempo continuo (un espectro de absorbancia por minuto). Los espectros de absorbancia se
encuentran en el rango desde el Ultravioleta-UV y Visible-Vis (200 nm - 750 nm) con pasos de
2,5 nm para un total de 219 longitudes de onda y ofrecen resultados en tiempo real [27], [28]. Los
espectro´metros UV-Vis realizan una medicio´n de la absorbancia de la luz en longitudes de onda
desde ultravioleta a visible. La absorbancia es generada por partı´culas disueltas o en suspensio´n.
Estos sensores son capaces de registrar y proporcionar informacio´n del orden de una medicio´n
por minuto, que puede traducirse en te´rminos de concentraciones equivalentes tales como So´lidos
Suspendidos Totales (SST), Demanda Quı´mica de Oxı´geno (DQO), nitratos, nitritos, entre otros.
Adema´s, cuenta con un sistema de limpieza automa´tica por aire o agua [27]–[29]. La medicio´n es
realizada directamente en el sitio (in situ) sin necesidad de realizar el muestreo y el tratamiento a
las muestras. Por lo tanto, mediante estos sensores es posible obtener una medicio´n confiable y a
alta resolucio´n, puesto que una sola medicio´n toma generalmente cerca de quince segundos [17],
[29], [30].
Figura 1. Series temporales de absorbancia UV-Vis para El-Salitre (a), EBG (b) y San-Fernando (c). (adaptado de [40]).
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El proceso de ana´lisis propuesto se aplico´ en series temporales con una longitud de 5705 espectros
de absorbancia para cada uno de los sitios de estudio: (i) El-Salitre, desde 29-06-2011 –
09:03 h hasta 03-07-2011 – 17:33 h con una configuracio´n temporal de un espectro por minuto; (ii)
Estacio´n Bombeo Gibraltar (EBG) desde 18-10-2011 – 11:08 h hasta 22-10-2011 –15:21 con una
configuracio´n temporal de un espectro por minuto; y (iii) San-Fernando desde 24-09-2011 –
06:04 h hasta 02-10-2011 – 09:16 h con una configuracio´n temporal de un espectro por cada dos
minutos como se observa en la Figura 1.
2.2. Series de tiempo estacionarias y no estacionarias
Cuando se analizan series de tiempo, estas pueden clasificarse en estacionarias y no estacionarias.
Una serie de tiempo estacionaria es estable a lo largo del tiempo, es decir, su media y su varian-
za son constantes en el tiempo [19], [22], [35], [36]: los valores de la serie de tiempo tienden a
oscilar alrededor de una media constante y la variabilidad respecto a la media tambie´n permanece
constante en el tiempo. Una serie de tiempo no estacionaria se caracteriza porque la tendencia o va-
riabilidad cambian en el tiempo [22]. Los cambios en la media determinan una tendencia a crecer o
decrecer a largo plazo, por lo que la serie no oscila alrededor de un valor constante [44], [46]. Pue-
den permanecer durante periodos largos con valores por encima o por debajo de la media, debido a
la presencia de una tendencia determinı´stica, al problema de raı´ces unitarias o a la presencia de una
varianza heteroceda´stica. Las series de tiempo no estacionarias pueden transformarse en series de
tiempo estacionarias aplicando los correspondientes procedimientos. Las series de tiempo pueden
ser no estacionarias en media y no estacionarias en varianza [36].
A las series de tiempo no estacionarias en varianza se requiere realizar la transformacio´n de
estabilizacio´n de su varianza, para que esta sea constante. George E. P. Box y David Cox en 1964,
propusieron aplicar transformaciones de potencias [23], [24], como se indica en la ecuacio´n 1.
T (x) =

xλt −1
λ
λ 6= 0
Ln(xt) λ = 0
(1)
donde, xt es la serie de tiempo y lambda λ es el para´metro que se agrega para obtener la estabili-
zacio´n en varianza [23]–[25].
Se realiza la transformacio´n a cada una de las 219 series de temporales para cada sitio de estudio;
siendo estas series de tiempo no estacionarias. Se reduce la varianza calculando el logaritmo natural
a cada dato de la serie de tiempo. Cuando la serie de tiempo es no estacionaria en varianza, es
posible transformarla en una serie de tiempo estacionaria en media utilizando la ecuacio´n 2. En
este proceso la longitud de valores de la serie de tiempo se reduce en uno. Cuando se realiza el
proceso inverso, la longitud de la serie de tiempo vuelve a tener el valor original [33], [34].
∆Tt = Tt − Tt−1 (2)
2.3. Ana´lisis por componentes principales – adaptado de [37], [39]
Con las series de temporales UV-Vis estacionarias en media y varianza, el siguiente paso cons-
ta en realizar la correspondiente transformacio´n de tipo lineal, hallando un nuevo sistema de ejes
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coordenados utilizando de los valores originales. En el nuevo sistema de ejes coordenados, la mayor
variabilidad de la informacio´n es retenida por el primer eje, que es conocido como primer compo-
nente principal; la siguiente mayor variabilidad es retenida por el segundo eje, la tercer siguiente
variabilidad es retenida por el tercer eje y se continua con todas las dema´s variabilidades de los
valores originales. Esta transformacio´n de tipo lineal se base en la matriz de covarianza. Por con-
siguiente, se transforma conjunto de datos X que tiene dimensiones n×m, donde n es el nu´mero
de observaciones y m el nu´mero de variables, a otro conjunto de datos de menor dimensio´n n× l,
donde n sigue siendo el nu´mero de observaciones y l es el nu´mero de componentes principales.
Este nuevo conjunto de datos es menor que m y presenta la mı´nima pe´rdida en la cantidad de in-
formacio´n u´til. El proceso comienza encontrando la matriz de covarianzas que relaciona todas las
variables de los valores originales como lo indica la ecuacio´n 3.
COV ARIANZAxy =
1
N − 1
N∑
n=1
[(xn − x¯) (yn − y¯)] (3)
donde N indica el nu´mero total de datos y n es cada uno de los valores en la matriz.
Es sugerido que para la transformacio´n los valores no deben tener media diferente de cero, esto
se consigue restando cada valor del promedio en cada columna (variable) como se muestra en la
ecuacio´n 4.
V alor − Adjustado = xi − x¯ i = 1, . . . , n (4)
donde i es cada uno de los valores por cada columna en la matriz de datos.
El proceso continu´a obteniendo los datos normalizados, se utiliza la ecuacio´n 5.
Datos− normalizados = xi − x¯
σ
i = 1, . . . , n (5)
donde i hace referencia a los valores en cada una de las columnas en la matriz y σ es la desviacio´n
esta´ndar de cada columna en la matriz de datos.
Se obtienen los autovalores y los autovectores de la matriz de covarianza, esto permite obtener
las componentes principales (Principal Component–PC) como lo indica la ecuacio´n 6.
PC = (autovectores(COV ))T · (Datos− normalizados)T (6)
Despue´s de cualquier proceso realizado sobre las componentes principales, es necesario hacer la
transformacio´n inversa reconstruyendo los datos con el fin de retornar a las dimensiones originales
mediante la ecuacio´n 7; esta ecuacio´n se aplicara´ despue´s de haber realizado el proceso de trans-
formacio´n del dominio del tiempo al dominio de la frecuencia, realizar el prono´stico y aplicar la
transformada inversa del dominio de la frecuencia al dominio del tiempo.
Datos Reconstruidos = [(autovectores(COV )T )−1 · PCT ] · σ + x¯ (7)
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2.4. Ana´lisis espectral
La estimacio´n de la densidad espectral de potencia, Power Spectral Density (PSD, por sus siglas
en ingle´s) de una sen˜al estacionaria permite identificar periodicidades ocultas, estimar la entropı´a de
la sen˜al para comprimirla con o sin pe´rdidas, o proporcionar informacio´n sobre la dina´mica interna
de un sistema (su funcio´n de transferencia). Se realiza una estimacio´n de la PSD de la sen˜al, porque
segu´n la naturaleza estoca´stica de la sen˜al, no es posible determinar la PSD con exactitud [38], [41].
Se puede realizar la estimacio´n espectral por uno de dos posibles me´todos: (i) cla´sicos o no pa-
rame´tricos, para los cuales se estima la secuencia de autocorrelacio´n a partir de un conjunto de
datos y calculando la transformada de Fourier de la secuencia de autocorrelacio´n estimada se ob-
tiene una estimacio´n del espectro; y (ii) no cla´sicos o parame´tricos, los cuales utilizan un modelo
(AR, MA, ARMA, etc.) determinado del proceso para estimar el espectro de potencia [42], [43].
La estimacio´n espectral se realiza por medio del me´todo cla´sico o no parame´trico, asumiendo
que la sen˜al es estacionaria en el sentido amplio (Wide-Sense Stationarity WSS). Una sen˜al es
estacionaria en sentido amplio, si esta tiene media constante y su funcio´n de autocorrelacio´n solo
depende del lapso de tiempo transcurrido entre dos periodos [42]. Cuando se tiene una sen˜al discreta
(con tiempo determinado), para estudiar e inferir las propiedades del proceso que la genera, un
estimado de la densidad espectral es el periodograma, siendo este estimado la magnitud al cuadrado
de la transformada discreta de Fourier (DFT) [42], [44] de la secuencia de datos como se indica en
la ecuacio´n 8.
P (Ω) =
1
N
|Xk|2 (8)
donde N es el nu´mero de datos y Xk es la DFT de la secuencia de datos como lo indica la
ecuacio´n 9.
Xk =
N−1∑
n=0
xne
−j2pi k
N
n k = 0, 1, . . . , N − 1 (9)
Con la estimacio´n del periodograma se presenta el problema de enmascaramiento espectral y es
necesario realizar otro proceso con el fin de obtener el decremento de la varianza del periodograma.
Los algoritmos de Barlett y de Welch calculan la media de mu´ltiples periodogramas de D segmen-
tos de longitud L, estos pueden o no estar traslapados, a partir de los cuales se debe obtener valor
promedio de los periodogramas obtenidos en cada segmento [45]. El proceso aplicado es el de pro-
medio de periodogramas modificados con ventana rectangular con un traslape del 50 %. Se aplica
la matema´tica modular para determinar el nu´mero de segmentos D con taman˜o L [31].
Al realizar la estimacio´n espectral de la sen˜al en el dominio de la frecuencia es necesario realizar
el proceso de transformacio´n inversa utilizando la IFFT (Inverse Fast Fourier Transform) [44],
como lo indica la ecuacio´n 10.
Xn =
1
N
N−1∑
k=0
Xke
−j2pi k
N
n n = 0, 1, . . . , N − 1 (10)
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Para comparar los resultados obtenidos se utiliza el ca´lculo del porcentaje de diferencia absoluto
o APD (Absolute Percentage Difference) como lo indica la ecuacio´n 11.
APD =
|V aloriginal − V alobtenido|
V aloriginal
× 100 % (11)
donde V aloriginal es el valor de absorbancia original de cada serie de tiempo y V alobtenido es el
valor resultante de absorbancia al aplicar el proceso de ana´lisis espectral [46], [47].
3. Resultados y discusio´n
Antes de presentar los resultados de este trabajo se realizara´ una discusio´n del me´todo propuesto
segu´n los trabajos y resultados obtenidos por otros investigadores. El me´todo propuesto es conside-
rado como el pre-procesamiento que se debe aplicar a las series de tiempo multivariadas. Las series
de tiempo de absorbancia UV-Vis analizadas no son estacionarias y, como varios trabajos lo indi-
can, estas deben ser sometidas a procesos de transformacio´n con el fin de estabilizarlas en varianza
y obtener una distribucio´n normal tal como lo indican [24] y [26]. En estos trabajos los autores
pre-procesan diferentes series de tiempo (financieras, ima´genes, enfermedades, etc.) utilizando la
transformacio´n de Box-Cox y varios procesos para encontrar el mejor valor para el para´metro λ.
Los estudios indican que si el valor para λ es mayor a 1 el resultado de la transformacio´n es de tipo
convexo, si el valor es igual a 1 los datos no sufren cambios y si el valor esta´ entre 0 y 1 el resultado
de la transformacio´n es de tipo co´ncavo. Existen alternativas para obtener el o´ptimo valor de λ:
los autores del trabajo [26] indican que para prediccio´n en series de tiempo de tipo financieras el
mejor valor es 0,5 y que para el caso lognormal el valor a utilizar es 0. Cuando las series de tiempo
son multivariadas es necesario realizar la reduccio´n de la dimensionalidad con el fin de procesar
ma´s ra´pido las series de tiempo: el trabajo presentado por [24] utiliza ima´genes con resolucio´n de
64x64 y aplica PCA para reducir la dimensionalidad a 158 componentes capturando una variabili-
dad del 99 %. Respecto al ana´lisis espectral, los autores del trabajo [31] aplican el ana´lisis espectral
a sistemas de comunicacio´n basados en OFDM. Los autores indican que utilizando periodogramas
Barlett-Welch, el valor o´ptimo (reduccio´n o´ptima de la estimacio´n de la varianza) del traslape de
estos es del 50 %. Este valor garantiza que el promedio de los periodogramas obtenidos con la FFT
permite encontrar los harmo´nicos relevantes que en el dominio de la frecuencia representa la serie
de tiempo analizada. Despue´s se aplica la transformacio´n inversa IFFT para retornar al dominio del
tiempo y obtener la serie de tiempo que representa el feno´meno en estudio. Si se ha aplicado PCA
se debe realizar la transformacio´n inversa PCA−1.
Se aplica el proceso descrito en la seccio´n 2.2 a todas las series de temporales de absorbancia
registradas por los sensores instalados en los sitios para el presente estudio. Como ejemplo, la Fi-
gura 2 muestra la transformacio´n realizada a la primera longitud de onda (200 nm) para el sitio de
estudio El-Salitre.
La Figura 2a muestra que la serie de tiempo original tiene un rango de valores desde 370 a 441
unidades de absorbancia UA (1/m). En la Figura 2b se observa la transformacio´n para la reduccio´n
de la varianza teniendo la nueva serie de datos un rango de valores desde 5.93 UA a 6.07 UA y
finalmente en la Figura 2c se observa que el resultado de la diferenciacio´n de la serie de tiempo, esta
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Figura 2. Transformacio´n de la serie de tiempo de absorbancia para la primera longitud de onda (200 nm) para El-
Salitre, original (a), logaritmo natural de los valores (b) y diferencias del logaritmo natural (c).
se encuentra oscilando alrededor del valor 0.0 UA. Igual proceso se aplico´ a las dema´s longitudes
de onda y a los otros sitios de estudio.
Con la series de tiempo de absorbancia se rea-
liza la transformacio´n lineal por el ana´lisis de
componentes principales para reducir la dimen-
sionalidad del problema. La Tabla I muestra el
nu´mero de componentes principales (PC) utili-
zados para cada sitio de estudio con el porcen-
taje de variabilidad que recogen estas PC.
Tabla I. Valor de componentes principales obtenido para
cada sitio con la variabilidad retenida
Sitio de estudio PC (%) Variabilidad retenida
El-Salitre 6 97,7
EBG 8 98,7
San-Fernando 7 97,7
Con el nu´mero de componentes principales establecido, se realiza el proceso del ana´lisis espectral
para cada una de estas y para cada sitio de estudio. Se determinan 30 segmentos cada uno con 368
valores y con un traslape de 184 valores. La figura 3 se muestra, como ejemplo, los periodogramas
obtenidos para la primera componente principal y para el sitio de estudio El-Salitre.
En la Figura 3 se muestran como ejemplo los tres primeros periodogramas (3a, 3b y 3c) para la
primera componente principal y el periodograma promedio para El-Salitre. Tambie´n se obtienen
los periodogramas promedio finales para el resto de las componentes principales para este sitio de
estudio y para los otros dos sitios de estudio. Entonces de cada periodograma promedio se toman
los veinte armo´nicos ma´s relevantes en el dominio de la frecuencia y se realiza el proceso inverso
utilizando la IFFT retornando al dominio del tiempo como se observa en la Figura 4.
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Figura 3. Periodogramas modificados con ventana rectangular con traslape del 50 % para la primera componente
principal para El-Salitre, primer peridograma (a), segundo periodograma (b), tercer peridodograma (c) y peridodograma
promedio final (d).
La Figura 4 muestra para la primera componente principal del sitio El-Salitre, el resultado al
utilizar veinte armo´nicos ma´s relevantes del dominio de la frecuencia en el ana´lisis espectral para
representar la sen˜al. Finalmente se realiza el proceso de transformacio´n de Box-Cox inverso para
obtener los valores de absorbancia resultantes, como se observa en la Figura 5.
La Figura 5 muestra el resultado del proceso de ana´lisis espectral para encontrar el periodograma
y los valores de los armo´nicos que representan las series de tiempo en el dominio de la frecuen-
cia. En este proceso se han utilizado los veinte armo´nicos ma´s relevantes para cada componente
principal que representan la serie de tiempo para cada uno de los sitios de estudio.
Figura 4. Primer componente principal para El-Salitre, serie original lı´nea negra, representacio´n con 20 armo´nicos
relevantes, lı´nea gris.
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Figura 5. Series temporales obtenidas por el ana´lisis espectral para (a) El-Salitre, (b) EBG y (c) San-Fernando.
En la Figura 5 las series temporales obtenidas son similares a las presentadas en la Figura 1 pero
son el resultado del proceso de estimacio´n espectral utilizando el PCA. Lo anterior permite utilizar
esta informacio´n, reducida en dimensionalidad y cantidad de armo´nicos, en proceso o metodologı´a
para realizar el prono´stico de la calidad del agua.
La Figura 6 muestra la distribucio´n de los valores de los porcentajes absolutos de diferencia ob-
tenidos (diferencia entre los valores de absorbancia originales y los obtenidos al aplicar el proceso
de ana´lisis espectral) para el sitio de estudio PTAR Salitre.
La Figura 6 muestra la distribucio´n de los valores de los porcentajes absolutos de diferencia para
Figura 6. Valores para el porcentaje absoluto de diferencias para El-Salitre. Fuente: propia de los autores.
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el sitio estudio El-Salitre. Estos valores esta´n en el rango de 0.0 % hasta el 34.9 %. Se observa que
para las longitudes de onda en al rango UV (200.0 nm – 380.0 nm) los porcentajes de error absoluto
no superan el 17.4 %. Tambie´n se observa que para el rango Visible (382.5 nm – 745.0 nm) y para
los tiempos de muestreo de 1530 a 1550 min, se encuentran los mayores valores de diferencia (de
2.5 % a 34.9 %). Para el resto de los tiempos de muestreo los errores no superaron el 27 %.
Para la EBG los valores de APD esta´n en el rango de 0.0 % hasta el 60.8 %. Sin embargo para los
tiempos de muestreo de 3750 a 3780 los valores de diferencia superaron el 30 %, para el resto de
los tiempos de muestreo las diferencias no superaron el 30 %.
Para San-Fernando los valores esta´n en el rango de 0.0 % hasta el 75.5 %. Estos resultados se
pueden deber por las caracterı´sticas de las series de tiempo de absorbancia, dado que en los tiempos
de muestreo 408 a 474 min, los valores de diferencia superaron el 40 %. Para el resto de los tiempos
de muestreo las diferencias no superaron el 40 %.
4. Conclusiones
Con la transformacio´n de Box-Cox y el proceso de diferenciacio´n aplicado a las series temporales
UV-Vis para los sitios de estudio (El-Salitre, EBG y San-Fernando), se logra reducir la varianza y
se elimina la tendencia de las series de tiempo. Esto implica que se obtienen sen˜ales estacionarias
en el sentido amplio y a estas se les puede aplicar diferentes transformaciones lineales.
Se utiliza el proceso PCA (como transformacio´n de tipo lineal con base en la matriz de cova-
rianza) a las series temporales reduciendo su dimensionalidad para los sitios de estudio, se utilizan
seis componentes principales para El-Salitre, ocho componentes principales para EBG y siete com-
ponentes principales para San-Fernando. Consecuentemente, las componentes principales explican
(capturan) ma´s del 97 % de la variabilidad para todas las series temporales estudiadas. Esto implica
que se reduce el ana´lisis y procesamiento de las series temporales UV-Vis en tiempo y se podrı´a
utilizar en procesos de tratamiento del agua en tiempo real.
El proceso aplicado es el promedio de periodogramas modificados con ventana rectangular con
un traslape del 50 %; se puede estimar el comportamiento perio´dico que podrı´a estar oculto si no se
realiza este procedimiento. Se utilizan los veinte armo´nicos relevantes en el dominio de la frecuen-
cia para representar el comportamiento de las series temporales UV-Vis para cada sitio de estudio.
Esto implica que adema´s de realizar la estimacio´n espectral, el procedimiento se puede utilizar co-
mo un filtro para detectar valores atı´picos (outliers).
Los valores de porcentaje absoluto en los que difieren los valores originales y los obtenidos por
el proceso de estimacio´n espectral para los tres sitios de estudio indican que para el espectro UV
se obtiene las menores diferencias con valores menores al 30 % y para el rango Visible se obtienen
los mayores valores. Esto implica que al obtener los mayores valores de porcentaje absoluto en las
diferencias, podrı´a indicar la presencia de un valor o valores atı´picos (outliers). Se recomienda rea-
lizar un pre-procesamiento de series temporales UV-Vis con el fin de detectar y remover los valores
atı´picos y posteriormente aplicar el proceso propuesto para la estimacio´n espectral.
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El me´todo de estimacio´n espectral se puede utilizar como primer paso de pre-procesamiento en
un sistema de prono´stico de la calidad del agua en tiempo real debido a que su implementacio´n
no es compleja ni costosa computacionalmente, lo cual es un aspecto clave si se tiene en cuenta el
periodo de muestreo del sensor (una medicio´n por minuto).
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