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1E I N L E I T U N G
The beginning of knowledge
is the discovery of something
we do not understand.
— Frank Herbert
1.1 sinn einer wissenschaftlichen arbeit zu beginn
des 21 . jahrhunderts
Aktuelle Leitbegriffe wie Informationsüberflutung, postmoder-
ne Aufmerksamkeitsökonomie sowie allgegenwärtige Techniken
der Komplexitätsreduktion verlangen einer wissenschaftlichen
Arbeit heute in besonderem Maße ab, knappen Überblick des
Wesentlichen mit klarem Einblick in das Entscheidende zu ver-
binden. Dies bedeutet gerade nicht, auf breite und tiefe syste-
matische Recherche und Literaturwürdigung zu verzichten, son-
dern fordert vielmehr, auf deren Grundlage das Relevante und
Essentielle vom bloß Vorhandenen zu (unter-)scheiden, ja: zu be-
freien. Bleiben dabei am Ende wenige stringente Gedankengän-
ge übrig, so mag man dies vielleicht wertvoller einschätzen als
ein zielloses Referat zahlreicher, auch irrelevanter, Quellen, das
doch prinzipbedingt nicht abgeschlossen oder vollständig sein
kann.
1.2 verortung der arbeit in der ordnung der wis-
senschaften
Die vorliegende Arbeit beschäftigt sich damit, wie bestimmte
Techniken aus dem Bereich der Sprache verarbeitenden und ana-
lysierenden Informatik, der Textlinguistik und -statistik, dem
Text Mining und der Informationsvisualisierung auf Problem-
stellungen der Medienanalyse treffen. Insbesondere geht es da-
bei um die Analyse der zeitlich segmentierten Text-Genres Onli-
ne News und Weblogs – wobei nicht etwa konkrete Einzelfragen,
sondern vielmehr abstrakte Methoden des Handlings und der
Erschließung digitaler Textdatenmassen, sowie prinzipielle Her-
angehensweisen an konkrete Fragen bearbeitet werden. Die tat-
sächliche Anwendung der hier vorgestellten und exemplarisch
vorgeführten Technologie kann in der Praxis dann Einsatzgebie-
1
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te der visuellen Textmedienanalyse wie Forschung, Marketing,
Öffentlichkeitsarbeit, Kommunikationscontrolling etc. bedienen.
Nicht alle Disziplinen, welche im Folgenden berührt werden,
können in dem Umfang abgehandelt werden, wie der Kern der
praktisch informatischen Anforderungen, Ideen, Umsetzungen
und Anwendungen; zu diesen Bereichen gilt es methodische
Schnittstellen zu beschreiben, Einflüsse zu skizzieren und kom-
munikative Anschlüsse zu provozieren, soweit dies die Kompe-
tenz eines einzelnen Autors eben zu bündeln vermag. Interdis-
ziplinarität ist dabei eine Art des ambitionierten Sich-zwischen-
die-Stühle-setzens – am richtigen Platz reicht es vielleicht für
eine eigene Nische, die von allen Richtungen geachtet wird; am
falschen Platz taugt es intellektuell wie materiell zum Verhun-
gern – in der Hoffnung auf Ersteres.
1.3 vor dem text
Vor dem Text und im Text stecken unter anderem Schriftlich-
keit, Schriftzeichen, Wörter, Struktur, Sinn, Ausdruck, Meinung,
Wissen, Wahrheit, Fakten, Fiktion, Gedanken, Wille, Kommuni-
kation, Selbstbezüge und Fremdbezüge, Anschlüsse, Fortführun-
gen und Abschlüsse. Das Lesen und Schreiben, das Gebrauchen
und Verfassen von Texten, ist eine spezifische Form der Kom-
munikation und eine Eigenheit unserer Kultur. Türcke (2005)
gibt hierüber einen Überblick von Vor-Schriftlichkeit bis Nach-
Textlichkeit.
Zugänge zu Texten gibt es viele, z. B. psychologisch, soziolo-
gisch, kommunikations-, sprach- oder literaturwissenschaftlich
motivierte, vgl. dazu etwa Titscher u. a. (1998). Diese sind an
sich nicht richtig oder falsch, sondern unterscheiden sich von-
einander in den Unterscheidungen und Selektionen, welche sie
treffen, also in den Erkenntnisgegenständen, die sie interessie-
ren. Text Mining (siehe Heyer u. a., 2006) betrachtet beliebigen di-
gital(isiert) vorliegenden Text als unstrukturierten Speicher von
Wissen und zielt darauf ab, daraus verborgene Schätze in Form
von sprachlichen Sinn und Struktur stiftenden Regeln, Entitä-
ten und Relationen usw. vermittels Domänen- und Sprachwis-
sen, Statistik und Algorithmen zu extrahieren, zu kondensieren,
zu systematisieren und somit verfügbar und anwendbar zu ma-
chen. In besonderem Maße eignet sich das sozialwissenschaftli-
che Verfahren der Inhaltsanalyse dazu durch Text Mining Un-
terstützung zu finden, weil jene sich auf die manifesten Inhalte
fossilierter Kommunikation Merten (2004) bezieht, auf welche
dieses zugreift.
Diesem analytischen Instrumentarium gesellt sich als generel-
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ler Rahmen der Zugang über das Auge, die Interaktion mit dem
Benutzer, die Anwendung zur Generierung von Mehrwert hin-
zu zu den Rohdaten von Verfahren. Techniken der Information
Visualization und Überschneidungen mit den Visual Analytics tre-
ten hier auf den Plan. Das Ziel ist es, anhand belegter Daten mit
nachvollziehbaren Verfahren visuell unterstützte Darstellungen
und Erklärungen anzufertigen, bzw. Bausteine dazu zu liefern.
In einem englischsprachigen Begriff gefasst bedeutet dies gewis-
sermaßen auch Visual Media Analytics zu betreiben, also die tro-
ckenen Analysedaten publikumsgerecht und zielführend zum
Leben zu erwecken (vgl. Cipollone (2006)).
1.4 beitrag zu forschung und praxis
Der Beitrag dieser Arbeit zur Forschung ist wie folgt: Einerseits
werden bestehende Ergebnisse aus so unterschiedlichen Rich-
tungen wie etwa der empirischen Medienforschung und dem
Text Mining zusammengetragen. Es geht dabei um Inhaltsana-
lyse, von Hand, mit Unterstützung durch Computer, oder völ-
lig automatisch, speziell auch im Hinblick auf die Faktoren wie
Zeit, Entwicklung und Veränderung. Die Verdichtung und Zu-
sammenstellung liefert nicht nur einen Überblick aus ungewohn-
ter Perspektive, in diesem Prozess geschieht auch die Synthese
von etwas Neuem.
Die Grundthese bleibt dabei immer eine einschließende: So
wenig es möglich scheint, dass in Zukunft der Computer Analy-
sen völlig ohne menschliche Interpretation betreiben kann und
wird, so wenig werden menschliche Interpretatoren noch ohne
die jeweils bestmögliche Unterstützung des Rechners in der La-
ge sein, komplexe Themen zeitnah umfassend und ohne allzu
große subjektive Einflüsse zu bearbeiten – und so wenig werden
es sich substantiell wertvolle Analysen noch leisten können, völ-
lig auf derartige Hilfen und Instrumente der Qualitätssicherung
zu verzichten.
Daraus ergeben sich unmittelbar Anforderungen: Es ist zu klä-
ren, wo die Stärken und Schwächen von menschlichen Analys-
ten und von Computerverfahren liegen. Darauf aufbauend gilt
es eine optimale Synthese aus beider Seiten Stärken und unter
Minimierung der jeweiligen Schwächen zu erzielen. Praktisches
Ziel ist letztlich die Reduktion von Komplexität und die Ermög-
lichung eines Ausgangs aus dem Zustand des systembedingten
„overnewsed but uninformed“1-Seins.
1 So lautet der Titel der Diplomarbeit von Stefan Bräutigam in welcher er dem
Phänomen Berichterstattung mit unterschiedlichen Infografiken ästhetisch ge-
lungen und vielfach preisgekrönt zu Leibe rückt.
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1.5 anlage und aufbau der arbeit
Diese Arbeit ist um Kürze und Verständlichkeit nicht nur für In-
formatiker bemüht. Als Publikum wünscht sie sich sogar zuerst
interessierte Sozialwissenschaftler und Praktiker. Gleichwohl sind
die informatischen Hintergründe nicht zu verleugnen und sollen
auch nicht derart in den Hintergrund gerückt worden sein, dass
sie nicht mehr zu erkennen sind. Dennoch ist z. B. jeglicher Code
und das algorithmische Detail ganz bewusst und absichtlich in
den Anhang gerückt.
Zunächst gilt es eine gemeinsame Grundlage für die Sozial-
wissenschaft und die Computerwissenschaft zu schaffen, und
eventuell gegenseitig vorhandenes Unverständnis aufzulösen (in
den Kapiteln 2 und 3). Daraufhin werden einige Verfahren vor-
gestellt, die im Rahmen eines Integrationsprojektes angewandt
wurden (in Kapitel 4). Im Anhang findet sich neben weiteren
Beispielen für die Anwendung auch die eine oder andere Zeile
Quellcode.
2G R U N D L A G E N
Nothing is more usual than for philosophers to encroach on the
province of grammarians, and to engage in disputes of words, while
they imagine they are handling controversies of the deepest
importance and concern.
— David Hume
Dieses einführende Kapitel beschäftigt sich mit grundsätzli-
chen Dingen wie den verwendeten Begriffen, der Struktur des
untersuchten Materials, den Grundlagen für die angewendeten
Statistiken usw.
2.1 textdaten
Textdaten werden hier nicht als Einheiten im Sinne der Literatur
verstanden, sondern abstrakt als Mengen von Folgen von Zei-
chen. Inhaltliche oder formale Durchbrechungen der Linearität
von literarischen Texten bleiben insofern irrelevant, als dass je-
weils Einheiten betrachtet werden, die an sich linear vorliegen,
zum Beispiel verbleibende Resttext an den Knoten eines Hyper-
textgraphen. Grundvoraussetzung für die automatische Verar-
beitung von Textdaten ist, dass die Gleichheit definierter Teil-
folgen der Textdaten überprüft werden kann.
2.1.1 Zeichen
Um mit Textdaten sinnvoll arbeiten zu können, müssen Zeichen
interpretiert, unterschieden und auf unter Umständen mehre-
ren Stufen zusammengefasst werden. Zeichen sind die kleins-
ten eigenständigen Teile von Schriftsystemen und verweisen auf
konkrete oder abstrakte Bedeutungen. Außer den geläufigen Al-
phabetschriften wie Lateinisch, Kyrillisch, Griechisch, etc. gibt
es noch weitere Arten von Schriftsystemen. Die verbreitetsten
davon sind Silbenschriften (z.B. Hangul, Katakana, . . . ), Segmen-
talschriften (z.B. Hebräisch, Arabisch, . . . ) und Ideogrammschrif-
ten (z.B. Hanzi, Kanji, . . . ). Neben den Schriftzeichen sind in
Textdaten auch Ziffern, Sonderzeichen, wie Satzzeichen, Rechen-
zeichen und Währungssymbole, sowie nicht dargestellte Zeichen,




Beschränkt man die Betrachtung der einfachen Verständlichkeit
halber auf Alphabetschriften, hat jedes dieser Zeichen zweier-
lei Referenzen: Beschreibungen wie kleiner lateinischer Buchstabe
a und Darstellungen in Form einer so genannter Glyphe wie a,
a oder a. Grundsätzlich gibt es hierdurch mehrere Probleme: Es
gibt Zeichen, welche mehrere Beschreibungen zulassen: so ist å
sowohl als das Zeichen å als auch als Kombination der Zeichen
a und ° korrekt beschrieben. Es gibt identisch aussehende Gly-
phen, welche unterschiedliche Zeichen darstellen: Die Glyphe P
kann nicht nur für ein lateinisches sondern auch für ein anderes
kyrillisches oder ein nochmals anderes griechisches Zeichen ste-
hen. Und schließlich gibt es Glyphen, welche mehrere Zeichen
auf einmal darstellen, die so genannten Ligaturen, wie z. B. æ
(a + e) oder fi (f + i).
2.1.3 Encoding
Zudem gibt es für die digitale Notation der Zuordnung von
Zeichenbeschreibungen zahlreiche nicht immer kompatible An-
sätze wie zum Beispiel ASCII, EBCDIC, DOS Codepages, ISO-
Kodierungen und Unicode. Diesen so genannten Encodings ge-
meinsam ist, dass bestimmte Zeichenbeschreibungen einen be-
stimmten Zahlenwert zugewiesen bekommen und Zeichensät-
ze anhand dieser Zahlenwerte die erwünschten Glyphen an ein
Darstellungsgerät ausgeben können. Ohne Kenntnis des zugehö-
rigen Encodings ist grundsätzlich kein Text sinnvoll lesbar, denn
die interne Repräsentation ist nichts als eine Folge von Bytes!
Dies würde deutlicher, wenn sich die einzelnen Encodings auch
im Bereich der lateinischen Standardschrift mehr unterschieden;
da dies aber nicht der Fall ist und deswegen die Angabe und
Überprüfung des Encodings oft widersprüchlich ist, also sträf-
lich vernachlässigt wird, und bisweilen sogar fehlerhafterweise
Mischungen aus unterschiedlichen Encodings in einer Textein-
heit Verwendung finden, ohne dass dies zu unmittelbar auftre-
tenden fatalen Fehlern führt, treten bei der Verarbeitung von
Textdaten oftmals erst im Nachhinein sichtbare Mängel und Feh-
ler auf, deren grundsätzliche Ursache zwar klar ist, deren genau-
er Ursprung aber dennoch zeitaufwänding zu finden sein kann.
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2.1.4 Umwandlung
Im Folgenden soll davon ausgegangen werden, dass bei Text-
daten immer das Encoding bekannt ist und dass die Textdaten
vollständig korrekt danach kodiert sind. Dann können mit Hilfe
freier Tools wie iconv oder GNU recode Textdaten kompatibler
Encodings ineinander umgewandelt werden. Insofern Vielspra-
chigkeit von Nöten ist, bietet es sich an als Zielencoding eine
Form von Unicode zu wählen, da alle gängigen und auch die
untereinander inkompatiblen Encodings durch Transformation
in Unicode nebeneinander dargestellt werden können.
Unicode löst zwar nicht alle Probleme prinzipiell, denn weiter-
hin gibt es verschiedene Wege zusammengesetzte Zeichen und
Zeichenzusammensetzungen darzustellen, es ist aber auf Grund-
lage der Unicoderepräsentation prinzipiell möglich sowohl eine
für die Verarbeitung benötigte definierte Auflösung der Kom-
positionen als auch das Original verlustfrei nebeneinander zu
speichern. Die Auflösung von Ligaturen1 durch ihre äquivalen-
te Darstellung als Einzelzeichen und die Zusammenfassung von
Akzenten und Zeichen zu akzentierten Zeichen ist grundsätzlich
eine durch Zeitaufwand und Geduld lösbare Aufgabe.
2.2 untersuchungsobjekte
2.2.1 Begriffe
Beim Umgang mit Daten natürlicher Sprache ist es hilfreich ei-
nige Begriffe zu definieren, um ähnlich Aussehendes mit unter-
schiedlicher Bedeutung auseinanderhalten zu können. Im Bezug
auf die aus Zeichen aufgebauten größeren Einheiten sollen die
folgenden unterschieden werden:
• Wörter als Begriffe, wie sie in einem Wörterbuch lexikali-
siert werden,
• Types als Zusammenfassung dessen, was in einem realen
Text als separierbare, vergleichbare und unterscheidbare
Zeichenketten gefunden werden kann und schließlich
• Tokens als die individuellen Vorkommen von Types, welche
dem einem oder dem anderen Type zugeordnet werden
können (z. B. gehe (Token)→ gehe (Type)→ gehen (Wort)).
Lemmatisierung bedeutet quasi, Tokens durch bestimmte über
entsprechende Types definierte Wörter zu ersetzen. Im Allgemei-
1 Nicht jedoch das Setzen! Vergleiche z. B. Auflage vs. Abflug
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nen wird dies für eine gute Idee gehalten, etwa um die Datenba-
sis nicht unnötig aufzufächern und um substantieller Aussagen
über relativ seltene Wörter zu erhalten. Gleichzeitig ist Lemma-
tisierung aber auch eine Fehlerquelle, einmal weil sie nicht im-
mer eindeutig ist oder eindeutige Ergebnisse produziert, dann,
weil dabei unumkehrbar Information verloren geht, die später
vielleicht doch noch interessant sein könnte. Im Grunde wäre es
also am besten, wenn das System sowohl die lemmatisierten wie
auch die unlemmatisierten Daten zur Verfügung und verarbeitet
hätte.
Ein Daten-Satz sei nichts als eine Folge von Tokens, die gegebe-
nenfalls bereits durch Whitespace getrennt sind. Es wird dabei
explizit nicht verlangt, dass linguistische Definitionen von Sät-
zen oder grammatische Regeln erfüllt sein müssen.
Für die Analyse können auch Wortgruppen interessant sein,
dies sind Abfolgen von Tokens, typischerweise kleiner als Daten-
Sätze, welche zusätzlich zu den enthaltenen Tokens jeweils noch
ein weiteres Mal so betrachtet werden, als wären sie ein ein-
zelnes Token. So könnte etwa aus dem Satz: Es regnet in New
York. ein Daten-Satz mit den folgenden Tokens entstehen: Satz-




Die Verteilung von Types über ein Korpus kann durch ein Po-
tenzgesetz angenähert werden; dessen einfachste Fassung wird
nach dem Entdecker dieses und einiger anderer Umstände, Ge-
orge Kingsley Zipf, auch als Zipfsches Gesetz (vgl. Zipf (1935))
bezeichnet. Darin wird beschrieben, dass für in der Natur be-
obachtete Rangordnungen das Produkt aus dem Rang und der
gemessenen absoluten Größe (etwa der Typefrequenz) konstant
ist. Tests mit sehr großen Mengen von Daten, zum Beispiel auch
im Zusammenhang mit Richter (2004), haben ergeben, dass dies
eine gute Abschätzung für eine obere Grenze darstellt und vor
allem für die mittelfrequenten Types eine besonders hohe Über-
einstimmung herrscht.
Besonders für kleinere Korpora schätzt die Zipf-Formel die
Frequenz der häufigsten Types falsch und die Frequenz und An-
zahl2 der seltenen Types zu hoch. Da ein Korpus einer leben-
2 Gemeint ist: Frequenz bedeute die Anzahl Tokens, die für einen Type sprechen
und Anzahl die Zahl unterschiedlicher Types.
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Abbildung 1: Zipf-Verteilung: 1,5 Mio. Sätze Spiegel und 2 Mio. Sätze
Die Zeit
digen Sprache nur eine endliche Stichprobe darstellt und somit
per Definition unvollständig ist, könnte dieser Umstand auch
wegzuerklären versucht werden. Es gibt aber z. B. mit der Zipf-
Mandelbrot-Formel (siehe auch Kap. 4.1 in Heyer u. a. (2006))
auch für den tatsächlich angetroffenen Sachverhalt treffendere,
allerdings auch kompliziertere, Abschätzungen. Um bestimmte
Grundgedanken zu motivieren genügt die einfache Version von
Zipf aber völlig.
Abbildung 1 und Abbildung 2 zeigen zwei Beispiele für die
Verteilung von Types in unterschiedlich großen Korpora (basie-
rend auf 1,5 Millionen Sätzen aus Der Spiegel, und ca. 2 Millio-
nen Sätzen aus Die Zeit) bzw. annähernd gleich großen Korpo-
ra unterschiedlicher Sprachen (je 100 000 Sätze Deutsch, Franzö-
sisch und Türkisch). Die Erstellung solcher Korpora wird in Un-
terabschnitt 4.3.2 noch näher beschrieben werden. Die Abbildun-
gen zeigen, dass, wie erwartet, das Ergebnis von einer Geraden
etwas abweicht: Besonders die Frequenzen der häufigsten Types
und die Anzahl der seltensten Types wird falsch abgeschätzt,
umso mehr, je kleiner das betrachtete Korpus ist.
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Abbildung 2: Zipf-Verteilung: Je 100 000 Sätze Deutsch, Französisch
und Türkisch
2.2.2.2 Stoppwörter und Textabdeckung
In retrieval-orientierten Informationssystemen, vor allem in Such-
maschinen und Content Management Systemen ist es immer
noch üblich bestimmte sehr häufige oder inhaltsleere Types von
der Indexierung auszunehmen, z. B. um Platz zu sparen oder
um Abfragen performanter beantworten zu können. Die Annah-
me, die dabei unterstellt wird ist, dass nach diesen so genannten
Stoppwörtern ohnehin niemand sinnvolle Suchanfragen stellt.
Diese Annahme trifft zwar oftmals zu, ist in ihrer Allgemein-
heit aber natürlich falsch, was etwa bei der Suche nach einer
der berühmtesten Stoppwort-Kombination der Literatur: to be or
not to be leicht auffällt. Tatsächlich unterstützen zumindest die
gängigen Internetsuchmaschinen, wie Google, Yahoo oder Live,
inzwischen längst Abfragen nach Stoppwörtern.
Stoppwörter sind im Prinzip einzelsprachabhängig, wobei es
natürlich zu Überlagerungen (in mit ungefähr gleicher Bedeu-
tung z. B. im Deutschen und Englischen) und Zweideutigkeiten
(die als Artikel im Deutschen und als möglicherweise doch inter-
essantes Verb im Englischen) kommen kann. Grundsätzlich gibt
es zwei Ansätze zum Erhalten von Stoppwortlisten, einmal das
Nutzen von linguistischem Wissen über ein Sprache, z.B. durch
das Heranziehen von Listen geschlossener Wortklassen wie Ar-
tikel, Pronomen, Präpositionen, Hilfsverben etc. und einmal das
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rein frequenzbasierte Vorgehen. Während erstere Methode die
Liste unnötig mit selten benutztem Sprachinventar aufzublähen
neigt, eröffnet letzteres eine kollektionsspezifische Quelle von
Problemen. Ist etwa für ein Literaturkorpus Liebe ein zentraler
Begriff, um den sich vieles oder gar alles dreht, oder schlicht ein
Stoppwort? Fällt eine gefühlsmäßige Entscheidung hier durch
de eigene Sprachkompetenz auch leicht, so lässt sie sich für Ma-
terial in einer unbekannten Sprachen nicht treffen – die rationale
Begründung kann also nicht rein frequenzbasiert auftreten. Aber
auch bei einer Mischform, also einer Auswahl der aufgrund von
Anzahl und Wortart als irrelevant angenommenen Types, steht
einer Ersparnis von einigen Prozent Speicherplatz ein Informati-
onsverlust gegenüber, der je nach Anwendungsfall unproblema-
tisch oder eben sehr störend sein kann; Tabelle 6 auf S. 52 aus
Quasthoff u. a. (2006) zeigt für 15 Sprachen exemplarisch Daten
zur Textabdeckung durch die Top n Types. Demnach genügen
wenige Top-Wörter um etliche Prozent des Materials abzude-
cken, mehr aber auch nicht: Größenordnungsmäßig bleibt ein
Gewinn aus.
2.2.2.3 Gleichmäßigkeit und Burstiness
Die Verteilungsplots der Zipfkurve zeigen, wie die Types über
das gesamte Korpus verteilt sind – nicht jedoch, wie sie im Kor-
pus verteilt sind. Grundsätzlich könnte die Verteilung variieren
zwischen blockweise und homogen; ersteres widerspricht un-
mittelbar dem gewohnten Umgang mit Sprache: es gibt keine
(sinnvollen längeren) Texte, die ihre Tokens nach Type geordnet
enthalten. Dass auch letzteres nicht der Fall ist, bedarf etwas
Motivation: Insofern Texte Themen haben und Themen zur Be-
schreibung einen spezifischen Wortschatz bevorzugt benutzen,
kann die Verteilung von Types nicht zufällig und homogen sein.
Wie De Roeck u. a. (2005) gezeigt haben, gilt die Annahme ei-
ner homogenen Verteilung noch nicht einmal für die häufigsten
Types.
Kleinberg (2002) nutzt das plötzliche Ansteigen der Wieder-
holfrequenz bestimmter Types aus, um Themenwechsel in Text-
strömen zu erkennen. Die Grundannahme dabei ist auch in all-
täglichen Gesprächen leicht nachzuvollziehen: Sobald man ein
neues Thema anschneidet, werden eben eine eher geringe Zahl
von spezifischen Begriffen plötzlich und nur, solange das Thema
auf der Tagesordnung steht, häufiger zum Einsatz kommen.
2.3 exkurs : ein verteilungsexperiment 12
2.2.3 Kookkurrenzen
Der Begriff Kookkurrenz bezeichne mit Heyer u. a. (2006) das
statistisch auffällige gemeinsame Auftreten von Objekten in Be-
zug auf eine Vielzahl untersuchter Einheiten. Typische Objekte
seien Types, typische Untersuchungseinheiten Sätze oder unmit-
telbare Wortnachbarn. In Abweichung von Heyer u. a. (2006) (Ka-
pitel 4.7) wurden für diese Arbeit Kookkurrenzen nicht mit dem
Poisson-Maß (Quasthoff und Wolff, 2002) sondern mit dem log-
likelihood-Maß (Dunning, 1993) in der Implementierung von
Bordag (2007) berechnet.
Werden Kookkurrenzen nach ihrer Signifikanz geordnet, er-
gibt sich wieder eine Verteilung, die innerhalb der Grenzen des
Maßes mit einem Potenzgesetz beschrieben werden kann.
2.3 exkurs : ein verteilungsexperiment
Weil es im Rahmen dieser Arbeit mit den Wörtern des Tages
später um zeitlich zerlegte Korpora gehen wird, sollte die Frage
nicht ungestellt und -beantwortet bleiben, welchen Einfluß ver-
schiedene Formen der Zerlegung auf die Messergebnisse haben.
Dazu wurde eine Serie von Experimenten unternommen deren
Rahmen im Anschluß erklärt sowie deren Resultate beschrieben
werden.
2.3.1 Setup
Ausgangsbasis der Experimente ist ein 40 Millionen Sätze umfas-
sendes Textkorpus des Deutschen. Die Sätze darin sind durch-
nummeriert, sprich in den Texten aufeinander folgende Sätze
folgen auch im Korpus aufeinander. Außerdem sind die Sätze
der Entstehung nach sortiert; sie stammen aus dem Zeitraum
1995–2005. Nun werden zufällig jeweils 40 Stichproben á 100 000
Sätze gezogen, wobei zwei Parameter variiert werden: Erstens
die Anzahl Sätze S, die unmittelbar aufeinander folgend gezo-
gen werden (1, 5, 25, 125) und zweitens der Bereich K aus dem
die Sätze gezogen werden können (1 Mio., 4 Mio., 10 Mio., 40
Mio. Sätze). Damit werden unterschiedliche Auswahlmechanis-
men (einzelne Sätze, Absätze, Kapitel, Texte) sowie unterschied-
liche Korpusgrößen simuliert.
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S / K 1 Mio. 4 Mio. 10 Mio. 40 Mio.
1 2020883 2021002 2020852 2021959
5 2021460 2021786 2020905 2020908
25 2022077 2021242 2020676 2021914
125 2019810 2021365 2017396 2019008
Tabelle 1: Durchschnittliche Anzahl Tokens in Abhängigkeit von
Korpus- und Samplegröße + im Mittel kaum ein Unter-
schied
S / K 1 Mio. 4 Mio. 10 Mio. 40 Mio.
1 154921 162324 162576 166351
5 155180 157563 159686 163161
25 149873 153437 157507 158694
125 147634 151286 153014 156025
Tabelle 2: Durchschnittliche Anzahl Types in Abhängigkeit von
Korpus- und Samplegröße + mehr Zufall, mehr Types
S / K 1 Mio. 4 Mio. 10 Mio. 40 Mio.
1 438460 413683 405442 395641
5 446044 426394 417282 409559
25 461865 443872 435792 430336
125 472383 456571 448435 443922
Tabelle 3: Durchschnittliche Anzahl Satzkookkurrenzen in Abhängig-
keit von Korpus- und Samplegröße + mehr Zufall, weniger
Kookkurrenzen
S / K 1 Mio. 4 Mio. 10 Mio. 40 Mio.
1 169308 167249 167000 166408
5 164870 168984 168360 168027
25 171898 170945 170386 170447
125 172564 171944 171502 171460
Tabelle 4: Durchschnittliche Anzahl Nachbarschaftskookkurrenzen in
Abhängigkeit von Korpus- und Samplegröße+ Kein so star-
ker Einfluss auf Nachbarschaftskookkurrenzen
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2.3.2 Einfluss der Samplegröße
In Tabelle 1 ist bei den Tokens keine signifikante Abweichung zu
erkennen. Bei den Types in Tabelle 2 dagegen ist ein Trend zu
erahnen, dass je größer das zusammenhängende Sample wird,
es umso weniger Types gibt. Signifikant ist der Unterschied je-
weils nur zwischen der obersten und untersten Spalte. Genau
umgekehrt zu den Types ist das Ergebnis für beide Arten von
Kookkurrenzen in Tabelle 3 und Tabelle 4: Je größer die ein-
zelnen zusammenhängenden Samples, desto mehr Kookkurren-
zen gibt es, wobei die Satzkookkurrenzen stärker betroffen sind.
Signifikant sind wiederum nur die Unterschiede zwischen den
Einträgen in der obersten und untersten Spalte. Die Ergebnisse
stehen im Einklang mit der im vorigen Abschnitt erwähnten Be-
obachtung von Thematisierung, also der Steigerung der Wieder-
auftretenswahrscheinlichkeit thematisch relevanter (sonst eher
seltener) Wörter nach deren ersten Auftreten in einem Text.
2.3.3 Einfluss der Korpusgröße
In Tabelle 1 ist bei den Tokens wiederum keine signifikante Ab-
weichung zu erkennen. Für Types steigt in Tabelle 2 die Anzahl
mit der Größe des Korpus, aus dem die Stichprobe gezogen
wird, wobei signifikant nur der Unterschied zwischen äußerster
linker und äußerster rechter Spalte ist. Der Einfluss auf die Satz-
kookkurrenzen ist auch bei diesem Parameter umgekehrt zum
Einfluss auf die Types, sprich mit größerer Variation gibt es we-
niger Satzkookkurrenzen, gleichfalls nur mit signifikanten Wer-
ten in den Extremlagen der Tabelle 3. Auf die Nachbarschafts-
Kookkurrenzen ist ein Tabelle 4 kein signifikanter Einfluss fest-
stellbar, wenngleich eine Ahnung besteht, dass bei wachsendem
Parameterunterschied sich ein solcher analog zu den Satzkook-
kurrenzen noch einstellen würde. Auch diese Ergebnisse spre-
chen nicht gegen die Theorie der Thematisierung.
2.3.4 Wiederauftauchen von Types und Kookkurrenzen
Neben der schieren Größe ist ein weiterer Faktor für die geplan-
te Form der Analyse noch entscheidender; um Konstanz und
Wandel beschreiben zu können, bedarf es einer bekannten Er-
wartung an die Objekte, ob und wie verändert sie in mehre-
ren Messungen beobachtet werden können. Grundsätzlich zeigt
Abbildung 3, dass sich sowohl bei den Types als auch bei den
Kookkurrenzen eine Verteilung ähnlich einem Potenzgesetz er-
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Abbildung 3: Wiederauftreten: Types, Nachbarn, Kookkurrenzen
Abbildung 4: Wiederauftreten der top n Types (S=1, K=40)
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Abbildung 5: Wiederauftreten der top n Types (S=125, K=1) vs. (S=1,
K=40)
Abbildung 6: Wiederauftreten von Kookkurrenzen der Top n Types
(S=1, K=40)
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Abbildung 7: Wiederauftreten von Kookkurrenzen der Top n Types
(S=125, K=1)
gibt, wobei sich am rechten Rand des Spektrums ein der Größe
der Korpora im Experiment entsprechender Teil herauskristalli-
siert, der nicht diesem Gesetz folgt, sondern quasi immer vor-
handen ist. Die Vermutung liegt nahe, dass dies der thematisch
unspezifische Anteil des Untersuchungsgegenstands ist.
Natürlich hat dieser Teil eine gewisse Mindestfrequenz, um
überhaupt in allen (oder zumindest sehr vielen) Experimenten
gemessen werden zu können. Wie genau die Verteilung sich in
der möglichst viel Zufall garantierenden Auswahl mit K=40 und
S=1 dem absoluten Häufigkeitsranking nach aufteilt, zeigt Ab-
bildung 4 und wie groß hierauf der verzerrende Einfluss zusam-
menhängender Auswahlen aus einem zeitlich limitierten Subkor-
pus mit K=1 und S=125 ist Abbildung 5.
Bei den Satzkookkurrenzen (und nur um die wird es im Fol-
genden gehen) stellt sich ein ähnliches Bild ein wie Abbildung 6
(K=40, S=1) und Abbildung 7 (K=1, S=125) zeigen. Der maxi-
male Rang des Types mit dem höheren der beiden Ränge der
Kookkurrenz, ist bei den Kookkurrenzen, welche tatsächlich in
jedem Subkorpus enthalten sind, deutlich kleiner als bei den Ty-
pes. Dies verwundert nicht weiter, da ja für eine Kookkurrenz
eine höhere Mindestfrequenz als 1 erforderlich ist.
Zusammenfassend bleibt festzuhalten, dass das regelmäßige
Beobachten von Wörtern auch bei kleineren Korpora als im Ex-
periment kein Problem darstellen sollte, dass dies bei Kookkur-
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renzen aber keineswegs der Fall ist und somit das Erneute auf-
treten von Kookkurrenzen in einem anderen Subkorpus das ver-
gleichsweise stärker zu bewertende Zeichen ist.
2.4 zeit
2.4.1 Definition
Die Zeitforschung ist in zahlreichen Wissenschaften ein sehr kom-
plexes Forschungsgebiet; einen Überblick darüber gibt zum Bei-
spiel Lenz (2005). Im Rahmen dieser Arbeit wird nur eine sehr
einfache Vorstellung von Zeit verwendet: Zeit sei eine Möglich-
keit zur diskreten Anordnung von Texten in einer logischen Rei-
henfolge, die über das Datum gegeben ist. Der Verlauf der in
den Texten behandelten Themen wird anhand von zusammen
verwendeten Types nachgezeichnet.
2.4.2 Betrachtungsarten
Zwei Arten von zeitlichen Daten tauchen beim Umgang mit zeit-
lich segmentiertem Text auf. Einmal Zeitpunkte und -spannen,
die sich anhand der Segmentierung ergeben, dann zeitangeben-
de Ausdrücke (temporal expressions), welche im Text selbst vor-
kommen. Erstere können leicht durch einen Zeitstempel verwal-
tet werden, letztere sind wesentlich komplexer. Um die Vielfalt
von Zeitangaben und -referenzierungen in Texten darstellen und
auszeichnen zu können, wurde z.B. mit der TimeML (Pustejovs-
ky u. a., 2003) eine XML-basierte Auszeichnungssprache entwor-
fen. Gegeben ein Zeitstempel für den Text lässt sich zu einer
Referenz wie „am kommenden Freitag“ ein konkretes Datum er-
mitteln. Für die Analyse zeitlich segmentierter Frequenz- und
Kookkurrenzdaten wird aber allein auf die Zeitdaten aus der
Segmentierung, gewissermaßen als Messwerte, zurückgegriffen.
2.4.3 Zeitreihenanalyse
Solche Daten unterscheiden sich von den Daten klassischer Ana-
lysen von Zeitreihen (Wetter, Aktienkurse, . . . ) in der Erwartung
an die Kontinuität der gemessenen Werte. Typische Zeitreihen-
analyse (vgl. etwa Hamilton (1994)) zielt darauf ab, zyklische
Komponenten und Trends zu extrahieren; die Erwartung an den
Wert an der Stelle n+1 errechnet sich aus dem Wert an der Stelle
n, zyklischen Anteilen, einem Trendanteil und Rauschen. Äuße-
re Ereignisse haben dabei Einflüsse auf Trends, globale Verände-
2.5 wahrheit und information 19
rungen betreffen möglicherweise die zyklischen Anteile. Unbe-
einflusst ist der Wert als konstant zu erwarten.
Bei den zeitlich segmentierten Frequenz- und Kookkurrenzda-
ten verhält es sich teilweise anders: Die Erwartung von zumin-
dest mittelfristiger Konstanz wird gehalten, solange es sich um
Wörter handelt, welche auf einen relativ stabilen Zustand ver-
weisen (z.B. »Bundeshauptstadt – Berlin«). Auch insofern Wör-
ter sich auf Ereignisse und Themen zurückführen lassen, was bei
den Inhalt tragenden Wörtern vorausgesetzt werden kann, ist ih-
nen zwar die Tendenz von Diskursen sich zu etablieren und inso-
fern ein gewisser Drang präsent zu bleiben zu eigen, dem entge-
gen wirkt aber stets ein Neuigkeitsdruck, also die Anforderung
neuen Themen und Aspekten Platz zu machen und also – da ja,
wie der Volksmund weiß, nichts so alt ist wie die Zeitung von
gestern – im Lauf der Zeit sich zu verändern (z.B. »Europameis-
ter – Griechenland«, »Europameister – Spanien«) oder ganz zu
verschwinden. Zeitreihenanalyse aus dem Lehrbuch ist also eher
nicht geeignet, mit Wortfrequenzdaten sinnvoll umzugehen.
2.5 wahrheit und information
Wir können nicht entscheiden, ob das, was wir Wahrheit nennen,
wahrhaft Wahrheit ist, oder ob es uns nur so scheint.
— Heinrich von Kleist
Außerhalb entscheidbarer logischer Systeme ist Wahrheit nicht
mehr objektiv feststellbar. In der Lebenswelt stellt dies freilich
kein Problem dar: Solange Gründe, wie Indizien oder Vertrauen
Annahmen, Positionen und Aussagen genügend gegen Wider-
sprüche absichern, werden diese subjektiv wie auch intersubjek-
tiv nicht nur als wahrscheinlich sondern oftmals auch als wahr
angenommen. Dies trifft insbesondere dann zu, wenn es sich
um "[. . . ] Informationen, die im Modus von Nachrichten und
Berichterstattung angeboten werden, [. . . ]"(Luhmann, 2004, S.25)
handelt. Die empirische Wissenschaft kann, Sir Karl R. Popper
folgend (Popper, 1995), eine Theorie nur irgendwann einmal fal-
sifizieren, niemals aber verifizieren – und auch in der Sicht des
Konstruktivismus (Kepplinger, 1989) bleiben Erklärungen nur
bis zu ihrer Falsifizierung viabel und haltbar.
Bei der Arbeit mit Daten, etwa in der Wissensrepräsentation
oder eben beim Anfertigen von Inhaltsanalysen, gilt es dies ge-
gebenenfalls zu berücksichtigen: „Auch als wahr identifizierte
Aussagen haben demnach eine stets nur vorläufige Gültigkeit;
sie können jederzeit durch neues Wissen erneut strittig werden.“
(Haller, 1993, S. 145) Daten können unvollständig, widersprüch-
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lich oder schlicht falsch sein und die möglichen Gründe hier-
für sind vielfältig, wie zum Beispiel Mangel an Wissen, Fehler
und Irrtum oder Fälschung. Im Folgenden bleibt die Unterstel-
lung und Beleuchtung gut- und böswilliger Absichten oder Mo-
tive ausgeblendet. Bei Texten über Vorgänge in der Welt, sind
eine Reihe von Fehlerquellen involviert, begonnen dabei, dass ei-
gentlich gar keine objektive Realität vorausgesetzt werden kann,
und einschließlich all der Verknüpfungen, Schichtungen, Verän-
derungen und Selektionen (Luhmann, 2004), welche im Rahmen
der Produktions-, Redaktions- und Distributionsprozesse erfol-
gen.
Während eine absolute Erkenntnis der Wahrheit von Sachver-
halten auch dem Menschen nicht möglich ist, kann vielleicht die
Maschine zumindest plausible Erklärungen erkennen und an-
nehmen, sowie nicht plausible Erklärungen verwerfen. Die Kri-
terien nach denen solche Anpassungen vorgenommen werden,
müssen dabei expliziert werden, um den Geboten der Transpa-
renz und Nachvollziehbarkeit Genüge zu leisten. Dazu kann ent-
weder auf die Daten selbst oder auf Metadaten verwiesen und
bei diesen Datum, Quelle, Autor etc., bei jenen Form, Struktur
sowie Inhalt bewertet werden.
3Z U G Ä N G E Z U T E X T
The purpose of computing is insight not numbers
— Richard Hamming
Wie bereits eingangs erwähnt, gibt es eine Vielzahl an Theorien
vom Zugang zu Text. Titscher u. a. (1998) besprechen z.B. ex-
plizit 15 Arten. Ob dies tatsächlich eine vollständige Auflistung
ist, sei an dieser Stelle nicht weiter diskutiert, vielmehr sind die
grundlegenden Unterschiede in Sachen Erkenntnisinteresse und
Forschungsgegenstand der unterschiedlichen Herangehenswei-
sen interessant. Für eine computergestützte Methode sind zwei-
felsohne solche Verfahren besser geeignet, welche sich unmittel-
bar auf den Text beziehen und ihre Regeln explizieren. Wenig
geeignet scheinen dagegen Verfahren, welche der Anwendung
komplexer Gedankengebäude in einem nicht zwingend regelge-
leitetem Vorgehen näher stehen.
Die Beschränkung der betrachteten Textzugangsverfahren auf
die häufigsten, das sind die im weiteren Sinne der Inhaltsanalyse
verwandten, ist gängige Praxis. Auch im Folgenden soll dies so
gehandhabt werden. Als scheinbarer Gegensatz wird dazu das
Text Mining auf zwei Arten vorgestellt, einmal als Hilfsmittel bei
der Inhaltsanalyse, dann als eigenständige Herangehensweise.
3.1 inhaltsanalyse
3.1.1 Geschichte
Die Bildung des englischen Begriffs content analysis wird dem
Forscherteam um Berelson und Lazarfeld am Office of Radio
Research bzw. später im Bureau of Applied Social Research in
den 1940er Jahren zugeschrieben, ebenso wie eine erste Syste-
matisierung in Berelson (1952). Ihre Arbeiten gründeten freilich
bereits auf einem reichen Fundus an Vorläufern und Verwand-
ten, welche z.B. Krippendorff (2004) bis in das 16. Jahrhundert
zurück verfolgt; für Merten (2004) beginnt eine erster Entwick-
lungsschritt sogar bereits mit der Geschichte der Menschheit.
Früh (1998) ist primär die „. . . Entwicklung der Inhaltsanalyse
zu einer wichtigen und eigenständigen wissenschaftlichen Me-
thode . . . “ (S. 11) statt einer historischen Darstellung wichtig.
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Einen Anfang dafür setzt er kurz nach Beginn des 20. Jahrhun-
derts an, programmatisch in Deutschland etwa mit Max Webers
Geschäftsbericht auf der Tagung der Deutschen Gesellschaft für
Soziologie im Jahre 1910, und einem Höhepunkt um die ein-
gangs bereits erwähnten Entwicklungen zur Zeit des Zweiten
Weltkriegs. Dies sehen auch Rössler (2005) und Krippendorff
(2004) vergleichbar. Diefenbach (2001); Züll und Mohler (1992)
beschäftigen sich im besonderen mit den Vorläufern und der Ge-
schichte der computerunterstützten Inhaltsanalyse, ebenso Züll
und Alexa (2001), doch gehen letztere mehr auf aktuelle Ent-
wicklungen ein. Einen [h]istorische[n] Überblick über Trends der in-
haltsanalytischen Forschung bis ca. 1980 gibt einleitend Kuttner
(1981) und unterscheidet dabei mit Krippendorff folgende we-
sentlichen Entwicklungen:
1. Vorläufer der Inhaltsanalyse
2. Quantitative Zeitungsanalyse
3. Massenkommunikationsforschung
4. Forschung für Krieg und Propaganda
5. Interdisziplinäre Erweiterung
6. Automatische Textverarbeitung
Aus heutiger und hiesiger Sicht, vgl. z.B. Früh (1998); Lissmann
(2001); Mayring (2000), wäre explizit die Entwicklung einer Qua-
litativen Inhaltsanalyse hervorzuheben.
3.1.2 Vorgehen
Über den exakten Ablauf von Inhaltsanalyse findet sich viele
Seiten in den im vorigen Unterabschnitt aufgeführten Büchern.
Gemeinsam haben diese Ansätze mindestens folgendes:
• Forschungsfragen und -hypothesen werden entwickelt.
• Diese werden anschließend operationalisiert und in der Re-
gel mit Hilfe von Wörter erklärenden Diktionären und ei-
nem Kategoriensystem in einem Kodierbuch explizit ge-
macht.
• Die zu analysierenden Medien, in der Regel Texte, werden
mit Hilfe des Kodierbuchs von Menschen oder teilauto-
matisch in Mengen von Codes aus dem Kategoriensystem
überführt.
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• Die resultierenden Codes werden statistisch analysiert und
auf dieser Grundlage Aussagen über die Hypothesen ge-
macht.
3.1.3 Kritik
Auch wenn die Inhaltsanalyse die am weitesten verbreitete Me-
thode der Informationsgewinnung aus Texten ist, so ist sie bei
weitem nicht perfekt. Klingemann (1984) kritisierte bereits Mitte
der 80er Jahre die Inhaltsanalyse dafür, „. . . daß sie keinen ge-
sicherten Bestand an Meßinstrumenten hervorgebracht hat, der
in standardisierter und valider Weise soziale Realität beschreibt
und damit konkurrierende theoretische Erklärungsansätze em-
pirisch überprüfen konnte“. (S. 9) Immer neue, spezielle und
ad hoc entwickelte Klassifikationssysteme führen zu einer dis-
paraten Methodenlandschaft und erschweren damit Replikation,
Verbesserung der Instrumente und eine Kumulation von Wissen.
Züll und Alexa (2001) legen nahe, dass sich an dem Grundpro-
blem nicht viel geändert hat. Butscher (2006) bringt das Unbe-
hagen der Abhängigkeit von der individuellen Kompetenz der
beteiligten Kodierer auf den Punkt: „Problematisch an der Co-
dierung bleibt der durch die Sprachkompetenz des Forschers
bedingte Einfluss auf den Originärtext: Eine Codierung von Text-
stellen setzt voraus, Aussagen der Autoren zu verstehen, diese
gegebenenfalls zu interpretieren und auf ein Schema abzubil-
den. Verschiedene Ausdrucksformen oder sprachliche Differen-
zierungsmöglichkeiten von Autoren werden durch eine Codie-
rung »geglättet« und fortan nicht weiter berücksichtigt. Dieses
Problem betrifft alle inhaltsanalytischen Techniken: Es zeigt sich
insbesondere bei zunächst wertfreien Begriffen, denen aber je
nach Kontext entweder eine positive oder negative Bedeutung
zukommt.“ (S. 42)
3.1.4 Mit Computer
Der Einsatz von Computern in der Inhaltsanalyse hat eine lange
Tradition, die mindestens bis zum General Inquirer in den 1960er
Jahren zurückreicht. Grundsätzlich läßt sich dabei eine Intensi-
tätsskala aufspannen von
• der Verwendung des Rechners als simpler Datenspeicher
und für statistische Berechnungen
• über Stichwörter und Kontext suchende Verfahren,
• sowie technologisch verstärkte Varianten derselben
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• hin zu teil- und vollautomatischen Verfahren,
mithin also von der Replikation einer Inhaltsanalyse ohne Com-
puter am Rechner, hin zu einem um alle technologischen Mög-
lichkeiten aufgewerteten Verfahren. Bestimmte Möglichkeiten des
Computereinsatzes können dabei freilich auch mit klassischen
Herangehensweisen brechen. Dies ist notwendig, um neue Wege
zu erproben und dann sinnvoll, wenn über Evaluationen nach-
vollziehbarer Mehrwert gewonnen werden kann.
Maurer und Reinemann (2006) erörtern die Freitextrecherche,
den diktionärbasierten Ansatz und den Co-Occurrence-Ansatz.
Methoden wie die semantische Netzwerkanalyse oder das Text
Mining werden zwar wahrgenommen, jedoch angesichts eines
bisher nur seltenen Einsatzes in der Praxis nicht weiter bespro-
chen. Die Autoren sehen insbesondere in Deutschland noch er-
hebliches Wachstumspotential bei der computerunterstützten In-
haltsanalyse und gehen davon aus, dass durch CUI tatsächlich
eine Schulung von Codern entfallen kann. Dass statt dessen er-
heblicher Aufwand für das Trainieren automatischer Verfahren
anfällt, blenden die Autoren freilich aus.
3.1.5 Medienresonanzanalyse
Unter Medienresonanzanalyse versteht man in der Theorie so et-
was wie „. . . ein computergestütztes, empirisches Instrument zur
Beobachtung der veröffentlichten Meinung im Print-, Hörfunk
und TV-Bereich . . . “ (Femers und Klewes, 1997), auch wenn sich
der Umfang in der Praxis oft nur auf Print- und inzwischen na-
türlich auch Onlinemedien ersteckt. Dabei werden im Verständ-
nis des deutschen PR-Wirtschaftsverbands, der GPRA, Fragen
beantwortet, die einer modifizierten Lasswell-Formel entspre-
chen: Wer sagt was wo in welcher Form mit welcher Meinungstendenz
über ein(e) bestimmte(s) Unternehmen / Person / Thema? Das Wesen
der Resonanzanalyse ist es dabei, dass nicht bei der Analyse des
Inhalts stehengeblieben wird, sondern ein stetiger Rückschluß
auf die Realität stattfindet. Somit sollte Medienresonanzanalyse
im Grunde ein permanenter Prozess an zentraler Stelle in Or-
ganisationen sein – und keine lästige Pflichtaufgabe, die Prakti-
kanten einmal im Jahr mit ein bisschen in Excel und Powerpoint
Herumklicken erledigt1.
Was Medienresonanzanalyse in der Realität bedeutet, hängt
stark von demjenigen ab, der behauptet sie durchzuführen. Klaus
Merten hat in Merten und Wienand (2004) und Merten u. a. (2005)
1 Was sie dabei wenigstens beachten müssen, steht in dem Praktikerbuch von
Besson (2005).
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als einer der wenigen umfangreiche Anforderungen an und Ana-
lysen von Medienresonanzanalysen erstellt. Diese hier zu repli-
zieren scheint unnötig. Entscheidend ist, dass im Rahmen von
Medienresonanzanlysen erhebliche Verdichtungen und Redukti-
on von Komplexität (von vielen Texten zu wenigen Kennzahlen)
in derartigem Maß stattfinden, dass die Ergebnisse für den Lai-
en inhaltlich auch nicht nur im geringsten nachvollziehbar sind.
Die Durchführung von Medienresonanzanalysen erfordert somit
maximale Wahrnehmung von Verantwortung und dazu gehört
umfassende Nachvollziehbarkeit wenn schon nicht des Inhalts,
so doch der Methoden.
Ziel des praktischen Teils dieser Arbeit ist es nicht, Medienre-
sonanzanalyse zu betreiben, sondern die Durchführung von Me-
dienresonanzanalysen zu erleichtern und in ihrem Instrumen-
tarium zu erweitern, indem bestimmte, gut algorithmisierbare
Zugangsarten zu Texten und Visualisierungsmöglichkeiten für
Zwischenergebnisse beschrieben werden. Diese können freilich
nicht nur der Spezialanwendung Resonanzanalyse zu Gute kom-
men, sondern allen eHumanities. Gerade das Einhergehen von
Analyse mit korrekt eingesetzter Visualisierung kann entschei-
dend zur Verständlichkeit und dem Verstehen der relavanten Er-
gebnisse einer Analyse beitragen, oder, wie Edward R. Tufte es
zu Beginn seines Buches Visual Explainations formuliert: „When
principles of design replicate principles of thought, the act of ar-
ranging information becomes an act of insight.“ Entscheidend ist
also jeweils Passungen zwischen Vorhandenem, Dargestelltem
und Wahrgenommenem zu befördern. – Wie alle anderen Hilfs-
mittel lässt sich natürlich auch mit Hilfe geeigneter (aber faktisch
mit zu unterstellender Betrugsabsicht verwendeten) Visualisie-
rungen die schlechtere Sache zur besseren machen, siehe zum
Beispiel im Medien DAX 30, dargestellt und kritisiert in Merten
u. a. (2005).
3.1.6 Exkurs: Automatische Analyse von Meinungen und Einstellun-
gen
Ein zentraler Punkt in der Medienresonanzanalyse ist die Iden-
tifikation von Meinungen und Meinungsträgern sowie die Klas-
sifikation und Quantifizierung der Meinungstendenz. Dass dies
in der Praxis keineswegs einfach ist, haben einige eigene Expe-
rimente außerhalb des Rahmens dieser Arbeit gezeigt, die unter
anderem mit Hilfe einer manuell erstellten Liste positiver und
negativer Wörter und den Daten aus Unter-Unterabschnitt 4.3.1.3
durchgeführt wurden ohne nennenswert gute Resultate zu er-
bringen. Für besser definierte Anwendungen, wie im Falle von
3.1 inhaltsanalyse 26
Abbildung 8: Anzahl der Veröffentlichungen pro Jahr in der sentiment-
analysis-Bibliographie von Andrea Esuli.
Teichert u. a. (2008) bei der Einschätzung von Asssoziationen
von Konsumenten, sind solche Ansätze durchaus vielverspre-
chend. Es bedarf aber, um erfolgreich Opinion Mining oder Senti-
ment Analysis2 betreiben zu können, erheblicher Vorarbeiten und
Investitionen in eine Operationalisierung von Meinungen, Ein-
stellungen und Bewertungen, um auch für das Deutsche zu gu-
ten Ergebnissen zu kommen. Esuli und Sebastiani (2007) haben
z. B. für das Englische mit SentiWordNet eine Resource geschaf-
fen für die es im Deutschen noch keine Entsprechung gibt3. In
der Dissertation von Esuli (2008) und online gibt es eine umfang-
reiche Bibliographie des Themas unter der URL http://patty.
isti.cnr.it/~esuli/research/sentiment/Sentiment.bib. Die zeit-
liche Auswertung der Bibliographie (Stand Mitte 2007) in Abbil-
dung 8 zeigt, dass Meinungsanalyse ein aktuell4 heiß diskutier-
tes Thema ist. Der Fokus der vorliegenden Arbeit liegt jedoch
auf dem Faktor Zeit, nicht auf der automatischen Analyse von
Meinungen.
3.1.7 Ein anderer Zugang zu Text durch Text Mining
Die Inhaltsanalyse zielt tyischerweise zunächst auf konkrete Ein-
zeltexte aus welchen nach einer Codiervorschrift Daten ermit-
telt und statistisch weiterverarbeitet werden. Diese Einzeltexte
werden per repräsentativer Stichprobe aus einer wohldefinierten
2 Der Deutsche Begriff Sentimentanalyse wird nur im Kontext von Stimmungen
an der Börse benutzt
3 Zwar gibt es eine Reihe von Diktionären zu diversen bereits durchgeführten
Inhaltsanalysen, diese sind aber nicht systematisch zusammengeführt worden
oder gar frei zur Benutzung online verfügbar.
4 Das laufende Jahr war noch nicht vollständig erfasst.
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Grundgesamtheit ausgewählt. Text Mining (vgl. z. B. Heyer u. a.
(2006)) dagegen geht anders mit Texten um; es versteht Text als
Rohstoff aus dem durch die Integration linguistischer und sta-
tistischer Verfahren direkt Wissen gewonnen werden kann. Da-
mit die daran beteiligten statistischen Verfahren sinnvoll funk-
tionieren, sollte die untersuchte Textmenge so groß wie mög-
lich sein. Dass diese maximale Größe nicht unbedingt gleich der
Grundgesamtheit allen Materials sein sollte, sondern nach of-
fengelegten Kriterien balanciert sein sollte, wird in der Praxis
(leider) bisweilen gerne vernachlässigt. Dass eine Mindestgröße
nötig ist, führte nicht zuletzt bei Landmann und Züll (2004) in
ihrem Praxistest zu dem Urteil, dass ein rein statistischer An-
satz zur Inhaltsanalyse mit Kookkurrenzen eher ergänzenden
statt ein Diktionär ersetzenden Charakter hätte. Natürlich kön-
nen Kookkurrenzen dazu verwendet werden, die Erstellung von
Diktionären und Kategoriensystemen zu erleichtern, wie das im
Bereich Ontologieaufbau bereits im Einsatz ist (vgl. zur Über-
sicht Biemann (2005)). Die linguistische Komponente eines Text
Mining Verfahrens würde auch wesentliche Schwächen bisher
verfügbarer Software wie die Problematik der Erstellung einer
Stoppwortliste und Lemmatisierung per Suchen und Ersetzen
adressieren können (so diese Schritte nötig sind, vgl. die Argu-
mentation im vorangehenden Kapitel). Die wesentliche Stärke
des Text Mining Ansatzes liegt aber der Meinung des Autors
nach in der explorativen Analyse: in einer Perspektive, die nicht
einzeltextspezifisch sondern korpusbasiert Information und Wis-




Eine nicht mehr aktuelle oder vollständige, aber immerhin um-
fangreiche Übersicht zu Nachrichtensuchmaschinen liefert die
Seite http://searchenginewatch.com/21562615. Die Auftritte der
ersten Generation von Nachrichtensuchmaschinen wie z.B. Pa-
perball oder -boy sind Ende 2008 längst aus dem Netz verschwun-
den bzw. haben sich in ihrem Featureumfang erweitert. Zumin-
dest Benutzerinteraktion, RSS-Alerts, Clusterings von Nachrich-
ten etc. sind seit dem Markteintritt der großen Suchanbieter wie
mit Google News oder Yahoo News nötig, um auch nur einen
Funken Aussicht auf Erfolg zu haben.
5 Zugriff am 13. September 2007
3.2 beispiele 28
Abbildung 9: News in Essence
3.2.2 Nachrichtenzusammenfassungen
3.2.2.1 News In Essence
Von 2003 – 2007 bereitete NewsInEssence (Radev u. a., 2005) ta-
gesaktuell Nachrichtencluster auf und erstellte Summaries. Seit-
dem steht nur noch das Archiv unter der Adresse http://lada.
si.umich.edu:8080/clair/nie1/nie.cgi im Netz. Die Darstel-
lung (Abbildung 9) der Cluster ist eher spartanisch ausgefallen
und erinnert an ein Google News ohne Bilder. Die Zusammen-
fassungen werden durch die Extraktion einzelner besonders pas-
sender Sätze aus Dokumenten aus einem Cluster erzeugt und
sind in der Länge konfigurierbar.
3.2.2.2 California Newsblaster
Der California Newsblaster der Columbia University (McKeown
u. a., 2002) fasst seit 2002 täglich Artikel aus etwa zwei Dutzend
Quellen zusammen, ermittelt Cluster und erstellt Zusammenfas-
sungen dazu. Die Darstellung ist mehr benutzerorientiert als bei
News in Essence, dafür fehlt jegliche Konfigurationsmöglichkeit.
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Abbildung 10: Newsblaster: Kategorie world am 6.12.2008
3.2.3 Nachrichtenüberblicke
3.2.3.1 EMM News Explorer
Das Joint Research Centre der Europäischen Union beobachtet
seit 2002 mit dem European Media Monitor (EMM, siehe: http:
//press.jrc.it/ und Best u. a. (2006)) nahezu in Echtzeit Nach-
richten in insgesamt 11 Sprachen zu beliebigen Themen auf den
Websites von Zeitungen und Fernsehsendern. Zu besonders auf-
fälligen Themen werden Nachrichten zusammengefasst und in
einer Übersicht auf einer Weltkarte dargestellt (Abbildung 11).
Umfangreiche Faktenbasen im Hintergrund ermöglichen die Dar-
stellung von Zusammenhänge zwischen Named Entities (Abbil-
dung 12) auch über Sprachgrenzen hinweg unter Einbindung
von thematisch relevanten Nachrichten, Bildern und Zitaten. Wei-
ters bietet die Seite einen Newsbrief genannten Nachrichtenüber-
blick nach Top-Themenclustern (Abbildung 13), Angaben zur
Verteilung von Themen, Artikeln und darin erwähnten Perso-
nen (Abbildung 14) sowie Newsalerts beim Vorkommen vorher
festgelegter Stichwörter an.
3.2.3.2 Textmap
Textmap heißt eine Entity Suchmaschine, die aus dem Lydia-
Projekt (Lloyd u. a., 2005) der New York State University entstan-
den ist. http://www.textmap.com/ Die Website beinhaltet zahl-
reiche Visualisierungen zu Netzwerken zwischen Named Enti-
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Abbildung 11: EMM: Clusteransicht
Abbildung 12: EMM: Schreibungen (inklusive Fehlschreibungen), Titel
und Bild zur Named Entity „Angela Merkel“
Abbildung 13: JRC Newsbrief: Top-10 Nachrichtenübersicht
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Abbildung 14: JRC Newsbrief: Themen, Artikel und Personen
(Deutschland, 6.12.2008)
Abbildung 15: Textmap: Netzwerk für „Angela Merkel“
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Abbildung 16: Textmap: „Angela Merkel“ – Verlauf der Verteilung der
Berichte auf Oberkategorien
Abbildung 17: Textmap: Juxtapositions für „Angela Merkel“ in unter-
schiedlichen Zeitintervallen
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Abbildung 18: Textmap: Gegenüberstellung des zeitlichen Verlaufs
von Frequenz und Sentiment
ties (Abbildung 15), Verteilung der Vorkommen von Names En-
tities über allgemeine Kategorien wie business oder sports (Abbil-
dung 16) und Suchmöglichkeiten für in erster Linie englischspra-
chige Nachrichten sowie insbesondere Meinungsanalyse (Abbil-
dung 18) im sehr großen Maßstab (Godbole u. a., 2007). Die so
genannten Juxtapositions (Abbildung 17) welche auch in Abbil-
dung 15 mit einfließen stellen statistisch auffällig Assoziationen
dar – deren zeitliche und inhaltliche Darstellung wirkt auf den
Benutzer allerdings eher verwirrend.
4D I E W Ö RT E R D E S TA G E S
4.1 einordnung und ursprung
Die Wörter des Tages finden im Zusammenhang mit dem Pro-
jekt Deutscher Wortschatz in der Abteilung Automatische Sprach-
verarbeitung am Institut für Informatik der Universität Leipzig
statt. Zur Geschichte des Projekts Deutscher Wortschatz stehen
mit Quasthoff (1998) und Quasthoff und Wolff (1999) frühe Quel-
len zur Verfügung. Seit Ende 2000 kann der Verfasser dieser Ar-
beit zudem auf eigene Erfahrungen und Erinnerungen aus der
Mitarbeit am Projekt zurückgreifen. Zunächst soll über dieses
ein kurzer Überblick verschafft werden, bevor die Idee und Ent-
stehung der Wörter des Tages beleuchtet sowie verwandte Pro-
jekte und Intentionen beschrieben werden.
4.1.1 Projekt Deutscher Wortschatz
Das Projekt Deutscher Wortschatz verbindet die Erstellung um-
fangreicher Korpora und Methoden zur Be- und Verarbeitung
dieser mit der Sammlung und Integration von Wörterbuchdaten.
4.1.1.1 Motivation
Anfang der 1990er Jahre waren zum deutschen Wortschatz kei-
ne frei verfügbaren größeren maschinenlesbaren Sammlungen
vorhanden. In der Abteilung Automatische Sprachverarbeitung
(ASV) des Instituts für Informatik der Universität Leipzig wurde
daher begonnen, zunächst eine „. . . Wortliste mit sporadisch vor-
handenen Angaben zu Grammatik und Sachgebiet . . . “ (Quast-
hoff, 1998) zusammenzustellen.
Neben der Kompilation vorhandenen Materials zu sprachli-
chen Belangen wurden zudem Vollformen von Wörtern aus Tex-
ten gesammelt, um eine Datengrundlage für das maschinelle Er-
lernen von Flexionsschemata zu erhalten. Zum standardisierten
Zugriff auf und zur Verwaltung der wachsenden Datenmengen
wird seit 1994 ein relationales Datenbankmanagementsystem be-
nutzt, zum Zeitpunkt der vorliegenden Arbeit das Open Source
Produkt MySQL.
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Abbildung 19: Das Wortschatz-Portal (Stand: 13. Dezember 2007)
4.1.1.2 Umsetzung und Entwicklung
Da stets zahlreiche Fragen, etwa zur Orthographie, Herkunft,
Bedeutung usw. neu gefundener Formen zu klären sind, wurde
ab 1996 automatisiert jeweils ein Beispielsatz mitgesammelt. Die
neu vorhandenen Daten ermöglichten es, gemeinsame Vorkom-
men von Wörtern zu untersuchen, seien es im konkreten Fall
idiomatische Fügungen, Kollokationen im Sinne der Linguistik,
oder statistisch auffällige Kookkurenzen.
Da die Datengrundlage aufgrund des Auswahlverfahrens ex-
trem unbalanciert war, wurden (und werden immer noch) seit
1998 neue Sätze gesammelt; ab etwa 2000 geschah dies auch ta-
gesaktuell. Zur automatisierten Aufbereitung und Auswertung
der Quellen, sowie zum Datenbankaufbau wurde mit dem Con-
ceptComposer eine erste Version einer weitestgehend einzelspra-
chunabhängig arbeitenden Software entwickelt (Biemann u. a.,
2004). Grundvoraussetzung für den Einsatz auf einer Sammlung
von Daten ist nur, dass in dieser nach Gruppen (z. B. Wörtern)
und Blöcken (z. B. Sätzen) unterscheidbare Zeichen auftreten.
Die Software wurde sowohl zur Analyse von Text in anderen
Sprachen, wie Englisch, Französisch, Koreanisch, usw. als auch
nicht-natürlichsprachiger Daten, etwa gleichmäßig gruppierten
Genomsequenzen oder Links auf Seiten im Internet, erfolgreich
angewandt. Inzwischen steht mit Medusa (Büchler, 2006) eine
weiterentwickelte Neuimplementierung der Software unter ei-
ner Open Source Lizenz zur Verfügung.
In einer damit erzeugten Textdatenbank kann neben dem im
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Volltext indexierten und statistisch ausgewerteten Korpus (ge-
nannt: Wortschatz-Korpus) auch weitere Information aus Quellen
zu den Einträgen und Sätzen vermerkt sein (genannt: Wortschatz-
Lexikon). Statistische Daten sind inbesondere die Frequenz der
extrahierten Vollformen bzw. Wortgruppen, die statistische Si-
gnifikanz auftretender Paare von Einträgen sowohl in direkter
Nachbarschaft als auch im Satz und darauf aufbauend berechne-
te ähnliche Wörter. An sonstigen Daten sind in erster Linie An-
gaben zu Quelle und Einordnung der Beispielsätze (z. B. nach
Sachgebieten) und sprachliche Angaben zu Einträgen vorgese-
hen; dies ist jedoch keine grundsätzliche Beschränkung.
4.1.1.3 Präsentation und Nutzung
Neben der zu internen Zwecken möglichen direkten Abfrage der
Datenbank wurde der Netzöffentlichkeit im März 1998 unter
der Adresse http://wortschatz.uni-leipzig.de ein zunächst
ca. 100 Millionen laufende Wörter umfassendes Korpus aus an-
nähernd 7,5 Millionen Beispielsätzen verbunden mit einer Viel-
zahl von Lexikonangaben zugänglich gemacht und seitdem wie-
derholt aktualisiert. Die aktuelle Fassung zeigt Abbildung 19.
Seit Oktober 2004 ist der maschinelle Zugriff auch über Webser-
vices nach dem vom World Wide Web Consortium (W3C) vorge-
schlagenen Protokoll SOAP möglich. Im Mai 2006 wurden dann
auf http://corpora.uni-leipzig.de Normgrößenkorpora in 15
unterschiedlichen Sprachen (Quasthoff u. a., 2006) zusammen
mit einer Corpus Browser Software veröffentlicht, welche auch
die Offline-Benutzung abdeckt.
Soweit die Zahlen noch zu ermitteln waren, zeigt Tabelle 5 die
Entwicklung bei den Seitenabrufen und unterschiedlichen Besu-
chern der Website pro Monat: Das überproportionale Wachstum
der Seitenaufrufe von 2000 auf 2001 rührt von einer Layoutän-
derung her, infolge der mehr einzelne Dateien übertragen wur-
den. Eine weitere Layoutänderung Mitte 2006 führt zu einem
ähnlichen Effekt in umgekehrter Richtung. Für September 2005
sind wegen eines Hardwareschadens keine Zahlen mehr ermit-
telbar. Die Unterscheidung der Benutzer findet anhand der IP-
Adressen statt. Der starke Abfall im Verlauf des Jahres 2007 ist
direkt und indirekt Folge des restiktiven Ausschließens diverser
Suchmaschinenspider im Zusammenhang mit den in Abschnitt
4.2.2.3 geschilderten Problemen.
Die Zahl der Anfragen an die Datenbank erhöhte sich von ca.
500 pro Tag Anfang 1999 über ca. 32 500 im Oktober 2004 auf
ca. 19 500 im Juni 2007; das prozentuale monatliche Wachstum
verlangsamte sich dabei im Lauf der Jahre von ca. 20% Anfang
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Monat Seitenabrufe Besucher
1999-10 93 789 n.a.
2000-03 107 099 11 234
2000-09 217 689 22 419
2001-09 1 254 783 63 069
2002-09 2 507 529 117 097
2003-09 4 704 003 171 229
2004-09 7 189 967 236 574
2006-02 8 549 574 566 479
2006-09 9 591 760 637 448
2007-03 12 512 426 860 906
2007-09 2 264 928 376 549
Tabelle 5: Seitenabrufe und Besucherzahlen im Lauf der Zeit
1999 auf durchschnittlich ca. 3% während des Jahres 2004.
4.1.2 Idee zu „Wörtern des Tages“
Die Idee einer tagesgenauen Datensammlung existierte im Pro-
jekt mindestens schon seit 1999. Im Zuge der Ereignisse des 11.
September 2001 entstand die Idee einer tagesaktuellen Auswer-
tung der gesammelten Quellen zur Erzeugung einer abstrakten
Art von Pressespiegel. Im Frühjahr 2002 wurde mit der Ent-
wicklung eines Vorläufers der heutigen Wörter des Tages be-
gonnen und die Berechnung schließlich rückwirkend bis zum
1. Januar 2001 ausgedehnt. Für die Allgemeinheit unter http:
//wortschatz.uni-leipzig.de/wort-des-tages/ online einseh-
bar sind wegen der in Unter-Unterabschnitt 4.2.2.3 beschriebe-
nen Umstände wiederum nur jeweils die Daten für das aktuelle
Jahr.
Die Wörter des Tages wurden zunächst für Deutsch (Quast-
hoff u. a., 2002b, 2003; Richter, 2005), dann für Norwegisch (Ei-
ken u. a., 2006) sowie Texte aus der Domäne Sparkasse, Bank und
Finanzaufsicht und schließlich für deutschsprachige Weblogs auf-
gesetzt. Die technologisch umfangreichste, modernste und am
besten dokumentierte Fassung stellen die norwegischen Wörter
des Tages dar, weshalb diese auch des öfteren als Referenz die-
nen.
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4.1.3 Verwandte Ansätze und Arbeiten
Die Wörter des Tages stehen im Bereich Medienbeobachtung bei
weitem nicht allein. Es gibt Vorläufer und konkurrierende Syste-
me im wissenschaftlichen wie auch im kommerziellen Einsatz.
4.1.3.1 Vorläufer in der tagesaktuellen Analyse
Die automatische Beobachtung von Presse und Inhaltsanalyse
mit dem Computer hat eine Vorgeschichte seit den 1960ern (sie-
he auch Unterabschnitt 3.1.4). Die Pionierleistung auf dem Gebiet
tagesaktueller Auswertung haben DeWeese III und McCombs
(1977) vollbracht. Die Autoren untersuchten mit Hilfe des Ge-
neral Inquirer und des Harvard Dictionary die Tageszeitung De-
troit News inhaltsanalytisch auf Themen, wobei sie auf den Da-
tenstrom an die Setzmaschinen zugreifen konnten. Schönbach
(1984) schreibt dazu: „Gerade die Aufgabe, Themen aufzuspü-
ren, ist aber mit relativ schlichten Kategoriedefinitionen zu lösen:
In der Regel genügt eine Liste einfacher Begriffe, die ein Com-
puter im Text suchen muß, um festzustellen, daß ein bestimmtes
Thema in ihm behandelt wurde.“ (S. 138) und stellt drei wesent-
liche Aspekte heraus, bei deren Untersuchung bereits solche ein-
fachen täglichen Analysen helfen können:
• Langfristige Beobachtung von Themen
• Veränderung von Themenprioritäten
• Entstehung neuer Themen
Dies werden später zentrale Elemente der Topic Detection bzw.
Topic Tracking Tasks von TREC (siehe Wayne (2000) und Fis-
cus und Doddington (2002)). Weiterhin haben Kontostathis u. a.
(2003) eine umfassende Übersicht zu Geschichte und Stand der
Extraktion von Trends mit Hilfe von Text Mining zusammenge-
stellt, die hier nicht wiederholt werden soll.
4.1.3.2 Der Zugriff auf Nachrichten
Seitdem Nachrichten im Internet zu finden sind, wurden sie
nicht nur über die Homepages der ursprünglichen Anbieter gele-
sen, sondern auch von Dritten genutzt. Etwas abstrahiert zeigen
sich in der Evolution dieser Weiternutzung folgende mit Beispie-
len1 angereicherten unterscheidbaren Qualitäten:
1 Die hier genannten Beispiele dienen explizit nicht einer Marktübersicht.
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• Indexierung: Suchmaschinen indexierten Nachrichten und
es bildeten sich spezielle Nachrichtensuchmaschinen wie
Paperboy (inzwischen bedeutungslos) heraus.
Eine Übersicht zu Nachrichtensuchmaschinen liefert http:
//searchenginewatch.com/showPage.html?page=21562612.
• Arrangement: Nachrichteninhalte wurden als Ware begrif-
fen und auf Portalen als Komplettpakete oder an kundenin-
teressen angepasste Auswahlen und Zusammenstellungen
syndiziert. Ranking wird dabei neuerdings oftmals durch
Benutzerinteraktion mit Web 2.0 Angeboten wie http://
digg.com oder http://del.icio.us implementiert.
• Stellungnahme und Neuverknüpfung: Eine Funktion der
ersten Blogger war es, dass sie Nachrichten aus unterschied-
lichen Quellen in einen neuen Zusammenhang stellten und
Stellung dazu bezogen.
• Quantitative Analyse: Gerade im Hinblick auf Weblogs,
erlebt die rein quantitative Analyse eine Renaissance. An-
gebote wie http://technorati.com oder Nielsen Buzzme-
trics (http://www.nielsenbuzzmetrics.com/) sind hier stark
am Markt vertreten.
• Aggregation und Clustering: Nachrichtenübersichtsseiten wie
Google News und Medienbeobachtungsdienste wie Ausschnitt
oder Landau Media bilden Cluster bzw. Sammlungen zu
Stichwörtern von Nachrichten aus unterschiedlichen Quel-
len.
• Summarization, Anreicherung und Analyse: Durch Ein-
satz zusätzlicher Text- und Visualisierungstechnologie wer-
den zum Beispiel beim California Newsblaster (McKeown
u. a., 2002) oder bei NewsInEssence (Radev u. a., 2005) Nach-
richten und Cluster textuell zusammengefasst und mit et-
lichen zusätzlichen Informationen und Analysen versehen
weitergereicht, wie dies zum Beispiel beim European Me-
dia Monitor (Best u. a., 2006) geschieht. Auch die Nachrich-
tenagentur Reuters (über die aufgekaufte ClearForest) und
Dow Jones’ Factiva sind in diesem Bereich engagiert.
4.2 archivierung
Bevor die Umsetzung der Wörter des Tages in Abschnitt 4.3 nä-
her beschrieben wird, sollen hier noch einige grundsätzliche Fra-
2 Zugriff am 13. September 2007
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gen zur kulturellen Funktion und juristischen Lage von Archi-
ven geklärt werden.
4.2.1 Zur Funktion von Archiven
Im Zusammenhang mit Wörterbücher und Enzyklopädien wur-
de bereits auf die Funktion von Archivmedien eingegangen. Dort
wurde zusammenfassend festgestellt: „Die Grundlage der Fähig-
keit des Menschen zu Kultur ist die Fähigkeit nicht nur zu ver-
gessen, sondern sich im Unterschied dazu zu erinnern und die-
sem Umstand Besonderheit zuzumessen.
[. . . ]
Erinnern geschieht, betrachtet man es in heutiger Denkweise
auf Systemebene, biologisch, etwa in Form veränderter Reakti-
on auf wiederholte Reize, psychisch in Form von Wissen, dem
Gedächtnis und als Konstituente von Zeit, ebenso wie sozial als
ermöglichende Konstituente von Kommunikation und zugleich
auch als deren Inhalt.“ Richter (2004)
Archive sind, wie auch Museen, Bibliotheken, Denkmäler etc.,
eine Form des organisierten und kollektiven Erinnerns. Sie tref-
fen Auswahlen zu erfassender Medien, erschließen und erhalten
diese nicht nur, sondern werten sie auch aus und machen sie
ihren Öffentlichkeiten zugänglich. Ihre Funktion als Stütze des
gesellschaftlichen Gedächtnisses kann insbesondere in der heuti-
gen Wissens- und Informationsgesellschaft nicht vernachlässigt
werden, ebensowenig wie ihre Macht und der Gefahr des Miß-
brauchs dieser Macht. Die wesentlichen Pole zwischen denen
sich Archive und Gesellschaft hier bewegen sind Archivpflicht –
wie z.B. bei der Deutschen Nationalbibliothek – einerseits und
Datenschutz andererseits.
4.2.2 Rechtliche Rahmenbedingungen
Eine Warnung vorweg: Der Autor dieser Arbeit ist kein Jurist.
Die im Folgenden gegebene Darstellung stellt also keine Rechts-
beratung dar und kann auch nicht alle Eventualitäten vorweg
nehmen. Vielmehr soll laienhaft versucht werden, einen Über-
blick darüber zu geben, welche rechtlichen Probleme beim Be-
treiben einer archivartigen Sammlung von digitalen Belegstellen
aus öffentlich zugänglichen Quellen bis dato zu bewältigen wa-
ren und welche Konsequenzen sich daraus ergaben.
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4.2.2.1 Archivprivileg und elektronische Archive
Archive haben einerseits Privilegien, etwa in Sachen Urheber-
recht, andererseits aber als Institution für Informationsauswahl
auch Prüfpflichten, etwa zum Schutz personenbezogener Daten
(dazu weiter unten mehr). Die Privilegien elektronischer Archi-
ve gehen laut BGH-Urteil vom 10. Dezember 1998 (I ZR 100/96
(OLG Duesseldorf)) nicht so weit, dass (auch nur zum Haus-
gebrauch bestimmte) digitale Pressearchive ohne explizite Li-
zensierung der Inhalte erlaubt wären, da eine Digitalisierung
die Möglichkeiten der Weiternutzung nahezu grenzenlos erwei-
tert und somit ein unlauterer Wettbewerbsvorteil dann entsteht,
wenn der Rechteinhaber ebenfalls eine digitale Form seines In-
halts vertreibt. In diesem Zusammenhang ist auch das Urteil des
Oberlandesgerichts München 1 vom 10. Mai 2007 zum Doku-
mentenlieferdienst Subito einzuordnen.
Die im Rahmen dieser Arbeit beschriebene und im Projekt
Deutscher Wortschatz benutzte Form der Archivierung muss
der Rechtslage Rechnung tragen. Dies geschiebt mittels der im
folgenden Abschnitt beschriebenen Lösung der Anforderungen
einer weiteren Norm, dem Urheberrecht.
4.2.2.2 Belegstellen und Urheberrecht
Das deutsche Urheberrecht schützt die Rechte der Urheber von
Werken der Literatur, Kunst und Wissenschaft. Ein Werk ist da-
bei eine persönliche geistige Schöpfung, welche eine bestimm-
te minimale Schöpfungshöhe erreichen muss. Für Texte wird
zwischen Sprachwerken der Literatur und Schriftwerken, wel-
che einem praktischen Gebrauchszweck dienen, unterschieden.
Zeitungsartikel sind in der Regel letzteres und der Anspruch an
die eigene geistige Schöpfung liegt dort in Abgrenzung von der
rein schreibhandwerklichen Leistung höher.
Die via Verwertungsgesellschaften vergütungspflichtige Nut-
zung von Artikeln zu politischen, wirtschaftlichen oder religi-
ösen Tagesfragen aus der Tagespresse ohne explizite Genehmi-
gung wird in §49 Urheberrechtsgesetz (UrhG) geregelt. Digitale
Pressespiegel fallen unter diese sehr restriktiv formulierte Rege-
lung. Für die angestrebe Form einer Messung von Wortauftreten
über die Zeit hinweg ist diese Form der Nutzung freilich völlig
unbrauchbar, da jegliche textuelle Verwertung oder Indexierung
explizit verboten ist.
Es wird also ein anderer Modus benötigt: Während vollständi-
ge Zeitungsartikel in der Regel die notwendige Schöpfungshöhe
aufweisen, muss dies bei Passagen nicht mehr zwingend der Fall
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sein. Das Urteil des Landgerichts München I vom 15. Novem-
ber 2006 zur „Übernahme eines Zeitungsartikels im Internet als
Urheberrechtsverletzung“ (AZ 21 O 22557/05) illustriert diese
Rechtsauffassung exemplarisch. Daran anschließend dürfte eine
Verkürzung der Länge der Passage auf einen Satz effektiv sicher-
stellen, dass man mit an Sicherheit grenzender Wahrscheinlich-
keit davon ausgehen kann, es bei der Passage nicht mehr mit
einem Werk zu tun zu haben. Die Passage kann demnach ohne
urheberrechtliche Probleme verarbeitet, gespeichert und analog
zu den Ergebnissen von Suchmaschinen auch angezeigt werden,
sofern der ursprüngliche Werkszusammenhang nicht mehr sinn-
voll hergestellt werden kann. Eine zufällige Durchmischung sehr
vieler solcher Sätze dürfte dieses Kriterium effektiv und effizient
erfüllen.
Dennoch kann die Verbindung zum Artikelkontext noch via
Hyperlink hergestellt werden, solange die ursprüngliche Quel-
le weiterhin öffentlich verfügbar ist. Die Entscheidung des Bun-
desgerichtshofs vom 17. Juli 2003 im Fall Paperboy (AZ I ZR
259/00) zu so genannten Deep Links, also Links direkt auf kon-
krete Inhalte z.B. auch aus einer Datenbank, statt auf eine Start-
seite eines Internetangebots bestätigt diese Vorgehensweise mit
Hinweis auf §87b UrhG und §1 des Gesetzes gegen den unlaute-
ren Wettbewers.
4.2.2.3 Das allgemeine Persönlichkeitsrecht in Deutschland
Das allgemeine Persönlichkeitsrecht in Deutschland ist kein ei-
gens in speziellen Gesetzen fixiertes Recht. Vielmehr wurde es
durch die Rechtssprechung, vor allem die des Bundesverfass-
ungsgerichts, als Ausdifferenzierung der ersten Sätze der ersten
beiden Artikel des Grundgesetztes entwickelt. Es schützt beson-
ders den persönlichen Lebensbereich und verleiht der Selbstbe-
stimmung im Zusammenhang mit Beschaffung, Verwaltung und
Veröffentlichung von Daten großes Gewicht.
Für Presse und Rundfunk ist der Umgang mit dem allgemei-
nen Persönlichkeitsrecht an der Tagesordnung. Insbesondere gibt
es in diesem Zusammenhang ein Recht auf zeitnahe und adäqua-
te Gegendarstellung (BVerfGE 63, 131, 142 f.) und eine aus der
Berichterstattung über Prominente (BVerfGE 101, Caroline von
Monaco) bekannte Praxis per einstweiliger Verfügung bestimm-
te Äußerungen, ob wahr oder unwahr, zu unterbinden.
In einem Archiv mögen Bericht und Gegendarstellung nach-
einander auftauchen, gelöscht wird in der Regel nichts. Solange
das Archiv quasi unzugänglich genug auf Papier vorliegt, stört
sich daran bislang auch niemand. Gefährlich wird das allgemei-
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ne Persönlichkeitsrecht für ein Online-Archiv dann, wenn über
das Archiv Sätze zugänglich sind, welche zum Zeitpunkt der Ar-
chivierung unproblematisch sind, z.B. weil darin über das rechts-
kräftige Urteil in einem aktuellen Kriminalfall berichtet wird.
Es gibt in Deutschland für jeden dieser Fälle einen späteren
Zeitpunkt, zu dem es effektiv nicht mehr legal ist, die Verknüp-
fung von Person und Tat öffentlich zu nennen, ohne Persön-
lichkeitsrechte des Täters zu verletzen und, wie das Abmahn-
schreiben des Anwalts dann festzustellen hat, auf unerträgliche
Weise dessen Resozialisierungsaussichten zu gefährden. Eine ge-
setzmäßige Regelung, ab wann nach der Urteilsverkündung die-
ser Zeitpunkt genau erreicht ist, existiert bis dato jedoch noch
nicht. Durch allgemeine Beobachtung der Tagespresse lässt sich
nur einschränken: Für verurteilte Mörder, auch von Prominen-
ten, liegt der Zeitpunkt nach eigenen Messungen offensichtlich
irgendwann vor der Haftentlassung. Am Landgericht Hamburg
wurde am 7. September 2007 in der Sache 324 O 104/07 einer
Klage stattgegeben, nach welcher der fragliche Zeitpunkt spätes-
tens 6 Monate nach dem Urteilsspruch erreicht wäre; in einer
Reihe ähnlich gelagerter Fälle (324 O 712/06 und 5 weitere) wur-
den aber am 18. Dezember 2007 solche Urteile vom zuständigen
Oberlandesgericht revidiert. Es ist insgesamt auf dem derzeiti-
gen Stand noch nicht abzusehen, wie dies künftig Bestand haben
wird und ob die Schwelle vielleicht noch weiter herabgesetzt
wird. Das Bundesverfassungsgericht hat in einem Kammerbe-
schluss vom 25.11.1999 klargestellt, dass das Lebach-Urteil und
andere nicht dahingehend interpretiert werden dürften, dass ei-
ne „[...] vollständige Immunisierung vor der ungewollten Dar-
stellung persönlichkeitsrelevanter Geschehnisse [...]“ (NJW 2000,
S. 1859ff., Lebach II) beabsichtig wäre. Zwar sollte dies alles ur-
sprünglich nur für die neuerliche Veröffentlichung in der Presse
gelten; die Zugänglichkeit einer Aussage in einem Online ver-
fügbaren Archiv wird aber allzu leicht als neuerliche Veröffentli-
chung dieser Aussage gewertet.
Zwei Gerichtsentscheidungen zur Nennung der Mörder Wal-
ter Sedlmayrs mit vollem bürgerlichen Namen etwa ein Jahr vor
ihrer Haftentlassung verdeutlichen die Problematik. Sie gehen
letztlich zurück auf das Lebach-Urteil des Bundesverfassungsge-
richts (BvR 536/72) vom 05. Juni 1973 (Lilienthal, 2001):
• Das Landgericht Frankfurt am Main hat in einer Urteils-
begründung (Aktenzeichen 2-03 O 358/06) vom 5. Okto-
ber 2006 ausgeführt, dass es keine Pflicht zur Kontrolle
und Entfernung bzw. Anoymnisierung archivierter Arti-
kel in einem Archiv gäbe – eine solche würde nicht nur
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dem Informationsbedürfnis der Öffentlichkeit zuwiderlau-
fen, sondern auch die öffentliche Aufgabe des Archivs über
Gebühr beeinträchtigen.
• Das Hanseatische Oberlandesgericht Hamburg hat sich je-
doch in einer Entscheidung vom 21. März 2007 (Geschäfts-
nummer 324 O 952/06) allein auf die Tatsache der Veröf-
fentlichung berufen und die Art der Darstellung im Rah-
men eines Archivs nicht gewürdigt. Statt dessen wird die
Nennung der vollen bürgerlichen Namen im Kontext des
Verbrechens rundherum verboten.
Da nach dem Prinzip des fliegenden Gerichststands (§32 Zi-
vilprozessordnung) eine Klage wegen Verletzung allgemeiner
Persönlichkeitsrechte durch eine Veröffentlichung derzeit über-
all dort in Deutschland verhandelt werden kann, wo die frag-
liche Veröffentlichung verfügbar ist, bei Veröffentlichungen im
Internet also überall, kann ein entsprechend gerichtekundiger
Anwalt die Klage natürlich bei demjenigen Gericht einreichen,
an welchem die Erfolgsaussichten erfahrungsgemäß am größten
sind. Ende 2008 denkt das Bundesministerium der Justiz gerade
über eine Neuregelung nach, um mißbräuchlichen Auswüchsen
des fliegenden Gerichststands Herr zu werden, wie und mit wel-
chen Folgen dies künftig konkret in Recht umgesetzt werden
wird, steht noch zu erwarten.
Als Konsequenz für ein öffentlich zugängliches Online-Archiv,
welches sich derzeit vor rechtlichem Ungemach schützen möch-
te, heißt das: Entweder sind hinreichend alte Belegstellen vor-
sorglich zu tilgen – wobei hinreichend alt von den Gerichten
noch nicht endgültig definiert wurde, oder aber vorsorglich sind
alle Eigennamen zu anonymisieren. Andernfalls muss der Zu-
gang zum Archiv mindestens durch technische Maßnahmen auf
einen kontrollierten Benutzerkreis eingeschränkt werden.
4.3 implementierung
Die Implementierung kann in vier große Aufgabenbereiche un-
terteilt werden: Datenbeschaffung (Unterabschnitt 4.3.1), Aufbe-
reiten der Daten mit statistischen (Unterabschnitt 4.3.2) und lin-
guistischen Verfahren (Unterabschnitt 4.3.3), tägliche Analyse
(Unterabschnitt 4.3.4) und Präsentation der Ergebnisse (Unterab-
schnitt 4.3.5). Abbildung 20 zeigt einen groben Überblick der we-
sentlichen Schritte und redaktionellen Eingriffsmöglichkeiten.
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Abbildung 20: Grober Überblick: Ablaufplan Wörter des Tages
4.3.1 Daten und Datenacquise
Für die Implementierung werden grundsätzlich zwei Arten von
Daten benötigt einmal ein sehr großes Referenzkorpus, welches
den allgemeinen Gebrauch der beobachteten Sprache modelliert,
dann für das untersuchte Zeitintervall die Texte der zu analysie-
renden Medien, zum Beispiel als tagesgenau unterscheidbarer
Strom an Artikeln. Bei den unterschiedlich gelagerten Anwen-
dungsfällen gab es viele Gemeinsamkeiten (siehe dazu Unter-
Unterabschnitt 4.3.1.1), aber auch einige abweichende Parameter,
die in Unter-Unterabschnitt 4.3.1.2 – Unter-Unterabschnitt 4.3.1.5
erläutert werden.
4.3.1.1 Allgemeines Vorgehen
Um an tagesaktuelle Daten zu kommen, gibt es zwei Wege, ent-
weder man bekommt die Daten zur Weiterverarbeitung überge-
ben wie in Unter-Unterabschnitt 4.3.1.5, oder sie müssen erst
einmal beschafft werden. Der naheliegende Weg hierzu ist Spi-
dering und Crawling, also das gezielte automatisierte Herun-
terladen der neuen Seiten einer vorher ausgewählten Liste von
Domains. Zu lösen sind dafür zwei Probleme: Wie erkennt ein
Algorithmus neue Seiten und woher kommt die Liste der akzep-
tablen Domains.
Beim Beobachten von Tageszeitungen ist letzteres für einen
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Bereich wie den deutschen Sprachraum eine relativ leichte Auf-
gabe, gibt es doch Verzeichnisse von Tageszeitungen und Online
Medien; besonders das der Informationsgemeinschaft zur Fest-
stellung der Verbreitung von Werbeträgern e.V. (IVW), welches
auch gleich noch nützliche Daten zur Verbreitung der einzelnen
Medien bereitstellt, ist für Deutschland hier hervorzuheben. Für
zahlreiche weitere Sprachen hat sich das Angebot von NewsIs-
Free (http://www.newsisfree.com/sources/bylang/) bewährt.
Nachrichtenmedien haben zudem die Eigenschaft, die aktu-
ellen Nachrichten besonders sichtbar zu platzieren sowie Über-
sichtsseiten und Newsfeeds anzubieten. Hierdurch lässt sich mit
relativ wenig Aufwand eine Liste der zu prüfenden bzw. herun-
terzuladenden neuen Seiten generieren. Ein gewisser manueller
Pflegeaufwand bleibt freilich bestehen, weniger weil so viele Me-
dien neu gegründet werden, sondern vor allem, weil es bei beste-
henden Medien gelegentlich Adressänderungen oder komplette
Relaunches gibt.
Insofern online frei verfügbare Texte ausgewertet werden, lie-
gen sie meistens meistens als HTML oder in einem anderen wei-
terverarbeitbaren digitalen Textformat vor. Beschäftigt man sich
allerdings mit Nachrichten in Sprachen aus etwas weiter entlege-
nen Gebieten der Welt wie zum Beispiel Urdu in Pakistan, kann
es aber durchaus vorkommen, dass auch im Jahr 2008 Quellen,
so sie denn online vorliegen sind, nicht etwa als Text sondern
als Bild3 ausgeliefert werden. Ebenfalls zunächst nur Bildinfor-
mation liefern Quellen, die nur auf Papier vorliegen. Mit Hilfe
einer OCR-Software könnte auch hieraus grundsätzlich digitaler
Text ausgelesen werden, bei den Wörtern des Tages ist es aber
außerhalb des Interesses auch diese schwieriger erschließbaren
Quellen zu nutzen.
4.3.1.2 Deutsche Presse
Das Crawling für die deutschen Wörter des Tages hat sich im
Lauf der Jahre mehrfach geändert, sowohl von der Quellenlage
her als auch was die Umsetzung betrifft. Ziel war es jeweils mit
den begrenzten verfügbaren Ressourcen an Arbeitszeit und Ma-
terial eine vertretbar gute Quellenabdeckung zu erreichen und
einen konstanten Textstrom zu gewährleisten. Dem Qualitäts-
3 Geschriebenes Urdu etwa hat eine mit Deutsch in lateinischen Buchstaben
verglichen sehr komplexe Typographie mit ca. 20 000 Ligaturen (Gulzar und
ur Rahman, 2007) – und bis vor einigen Jahren wurden viele Zeitungen noch




und Vollständigkeitsanspruch eines mit kommerziellen und/o-
der wissenschaftlichen Interessen geführten Archivs sollte dabei
keine Konkurrenz gemacht werden, vielmehr stand grundsätz-
lich die verwendete Technologie im Vordergrund. Gleichwohl
aber blieb die Absicht bestehen, dass die aufgebaute Ressource
bei der exemplarischen Beantwortung von Fragen des Alltags
grundsätzlich nützlich sein möge.
sed-skripte
Ein erster Schritt zur Automatisierung des Crawlings stellte die
Eigenimplenetierung eines Downloadskripts für eine spezifische
Website dar. Hierzu war es nötig sich genauen Überblick über
die Hierarchie und den Aufbau jeder einzelnen Website zu ma-
chen, um zum Beispiel nach Eingabe eines Datums alle Links
mit Artikeln, die an diesem Tag veröffentlicht wurden, zu erhal-
ten und in einem zweiten Schritt herunterzuladen und anschlie-
ßend den Text zu extrahieren. Skriptsprachen wie bash und sed
oder Perl bieten sich für die Implementierung an. Genaue An-
passungen an die individuelle Website sind unvermeidlich und
dementsprechend ist der Pflegeaufwand sehr hoch. Solche Skrip-
te waren im Wortschatz-Projekt und anfänglich bei den Wörtern
des Tages in den Jahren 1999 – 2003 im Einsatz.
sitescooper
Die Software Sitescooper (http://sitescooper.taint.org/) kap-
selt das Herunterladen der aktuellen Artikel von typischen Zei-
tungswebsites im Textformat in einer einfach gehaltenen Syn-
tax. Es sind im wesentlichen die Grenzen zwischen Artikel und
sonstigen Elementen sowie wenige perlkompatible reguläre Aus-
drücke, zum Beispiel zum Extrahieren der gewünschten Links
oder der Überschrift anzugeben. Die Programmausführung ge-
schieht dann zu einem definierten Zeitpunkt per cron-job. Si-
tescooper kümmert sich sowohl um die Extraktion des Textes
als auch um die Verwaltung bereits heruntergeladener URLs.
Problematisch kann dies bei Seiten werden, welche unter im-
mer gleichen URLs zu unterschiedlichen Zeiten unterschiedli-
chen Content anbieten. Zudem ist die Verwendung von sites-
cooper wegen der Anpassung an individuelle Website-Strukturen
und -Layouts immer noch pflegeaufwändig. Verglichen mit den
sed-Skripten stellt sitescoooper bereits aber eine deutliche Er-
leichterung dar. Für die Wörter des Tages und das Wortschatz-
Projekt wurde Sitescooper in den Jahren 2002 – 2006 eingesetzt.
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atw-snipper
Yahoo bietet bei der Suchmaschine All the web eine Nachrich-
tensuche nach Stichwörtern, Sprache und einem Zeitfenster an,
die nicht mit Stoppwörter gefiltert wird. Da quasi jeder Arti-
kel mindestens ein Stoppwort enthält, ergibt sich de facto per
Stoppwortsuche eine Liste der Artikel pro Sprache und Tag, so
man All the web in hinreichend kurzen Abständen abfragt. Um
nicht die Ergebnisseiten wie bei den bisher beschriebenen An-
sätzen individuell angepasst parsen zu müssen, wurde ein Text-
Extraktor implementiert, welcher lange Textblöcke, welche dicht
zusammenstehen in der Seite findet und auswählt. Damit redu-
ziert sich der Pflegeaufwand effektiv auf die mit regulären Aus-
drücken und statistischen Mitteln einfache „Säuberung“ des ex-
trahierten Texts (siehe Unterabschnitt 4.3.2). Der ATW-Snipper
wird seit 2006 für die Wörter des Tages und das Wortschatz-
Projekt eingesetzt.
rss-crawler
Viele Nachrichtenmedien bieten selbst RSS-Feeds für ihre neuen
Artikel an, die leicht automatisiert eingesammelt und weiterver-
arbeitet werden können. Hierzu wurde ein Crawler implemen-
tiert, welcher eine Liste von RSS-Feeds abruft und aus den darin
neuen Artikeln, analog zum ATW-Snipper, Text erzeugt. Falls
einzelne Medien keine Feeds anbieten, ließen sich diese zum
Beispiel über Google News erzeugen, wie in Listing B.2 skiz-
ziert, insofern dies nicht gegen die Nutzungsbedingungen von
Google News verstößt. Der RSS-Crawler wird seit 2007 für die
Wörter des Tages und das Wortschatz-Projekt eingesetzt.
4.3.1.3 Deutsche Blogosphäre
definition : consumer-generated media (cgm)
Consumer-Generated Media können als Ergänzung zum klas-
sischen Journalismus gesehen werden, besonders wenn es dar-
um geht, öffentliche und veröffentlichte Meinung zu beobachten
und zu vergleichen. Weblogs sind eine Form von CGM, die mitt-
lerweile weit verbreitet ist und deren Meinungsmacht aktuell
untersucht wird Zerfaß und Boelter (2005). Große Korpora von
Weblog-Einträgen sind kostenpflichtig oder unfrei verfügbar, et-
wa über TREC06 und Nielsen Buzzmetrics; sie sind gemischt-





Auch Mishne (2007) beschreibt in seiner Dissertation die Anwen-
dung von automatischen sprachverarbeitenden Verfahren auf eng-
lischsprachigen Weblogs. Ein frei verfügbares oder zumindest
öffentlich zugängliches Korpus deutschsprachiger Weblogs gibt
es bis dato nicht.
daten aus der deutschen blogosphäre
Anders als bei den etablierten Medien gibt es bei Weblogs nur
sehr unvollständige Verzeichnisse und Statistiken; daher wur-
de von Dirk Olbertz (http://blogscout.de) und Jens Schröder
(Deutsche Blogcharts) das Blogcensus-Projekt gestartet, mit dem
Ziel die deutschsprachigen Weblogs möglichst umfassend zu
katalogisieren. Seit November 2007 werden auf der Seite http:
//blogcensus.de/ monatlich Anzahlen der in den vorangegan-
genen 2, 4 und 6 Monaten aktiven und dem System bekannten
deutschsprachigen Blogs angegeben. Die Zahlen lagen Anfang
2008 bei ca. 125 000, 170 000 bzw. 200 000 mit leicht abnehmen-
den Tendenz.
Aus Datenschutzgründen stehen die Daten von blogcensus
nicht zur Verfügung. Statt dessen galt es für die Wörter des Ta-
ges: Weblogs eine eigene Liste von deutschsprachigen Weblogs
zusammenzustellen. Gefordert war dabei zusätzlich, dass die
Blogs auch über Newsfeeds verfügen, um das spätere Einsam-
meln der Einträge zu vereinheitlichen. Ein Teil der ursprüngli-
chen Liste stammte aus öffentlich verfügbaren Quellen wie der
Blogger-Karte von Bloghaus (http://www.blogworld.de/karte/
karte-index.php), ein weiterer aus musterbasierten Analyse der
Daten des Findlinks-Projekts4. Beide Quellen konnten aber letzt-
lich nicht in ausreichender Menge und hinreichender Aktuali-
tät die nötigen Daten liefern. Als dritte Quelle wurden daher
schließlich noch das Blogverzeichnis Technorati und schließlich
auch Google Blogs hinzugezogen. Analog zum Vorgehen beim
ATW-Snipper und der Datenbereitstellung für den RSS-Crawler
werden dort nun aktuelle Blogeinträge gesucht, welche typische
deutsche Stoppwörter enthalten. Das Perl-Modul XML::Feed er-
leichtert dann die Ermittlung von Newsfeeds zu dem Postings.
Die Newsfeeds werden dann regelmäßig abgefragt.
Für die Wörter des Tages: Weblogs werden so alle 12 Stunden
ca. 60 000 Newsfeeds vom BlogCorpusCrawler, einem auf den
4 Das Findlinks-Projekt implementiert einen verteilten Crawler, welcher unter
http://wortschatz.uni-leipzig.de/findlinks/ öffentlich verfügbar ist. Zie-
le des Projekts sind insbesondre die Erkundung der Struktur des Web und das
Sammeln von Text in seltenen Sprachen.
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Perl-Modulen LWP::UserAgent und wiederum XML::Feed beru-
henden Newsfeed-Crawler besucht und pro Tag ca. 30 000 neue
Einträge5 heruntergeladen. Diese stammen nicht alle aus Blogs
und sind zum Teil Spam, zum Teil auch fremdsprachig; für die
Auswertung bleiben aber in der Regel noch weit über 15 000 Do-
kumente pro Tag übrig.
4.3.1.4 Finanzdomäne
Im Rahmen einer Machbarkeitsstudie wurde ein Ausschnitt der
Finanzdomäne anhand von Veröffentlichungen der Bundesan-
stalt für Finanzdienstleistungsaufsicht (BaFin), des Deutschen
Sparkassen- und Giroverbands (DSGV) und der Deutschen Bun-
desbank im Zeitraum Anfang 1995 bis April 2006 untersucht.
Insgesamt gingen ca. 3000 Dokumente mit 220 000 Sätzen in die
Auswertung ein. Eine Besonderheit bei dieser Studie war, dass
keine Trennung von Referenzkorpus und den Zeitscheibenkor-
pora gegeben war, sondern die untersuchten zeitlichen Teilmen-
gen mit der Gesamtheit der Daten als Referenz verglichen wur-
den.
4.3.1.5 Norwegische Presse
Für die norwegische Fassung der Wörter des Tages wird als Refe-
renzkorpus das Norsk aviskorpus (http://www.avis.uib.no, vgl.
(Hofland, 2000)) verwendet. Dieses Zeitungskorpus wird von
der Avdeling for kultur, språk og informasjonsteknologi (AKSIS) an
der Universität Bergen gesammelt und hatte Anfang 2006 einen
Umfang von 440 Millionen laufenden Wörtern aus 1,3 Millionen
Texten. Jeden Tag wird es automatisch um ca. 200000 laufende
Wörter aus tagesaktuellen Quellen erweitert.
4.3.2 Vorverarbeitung
Um den Ertrag der Webcrawler in den eigentlichen Artikeltext
zu transformieren, ist ein gewisser Aufwand nötig. Abbildung 21
zeigt dies anschaulich: Nur der in den gepunkteten Kästchen
enthaltene Text soll weiterverarbeitet, die Navigations- und Wer-
beelemente dagegen sollen ignoriert werden. Im Rahmen der Ar-
beit an Korpora, vgl. z.B. (Quasthoff u. a., 2006), wurden muster-
5 Insgesamt wurden ca. 8 Millionen Einträge von November 2006 – Januar 2008
gecrawlt. Das Crawling von Feeds und Einträgen sowie die Verwaltung der
Feeds in einer Datenbank lastet einen PC (Pentium IV, 3 GHz, 512 MB RAM)
fast vollständig aus.
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Abbildung 21: Beispielartikel von Financial Times Deutschland (22. Ja-
nuar 2007).
basierte und statistische Verfahren entwickelt, welche dies kap-
seln. Inhaltlich wird dabei auf vielerlei gezielt: unerwünschte
Überreste der HTML-Gestalt, fehlerhaft kodierte Zeichen, fremd-
sprachiges Material und regelmäßig sich wiederholendes Rau-
schen, z.B. in Form von Werbung.
4.3.2.1 Von HTML-Files zu Sätzen
Eine Reihe von Verarbeitungsschritten befassen sich damit, wie
aus den gecrawlten Webpages Sätze extrahiert werden. Schein-
bar ist dies eine einfache Aufgabe. In der Praxis gilt es jedoch
einige Probleme zu lösen, die nicht alle unmittelbar klar sind.
Ein erster Schritt ist es, Überreste der HTML-Darstellung zu
entfernen. Nicht die HTML-Tags sind hier das Problem, sondern
mangelhaft ausgezeichnete Script-Elemente und Stylesheets, ein-
gebettete Meta-Daten, Objekte, Tabellen, Kommentare usw., die
ohne Kontrolle irrtümlich als Text behandelt werden könnten.
Der Text wird dann in Sätze zerlegt. Dies ist nicht trivial:
Nicht jeder Satz endet mit einem Satzzeichen (z.B. Überschrif-
ten). Nicht jeder Punkt ist (eindeutig) ein Satzendepunkt (z.B.
bei Abkürzungen). Wie genau sind unterschiedliche Formen von
Anführungszeichen zu behandeln? Für bekannte Sprachen kann
ein Verfahren, welches eine Liste bekannter Abkürzungen mit
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10 100 1 000 10 000
Dänisch 19,63 42,58 62,74 83,10
Deutsch 26,69 48,45 65,97 82,54
Estnisch 11,61 25,92 47,62 73,28
Finnisch 10,98 20,72 37,48 62,39
Französisch 21,38 45,73 66,25 88,65
Isländisch 21,62 40,74 61,22 82,39
Italienisch 17,88 40,59 62,41 85,93
Katalanisch 24,31 45,30 65,20 87,82
Koreanisch 5,68 17,54 37,16 64,33
Niederländisch 22,53 45,23 65,78 85,54
Norwegisch 19,42 41,96 62,05 82,05
Schwedisch 18,76 40,25 60,59 80,93
Serbisch 22,25 41,57 62,20 82,19
Sorbisch 15,95 35,37 58,70 79,99
Türkisch 9,75 19,69 38,80 67,12
Tabelle 6: Prozentuale Textabdeckung der top n types
Kriterien wie „Am Satzanfang werden Wörter groß geschrie-
ben.“ kombiniert, eine sehr gute Erfolgsquote erreichen. Steht
ein Part-of-Speech Tagger zur Verfügung, kann zusätzlich der
Satzbau als Kriterium einfließen.
Nicht jeder Satz im Text ist in der beobachteten Sprache. Um
Artefakte auszuschließen, sollte fremdsprachiges Material ent-
fernt werden. Tabelle 6 aus (Quasthoff u. a., 2006) zeigt, dass
schon ein relativ kleines Inventar an 1 000 – 10 000 Wortformen
einen sehr großen Anteil des jeweiligen Textes ausmacht. Die
satzbasierte Spracherkennung6 in der Implementierung von Bie-
mann und Teresniak (2005) von macht sich dies zunutze.
Die Kookkurrenzstatistik, besonders die für niederfrequente
Wörter, kann durch nahezu identische Sätze stark verfälscht wer-
den. Deswegen werden Duplikate und Beinahe-Duplikate erkannt
und entfernt. Drei typische Klassen von Beinahe-Duplikaten gibt
es dabei: Solche, die sich nur in der Art der verwendeten An-
führungszeichen unterscheiden, solche, die sich nur in Zahlen
unterscheiden und solche, die sich nur durch einen kleinen und
irrelevanten Einschub unterscheiden.
6 Vergleiche z.B. Dunning (1994) für eine Übersicht von Verfahren.
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4.3.2.2 Von Sätzen zum Korpus
Die vorher extrahierten Sätze werden anschließend noch weiter
bereinigt.
Es sollen nur vollständige Sätze erfasst werden. Typischerwei-
se beginnen Sätze mit einem groß geschriebenen Wort und en-
den mit einem Satzendezeichen (d.i. Punkt, Fragezeichen, Aus-
rufezeichen). Optional dürfen vor dem ersten Wort im Satz und
nach dem Satzendezeichen noch Anführungszeichen stehen. Au-
ßer dem Zollzeichen (") können dies auch unterschiedliche Va-
rianten der einfachen und doppelten typographischen Anfüh-
rungszeichen bzw. Umschreibungen dieser sein7: ,,, ‘‘, ’’, „, ”,
„, “, », «, ‹, ›, ‚, ‘, ’.
Beim Textsatz wird Text bisweilen g e s p e r r t dargestellt. Da-
bei kann der Zusammenhang von Wörtern für die Maschine ver-
loren gehen, weil die Sperrung in HTML- und PDF-Dateien häu-
fig durch das Einfügen von Leerzeichen und nicht von Spatia
(Sperrungsabständen) vorgenommen wird. Um auszuschließen,
dass hierdurch Artefakte entstehen, werden Satzdarstellungen
ab sechsmaliger Folge von Buchstabe und Leerzeichen als defekt
angesehen.
Listen von Wörtern oder Abkürzungen wie etwa die Aufstel-
lungen von Fussballmannschaften überlagern durch ihr häufiges
ähnliches Auftreten die übrigen Kookkurrenzen. Sie enthalten
viele Punkte oder Kommas und eine Obergrenze (5 für Punkte,
9 für Kommas) soll dem Abhilfe schaffen.
Bei Tabellen ist nicht ersichtlich, ob die darin enthaltene In-
formation sprachlicher oder numerischer Art ist. Die Sätze, wel-
che aus „unerwünschten“ Tabellen wie zum Beispiel Schachpar-
tien, Sportresultaten oder Aktienkursen entstehen, zeichnen sich
durch sehr viele sehr kurze Wörter, also einen hohen Anteil Leer-
zeichen pro Text aus. Eine manuelle Überprüfung ergab, dass
ein Anteil ab etwa 30% Leerzeichen ein gutes Ausschlusskriteri-
um ist.
Typische Überreste des Codes vieler Programmiersprachen ent-
halten die Zeichen bzw. Zeichenfolgen «, ++, *, ~, |, [[, & und /
in sehr hoher Zahl und Sätze, welche diese enthalten stammen
quasi ausschließlich aus der Programmiersprache und nicht aus
der natürlichen Sprache. Daher werden Sätze mit diesen Zeichen
ausgeschlossen.
Insofern Standardsprache betrachtet wird, gilt es einige netz-
7 Eine Liste der Anführungszeichen inklusive der häufig anstelle die-
ser verwendeten Zeichen steht im Wikipedia-Eintrag zu Anfüh-
rungszeichen: http://de.wikipedia.org/w/index.php?title=Anf%C3%
BChrungszeichen&oldid=41429794 (Stand 22. Januar 2007).
4.3 implementierung 54
typische Sprachvarianten wie so genannte l33t5p34k8, Sätze mit
vervielfachten Satzzeichen9 etc. zu entfernen.
Manuelle Evaluation zeigte, dass Sätze, welche sehr lange Zif-
fernsequenzen (mehr als 15) oder Folgen von Großbuchstaben
(mehr als 20) enthalten, inhaltlich zu einem sehr hohen Anteil
nichts sagend waren, somit werden auch diese entfernt.
4.3.2.3 Vom Korpus zur Textdatenbank
Die Referenzdatenbank verwendet das im Wortschatzprojekt üb-
liche Datenbankschema. Dieses besteht aus Listen für Wörter,
Sätze und Quellen mit Zuordnungen dieser zu eindeutigen Num-
mern (IDs), inversen Verknüpfungen der IDs von Wörtern mit
Sätzen und von Sätzen mit Quellen, sowie Kookkurrenzen und
anderen Verknüpfungen zwischen den IDs von Wörtern unter-
einander. Es kann zusammen mit einer Software zum Betrachten
solcher befüllten Datenbanken von http://corpora.uni-leipzig.
de/download.html heruntergeladen werden.
Für die wie weiter unten beschrieben täglich anfallenden Da-
ten sind hieran einige zusätzliche Maßnahmen nötig. Zum einen
müssen die ID-Listen kontinuierlich gepflegt und erweitert wer-
den. Dann müssen die Tabellen jeweils um eine Datumsspal-
te ergänzt werden, was die Größe der Tabellen über die Jahre
auf ein Vielfaches der Größe der Tabellen des Referenzkorpus
wachsen läßt. Da dies früher oder später (abhängig von der Leis-
tungsfähigkeit der verfügbaren Hardware und dem betriebenen
MySQL-Tuning) zu Performanceproblemen führt, sollte für sehr
große Datenmengen (Daten mehrerer Jahre) eine angepasste Lö-
sung zur Datenspeicherung und -bereitstellung verwendet wer-
den, wie sie mit WCTAnalyze (siehe Unter-Unterabschnitt 4.4.1.2)
verfügbar ist.
4.3.3 Linguistische Aufbereitung
Neben der Vorverarbeitung und -filterung, die musterbasiert auf
der Ansicht des Textes geschieht, zielt die linguistische Aufberei-
tung darauf, den Text mit zusätzlicher Information anzureichern
und dann, darauf aufbauend, aus dem Text Wissen zu extrahie-
rern.
8 In der Leetspeak sind Buchstaben oftmals durch Ziffern oder Zeichenfolgen er-
setzt. Siehe auch den Eintrag zur Leetspeak in der englischsprachigen Wiki-
pedia http://en.wikipedia.org/w/index.php?title=Leet&oldid=185550821
(abgerufen am 21. Januar)
9 „‘Multiple exclamation marks,’ he went on, shaking his head, ‘are a sure sign
of a diseased mind.’“ (Terry Pratchett – Eric)
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4.3.3.1 Part of Speech Tagging und Grundformenreduktion
Part of Speech (POS) Tagging, das Zuordnen von Wortklassen
zu Wortformen, und Grundformenreduktion, die Rückführung
der verschieden geschriebenen Formen eines Wortes auf eine
gemeinsame Grundform, sind wesentliche Schritte der linguis-
tischen Aufbereitung.
Da für die Auswahl der Wörter des Tages ein vor allem schnel-
les Tagging und nur eine grobe Unterscheidung in Nomina, Ver-
ben, Adjektive und Sonstiges benötigt wird, ist der Einsatz eines
qualitativ hochwertigen, aber vergleichsweise langsamen Taggers
nicht sinnvoll. Die Ergebnisse eines im Einsatz schnellen unüber-
wachten Taggers wie er in (Biemann, 2007) beschrieben wird,
genügen völlig, wenn nach der Trainingsphase die wenigen in-
teressanten Wortklassen markiert werden.
grundsätzliches vorgehen
Für die Ord i Dag wurde ein verwandtes Verfahren eingesetzt:
Das vereinfachte Reengineering eines bekannt guten Taggers an-
hand von dessen Output. Der Oslo-Bergen-taggeren (Johannessen
u. a., 2000) ist ein in LISP implementierter, qualitativ hochwerti-
ger Tagger, der regelbasiert auf Grundlage logischer Constraints
arbeitet: Neben der Zuordnung von Wortklassen kann dieser
auch Grundformen und syntaktische Funktionen angeben; zum
einen ist dies mehr Information als für Wörter des Tages benötigt
wird, zum anderen ist er vergleichsweise langsam, so dass keine
Aktualität mehr gewährleistet wäre, müssten die Ausgaben des
Taggers abgewartet werden – Wörter von Vorgestern wären für
Benutzende jedoch nicht besonders attraktiv.
Die Reimplementierung des Taggers geschah wie folgt: Zu-
nächst wurde ein Teil des Referenzkorpus getaggt. Mit den er-
haltenen Tripeln (Wort, Tag, Grundform) wurden Klassifikato-
ren trainiert, die mittels der Implementierung von Compact Pa-
tricia Tries (CPT) aus (Witschel und Biemann, 2005) zu einer Zei-
chenkette eine Klasse zurückliefern. Die Anzahl der Klassen ist
dabei frei wählbar und die Zuordnung geschieht so, dass die
Trainingsdaten exakt reproduziert werden. Da CPTs eine kom-
pakte Repräsentation von Daten darstellen, auf welche sehr effi-
zient zugegriffen werden kann, eignen sie sich hervorragend für
die Bereitstellung sehr umfangreicher lexikalischer Komponen-
ten. Eine weitere nützliche Eigenschaft von CPTs ist ihr genera-
lisierendes Verhalten durch welches anhand bekannter Wörter
auch vorher unbekannte Zeichenketten klassifiziert werden kön-
nen. Hat der Klassifikator zum Beispiel gelernt, dass der Begriff
Nasenbären ein Nomen mit der Grundform Nasenbär ist, wird er
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den einmal als unbekannt angenommenen Ameisenbären anhand
der langen gleichen Wortenden senbären der Klasse Nomen und
der Grundform Ameisenbär zuordnen. Sollten mehrere Klassifi-
kationen für ein neu gesehenes Wort möglich sein, so wird eine
Verteilung der zutreffenden Klassen zurückgeliefert.
taggen mit cpts
Da nur rudimentäre Wortklassen-Angaben für die Filterung be-
nötigt werden, wurde das Tagset des Oslo-Bergen-Taggers auf
die Grundlegenden Kategorien Nomen (N), Verb (V), Adjektiv
(A), Adverb (AV), Zahl (C), Satzzeichen (IM) und Sonstige (S) re-
duziert und anhand der 100 000 häufigsten Wortformen wurde
dann je ein Wortanfangs- und ein Wortende-CPT trainiert. Da-
bei wurde nur eine Wortklasse pro zu lernender Zeichenkette
erlaubt, falls ein Wort mit mehreren POS Tags vorkam, wurde
der häufigste Fall angenommen, was für die zu leistende Aufga-
be ausreicht. Die verwendete Wortliste deckt norwegischen Text
etwa zu 96,3% ab. Für all diese Wörter gibt der Klassifikator ge-
nau ein Tag zurück. Gibt es für unbekannte Wörter mehr als
eine passende Klasse, entscheidet der Algorithmus anhand der
Verteilung der potentiellen Wortklassen, welche davon am wahr-
scheinlichsten ist. Der so reimplementierte Unigramm POS Tag-
ger ist verglichen mit dem Original sehr schnell, hat aber eine
mindere Qualität, die für andere Aufgaben als die hier erforder-
lichen möglicherweise nicht ausreicht. Bessere Qualität bei sonst
ähnlichem Vorgehen könnte z.B. mit einem Tagger, der auf ei-
nem ein Hidden-Markov-Model und dem Viterbi-Algorithmus
(Viterbi, 1967) beruht, erzielt werden, was im Fall einer Neuim-
plementierung auch zum Zuge käme.
grundformenreduktion mit cpts
Im Gegensatz zur Qualität des Part-of-Speech-Tagging, kann die
Grundformenreduktion mittels CPTs mit dem state of the art mit-
halten. Der CPT wird auf einer Liste von Vollform-Grundform-
Zuordnungen auf Regeln zur Umformung von Vollformen zu
Grundformen trainiert.
Diese Reduktionsregeln bestehen aus zwei Teilen: Einer Zahl,
welche angibt, wie viele Zeichen am Wortende der Vollform
abzuschneiden sind und einer optionalen Zeichenkette, welche
nach dem Abschneiden wieder angehängt wird. Damit läßt sich
die Flexion von Wörtern kompakt beschreiben und somit das
Verhalten von Wörtern mit gleicher Flexion zusammenfassen.
Für die offenen Wortklassen Nomen, Verb und Adjektiv aus dem
Tagging weiter oben, wird je ein Wortende-CPT trainiert.
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norw. Vollform stå stående står stås stått sto stod
Reduktionsregel 0 4 1 1 2 1å 2å
Tabelle 7: Reduktionsregeln für die Vollformen des norwegischen Wor-
tes „stå“ (dt. stehen).
4.3.3.2 Extraktion von Eigennamen
Die Identifikation und Extraktion von Eigennamen ist ein weite-
rer wichtiger Aspekt der linguistischen Verarbeitung der Nach-
richten.
Für Benutzende sind nämlich Eigennamen in allen Themen-
bereichen von besonderem Interesse, da sie ihnen zum einen
konkrete Handlungen, Ereignisse usw. zurechnen können und
sie sich zum anderen auch direkt für sie in als Prominente inter-
essieren. Bei Ord i dag wurde die in (Quasthoff u. a., 2002a) be-
schriebene Methode zur Eigennamenerkennung auf dem AVIS-
Korpus angewandt. Diese kommt mit sehr wenig Aufwand an
Vorwissen und Überwachung aus: Der Algorithmus nimmt Lis-
ten von bekannten Vor- und Nachnamen, Titeln und anderen
Namensbestandteilen sowie eine Menge an Klassifikationsregeln
und Extraktionsmustern als Eingabe, insgesamt nur wenige hun-
dert Einträge. Dann werden iterativ neue Namensbestandteile
auf einem unannotierten Korpus gelernt. Da die Form von Na-
men einen sehr hohen Grad an Regularität aufweist, funktioniert
der Bootstrapping-Prozess sehr gut und liefert letztlich eine sehr
umfangreiche und Liste von Namen10 mit sehr wenigen Fehlern.
Die Klassifikationsregeln spezifizieren Muster nach denen Na-
men getaggt werden. Zum Beispiel würde eine Regel wie TIT
CAP* LN → FN bedeuten, dass ein groß geschriebenes Wort,
welches zwischen einem Titel und einem Nachnamen steht, ein
Vorname ist. Um die precision des Klassifikators zu verbessern,
wird so eine Entscheidung nicht anhand von nur einem Vorkom-
men getroffen, sondern muss in anderem Kontexten Bestätigung
finden, um akzeptiert zu werden. Per Iteration dieser Regeln,
wurde der sehr umfangreiche korpusspezifischer Gazetter aufge-
baut, welcher bei Ord i Dag zur Eigennamenerkennung genutzt
wird. Durch Anwendnung des Verfahrens auf die Eingangsda-
ten der täglichen Verarbeitung wächst dieser dynamisch weiter;
die extrahierten Eigennamen (zum Beispiel Jens Stoltenberg) und
Verbindungen von Titeln mit Eigennamen (zum Beispiel stats-
minister Jens Stoltenberg) werden für die in nächsten Abschnitt
beschriebene tägliche Analyse als Mehrwortbegriffe verwendet.
10 Im Falle des AVIS-Korpus waren dies ca. 300 000.
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4.3.4 Tägliche Verarbeitung
Auch bei der täglichen Verarbeitung werden die Daten wie vor-
her beschrieben vorverarbeitet. Die Tageskorpora werden analog
zum Referenzkorpus aufgebaut und aus ihnen dann dann Kan-
didaten ermittelt (siehe Unter-Unterabschnitt 4.3.4.1), geordnet
(siehe Unter-Unterabschnitt 4.3.4.2) und präsentiert (siehe Un-
terabschnitt 4.3.5).
4.3.4.1 Auswahl von Kandidaten
Es ist zentralem Interesse bei den Wörtern des Tages, eine Menge
von Wörtern so auszuwählen und anzuordnen, dass ein Mensch
daraus die wesentlichen Aspekte der analysierten Nachrichten-
menge erkennen kann. Die Menge soll eine überschaubare Zahl
hierfür möglichst aussagekräftiger Wörtern enthalten. Zudem
soll die Vernetzung dieser Wörter untereinander betrachtet wer-
den:
• Nomina und Phrasen eignen sich in besonderem Maße als
Kandidaten, da sie ein hohes Maß Information pro Einheit
tragen können. Daher hat auch z.B. (Witschel, 2005) Nomi-
na als Baseline für die Evaluation von Methoden zur Termi-
nologieextraktion benutzt. Als Kandidaten für die Wörter
des Tages werden ausschließlich Nomina betrachtet.
• Wörter, welche nicht allgemein bekannt sind, wirken auf
den Benutzer nicht erhellend, folglich wird eine Häufig-
keitsschwelle im Referenzkorpus, ähnlich wie für die Auf-
nahme in ein Wörterbuch, für sinnvoll erachtet und es gibt
für Wörter, die gar nicht im Referenzkorpus vorkommen,
eine zusätzliche Schwelle zu überwinden, um als Kandidat
akzeptiert zu werden.
• Allzu häufige Wörter aus dem Referenzkorpus tragen meis-
tens zu wenig spezifische Information, folglich werden sie
als Stoppwörter von der Auswahl ausgeschlossen.
• Neu auftretende Wörter, die nicht in mehreren verschiede-
nen Quellen vorkommen, sind vermutlich Artefakte dieser
bestimmten Quelle, z.B. eines einzigen Interviews und soll-
ten folglich ignoriert werden. Wenn aber andererseits die
gleichen Wörter in vielen verschiedenen Quellen neu auf-
treten, tragen diese besonders wichtige Information, ver-
mutlich über ein aktuelles Ereignis.
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• Die Kookkurrenzen gleichmäßig verteilten mittelfrequen-
ter Wörter im Referenzkorpus sagt besonders viel über die
gewöhnliche Verwendung dieser Wörter aus. Taucht bei
solch einem Wort plötzlich ein Peak auf, sind die Kookkur-
renzen des Wortes zum Zeitpunkt des Peaks besonders in-
teressante Kandidaten zur Beschreibung des zugehörigen
Ereignisses.
• Wortformen, welche die gleiche Entität bezeichnen, wer-
den zusammengefasst betrachtet werden und erhalten die
Grundform als angezeigtes Label.
Die eigentliche Auswahl der Kandidaten geschieht wie folgt
gestaffelt nach den Unterscheidungen, ob ein Wort im Referenz-
korpus enthalten ist und ob es ein Mehrwortbegriff ist. Für Mehr-
wortbegriffe werden generell niedrigere Schwellwerte bei den
absoluten Frequenzen verwendet, da diese durchwegs deutlich
weniger frequent als vergleichbare übrige Wörter sind. Im Fall
des Vorkommens im Referenzkorpus wird eine Differenzanalyse
(vgl. Heyer u. a. (2006), Kap. 4.2) basierend auf einer Kombina-
tion des Poissonmaßes11 und den absoluten Frequenzen ange-
wandt. Ein solches Wort wird Kandidat, wenn die Poissonsigni-
fikanz einen Schwellwert übersteigt und bei den absoluten Häu-
figkeiten jeweils Mindestanzahlen ebenfalls überschritten wer-
den. Der letztere Wert ist von der Größe des Referenzkorpus
und der durchschnittlichen Größe der Zeitscheiben abhängig.
Mit dem ersten Wert lassen sich die Sicherheit der Auswahl ge-
gen die Größe der ausgewählten Menge abwägen. Falls das Wort
nicht im Referenzkorpus vorkommt, kann es zunächst einmal
nur Kandidat werden, falls es die doppelte geforderte absolute
Mindesthäufigkeit in der Zeitscheibe hat.
In einem zweiten Differenzanalyse-Schritt wird ein Monitor-
korpus zum Einsatz gebracht. Damit ist eine Art zweites Refe-
renzkorpus gemeint, welches nicht aus einer historischen sehr
großen Menge an Dokumenten besteht, sondern aus den zeitlich
nächsten Zeitscheiben gebildet wird, zum Beispiel bei Ord i dag
aus den Dokumenten der vorangegangenen fünf Wochen. Sinn
des Monitorkorpus ist es den aktuellen Trend in der Verwen-
dung von Wörtern zu berücksichtigen. Speziell soll dadurch ver-
mieden werden, dass Veränderungen mit langfristige Bestand,
die nach der Erstellung des Referenzkorpus geschehen sind, ak-
tuelle Ereignisse überschatten.
11 Neben dem Poissonmaß wurden auch andere Maße wie log-likelihood für die
Selektion ausprobiert, die Resultate unterschieden sich im Ranking quasi nur
bei Wörtern, die so selten sind, dass sie am Häufigkeitskriterium scheitern.
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Folgendes Beispiel aus der Politik illustriert die Problematik:
Angenommen der Schwerpunkt des Referenzkorpus liegt auf
dem Zeitraum, als Gerhard Schröder noch Bundeskanzler war.
Nachdem dann Angela Merkel Bundeskanzlerin geworden ist,
wird über Gerhard Schröder nach einer Phase wenigerer Erwäh-
nungen auf einmal im Zusammenhang mit der Ostsee-Pipeline
wieder mehr berichtet. Das Referenzkorpus erwartet aber, dass
Gerhard Schröder (als Bundeskanzler) noch viel häufiger erwähnt
wird, die Erwähnung als Aufsichtsrat an diesem Tag wird also
fehlerhafterweise nicht ausgewählt. Angela Merkel andererseits
wird nach der Wahr quasi jeden Tag ausgewählt werden, weil
alleine durch den (bald nicht mehr neuen) Umstand, dass sie
nun Bundeskanzlerin ist, sehr viel über sie geschrieben wird.
Das Monitorkorpus korrigiert beide Fehler: Da Vorkommen von
Gerhard Schröder in dem vom Monitorkorpus abgedeckten Zeit-
raum sehr selten geworden sind, wird er aufgrund des lokalen
Peaks korrekterweise zusätzlich ausgewählt. Wenn es bei Ange-
la Merkel keinen lokalen Peak gibt, wird sie aus der im ersten
Schritt gebildeten Liste wieder entfernt, weil ihre Anzahl der
Nennungen sich zwar verglichen mit der historischen Referenz
signifikant verändert hat, diese Veränderung nur eben nicht am
aktuellen Tag geschehen ist und folglich nicht zu den relevanten
Nachrichten dieses Tages gehört.
Prinzipiell ist es auch möglich, die Auswahl ausschließlich mit
den Daten des Monitor-Korpus vorzunehmen, da dieses jedoch
tendenziell von geringem Umfang ist, sind Abdeckung und Qua-
lität der statistischen Aussagen beim großen Referenzkorpus bes-
ser.
4.3.4.2 Ordnung der Kandidaten
Die Kandidatenauswahl erzeugt eine unübersichtliche Menge
von Begriffen. Je nach Größe des Zeitscheibenkorpus, der darin
widergespiegelten Themenvielfalt und den gewählten Parame-
tern kann der Umfang der Menge variieren. Um im Sinne einer
Übersicht auf eine Bildschirmseite zu passen, sollten zwischen
100 und 200 Terme ausgewählt werden. Damit der Benutzer sich
in der Menge zurechtfindet, sollte diese nach einem Ordnungs-
schema gruppiert und ausgezeichnet werden. Für zwei Strategi-
en wurden dazu Lösungen implementiert, einmal eine Klassifi-




Der ad-hoc Ansatz zur Klassifikation der deutschen Wörter des
Tages war, dass unklassifizierte Wörter von Hand genau einer
Kategorie zugeordnet wurden. War ein Wort einmal klassifiziert,
wurde diese Information automatisch wiederverwendet. Neben
dem offenkundigen Nachteil, dass dieses Verfahren tägliche ma-
nuelle Eingriffe erfordert, ist es auch noch unflexibel und führt
bei mehrdeutigen Wörtern und auch bei solchen, die in mehre-
ren Kategorien auftauchen können zu unbefriedigenden Ergeb-
nissen.
Deutlich flexibler ist und bessere Ergebnisse liefert eine Klas-
sifikation, welche den Kontext des jeweiligen Wortes betrachtet
und nach Indizien für die jeweiligen Kategorien sucht. Dies wur-
de für Ord i Dag mit Hilfe eines einfachen Sprachmodells im-
plementiert, welches auf der Grundlage einer bekannten Zuord-
nung von Artikeln zu Themen gelernt wurde.
Das AVIS-Korpus enthält zu jedem Artikel auch die Quell-
URL und man konnte es sich zunutze machen, dass in den Pfa-
den der meisten dieser URLs für die jeweiligen Kategorien spre-
chende Bestandteile vorkommen. Zu Lösen blieb noch die Auf-
gabe, die etlichen tausend entstehenden Wörter und Wortfrag-
mente in ein übersichtliches Klassifikationsschema zusammen-
zuführen. Da die meisten davon eher selten sind, konnte eine
Vorfilterung auf nur noch 145 besonders häufige Bezeichner vor-
genommen werden. Eliminierung von unsinnigen Kandidaten
und Zusammenfassung von unterschiedlichen Schreibweisen für
den gleichen Sachverhalt, lieferte hier schließlich 11 Kategorien:
Regional (Regionales), Innenriks (Inland), Utenriks (Ausland),
Politikk (Politik), Økonomi (Wirtschaft), Kultur (Kultur), Sport
(Sport), Utdanning (Erziehung und Forschung), Bil (Auto), For-
bruker (Verbraucher) und Teknologi (Technologie). Für Deutsch
wurden analog auch Klassifikationen nach Die Zeit und Spiegel
Online erstellt.
Für jedes Paar von Wort und Kategorie wird dann auf der
Grundlage des Korpus die statistische Abhängigkeit mit Hilfe
der likelihood ratio (Dunning, 1993) getestet. Dies liefert umso
größere Werte, wenn ein Wort in einer gegebenen Kategorie si-
gnifikant häufiger auftaucht als im Durchschnitt und negative
Werte, wenn ein Wort unterrepräsentiert auftritt. Durch den Ein-
satz eines Schätzers wie dem Good-Turing Estimator (Gale und
Sampson, 1995) könnte auch für Wörter, welche in einer Katego-
rie gar nicht vorkommen ein Wert berechnet werden.
Ein neuer Text, zum Beispiel die Belegstellen für ein Wort und
damit quasi dieses über seinen Kontext kann nun anhand die-
ses Sprachmodells klassifiziert werden. Für die Darstellung der
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Abbildung 22: Spinnennetzdiagramm für den Begriff „Subventions-
Heuschrecke“ am 17. Januar 2008 mit Kategorien von
Spiegel Online. Die fette schwarze Linie ist die Nullli-
nie.
Ord i Dag12 geschieht dies mit Hilfe eines Rocchio-Klassifikators
(Cohen und Singer, 1996) und einigen Gewichtungs-Parametern
für die Signifikanzwerte im Sprachmodell und die Frequenzen
der Wörter im Referenzkorpus, die so gewählt wurden, dass
in einer zehnfachen Kreuzvalidierung mit jeweils 90 000 Sätzen
Trainingsmenge und 10 000 Sätzen Testmenge auf Basis von Sät-
zen stabil eine precision von 90% und ein recall von 50% erreicht
wurde. Da es in der Anwendung zu jedem Begriff mindestens
drei und meistens mehr als zehn Beispielsätze gibt, über welche
summiert wird, kann quasi jedes Wort zugeordnet werden und
es sind grundlegende Fehlkategorisierungen weitgehend ausge-
schlossen.
Alternativ zur Auswahl der häufigsten Kategorie, kann das
rechnerische Ergebnis der Klassifikation auch visualisiert wer-
den, vielleicht am ehesten intuitiv in einem normierten Spin-
nennetzdiagramm: Für jede Kategorie wird dabei die ermittelte
Maßzahl relativ zum Maximum betrachtet und an der jeweili-
gen Achse abgetragen, wie das in Abbildung 22 exemplarisch
für den Begriff „Subventions-Heuschrecke“ am 17. Januar 2008
in der Klassifikation nach Spiegel Online dargestellt ist. Durch
den Vergleich solcher Diagramme lässt sich auf einen Blick ab-
lesen, ob in welchem Maß zwei Wörter in unterschiedliche oder
gleiche Kategorien und Kontexte fallen.
12 (vgl. hierzu Listing Listing B.3)
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Abbildung 23: Kookkurrenz-Cluster der Wörter des Tages vom 12. Fe-
bruar 2003.
clustering
Bei der Ordnung der Kandidaten per Clustering geht der Fo-
kus vom einzelnen Wort über auf Gruppen von Wörtern, die
in einem Zusammenhang stehen. Formal ist dieser nur statis-
tisch, tatsächlich steckt aber in der Regel auch etwas themati-
sches dahinter. Die grundsätzliche Praktikabilität einer Präsenta-
tion der Wörter des Tages in Clustern motiviert Abbildung 23:
eine direkte visuelle Umsetzung der Kandidatenmenge mit ih-
ren Kookkurrenzen durch das graphviz-Paket13. In der Darstel-
lung als Kookkurrenz-Graph sind allerdings noch einige Kom-
ponenten verbunden, die hierzu besser aufgebrochen würden,
zum Beispiel steht Dustin Hoffmann zwischen den Kontexten Ber-
linale und Irak-Krieg (weil er sich am Rande der Berlinale 2003
zum Irak-Krieg geäußert hat) ohne, dass diese Kontexte alleine
durch ihn zu einem großen Thema zusammengefasst werden
sollten. Schon ein einfaches Clusteringverfahren wie k-means
(MacQueen, 1967) kann diese Unterscheidung leisten.
13 http://www.graphviz.org/, Zugriff am 17. Januar 2008.
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Die Cluster sind somit normalerweise von feinerer Granulari-
tät als die Kategorien der vorher betrachteten Klassifikation und
umreißen genau ein Thema. Für eine übersichtliche Darstellung
ist es sehr hilfreich, wenn die Cluster möglichst knappe und tref-
fende Beschreibungen bzw. Überschriften haben und wenn die-
se über die Zeit vererbt werden können, um den allmählichen
Wandel von Clustern verfolgen zu können. In Abbildung 24 (b)
ist durch die Überschrift Israel eine sehr viel genauere Aussage
getroffen als in (a), wo israeler, Jeriko etc. mit anderen, unverbun-
denen Begriffen zusammen in der Kategorie Utenriks stehen.
Das Clustering und das Vergeben von Überschriften geschieht
wie folgt:
• Auswahl von Features: Die einzelnen Wörter des Tages
werden anhand der Beispielsätze geclustert, in welchen sie
im Untersuchungszeitraum vorkommen. Als Features wer-
den dabei diejenigen anderen Wörter des Tages gewählt,
die ebenfalls in diesen Sätzen vorkommen; die Gewichtung
im Feature-Vektor geschieht nach Frequenz. Im Gegensatz
zum Graphen oben werden also alle Wörter des Tages be-
nutzt und nicht nur die kookkurrierenden.
• Anwendung des Clustering-Verfahrens: Die Wörter wer-
den anhand ihrer Feature-Vektoren mit Hilfe des Cosinus-
Maßes auf Ähnlichkeit überprüft und mit dem k-means-
Verfahren geclustert. Da für k-means die Zahl der Ergeb-
niscluster vorher feststehen muss, wird diese mit einem
einfachen Ähnlichkeitsvergleich vorher abgeschätzt.
• Zuordnung von Überschriften: Bei den Ord i Dag geschah
die Zuordnung von initialen Überschriften zu den ermit-
telten Clustern von Hand. Anhand der beim Clustern zum
Tragen gekommenen Beispielsätze ließe sich aber auch ein
automatisches Verfahren, z.B. auf der Basis von Termino-
logieextraktion (Witschel, 2005), deken. Dieses sollte rela-
tiv allgemeine und nicht zu viele Begriffe auswählen. Die
Kombination aus Zentroid der Clustervektoren, Überschrift
und Datum wird jeweils gespeichert.
• Vererbung von Überschriften: Nachdem initiale Überschrif-
ten zu Zentroiden zugeordnet sind, können bei folgenden
Durchläufen auftretende Cluster ihrer Ähnlichkeit zu be-
stehenden Clustern nach klassifiziert werden. Zum Einsatz
kommt hierbei wieder die bereits weiter oben verwendete
Rocchio-Methode. Wenn ein neues Cluster zu mindestens
30% zu mindestens einem bestehenden Cluster ähnlich ist,
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wird die Überschrift des ähnlichsten bestehenden Clusters
an das neue Cluster vererbt.
Erfahrungen mit dem Verfahren zeigten, dass das System re-
lativ schnell lernte und schon nach wenigen Tagen eine größe-
re Zahl Cluster automatisch gelabelt wurden, einige wenige da-
von allerdings auch falsch. Ein grundsätzliches Problem dieser
Cluster-Analyse bleibt aber der manuelle Pflegeaufwand, den
sie erfordert. Denn zwar geschieht das Clustering vollautoma-
tisch und die Titel für viele Cluster werden grundsätzlich über
die Zeit vererbt, das Vergeben der Überschriften erfordert dabei
aber ein Abwägen zwischen Präzision (5 Tote bei Bombenanschlag
in Tel Aviv) und Verallgemeinerbarkeit (Gewalt, Israel), die sich
nicht unbedingt (leicht) algorithmisch ausdrücken läßt und bei
der menschliche Klassifikatoren ebenfalls Fehler machen. Ein-
mal gewählte Überschriften können sich auch erst im Lauf der
Zeit als ungeschickt gewählt herausstellen, ohne zunächst falsch
gewesen zu sein; zum Beispiel kann eine Reihe von Hitzerekord-
Clustern aus dem Sommer im Winter zu einer Jahrhundertkälte
sehr ähnlich, aber nicht mehr korrekt, sein. Unter der gemeinsa-
men Überschrift Wetterextreme gefasst, bliebe es richtig. Dies ist
freilich ein grundsätzliches Problem von Begriffshierarchien in
der Beschlagwortung und keine Besonderheit dieser Implemen-
tierung von Nachrichtenclustern.
4.3.5 Präsentation
Die Ergebnisse der Auswahl werden sowohl für menschliche Be-
nutzer (siehe Unter-Unterabschnitt 4.3.5.1) als auch für die Ma-
schine (siehe Unter-Unterabschnitt 4.3.5.3) aufbereitet.
4.3.5.1 Benutzerschnittstelle
Die Benutzerschnittstelle hat unterschiedliche Arten von Kom-
ponenten: Solche, welche die im vorigen Abschnitt ausgewähl-
ten Terme übersichtlich darstellen, solche, die einen Überblick
über Dokumente darstellen, solche, die Information über ein
konkretes Wort an einem konkreten Tag liefern, und schließlich
solche, die komplexere Benutzeranfragen und freies Browsen für
den gesamten Datenbestand unterstützen.
übersichtskomponenten
In Abbildung 24 sind die beiden Übersichtskomponenten darge-
stellt, welche die Daten der Kategorisierung (a) und des Clus-
terings (b) aus dem vorigen Abschnitt verwenden. Ein Klick
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(a) Kategorien der Ord i Dag am 15. März 2006
(b) Cluster der Ord i Dag am 15. März 2006
Abbildung 24: Übersichtsseiten
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auf ein Wort führt zur Detailansicht (siehe folgender Absatz).
Zudem sind Navigationselemente zum Sprung auf den neus-
ten Tag, zum Blättern vor vorangehenden und folgenden Tag
und zum Wechsel zwischen den beiden Darstellungen integriert.
Während bei (a) auf die Clusterüberschrift eine einfache alpha-
betisch sortierte Liste der Clustermitglieder folgt und nur die-
jenigen Kandidaten angezeigt werden, welche in einem Cluster
mit mehr als zwei Mitgliedern sind, ist die Liste bei (b) durch
typographische Mittel weiter strukturiert. Die Darstellung ist an
Nutzenden von Web 2.0 Seiten wie zum Beispiel flickr oder
last.fm vertraute Tag Clouds (Smith, 2008) angelehnt.
• Die Größe des Zeichensatzes gibt an, wie übergewichtet im
Vergleich mit den Referenzkorpus das Wort ist, ein Maß
das Ahmad u. a. (2000) weirdness-index nennen; die Dar-
stellung wird wegen der Verteilung der Meßwerte loga-
rithmiert und aus Gründen der Übersichtlichkeit auf den
Bereich 50% – 200% der Standardschriftgröße skaliert.
• Die Farbigkeit kodiert, wie sicher die Zuordnung des Klas-
sifikators zu der angezeigten Kategorie ist. Der Vorteil die-
ser Darstellung ist, dass die besonders auffälligen und ein-
deutigen Begriffe besonders deutlich sichtbar sind, wäh-
rend weniger auffällige und unklare erst beim zweiten Hin-
sehen erfasst werden.
• Indem die alphabetische Liste erhalten bleibt, besteht wei-
terhin die Möglichkeit systematisch nach interessierenden
Wörtern zu suchen.
detailansicht für ein wort
Die Detailansicht in zeigt auf einer HTML-Seite alle Informati-
on zu einem Wort an einem konkreten Tag. In Abbildung 25
ist die Detailansicht für den norwegischen Begriff fugleinfluensa
(Vogelgrippe) wiedergeben. Teil (a) zeigt eine Navigationsleiste,
über welche Benutzende auf andere Bereiche der Website, auf
Erklärungen zu den Wörtern des Tages und den Belegstellen so-
wie auf die Übersichtsseite zu dem ausgewählten Tag zugreifen
können. Darunter folgt eine Liste mit Beispielsätzen aus der ta-
gesaktuellen Presse zu dem Wort und allen seinen Wortformen.
Soweit vorhanden ist der fett hervorgehobene Suchbegriff auch
Ankertext für einen Link zurück zum Originalartikel bei der je-
weiligen Quelle.
Die übrigen beiden Elemente der Seite, ein Assoziationsgraph
(siehe Abbildung 25 (b)) und ein kombinierter Verlaufs- und
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(a)
Abbildung 25: Detailansicht für Ord i Dag „fugleinfluensa“ (norw. Vo-
gelgrippe) am 15. März 2006.
Kookkurrenzgraph (siehe Abbildung 25 (c) und Listing B.4) je-
weils für das betrachtete Wort, werden im Anschluss erklärt.
4.3.5.2 Grafisches Interface
Der Assoziationsgraph wird von Schmidt (1999) beschrieben. Er
zeigt eine Menge von Kookkurrenzen zum jeweiligen Suchbe-
griff an. Dazu werden alle Kookkurrenzen dem Wert des Kook-
kurrenzmaßes nach absteigend geordnet und auf eine definierte
Anzahl (16, 32, 48, . . . ) eingegrenzt. Für die so ausgewählten
Begriffe als Knoten werden alle Kookkurrenzen als Kanten ein-
gezeichnet, falls der Knoten in mindestens einem Dreieck vor-
kommt. Die Kantenstärke visualisiert den Wert des Signifikanz-
maßes. Das Graphlayout geschieht mit Hilfe einer simulated anne-
aling-Implementierung, wobei der Suchbegriff in der Mitte des
Graphen fixiert bleibt. Benutzende erhalten somit einen schnel-
len Überblick der assoziierten Terme.
Der kombinierte Verlaufs- und Kookkurrenzgraph zeigt auf
der rechten Seite oben (1) das Startwort. Zu diesem werden bis
zu acht Kookkurrenzen aus der durch (2) hervorgehobenen Zeit-
scheibe ausgewählt, so dass einerseits der Wert des Kookkur-
renzmaßes besonders hoch ist und dass sich andererseits aus
Gründen der Darstellbarkeit die Frequenz der Begriffe maximal




Abbildung 25: Detailansicht für Ord i dag „fugleinfluensa“ (dt. Vogel-
grippe) am 15. März 2006.
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Diese Begriffe werden in (3) angezeigt. Im oberen Bereich (4)
wird ein Verlaufsgraph entlang der Zeitleiste (5) eingezeichnet.
Dieser ist logarithmisch skaliert und bezüglich der durchschnitt-
lichen Zeitscheibengröße normiert. Im unteren Bereich (6) wird
für jede der ausgewählten Kookkurrenzen angezeigt, ob sie auch
in dem jeweiligen Zeitscheibenkorpus vorhanden ist. War ein
Wort in einer Zeitscheibe als Wort des Tages ausgewählt, so wird
dies im Verlaufsgraphen durch ein Rechteck hervorgehoben hin-
ter welchem ein Link auf die jeweilige Detailansicht steckt. Eine
interaktive Version des Graphen ermöglicht es zudem auf die
bei (3) angezeigten Wörter und die Elemente der Zeitleiste zu
klicken, um das fokussierte Wort bzw. das Datum, von welchem
die Kookkurrenzen ausgewählt werden, zu ändern.
4.3.5.3 Maschinenlesbarer Output
Neben den üblichen HTML-Inhalten, erfreuen sich Newsfeeds
in den XML-Formaten RSS bzw. Atom im Netz großer Beliebt-
heit. Zur Benutzung mit einem Newsreader und zur Content
Syndication werden für alle Kategorien RSS-2.0-Feeds angebo-
ten. Diese enthalten für den aktuellen Tag die Liste der Wörter
des Tages und Links auf die Seiten in der Webschnittstelle. Die
Feeds sind zum einen auf einer Übersichtsseite14 aktiv verlinkt,
zudem wurden sie per <link>-Element auch derart in die Start-
seite der Wörter des Tages integriert, dass Webbrowser, welche
die sogenannte RSS autodiscovery unterstützen, sie dem Benut-
zer automatisch zum Abonnement vorschlagen können.
Die RSS-Feeds der deutschsprachigen Wörter des Tages15 wer-
den so von Langenscheidt und dem HanDeDict-Projekt zur auto-
matischen Generierung einer sinnvoll groß bemessenen Liste ak-
tueller Lernwortvorschläge für Sprachlernende des Englischen
bzw. des Chinesischen genutzt.
4.3.6 Evaluation
Zur Evaluation eines solch komplexes Gebildes wie dem hier
vorgestellten zählt zweierlei: eine Evaluation der einzelnen Ver-
fahren und eine Evaluation des Konzepts. Um Verfahren des In-
formation Retrieval und verwandter Disziplinen zu evaluieren
gibt es in Lehrbüchern wie Baeza-Yates und Ribeiro-Neto (1999)
eine Reihe von Standardmaßen, insbesondere Precision, Recall so-
14 So z.B. unter http://wortschatz.uni-leipzig.de/wdtno/RSS/ für die Ord i
Dag.
15 Verfügbar unter: http://wortschatz.uni-leipzig.de/wort-des-tages/
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wie deren harmonisches Mittel, das F-Measure oder Average Pre-
cision-basierte.
Der Klassifikator in Unter-Unterabschnitt 4.3.4.2 wurde zum
Beispiel durch Tests mit zehnfacher Kreuzvalidierung soweit op-
timiert, dass reproduzierbar eine Precision von 90% bei einem
Recall von 50% erreicht wurde. Zur Auswahl der Wörter in Unter-
Unterabschnitt 4.3.4.1 wurden die Rankings mehrerer Signifi-
kanzmaße (Poisson, log-likelihood, weiredness-index) verglichen
ohne dass ein zu großer Unterschied festgestellt werden konnte.
Ziel dieser Arbeit war es aber explizit nicht, für einzelne Kom-
ponenten optimale Lösungen zu finden oder mit Verspätung an
einer TREC-Task teilzunehmen und somit unterbleibt eine syste-
matische Evaluation. Ebenso unterbleibt auch eine umfassende
Nutzerstudie, die nötig wäre, um das Gesamtkonzept in einer
Anwendungsumgebung zu evaluieren, weil es eine solche An-
wendnungsumgebung (noch) nicht gibt. Vielmehr geht es um
eine Präsentation dessen, was möglich wäre, bzw. was im Lauf
der vergangenen Zeit auch bereits üblich wurde und was in Zu-
kunft nicht nur für die Medienbranche sondern im Kontext aller
eHumanities essentiell sein wird, um Analysierenden besseren
Zugriff auf ihre Daten zu gewähren, oder wie es Ayres (2007)
formuliert: „The future belongs to the Super Cruncher who can
work back and forth and back again between his intuitions and
numbers.“
4.4 weiterentwicklungen und perspektiven
Im folgenden Abschnitt werden Weiterentwicklungen aus den
Wörtern des Tages (Unterabschnitt 4.4.1 und Unterabschnitt 4.4.2)
sowie Anwendungsfälle (Unterabschnitt 4.4.3) beschrieben.
4.4.1 Anwendungen
Auf der Grundlage der Dokumente, Daten und Bedürfnisse aus
den Wörtern des Tages sind eine Reihe von Weiterentwicklun-
gen entstanden, die im Folgenden kurz vorgestellt werden. In
Anhang A sind einige illustrierte Anwendungen zu finden.
4.4.1.1 Pressebarometer
Anlässlich der Bundestagswahl 2005 wurden im Vorfeld aus ag-
gregierten Frequenzdaten der Wörter des Tages Charts wie in
Abbildung 26 erzeugt und mit der Sonntagsfrage Wenn am nächs-
ten Sonntag Bundestagswahlen wären . . . ? des Meinungsforschungs-
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Abbildung 26: Pressebarometer aus Wörtern des Tages (Stand: 6. Juni
2005)
Abbildung 27: Schröder vs. Stoiber (Wahl am: 22. September 2002)
Abbildung 28: Schröder vs. Merkel (Wahl am: 18. September 2005)
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instituts Emnid verglichen. Natürlich wäre es hochgradig unse-
riös einfach aus der puren Zahl der Nennungen auf einen et-
waigen Wahlausgang zu schließen. Zu beobachten waren aber
dennoch einige interessante Dinge: Die kleineren Parteien wur-
den im Pressebarometer tendenziell überbewertet. Im Presseba-
rometer waren grundsätzlich die gleichen Tendenzen wie bei
der Sonntagsfrage zu beobachten, wobei die Schwankungen im
Pressebarometer auch noch bei Glättung durch ein gleitendes 30-
Tage Mittel sehr viel stärker waren. Beim Vergleich der Spitzen-
kandidaten der Bundestagswahlen 2002 und 2005 im Zeitraum
vor der Wahl fiel auf, dass 2002 Gerhard Schröder quasi immer
häufiger als Edmund Stoiber genannt wurde. Dank dem so ge-
nannten Kanzlerbonus ist dies auch zu erwarten. Angela Merkel
konnte aber 2005 bereits einige Wochen vor der Wahl das Verhält-
nis recht konstant zu ihren Gunsten umkehren – möglicherweise
ein Indiz des späteren Wahlausgangs und in Abbildung 27 und
Abbildung 28 visualisiert.
4.4.1.2 WCTAnalyze
Die Indexierung von und der Zugriff auf Zeitscheibendatenban-
ken in der beschriebenen Form gestaltet sich im kleineren Rah-
men mit aktueller PC-Hardware zufriedenstellend (vgl. Anhang C
für das Datenbankschema). Sind sehr umfangreiche Daten, wie
etwa die deutschsprachigen Zeitungsdaten, über mehrere Jahre
zu bewältigen, zeigt sich aber deutlich die Notwendigkeit über
effizientere Datenbereitstellung nachzudenken. (Gottwald u. a.,
2007) und ausführlicher (Gottwald, 2007) setzen sich mit die-
sem Problem auseinander und beschreiben eine auf verketteten
Listen basierende erweiterbare Datenstruktur, welche die Proble-
me der MySQL-Datenbank umgeht und effektiv nur noch durch
den verfügbaren Plattenplatz limitiert ist. Zudem implementiert
Gottwald (2007) eine Software mit umfangreichen Anzeige- und
Analysemethoden für Frequenzen, Kookkurrenzen und Clustern
von Wörtern sowie zu so genannten Bedeutungsklassen zusam-
mengefassten Gruppen von Wörtern.
4.4.1.3 Dokumentenclustering
Die für die Wörter des Tages verwendeten Texte lassen sich noch
mit weiteren Verfahren aufbereiten: Cui (2007) hat die Ausgangs-
dokumente für die Wörter des Tages mit Hilfe dem Chinese-
Whispers-Verfahren (Biemann, 2006) geclustert und erzeugt da-
mit einen Überblick für die Nachrichtencluster des Tages, der
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an der Darstellung von Google News orientiert ist. Heine u. a.
(2008) wenden die Metapher des Informationsraumes auf in Ab-
sätze zerlegte Zeitungsartikel an. Die Absätze und damit die
Dokumente werden auch hier mit Chinese Whispers geclustert,
mit einem hierarchischen Layout-Algorithmus ausgelegt, mit be-
sonders relevanten Termen beschlagwortet (Witschel, 2005) und
dann in einem Mengendiagramm dargestellt.
4.4.1.4 Visualisierung als Treemap
Um die Wörter einer oder aller Kategorien übersichtlich ihrer
Gewichtung nach auf begrenztem Raum darzustellen, drängt
sich ein Standardverfahren der Visualisierung auf, die Treemap
(Shneiderman, 1992). Der zugrunde liegende Algorithmus teilt
typischerweise die verfügbare Fläche hierarchisch in Rechtecke
mit dem Gewicht der visualisierten Daten entsprechenden Grö-
ße ein. Sind diese Größen ähnlich einem power law verteilt wie
das bei den Wörtern des Tages der Fall ist, ist es sinnvoll, die
Werte vor der Übergabe an den Algorithmus logarithmisch zu
skalieren, damit nicht zu viele zu kleine und unleserliche Recht-
ecke entstehen.
Abbildung 29 (a) zeigt eine exemplarische Implementierung
in PHP und HTML der Darstellung der deutschen Wörter des
Tages vom 14. Januar 2008 als Treemap. Um allen Kategorien
genug Platz einzuräumen wurde auf eine Anordnung der obers-
ten Ebene nach dem Treemap-Algorithmus verzichtet. Eine be-
kannte Visualisierung mit Hilfe einer Treemap ist die mit Adobe
Flash realisierte Google Newsmap16 in Abbildung 29 (b). Dar-
in sind die Überschriften von Googles News Portal nach den
Themen des Portals gruppiert und nach der Anzahl der dazu
gefundenen Artikel gewichtet.
Ein Nachteil dieser Darstellung vor der vorher vorgestellten
Clustering-Lösung ist, dass die Zusammenhänge zwischen den
Wörtern, nicht ersichtlich ist. Dafür ist in jener aber das Gewicht
der Absätze und der extrahierten Terme nicht sichtbar, so dass
sich eine Kombination der beiden Visualisierungsideen anbietet,
analog dazu, wie dies z.B. Fry (2008) beschreibt.
4.4.2 Mashup
Mit dem Web 2.0 sind eine Reihe umfangreicher Datenquellen
nicht nur öffentlich verfügbar, sondern als Services konsumier-
16 http://marumushi.com/apps/newsmap/newsmap.cfm, (Zugriff am 14. Januar
2008)
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(a) Treemap der deutschen Wörter des Tages vom 14. Januar 2008
(b) Google Newsmap vom 14. Januar 2008, 17:00 Uhr
Abbildung 29: Treemap-Darstellungen für News.
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bar und damit geradezu trivial integrierbar geworden. Insbeson-
dere Geodaten und Landkarten, Fakten, Annotationen, Lexikon-
einträge, Buch-, Film- und Musikempfehlungen, aber auch lin-
guistische Daten stehen zur Verfügung. Deren kreative Zusam-
menführung in einer Benutzerschnittstelle wird auch Mashup ge-
nannt (Hof, 2005).
4.4.2.1 Grundlagen
Die Daten stammen teils aus zentralen Quellen und teils von
Benutzern sogenannter Social Media. Im Gegensatz zur formal
strengen Lehre des Semantic Web (Berners-Lee, 1999) sind letz-
tere weniger verlässlich, sicherlich nicht widerspruchsfrei und
weniger komplex strukturiert. Wertlos sind sie aber keineswegs
und sie zeichnen sich dadurch aus, dass Nutzer sie gerne und in
großem Maßstab generieren. Der einfachen Benutzung zugrun-
de liegen APIs für Entwickler, welche auf Standards wie RSS,
REST, XML-RPC oder SOAP basieren. Durch Tools wie Yahoo
Pipes oder Marmite (Wong und Hong, 2007) stellen auf Grundla-
ge diese Schnittstellen auch für Endanwender verständliche und
handhabbare Werkzeugkästen bereit.
Während im Geschäftsumfeld die Implementierung komple-
xer Service Oriented Architectures (SOAs) auf Unternehmensle-
vel gerade erst erfolgt, haben so genannte Mashups bereits die
Gunst der Internetnutzer erobert: Mashups werden üblicherwei-
se mit Asynchronous JavaScript and XML (AJAX) umgesetzt und
laufen im Webbrowser des Benutzers. Sie stellen eine – netzty-
pisch eher untheoretische und nicht-zentralistische – ergebnis-
orientierte und leichtgewichtige Umsetzung einiger Ideen von
SOAs dar:
„Web 2.0 Data mashups are to SOA what NASCAR is to au-
tomobile production – a much faster, more free-flowing, results-
oriented way of combining complementary components into new
applications that have an advantage over traditional months-
long application development or production cycles.“
(Trotta, 2006)
„It is widely believed that the key to making the abundant in-
formation on the web accessible in a better way than today
is to »mash up Web 2.0 and the Semantic Web« (Ankolekar
u. a., 2007) – by combining insights from the people-driven, non-
authoritarian, bottom-up Web 2.0 with those about knowledge
representation, reasoning and interoperability from the Seman-
tic Web initiative.“
(Stefaner, 2007)
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Abbildung 30: Architektur des Mashups von Google Maps und Wör-
tern des Tages
4.4.2.2 Ein Wörter des Tages-Mashup
In vorigen Abschnitt wurde eine Technologie vorgestellt, welche
verspricht auf einfachste Weise die Generierung neuer, datenge-
triebener Anwendungen zu ermöglichen. Um diesen Anspruch
zu testen, wurden die bei den Wörtern des Tages ermittelten
Orte auf einer interaktiven Karte angezeigt und dabei an den
jeweiligen Orten Popups mit Links auf die Belegstellen auftau-
chen. Die Architektur der Anwendung skizziert Abbildung 30.
Der Beispiel-Code des WdT-Google-Maps-Mashups (siehe Lis-
ting B.1, S. 94) ist inklusive Datenbankabfragen und dem um-
gebenden HTML tatsächlich kaum 30 Zeilen lang und gerade
einmal eine handvoll unkomplizierter API-Aufrufe sind für das
in Abbildung 31 dargestellte Ergebnis nötig. Die Entwicklungs-
zeit lag bei weniger als einer Stunde inklusive des Einlesens in
die knapp gefasste API-Referenz17. Die These von sehr einfach
zu strickenden Anwendungen kann folglich als nicht widerlegt
angenommen werden.
Im obigen Beispiel wurden als Wörter des Tages ermittelte Or-
te angezeigt. Gegeben ein Gazetter (wie er z.B. mit mäßigem Auf-
wand aus Quellen wie der Wikipedia erstellt werden kann) mit
dem die Angabe Ort oder nicht Ort für alle Wörter beantwortet
werden kann, sind nahezu ebenso einfach Karten für andere Sze-
narien denkbar, etwa: „Zeige alle Orte, die mit Wörtern, welche
17 siehe: http://www.ajax-info.de/google-maps-api-klasse-in-php (Zugriff
am 14. Juni 2007); die API wurde unter der GNU General Public License ver-
öffentlicht von Philipp Kiszka.
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Abbildung 31: Mashup aus Google Maps und Wörtern des Tages: An-
zeige im Browser.
mit einem Suchbegriff ko-okkurrieren ebenfalls ko-okkurrieren
und zeige die relevanten Belegstellen und zusätzliche Daten an
Ort und Stelle an.“ Derartige Darstellungen integrieren dann
mehrere Schichten von zusammengehöriger Information z.B. in
einem tabMarker. Sie verdichten so das Informationserlebnis auf
benutzungs- und zeiteffiziente Weise.
Verglichen mit der statischen Darstellung der Nachrichtensu-
che von romso.de (Abbildung 32), bei der auf einer Deutschland-
karte Zusammenhänge von Städten und Wörtern markiert wer-
den, ist die Darstellung im „Wörter des Tages“-Mashup flexibler
und interaktiv.
4.4.3 Medien- und Trendanalyse
Je nachdem, wo zwischen der eher theoretischen (vgl. z.B. (Mer-
ten u. a., 2005)) und der eher praktischen (vgl. z.B. (Besson, 2005))
Sicht auf die Medienresonanzanalyse (siehe Abschnitt 3.1.5) man
sich positioniert, und ob man eher an buzz oder tieferen Erklä-
rungen und Einsichten interessiert ist, ist das angestrebte Ziel
leicht oder nahezu nicht erreichbar. Mit Hilfe der Daten aus den
Wörtern des Tages und gegebenenfalls zusätzlichen Verfahren
lassen sich aber auf alle Fälle Strategien für Medien- und Reso-
nanzanalysen erproben und insofern die opportunistische Ein-
stellung zur Quellenwahl anstelle einer nach bestimmten objeti-
vierten Kriterien zusammengestellten Stichprobe nicht zu sehr
stört, die Ergebnisse auch verwenden.
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Abbildung 32: Nachrichtenkarte von romso.de für den 22. November
2006, 14:00 Uhr.
4.4.3.1 Zielstellung und Motivation
Die Beobachtung und Vorhersage von Trends hat in den vergan-
genen Jahren erhebliches kommerzielles Interesse geweckt (vgl.
dazu z.B. den Teil III von (Berry, 2003)). Alleine mit dem Zeit-
scheibenkorpus lassen sich bereits etliche Fragen ohne viel Auf-
wand beantworten, etwa die folgenden: Wie lange berichten die
Medien im Schnitt über ein Ereignis? Wie lange berichten sie
über ein spezielles Ereignis? Ist diese Dauer von etwas anhängig
und, wenn ja, von was? Gibt es wiederkehrende Themen und,
wenn ja, welche? Ist die Wiederkehr periodisch oder lässt sie
sich anhand von Indizien vorhersagen?
Die Analysen unterscheiden sich methodisch in einem ent-
scheidenden Aspekt von dem, was man bei typischen Medienbe-
obachtungsdiensten wie Magenta News in Auftrag geben kann:
Anstelle eine vorher definierte Menge von Schlüsselwörtern zu
beobachten, kann hier die Sprache der Medien an sich unter-
sucht werden. Die Arbeit eines Medienanalysten wird dadurch
in hohem Maße unterstützt, insbesondere die Suche nach mög-
lichen Hypothesen intergiert mit der Möglichkeiten diese live
zu überprüfen erinnert sehr an eine These in Ayres (2007): „The
future belongs to the Super Cruncher who can work back and
forth and back again between his intuitions and numbers.“
4.4.3.2 Veränderung von Begriffen über die Zeit
In Abschnitt 2.3 wurde aufgezeigt, dass über die Gesamtheit der
Daten betrachtet, Kookkurrenzen über die Zeit eher nicht beste-
hen bleiben, dass also Wörter in sich sehr flüssig wandelnden
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Abbildung 33: Kookkurrenzgraphen zum Begriff »Handgepäck« in
der deutschen Presse für den 11. und 12. August 2006.
Abbildung 34: Frequenzverlauf des Begriffs »Vogelgrippe« in der deut-
schen Presse vom 1. Januar 2003 – 1. August 2006.
Kontexten stehen. Dennoch gibt es Kookkurrenzen, die stabil
bleiben.
Abbildung 33 illustriert dies in der kurzfristigen Variante am
Beispiel Handgepäck in der deutschen Presse am 11. und 12. Au-
gust 2006: Während am 11. noch die Themen versuchter An-
schlag und verbotene Mitnahme von Flüssigkeiten im Handge-
päck sichtbar sind, hat sich Tags darauf die Berichterstattung auf
letzteres eingeschränkt und differenziert es mit Gels, Passagiere,
Flugreisen, Risikostrecken und USA weiter aus.
Über einen längeren Zeitraum betrachtet, lassen sich so durch
das Verfolgen veränderter Kookkurrenzen die Wandlungen und
Spezifizierungen, welche manche Themen in der Pressebericht-
erstattung erfahren, nachvollziehen. Abbildung 34 zeigt den Fre-
quenzverlauf für den Begriff Vogelgrippe im Zeitraum 1. Januar
2003 – 1. August 2006. In den Graphen sind nicht die absoluten
Frequenzen für einzelne Tage als Punkte abgetragen, sondern es
werden die bezüglich der mittleren Korpusgröße normalisierten
Frequenzen werden mit Hilfe eines Bezierfilters geglättet darge-
stellt. In Abbildung 35 sind dann die Kookkurrenzgraphen aus
den Wörtern des Tages zum Zeitpunkt der drei Peaks am 29. Ja-
nuar 2004 (a), 15. Oktober 2005 (b) und 26. Februar 2006 (c) aus-
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(a) 29. Januar 2004 (b) 15. Oktober 2005
(c) 26. Februar 2006
Abbildung 35: Kookkurrenzgraphen für Vogelgrippe
gewählt. Während der Verlaufsgraph den Rückschluß auf beson-
ders interessante Tage zulässt, zeigen die Kookkurrenzgraphen
in Schnappschüssen, wie in (a) zunächst in Asien eine Krank-
heit auf Geflügelfarmen auftritt, von der die Weltgesundheitsor-
ganisation glaubt, dass sie auch auf den Menschen übergreifen
könnte. Nachdem die Krankheit in (b) schon in Asien grassierte,
wird vom Erkranken und Sterben, aber auch von überzogenen
Ängsten berichtet. In Europa tagen Experten, um eine Ausbrei-
tung in der Europäischen Union auf dem Weg über die Türkei
und Rumänien vielleicht noch zu verhindern. In (c) ist der Er-
reger dann in vier deutschen Bundesländern angekommen und
es werden Details der Ausbreitung in Europa und deren Konse-
quenzen thematisiert.
4.4.3.3 Vergleich von Kookkurrenzen über Sprachgrenzen
Mit den Wörtern des Tages und Ord i Dag wird die tagesaktuel-
le Presse Deutschlands und Norwegens beobachtet. Ein direkter
Vergleich der Ergebnisse ist möglich, jedoch nur in den Berei-
chen sinnvoll, die überregional relevant sind, zum Beispiel al-
so internationale Beziehungen und Großereignisse. Als Beispiel
sind in Abbildung 36 die Kookkurrenzen zum Begriff »Handge-
päck« für den 11. August 2006 in der norwegischen und deut-
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Abbildung 36: Kookkurrenzgraphen zum Begriff »Handgepäck« für
den 11. August 2006 in der norwegischen und deut-
schen Presse.
schen Presse gegenübergestellt. Beide Sichten zeigen grundsätz-
lich denselben Sachverhalt, nämlich den vereitelten Versuch mit
Hilfe flüssiger Sprengstoffe Flugzeuge zum Absturz zu bringen.
In der Deutschen Ansicht ist zusätzlich zu sehen, dass der An-
schlag in Großbritannien versucht wurde und dass Flüssigkei-
ten im Handgepäck verboten werden. In der norwegischen Sicht
ist davon die Rede, dass durchsichtige (nor. gjennomsiktige) Plas-
tiktüten (nor. plastposer) gestattet (nor. tillatt) seien. Ob dies nun
konkret etwas über die Wahrnehmung der Anschläge in den ein-
zelnen Ländern aussagt oder nicht, sei einmal dahingestellt. Im
Rahmen einer Studie können solche Fragestellungen aber syste-
matisch operationalisiert und untersucht werden, und die Kook-
kurrenzen können dabei zu untersuchende Hypothesen nach-
vollziehbar motivieren sowie modellieren helfen.
4.4.3.4 Ermittlung von Neologismen
Die im Korpus verfügbare Zeitinformation erlaubt es Aufstieg
und Fall der Häufigkeiten der Nennungen von Wörtern leicht
nachzuvollziehen. Wann ein Wort zuerst benutzt wurde, wie
sich die Frequenz und der Gebrauch im Lauf der Zeit gewan-
delt hat und schließlich, wann ein Wort nicht mehr gebraucht
wird, all dies ist unmittelbar ersichtlich. Dies ist nicht nur von
allgemeinem Interesse sondern hat auch konkrete Anwendungs-
fälle, zum Beispiel für diachrone linguistische Untersuchungen:
Gegen sei ein Name wie Google. Wie lange dauert es, bis die
Menschen aus diesem z.B. Verben (Ich habe mal schnell danach
gegoogelt.) oder Adjektive (Das sind nur schnell zusammengegoo-
gelte Folien.) ableiten und gebrauchen? Weiterhin kann es auch
eine praktische Anwendung einer zeitgenauen Datenbank sein,
die Erstellung oder Überarbeitung von Wörterbüchern zu unter-
stützen. Sei es, dass es von Interesse ist, ein Inventar an Wör-
4.4 weiterentwicklungen und perspektiven 83
tern auf seine Gebräuchlichkeit zu untersuchen und gegebenen-
falls anzupassen: Dies war zum Beispiel bei der in Richter (2004)
untersuchten Neuauflage des Dornseiff-Wörterbuchs (Dornseiff,
2004) der Fall. Oder sei es, dass ein Neologismenwörterbuch wie
(Quasthoff, 2007) entsteht, welches zum Teil auf der Grundlage
von im Kontext der Wörter des Tages gesammelten Daten imple-
mentiert wurde. Auch die in den vergangenen Unterkapiteln vor-
gestellten Medienanalysetechniken können für die Wörterbuch-
produktion gewinnbringend angewandt werden, zum Beispiel
wenn es um den verändeten Gebrauch von Wörtern oder sich
wandelnde Wendungen geht. Die chronologische Datenbank er-
möglicht in all diesen Fällen Analysierenden einen schnellen Zu-
griff auf relevante Daten, kann anhand operationalisierter Mus-
ter den Blick lenken, Vorschläge für Kandidaten machen und
dies mit Belegen unterfüttern. Die Vorarbeit der Operationali-
sierung und die Aufarbeitung des Materials obliegt freilich der
Kompetenz der Analysierenden.
5S C H L U S S
Über Inhaltsanalyse, Text Mining und Visualisierung ist ein Ap-
parat nicht nur zum Nacherzählen bebilderter Geschichten son-
dern auch zur explorativen Datenanalyse entstanden, der mit
wenig Aufwand für viele Sprachen einsetzbar ist. Intention war
es dabei nie, spezielle Verfahren zu optimieren, sondern viel-
mehr prototypisch zu beleuchten, wie sich durch die Integra-
tion von datengetriebenen Verfahren und fachspezifischen For-
schungsinteressen im Bereich einer eHumanity wie der Medien-
analyse neue, Gewinn bringende Herangehensweisen an altbe-
kannte Probleme schaffen lassen. Wie die zahlreichen Angebote
(wie z.B. die in Kapitel 3 genannten), die zu dem Thema entstan-
den sind, zeigen, besteht hieran heute massiv Bedarf. Gleichzei-
tig bedeutet die Angebotsvielfalt aber auch, dass sich der Intel-
lekt schulen muss, um zu einem vorliegenden Problem das ad-
äquate Werkzeug auszuwählen, welches zudem ein Maximum
an Eigentransparenz gewährleistet. Denn bei aller Komplexitäts-
reduktion, die Analysen nun einmal mit sich bringen, hat doch
immer ein menschliches Auge wach zu bleiben für die zugrun-
de liegenden Selektionen und Strukturierungen, die nicht etwa
in einer Black Box versteckt, sondern im Sinne einer Spezifikation
transparent und verfügbar gemacht werden sollen.
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AW E I T E R E B E I S P I E L E A U S D E R A N W E N D U N G
a.1 wirtschaft
Mit Jahresscheiben statt Tagesdaten wurden für etliche Begrif-
fe Kookkurrenzen auf Frequenzgraphen annotiert, um die Di-
mension der Vernetzung unmittelbar mit der veränderten Rele-
vanz zusammenzustellen. Beispielhaft seien Abbildung 37, Ab-
bildung 38 und Abbildung 39 zu den Begriffen hybrid, Unterneh-
mertum und Innovationsoffensive herausgegriffen. Die Frequenz-
angaben sind in diesem Beispiel absolut skaliert, da die Daten




Abbildung 37: Annotierter Verlaufsgraph zum Begriff hybrid
Abbildung 38: Annotierter Verlaufsgraph zum Begriff Unternehmertum
Abbildung 39: Annotierter Verlaufsgraph zum Begriff Innovationsoffen-
sive
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a.2 papst : tod und neuwahl
Das Beispiel vom Tode Papst Johannes Paul II. und der Wahl von
Joseph Ratzinger zum Papst Benedikt XVI. illustriert das Vor-
gehen beim Nachvollziehen von Geschehnissen: Die bloße Fre-
quenzübersicht zum Begriff Papst in Abbildung 40 zeigt zwei be-
sonders herausgehobene Tage und einige weitere Peaks, enthält
aber noch keine Erklärung. Diese kommt erst durch die Kook-
kurrenzen zustande. Am 28. März 2005 (Abbildung 41) versagt
die Stimme des Papstes beim Ostersegen. Am 4. April 2005 bli-
cken die Kirche, die Welt und insbesondere Polen nach Rom
(Abbildung 42), der Johannes Paul II. stirbt und am 5. April be-
herrscht die Berichterstattung über sein Leben und seinen Tod
(Abbildung 43) die Presse. Die Menschen weltweit nehmen Ab-
schied und am 8. April wird das Testament verkündet (Abbil-
dung 44). Zehn Tage später steht das Konklave zur Wahl des
Nachfolgers vor der Tür (Abbildung 45). Der Deutsche Kardinal
Joseph Ratzinger wird schließlich gewählt (Abbildung 46) und
nimmt den Namen Benedikt XVI. an. Am 25. April spendet er
den ersten Segen auf dem Petersplatz (Abbildung 47). Ein Um-
schwenken des Interessenfokus von Papst auf Benedikt XVI. am
21. April zeigt, wer Joseph Ratzinger vorher war (Abbildung 48
und Abbildung 49). Gewählt wird in dieser Zeit freilich nicht
nur ein neues Papst, wie Abbildung 50 in zeitlicher Ordnung
vor Augen führt.
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Abbildung 40: Papst: Frequenzverlauf
Abbildung 41: Papst mit Kookkurrenzen vom 28. März 2005: Die Stim-
me versagt beim Ostersegen
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Abbildung 42: Papst mit Kookkurrenzen vom 4. April 2005: Die Kirche,
Polen, die ganze Welt blickt nach Rom
Abbildung 43: Papst mit Kookkurrenzen vom 5. April 2005: Papst Jo-
hannes Paul II. ist gestorben
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Abbildung 44: Papst mit Kookkurrenzen vom 8. April 2005: Testa-
mentsverkündung und Abschied
Abbildung 45: Papst mit Kookkurrenzen vom 18. April 2005: Das Kon-
klave steht bevor
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Abbildung 46: Papst mit Kookkurrenzen vom 21. April 2005: Der Deut-
sche Joseph Ratzinger wurde zum Papst gewählt und
trägt nun den Namen Benedikt XVI.
Abbildung 47: Papst mit Kookkurrenzen vom 25. April 2005: Der erste
Segen auf dem Petersplatz durch Joseph Ratzinger
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Abbildung 48: Joseph Ratzinger mit Kookkurrenzen vom 21. April 2005:
Ratzinger stand vorher an der Spitze der Glaubenskon-
gregation der katholischen Kirche
Abbildung 49: Kookkurrenzgraph für Joseph Ratzinger am 21. April
2005
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Abbildung 50: Auflösung des Begriffes Wahl: Nicht nur ein Papst wur-
de im März/April 2005 gewählt. Der Grauwert kodiert
die Stärke der Kookkurrenz.
a.3 weltsicherheitsrat
Abbildung 51 ist in Kooperation mit Enrico Rose für die Dar-
stellung am Bildschirm und Scrollen von links nach rechts bei
maximal 10 000 Pixeln Breite entworfen worden, deswegen ist
hier nur ein Überblick, nicht aber Details zu erkennen. Darge-
stellt sind von oben nach unten die drei Types Weltsicherheitsrat,
Iran und Irak sowie von links nach rechts deren gemeinsame
Kookkurrenzen über die Zeit. Unmittelbar wird der Schwenk
der Aufmerksamkeit der Weltbedrohungslage vom Irak auf den
Iran (zwischen Mitte und Ende 2003) deutlich.
Da diese Art der Darstellung im Detail relativ komplex und
unverständlich wirkte, wurde sie nicht weiter verfolgt. Im Rah-
men des DFG-Forschungsprogramms über Visual Analytics wer-
den in später Fortführung dieser ersten Gehversuche aber künf-
tig weitere, bessere Visualisierungen untersucht.
Abbildung 51: Wechsel des Fokus vom Iran zum Irak im Weltsicher-
heitsrat
BL I S T I N G S
Listing B.1: "News-Mashup (PHP)"
1 <html>
<head>




6 $key = " [API KEY] ";









$karte->map(6, ’51.25 ’, ’11.5 ’,"hybrid",1,17," large",1);
16 $db=mysql_connect("woclu4"," [USER] "," [PASS] ");
@mysql_select_db("wdtaktuell",$db);
$q=" select distinct b . wort_bin ,b . anzahl from boerse b,
wort_kategorie k where b.datum > now() − interval 1 day







$karte->otherMarker($l,$b, ’<strong>’ . $r[1] . ’ Nennungen
für ’ . $r[0] . ’ </strong> [<a href ="../ ’ . date("Y/







Der PHP-Code in Listing B.1 erzeugt auf einfachste Weise ein
Mashup aus Karte und Geodaten von Google Maps und Orten
aus den Wörtern des Tages.
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Listing B.2: "RSS-Feed Erzeugung (Perl)"
#!/usr/bin/perl
# Erzeuge RSS-Feed zu $ARGV[0] aus deutschen Google News
# Benötigte Perl-Module: LWP, Date::Calc, HTML::LinkExtor
# Benutzung: ./createrss.pl $site.de > $site.rss










15 # Browser initialisieren
my $browser=LWP::UserAgent->new( ’agent ’, ’Mozilla/5.0 (X11 ; U;
Linux i686 ; en−US; rv :1 .8 .1 .3 ) ’);
# Ursprungsurl mit 100 Ergebnissen zu site=$ARGV[0]
my $url="http://news. google .de/news?hl=de&ned=de&q=site :
$search&ie=UTF−8&as_drrb=q&as_qdr=d&as_mind=$mind&as_minm
=$minm&as_maxd=$maxd&as_maxm=$maxm&sa=N&num=100";
# Callback-Funktion sammelt Links und zu prüfende Seiten
20 my %links = ();
my %urls = ();
sub cb {
my($tag,$key,$value) = @_;










# Frage News-Suchseite ab
$p=HTML::LinkExtor->new(\&cb);







40 # Schreibe minimales RSS nach STDOUT




<t i t le >Google−Newsfeed zu $search</t i t le >
45 <link>http://$search</link>\n";
my @out = keys %links;
for($i=0;$i<=$#out;$i++){
print "<item>






55 print " </channel>
</rss>\n"; 
Der Perl-Code in Listing B.2 erzeugt einen minimalen RSS-
Feed von maximal 1 000 in den vergangenen 24 Stunden neuen
oder erneuerten Artikel für eine von Google News erfasste Quel-
le.
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9 if(strlen($date) != 8){

























39 $find = array(" . ", " : ", " , ", " ; ", " ! ", "?", ’\\" ’, ’
" ’, ’» ’, ’« ’);
$replace = array(" ", " ", " ", " ", " ", " ", " ", "
", " ", " " );
$sentence=str_replace($find,$replace,$sentence);

















$out .= " $key ($value) ;\ t ";
} elseif($i==$num) {





























$q=" select s . sa_nr ,sum(abs( s . likelihood )/s . likelihood *
sqrt (abs( s . likelihood )/w2. anzahl) ) as weight
89 from wort_sachgebiet s , refwordlist w2
where s . wort_nr=w2. wort_nr and w2. qual_neg=0
and w2. wort_bin in ($sentence)
group by s . sa_nr having weight > 2 order by weight
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109 $q=" select s . sa_nr ,sum(abs( s . likelihood )/s . likelihood *
sqrt (abs( s . likelihood )/w2. anzahl) ) as weight from
wort_sachgebiet s , refwordlist w2 where s . wort_nr=
w2. wort_nr and w2. qual_neg=0 and w2. wort_bin in (
$sentence) group by s . sa_nr having weight > 2 order















124 $q=" select w2. wort_bin as wort , s . sa_nr as sachgebiet ,
s . likelihood ,
w2. anzahl ,w2. qual_neg
from wort_sachgebiet s , refwordlist w2 where s .
wort_nr=w2. wort_nr
and w2. wort_bin in ($sentence) order by w2. wort_nr ,





$words=split("\",\" ",preg_replace(array( ’/^"/ ’, ’/"$/’),
100
array(" "," "),$sentence));
$out .= "<table bgcolor=\"grey\" cellspacing=\"5\"><tr
bgcolor=\"white\"><th></th>";
134 for($i=0;$i<count($words);$i++){




139 foreach(array_keys($sg) as $key){
$summe=0;
$out .= "<tr bgcolor=\"white\">";
$out .= "<td><b>" . $sg[$key] . "</b></td>";
for($i=0;$i<count($words);$i++){
144 if(isSet($cla[$key]["$words[ $i ] "])){
$val=$cla[$key][$words[$i]];
if($val[2]==0){




149 } else {


























$q="SELECT s . beispiel from sentences s ,
inv_list_full i ,word_baseform b where i . bsp_nr
101
=s . bsp_nr and i . wort_nr=b. wort_nr and b.
base_wort_nr=$wordnr and i . bsp_nr between " .
$this->Smin . " and " . $this->Smax . " ; ";
$a=mysql_query($q,$this->db);
if(0==mysql_num_rows($a)){
$q="SELECT s . beispiel from sentences s ,
inv_list_full i where i . bsp_nr=s . bsp_nr and
i . wort_nr=$wordnr and i . bsp_nr between " .


















if($_SERVER["argv"][2] != " "){
$tmp=split(" ; ",$_SERVER["argv"][2],2);
199 $word=array();








$q=" select w. wort_nr ,w. wort_bin from wortliste w,





































244 if($_SERVER["argv"][2] != " "){
print_r($classifier->store);
} else {








254 echo "$word[$nr] ( $str ) , ";
$q="INSERT INTO word_classification VALUES($nr ,









Listing B.4: "Frequenz-Kookkurrenz-Diagramm (PHP)"
<html>
<head>










$burl="http://wortschatz . uni−leipzig .de/wdtno";
13 $font="/var/lib/ttfonts/arialuni . t t f ";





$white = imagecolorallocate ($im, 255, 255, 255);
$black = imagecolorallocate ($im, 0, 0, 0);
23 $grey = imagecolorallocate ($im, 216, 216, 216);
$lgrey = imagecolorallocate ($im, 232, 232, 232);






































if(isSet($_GET["woerter"]) && $_GET["woerter"] != " "){
68 $woerter=split(" : : ",$_GET["woerter"]);
} else if (isSet($_GET["wort"]) && $_GET["wort"] !=" "){
$wort=$_GET["wort"];
$q="CREATE table words$tmp SELECT wort_nr , anzahl from
wordcounts where datum=\"$fday\"; ";
73 @mysql_query($q,$db);
$q="ALTER table words$tmp add index( ‘wort_nr ‘ ) ; ";
@mysql_query($q,$db);
$q="CREATE table coocs$tmp SELECT wort_nr1 , wort_nr2 ,
signifikanz from kollok_sig_full where date=\"$fday\";
";
@mysql_query($q,$db);
78 $q="ALTER table coocs$tmp add index( ‘wort_nr1 ‘ ) ; ";
@mysql_query($q,$db);
$q="SELECT wort_nr from wortliste where wort_bin=\"$wort
\"; ";
$wnr=mysql_result(mysql_query($q,$db),0);
83 $q="SELECT distinct w3. wort_bin from words$tmp w1,
words$tmp w2, wortliste w3, coocs$tmp c where c .
wort_nr1=$wnr and c . wort_nr2=w2. wort_nr and c . wort_nr2
=w3. wort_nr and w1. wort_nr=$wnr and w1. anzahl < 8*w2.
anzahl and w2. anzahl < 8*w1. anzahl and w3. wort_bin
not in(\" ta\",\" får\",\"inn\") order by c . signifikanz




$wortliste=" : : $wort : : ";
88 do {
$wortliste.="$r [0 ] : : ";
} while ($r=mysql_fetch_array($a));
} else {
$wortliste=" : : $wort : : ";
93 }
$woerter=split(" : : ",$wortliste);
$q="DROP TABLE words$tmp; ";
@mysql_query($q,$db);
$q="DROP TABLE coocs$tmp; ";
98 @mysql_query($q,$db);
}
// X-Achse (Zeit) geeignet aufteilen
$res=round($tage/28,0);
103 for($i=0; $i<=$tage; $i++)
{
if($i%$res==0){













$map .= "<area shape=\"rect\" t i t l e =\"Show graph for
&quot ;$wort&quot ; with co−occurences from $dtag
\" coords=\""
. ($x - 2) . " ,28 , " . ($x + 2) . " ,32\" href=\"
$scriptname?wort=$wort&amp;EndOn=" . $ET[0] . "−
"
. $ET[1] . "−" . $ET[2] . "&amp; StartOn=" . $ST[0] .







$map .= "<area shape=\"rect\" t i t l e =\"show words of the





$instring= ’ " ’;
133 $instring.=implode("\",\" ",$woerter);
$instring.= ’ " ’;
$assocs= ’ " ’;
$assocs.=implode("\",\" ",array_slice($woerter,1));
$assocs.= ’ " ’;
138
$q="CREATE table words$tmp SELECT wortliste . wort_bin as
wort_bin ,wordcounts . anzahl as anzahl ,wordcounts .datum
as datum,wordcounts .wdt as wdt from wordcounts,
wortliste where wordcounts . wort_nr=wortliste . wort_nr
and wordcounts .datum>=\"$sday\" and wordcounts .datum
<=\"$eday\" and wortliste . wort_bin IN(\" i \" ,$instring )
; ";
@mysql_query($q,$db);
$q="ALTER table words$tmp add index( ‘wort_bin ‘ ) ; ";
143 @mysql_query($q,$db);
$q="CREATE table coo$tmp SELECT w2. wort_bin as wort_bin , c .
date as datum, c . signifikanz as signifikanz from
wortliste w1, wortliste w2, kollok_sig_full c where w1
. wort_bin=\"$wort\" and w2. wort_bin IN( $assocs ) and c .
date >= \"$sday\" and c . date <= \"$eday\" and c .
wort_nr1=w1. wort_nr and c . wort_nr2=w2. wort_nr ; ";
@mysql_query($q,$db);
$q="ALTER table coo$tmp add index( ‘wort_bin ‘ ) ; ";
148 @mysql_query($q,$db);
// Faktor bestimmen
$query="SELECT max(anzahl) from words$tmp where wort_bin IN(
$instring ) and datum <=\"$eday\" and datum >=\"$sday\"; ";
$maxzahl=mysql_result(mysql_query($query,$db),0);
153 $query="SELECT max(anzahl) from words$tmp where wort_bin=\"i





ImageTTFText($im,10, 0, 10, 20,$black,$font,"scaled
frequencies for words (period $ST[0]−$ST[1]−$ST[2] − $ET
[0]−$ET[1]−$ET[2 ] ) : ");
ImageTTFText($im,10, 0, 10, 565,$black,$font,"co−occurrences



























188 $map .= "<area shape=\"rect\" t i t l e =\"Show graph
for &quot ; " . urlencode($wi) . "&quot ; on $ET
[2 ] .$ET[1 ] .$ET[0] \" coords=\"500,$y1,750 ,$y2
\" href=\"$scriptname?wort=$wi&EndOn=" . $ET
[0] . "−" . $ET[1] . "−" . $ET[2] . "&StartOn=
" . $ST[0] . "−" . $ST[1] . "−" . $ST[2] . "&






$query="SELECT 8*$factor *b1 . anzahl/b2 . anzahl ,
b1 .wdt from words$tmp b1 ,words$tmp b2 where
b1 . wort_bin=\"$woerter[ $i ]\" and b2 .
wort_bin=\"i\" and b1 .datum=\"$thedate\"
















$map .= "<area shape=\"rect\" t i t l e
=\"Belegseite zu »$woerter[ $i ]«
vom $dtag anzeigen\" coords=\"$x1
, $y1 , $x2 , $y2\" href=\"$burl/$durl
/$nam.html\" target=_blank />\n";
}























228 $q="SELECT signifikanz from coo$tmp where





















248 $map .= "</map>";
echo "<img border=\"0\" src=\"/wdtno/images/$tmp.png\">";
$q="DROP table words$tmp; ";
@mysql_query($q,$db);
$q="DROP table coo$tmp; ";
253 @mysql_query($q,$db);




<form target=_top action="<?php echo $scriptname ; ?>" method=
"GET"><pre>
search term: <input type=" text " size=40 name="wort"
value="<? echo $_GET[ "wort"]?>"/>
start date*: <input type=" text " size=10 name="StartOn"
value="<? echo $_GET[ "StartOn"]?>" />
<span style=" color : #f93 ; ">focus on** date*:</span> <input
type=" text " size=10 name="FocusOn" value="<? echo $_GET[ "
FocusOn"]?>" ?>
263 end date*: <input type=" text " size=10 name="EndOn"
value="<? echo $_GET[ "EndOn"]?>" />
<input type="submit">
</pre></form>
268 * Please enter dates in the format YYYY-MM-DD! (Feb 01 2006
to Feb 23 2006)<br />
** max. the 7 most significant co-occurrences from this day
are displayed in addition to the search term
</body>
</html> 
CD AT E N B A N K S C H E M A
Für die Speicherung der Daten wurde das im Zusammenhang
mit Quasthoff u. a. (2006) entwickelte neue MySQL-Schema der
Wortschatz-Datenbank um einen zusätzlichen Schlüssel erwei-
tert, um eine ID für die jeweilige Zeitscheibe mit speichern zu-
können. Leider wuchsen dadurch die zu bewältigenden Daten-
mengen erheblich an, so sehr, dass bisweilen ein Standard-PC
nicht mehr zur flüssigen Bewältigung ausreichte; aus diesem
Grunde wurde von Gottwald (2007) das Programm WCTAna-
lyze (siehe Unter-Unterabschnitt 4.4.1.2) unabhängig von einer
Datenbank entwickelt.
In der Wortschatz-Datenbank werden grundsätzlich Quelldo-
kumente (mit URI und Datum in der Tabelle sources), Daten-
Sätze (in der Tabelle sentences), Types (mit Anzahl in der Tabelle
words) und Kookkurrenzen als Beziehungen zwischen Types (in
den Tabellen co_s und co_n) gespeichert. Die Zuordnung von
Sätzen zu Quellen und von Types zu Sätzen findet jeweils als
n:m-Relation in Form einer inversen Liste (optional mit Positi-
onsangabe) statt (in den Tabellen inv_so und inv_w). Da MySQL
Foreign Keys ignoriert, sind diese nicht explizit angegeben, eben-
so sind die Indizes zur Optimierung spezieller Abfragen nicht
angegeben. Die Modifikation zum Hinzufügen der Zeitscheiben-
daten beschränkt sich auf eine weitere Tabelle slices deren ID den
Tabellen words, co_s und co_n als Bestandteil des Primärschlüs-
sels hinzugefügt wird.
Listing C.1: "modifizierte Tabellenstruktur der Wortschatz-Datenbank"
CREATE TABLE ‘slices‘ (
‘sl_id‘ int(10) unsigned NOT NULL auto_increment,
‘description‘ varchar(255) default NULL,
4 PRIMARY KEY (‘sl_id‘)
);
CREATE TABLE ‘sources‘ (
‘so_id‘ int(10) unsigned NOT NULL auto_increment,
9 ‘source‘ varchar(255) default NULL,
‘date‘ date default NULL,
PRIMARY KEY (‘so_id‘)
);
14 CREATE TABLE ‘sentences‘ (







CREATE TABLE ‘words‘ (
‘w_id‘ int(10) unsigned NOT NULL auto_increment,
‘sl_id‘ int(10) unsigned NOT NULL default ’0 ’,
‘word‘ varchar(255) default NULL,
24 ‘freq‘ int(8) unsigned default NULL,
PRIMARY KEY (‘w_id‘,‘sl_id‘)
);
CREATE TABLE ‘co_n‘ (
29 ‘w1_id‘ int(10) unsigned NOT NULL default ’0 ’,
‘w2_id‘ int(10) unsigned NOT NULL default ’0 ’,
‘sl_id‘ int(10) unsigned NOT NULL default ’0 ’,
‘sig‘ int(8) unsigned default NULL,
‘freq‘ int(8) unsigned default NULL,
34 PRIMARY KEY (‘w1_id‘,‘w2_id‘,‘sl_id‘)
);
CREATE TABLE ‘co_s‘ (
‘w1_id‘ int(10) unsigned NOT NULL default ’0 ’,
39 ‘w2_id‘ int(10) unsigned NOT NULL default ’0 ’,
‘sl_id‘ int(10) unsigned NOT NULL default ’0 ’,
‘sig‘ int(8) unsigned default NULL,
‘freq‘ int(8) unsigned default NULL,
PRIMARY KEY (‘w1_id‘,‘w2_id‘,‘sl_id‘)
44 );
CREATE TABLE ‘inv_so‘ (
‘so_id‘ int(10) unsigned NOT NULL default ’0 ’,
‘s_id‘ int(10) unsigned NOT NULL default ’0 ’,
49 PRIMARY KEY (‘so_id‘,‘s_id‘)
);
CREATE TABLE ‘inv_w‘ (
‘w_id‘ int(10) unsigned NOT NULL default ’0 ’,
54 ‘s_id‘ int(10) unsigned NOT NULL default ’0 ’,
PRIMARY KEY (‘w_id‘,‘s_id‘)
); 
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