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Summary
Since XML has become a standard for information exchange over the Internet,
more and more data are represented as XML. XML keyword search has been
attracted a lot of interests because it provides a simple and user-friendly
interface to query XML documents. Existing approaches for XML keyword
search can be classified into two types: tree-based approaches and graph-based
approaches based on whether the considered XML document is modeled as a
tree or a graph. Commonly, the tree-based approaches are for XML documents
with no ID/IDREF and mainly follow the Lowest Common Ancestor (LCA)
semantics (and thus they are also called LCA-based approaches), while the
graph-based approaches are for XML documents with ID/IDREFs and usually
apply the Steiner tree semantics. These tree-based and graph-based approaches
work well for certain types of XML documents. However, since these
approaches only rely on the structure of XML documents but do not consider
the semantics of Objects, Relationships between/among objects, Attributes of
objects, and Attribute of relationships (referred to as ORA-semantics), they
may suffer from several problems, including meaningless answers, missing
answers, duplicated answers, schema-dependent answers (i.e., different
answers are returned for different schema designs of the same data content),
and incomplete answers (when handling relationship attributes or n-ary (n ≥ 3)
relationship types).
In this thesis, we propose to use the ORA-semantics for keyword search on a
data-centric XML document to address the above problems. We classify nodes
in a data-centric XML document into different types such as object class, object
identifier (OID), object attribute, relationship attribute, etc. The ORA-semantics
provides the type of each node in XML data. Based on the ORA-semantics, we
viii
can first distinguish an object node from an arbitrary node in XML data, e.g.,
attribute and value. Then we can detect whether the two object nodes refer to
the same object based on object class and OID. These identifications enable us
to have the following contributions.
First, we find that the LCA-based approaches (i.e., the tree-based
approaches) only search up the XML tree from the matching nodes to find
common ancestors but not search down the XML tree to find common
information appearing as descendants (referred to as common descendants) due
to many-to-many or many-to-one relationships among objects. Therefore, they
can miss meaningful answers. We propose the new semantics, called Nearest
Common Object Node (NCON), to take not only common ancestors but also
common descendants into account. We then propose an approach using
reversal mechanism to find NCONs for a keyword query over data-centric
XML document with no ID/IDREF. Our approach is also able to avoid
meaningless answers, duplicated answers and incomplete answer.
Second, we extend the NCON semantics for XML documents with
ID/IDREFs, in which some or all objects are under ID/IDREF mechanism.
This means objects with duplication and objects with ID/IDREFs can be
co-existed in the considered XML documents. The challenge of finding
NCONs from such XML documents is that they cannot be modeled as trees
anymore. They are graph instead. However, searching over a graph has been
known to be equivalent to the group Steiner tree problem, which is NP-Hard.
To address this challenge, we discover that an XML graph still has hierarchical
structure where a reference edge can be considered as a parent-child
relationship, in which the parent is the referring node and the child is the
referred node. The hierarchical structure of XML graph provides us an efficient
algorithm to find NCONs for keyword queries over XML graph.
Third, not only common ancestors and common descendants provide
ix
meaningful answers for users, we discover that common relatives of the
matching nodes, which are common ancestors w.r.t. some other schemas, are
also meaningful. Therefore, we propose the CR (Common Relative) semantics
which includes all together common ancestors, common descendants and
common relatives as answers. More interestingly, several XML documents can
share the same content such as they are all transformed from the same
relational database by picking up different entity as the root. The proposed CR
semantics can return the same answers for different XML documents (in which
objects with duplication and object with IDREFs can be co-existed) sharing the
same data content. This is important because when users issue a keyword
query, they often have some intention in mind about what they want to search
for. Thus, for a query, they expect to have the same answers from different
XML documents sharing the same content. However, for existing approaches,
for the same data content, different schema designs may provide different
answers for the same query.
Finally, we study how to support group-by and aggregate functions in XML
keyword search. It goes beyond the simple keyword query, and raises several
challenges including: (1) how to address the keyword ambiguity problem when
interpreting a keyword query; (2) how to identify duplicated objects and
duplicated relationships in order to guarantee the correctness of the results of
aggregate functions; (3) how to compute a keyword query with group-by and
aggregate functions. We exploit the ORA-semantics to address the above
challenges. We find that without the ORA-semantics, keyword search with
group-by and aggregate functions cannot be processed correctly.
After all, this thesis theoretically and experimentally demonstrates that using
ORA-semantics to process XML keyword queries one can gain a lot of benefit
in terms of both effectiveness and efficiency. This result is useful for future
research and applications in XML keyword search.
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1.1 Background on XML and XML Keyword
Search
Since the World Wide Web has become a major carrier to share information,
markup languages such as HTML (HyperText Markup Language) [64] and
XML (eXtensible Markup Language) [73] have become more and more
important. Markup languages have pairs of tags, i.e., the begin tag and the end
tag, to cover each content. However, tags in HTML are pre-defined and only
for formatting purpose, while tags in XML are user-defined, i.e., given by users
who create the XML document, and provide information. As such, an XML
document contains more meaningful structural and semantics information than
an HTML document. This property of XML helps the searching over XML
documents give more accurate answers. Thus, XML has become a standard
format for data representation and exchange over the Internet.
Therefore, XML has wide applications such as electronic business1,
1http://www.ebxml.org
1
science2, text databases3, digital libraries4, healthcare5, finance6, and even in
the cloud [12]. As a result, XML has attracted a huge of interests in both
research and industry with a wide range of topics such as XML storage, twig
pattern query processing, query optimization, XML view, and XML keyword
search. There have been several XML database systems such as Timber [31],
Oracle XML DB7, MarkLogic Server8, and the Toronto XML Engine9.
XML permits a node to refer to an object through ID/IDREF mechanism,
whereby the value of the referring node is the same with the identifier (ID) of
the referred node. ID/IDREF is used to avoid duplication when there are many-
to-many (m : n) or many-to-one (m : 1) relationships between objects. An
XML document can be modeled as a tree or a graph depending on whether it
contains IDREFs (reference edges) or not. For example, Figure 1.1 shows two
XML documents sharing the same content, one with no IDREF (Figure 1.1(a))
and the other with IDREFs (Figure 1.1(b)). In these documents, there are two
binary relationships: between professor and student, and between student
and paper. These documents are modeled as an XML tree in Figure 1.2(a) and
an XML graph in Figure 1.2(b) respectively. Note that an XML document with
IDREFs can also contain duplicated object such as in the XML document in
Figure 1.1(b).
As XML has become more and more popular and the volume of XML data
is increasing, search in XML data has attracted a lot of research interests.
Many works [66, 83, 86] focus on XML query processing to process XML
structured queries such as XPath [10] and XQuery [8] queries. Although XML











        <professor>
                <staffID>sbrown</staffID>
                <Name>Stanley Brown</Name>
                <Student>
                        <Stu_No>12745</Stu_No>
                        <Name>Bill Kennedy</Name>
                        <paper>
                                <PID>001</PID>
                                <Title>Clinton Kennedy</Title>
                        </paper>
                        <paper>
                                <PID>002</PID>
                                <Title>keyword search</Title>
                        </paper>
                </Student>
                <Student>
                        <Stu_No>81433</Stu_No>
                        <Name>John Clinton</Name>
                        <paper>
                                <PID>001</PID>
                                <Title>Clinton Kennedy</Title>
                        </paper>
                        <paper>
                                <PID>003</PID>
                                <Title>IR-based approach</Title>
                        </paper>
                </Student>
        </professor>
        <professor>
                .....
                .....
        </professor>
</root>
(a) XML document with no IDREF
<root>
        <professor>
                <staffID>sbrown</staffID>
                <Name>Stanley Brown</Name>
                <Student>
                        <Stu_No>12745</Stu_No>
                        <Name>Bill Kennedy</Name>
                        <paper>
                                <ref:PID ref = "001"/>
                        </paper>
                        <paper>
                                <ref:PID ref = "002"/>
                        </paper>
                </Student>
                <Student>
                        <Stu_No>81433</Stu_No>
                        <Name>John Clinton</Name>
                        <paper>
                                <ref:PID ref = "001"/>
                        </paper>
                        <paper>
                                <ref:PID ref = "003"/>
                        </paper>
                </Student>
        </professor>
        <professor>
                .....
                .....
        </professor>
        <paper>
                <PID>001</PID>
                <Title>Clinton Kennedy</Title>
        </paper>
        <paper>
                <PID>002</PID>
                <Title>keyword search</Title>
        </paper>
        <paper>
                <PID>003</PID>
                <Title>IR-based approach</Title>
        </paper>
</root>
(b) XML document with IDREFs


















































































































(b) XML graph w.r.t. the XML document with IDREFs in Figure 1.1(b)
Figure 1.2: Data models of XML documents in Figure 1.1
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they are too complicated and not user-friendly for users. Users need knowledge
about structure of an XML document as well as understanding about the syntax
of a structured query language to issue a structured query. XML keyword
search can eliminate these limitations. Given a set of keywords in a keyword
query, XML keyword search aims to find the most relevant information with
the input keywords over the corresponding XML document. Due to the
flexibility and simplicity of keyword queries, XML keyword search has gained
substantial interests. Approaches of XML keyword search can be classified
into two types: tree-based approaches for XML documents with no IDREF
(usually modeled as a tree) and graph-based approaches for XML documents
with IDREFs (usually modeled as a graph).
For tree-based approaches, the typical solution is based on the LCA
(Lowest Common Ancestor) semantics, which was first introduced in [23].
LCA-based approaches search for the lowest common ancestors of nodes
matching keywords. Many subsequent works either enhance the efficiency
[84, 14] or the effectiveness of the search by adding reasonable constraints to
the LCA definition to filter less meaningful LCA results such as SLCA [78],
ELCA [85], VLCA [44] and MLCA [48].
For graph-based approaches, the search semantics are mainly based on
Steiner tree/subgraph and can be classified into (1) directed tree, (2) bi-directed
tree and (3) subgraph. Directed and bi-directed Steiner tree semantics are
applied for directed graph [21, 24], while subgraph semantics are applied for
undirected graph [45, 34, 52, 17]. More details about these works will be
reviewed in Chapter 2.
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1.2 Contributions of the Thesis
Structure search can support expressive queries, e.g., XPath and XQuery
queries, and return precise answers. However, it is complicated to ordinary
users. In contrast, keyword search is user-friendly. However, it cannot express
accumulated queries, e.g., group-by and aggregate functions, and returned
answers may not be satisfied by users. Therefore, the question we would like to
study is how to make a search possesses the advantages of both structured
search and keyword search. Particularly, it is user-friendly without necessity of
knowledge about schema and about syntax of query language (that means it is
still keyword search), but it can support more expressive queries, and it can
improve the quality of the search to provide more satisfactory answers for
users.
For this purpose, in this thesis, we exploit the semantics of Objects,
Relationships between/among objects, Attributes of objects, and Attribute of
relationships (referred to as ORA-semantics) to improve the effectiveness, the
efficiency and the expressiveness of XML keyword search. The
ORA-semantics is defined as the identifications of nodes in XML data and
schema. In XML schema, an internal node can be classified as object class,
explicit relationship type, composite attribute and grouping node; and a leaf
node can be classified as object identifier (OID), object attribute and
relationship attribute. In XML data, a node can be an object node or a
non-object node. The ORA-semantics is hidden in XML and in the mind of
database designers and users. For example, under ID/IDREF mechanism of
XML, database designers must know object and object identifier (OID) to
create reference edges. Otherwise, they cannot design an XML document with
ID/IDREF. Based on ID/IDREF in XML, users also know object and OID.
More information about the ORA-semantics will be studied in Chapter 3.
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Approaches for XML keyword search without using of the ORA-semantics
return answers which may be: (1) meaningless answers which are answers
without any other information beside the input query keywords, (2) duplicated
answers which are answers returned repeatedly from duplicated objects or
duplicated relationships, (3) incomplete answers which do not contain enough
information about all objects related to a relationship attribute, (4) missing
answers are answers unable to be found by the approaches, and (5)
schema-dependent answers which are answers depending on the schema used
to represent data content.
Based on the ORA-semantics, we first introduce a novel search semantics
(to define what should be an answer) for XML keyword search over an XML
document with no IDREF (reference edge), modeled as a tree (Contribution 1).
The proposed semantics, called NCON (Nearest Common Object Node), can
return missing answers, filter duplicated answers and avoid meaningless
answers and incomplete answers. We then propose a new search strategy which
can extend our proposed NCON semantics for an XML document with
IDREFs, modeled as a so-called XML IDREF graph, by exploiting the
hierarchical structure of an XML IDREF graph (Contribution 2). Especially,
we further extend the NCON search semantics by returning so-called common
relatives of matching nodes to provide an XML keyword search approach
which is independent to schema designs (Contribution 3). Finally, we support
expressive queries with group-by and aggregate functions for XML keyword
search (Contribution 4). The four above contributions of our thesis can be
briefly described as follows.
Contribution 1: Using ORA-semantics in Keyword Search over XML Tree
When an XML document does not contain IDREF, it can be modeled as a
tree. Typical approaches for keyword search over an XML tree are based on the
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LCA-based (Lowest Common Ancestor-based) semantics. However, these
LCA-based approaches may provide meaningless answers (due to returning
non-object nodes), duplicated answers (due to duplicated objects and
duplicated relationships in an XML document), incomplete answers (when
handling relationship attributes), and especially missing answers (caused by the
fact that the LCA-based approaches only search up the XML tree from the
matching nodes to find common ancestors but never search down the XML tree
to find common information appearing as descendants of matching nodes,
referred to as common descendants). This incident happens when XML data
contains many-to-many or many-to-one relationships.
To solve these problems, in Chapter 4, based on the ORA-semantics, we
introduce a novel search semantics, called Nearest Common Object Node
(NCON), which includes not only common ancestors, but also common
descendants of matching nodes to answer a keyword query. We also propose an
approach to find NCONs for a keyword query over XML tree. Our approach
uses the reversed data tree where the object paths from the root to each leaf
nodes are reversed with those of the original data tree. Then, common
descendants in the original data tree correspond to common ancestors in the
reversed data tree. Therefore, the common ancestors from both the original and
reversed data tree provide the set of NCONs for a keyword query.
Contribution 2: Using ORA-semantics in Keyword Search over XML
Graph
When an XML document contains IDREFs, it is modeled as a graph because
it cannot be modeled as a tree anymore. Applying the NCON semantics for
keyword search over XML graph is challenging because searching over graph
has been known to be equivalent to the group Steiner tree problem, which is
NP-Hard [18].
8
To address this challenge, in Chapter 5, based on the ORA-semantics, we
model an XML document with IDREF as a so-called XML IDREF graph. We
discover that an XML IDREF graph still has hierarchical structure where a
reference edge can be considered as a parent-child relationship, in which the
parent is the referring node and the child is the referred node. This enables us
to generalize efficient techniques of the LCA-based approaches for keyword
search over XML IDREF graph. Thereby, we can achieve an efficient
algorithm to find NCONs over XML IDREF graph.
Contribution 3: Schema-independent XML Keyword Search
Not only common ancestors and common descendants of the matching
nodes provide meaningful answers to users, we find that common relatives of
the matching nodes, which are common ancestors in XML documents with
some equivalent schemas, are also meaningful to users. This is because if a
database is designed in the way that the mentioned common relative becomes a
common ancestor of matching nodes in some equivalent schema, then that
common relative is returned as an LCA node. Therefore, in Chapter 6, based
on the ORA-semantics, we propose the CR (Common Relative) semantics to
include all together common ancestors, common descendants and common
relatives as answers.
Another important advantage of our CR semantics is that it is independent
from schema designs. In contrast, existing approaches depend on schema
designs because they may return different query answers for different
hierarchical structures of the same data content. This advantage is important
because when users issue a keyword query, they often have some intention in
mind about what they want to search for regardless of the schema used. Hence,
they expect the same answers from different designs of the same data content.
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Contribution 4: Group-by and Aggregate Functions in XML Keyword
Search
So far we only handle simple XML keyword queries with no group-by or
aggregate functions. In Chapter 7, we support expressive keyword queries with
group-by and aggregate functions including max, min, sum, avg, count for
XML keyword search. This raises several challenges. The first challenge is
how to handle ambiguity where a query has multiple interpretations in order
not to mix the results of group-by and aggregate functions from different query
interpretations together. The second challenge is how to handle object
duplication and relationship duplication to calculate group-by and aggregate
functions correctly. To overcome these challenges, we again exploit the
ORA-semantics to identify interpretations of a query and to detect duplication.
1.3 Our Publications and Relationships among
Our Contributions
The contents of this thesis are adapted from the following list of our
publications:
• [ER14]: Thuy Ngoc Le, Zhifeng Bao, Tok Wang Ling,
“Schema-independence in XML Keyword Search”, International
Conference on Conceptual Modeling (ER), full research paper,
nominated to the best student paper award, 2014. [39]
• [DEXA14 1]: Thuy Ngoc Le, Tok Wang Ling, “Finding Missing
Answers due to Object Duplication in XML Keyword Search”,
International Conference on Database and Expert Systems Applications
(DEXA), full research paper, 2014. [43]
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• [DEXA14 2]: Thuy Ngoc Le, Zhifeng Bao, Tok Wang Ling, Gillian
Dobbie, “Group-by and Aggregate Functions in XML Keyword Search”,
DEXA, full research paper, 2014. [40]
• [DASFAA14]: Thuy Ngoc Le, Tok Wang Ling, H. V. Jagadish, Jiaheng
Lu, “Object Semantics for XML keyword Search”, International
Conference on Database Systems for Advanced Applications (DASFAA),
full research paper, 2014. [41]
• [ER13]: Thuy Ngoc Le, Huayu Wu, Tok Wang Ling, Luochen Li, Jiaheng
Lu, “From Structure-Based to Semantics-Based: Towards Effective XML
Keyword Search”, ER, full research paper, 2013. [42]
Our other publications related to the thesis are follows.
• [CIKM14]: Zheng Zong, Zhifeng Bao, Thuy Ngoc Le, Mong-Li Lee,
Tok Wang Ling, “ExpressQ: Identifying Keyword Context and Search
Target in Relational Keyword Queries”, ACM International Conference
on Information and Knowledge Management (ACM CIKM), full research
paper, 2014. [81]
• [BigComp14]: Tok Wang Ling, Thuy Ngoc Le, Zhong Zeng, “Towards
an Intelligent Keyword Search over XML and Relational Databases”,
IEEE International Conference on Big Data and Smart Computing
(IEEE BigComp), keynote, invited paper, 2014. [50]
• [SoICT13]: Tok Wang Ling, Thuy Ngoc Le, Zhong Zeng,
“Semantics-based Keyword Search over XML and Relational
Databases”, ACM symposium on Information and Communication
Technology (ACM SoICT), keynote, invited paper, 2013. [49]
11
• [DEXA13]: Luochen Li, Thuy Ngoc Le, Huayu Wu, Tok Wang Ling,
Stephane Bressan, “Discovering Semantics on Data Centric XML”,
DEXA, full research paper , 2013. [47]
The relationships among the above publications and our contributions are
described in the Figure 1.3. We discover the ORA-semantics, analyze and
exploit it to improve the effectiveness, the efficiency, the expressiveness and the
schema-independence of XML keyword search. We also use the
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(Chapter 4) (Chapter 5)
(Chapter 3)
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XML tree XML graph
(Contribution 1) (Contribution 2) (Contribution 3) (Contribution 4)
(Preliminary)
Figure 1.3: Relationships among our publications and our contributions
From the viewpoint about the problems to be solved, the relationships
among our contributions can be summarized in Figure 1.4. We study from
simple XML keyword queries with no group-by or aggregate functions to
expressive XML keyword queries with group-by and aggregate functions. We
investigate from the case where a data content corresponds to only one XML
document to the case where multiple XML documents shares the same content
by representing the content in different ways, and we handle family of
problems of the existing XML keyword search, including meaningless
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Figure 1.4: Summary the problems to be solved
1.4 Thesis Outline
The rest of this thesis is organized as follows.
• Chapter 2 reviews the related works, mostly on existing approaches for
XML keyword search. We classify these approaches into two typical
types, namely tree-based approaches and graph-based approaches based
on the XML data model. In addition, we review some other topics
related to XML keyword search such as output presentations, handling
tag names, ranking, etc.
• Chapter 3 provides preliminaries with some concepts and techniques
which will be used in all of our contributions, including the
ORA-semantics, the way we match keyword with nodes in XML data,
and the way we deal with relationship attributes.
• Chapter 4 introduces our proposed NCON (Nearest Common Object
Node) semantics and our approach to find NCONs for a keyword query
over an XML document with no IDREF and modeled as an XML tree.
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• Chapter 5 presents our novel method to find NCONs over an XML
document with IDREFs and modeled as an XML IDREF graph by
exploiting the hierarchical structure of the XML IDREF graph.
• Chapter 6 introduces the novel CR (Common Relative) semantics to
provide a schema-independent approach for XML keyword search, and
to provide meaningful answers beyond common ancestors and common
descendants.
• Chapter 7 supports expressive keyword queries with group-by and
aggregate functions including max, min, sum, count, avg for XML
keyword search.




In this chapter, we would like to review the related works. We mainly focus on
the topics of defining semantics for XML keyword search and the
corresponding algorithms to find answers based on these semantics. We
classify existing works for XML keyword search into two main types, namely
tree-based approaches, and graph-based approaches based on whether the
XML document is modeled as a tree (with no IDREF) or a graph (with
IDREFs). For each type of approaches, we further classify works into
sub-classes and especially we summarize, make comparison and point out the
relationships among sub-classes. Moreover, we systematically point out the
common problems for each type of approaches. These problems will be solved
in our contributions.
In addition, we discuss on how and what kinds of semantics are exploited for
XML keyword search in existing works. We also review existing papers related
to group-by and aggregate functions. Finally, we investigate other topics related
to XML keyword search, including output presentation, handling tag names,











































Figure 2.1: Our classification for tree-based approaches based on the semantics
used
2.1 Tree-based XML Keyword Search
When XML documents do not contain IDREF, they can be modeled as trees.
Approaches to handle such documents are called tree-based approaches
because they are based on tree model. Inspired by the hierarchical structure of
the tree model, most of existing tree-based approaches are based on the LCA
(Lowest Common Ancestor) semantics, which returns the lowest common
ancestors of matching nodes to keyword queries. There are many subsequent
semantics to filter less meaningful answers. Existing works either improve the
effectiveness by proposing a new semantics or improve the efficiency by
proposing a new method for a certain semantics. The widely accepted
LCA-based semantics include LCA itself, SLCA, VLCA, MLCA, ELCA, and
etc, among which, SLCA and ELCA are the most popular semantics. We
classify the existing research works into these semantics and the result of our
classification is shown in Figure 2.1. Some research works study more than
one semantics such as XRANK [23], Set-intersection [84], and Top-K [13]. In
Section 2.1.7, we will summarize the discussed semantics, show their




The LCA semantics for XML keyword search was first proposed in
XRANK [23]. By the LCA semantics, for a set of matching nodes, each of
which contains at least one query keyword and each query keyword matches at
least one node in this set, the lowest common ancestor (LCA) of this set is a
returned node. An answer is a subtree rooted as a returned node (i.e., an LCA)
or a path from the returned node to matching nodes. XRANK is extended from
Googles Pagerank algorithm for ranking. It takes into account the proximity of
the keywords and the references between attributes. XRANK implements a
naive approach, and three optimized approaches afterwards to improve the
search.
2.1.2 SLCA Semantics
The SLCA (Smallest LCA) semantics was first proposed in XKSearch [78]. The
SLCA semantics defines an SLCA to be an LCA that does not have any other
LCAs as its descendants. There are many works on finding the set of SLCAs
for a keyword query.
XKSearch [78] proposes two efficient algorithms to compute SLCAs,
namely Indexed Lookup Eager and Scan Eager. To find all SCLAs, there are
two tasks, namely finding all LCAs and remove all ancestors among LCAs to
get the SLCAs. It is costly to find all LCAs. When the number of keywords
and the number of matching nodes for each keyword are increased, the number
of combinations is huge. XKSearch optimizes as follows. Firstly, for each
matching node u of the keyword which has the least number of matching
nodes, XKSearch finds its left match and right match. The left (right) match v
of u is the matching node of the other keyword and among all nodes in u’s left
(right) side, v is the nearest one (by pre-order). Only the LCA of u and v is a
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candidate SLCA. Thereby, it greatly reduces the number of computation of
LCAs. In other words, the key property of SLCA search is that, given two
keywords k1, k2 and a node u that contains keyword k1, one needs not inspect
the whole node list of keyword k2 in order to discover potential solutions.
Instead, one only needs to find the left and right match of u in the list of k2,
where the left (right) match is the node with the greatest (least) Dewey ID
(identifier) that is smaller (greater) than or equal to the Dewey ID of u.
Multiway-SLCA [14] further optimizes the performance of XKSearch
computation. The key motivation behind this approach is to avoid redundant
steps of XKSearch where SLCAs are computed by computing many
intermediate SLCA. Multi-way SLCAs approach computes each potential
SLCA by taking one data node from each keyword list in a single step instead
of breaking the SLCA computation into a series of intermediate SLCA
computations.
Top-k [13] studies how to support efficient top-k XML keyword query
processing based on the JDewey labeling scheme, where each component of a
JDewey label is a unique identifier among all the nodes at the same depth.
According to this property, the proposed Join-based algorithms perform set
intersection operation on all lists of each tree depth from the leaf to the root.
Set-intersection [84] presents a novel method to find SLCAs. The basic
idea is that common ancestors derived from any two keywords are the
intersection of the two sets of nodes matching those keywords. After finding
common ancestors, it creates a tree containing all common ancestors. Leaves
of this tree are SLCAs.
2.1.3 ELCA Semantics
The ELCA (Exclusive LCA) semantics is also widely accepted. ELCAs is a
superset of SLCAs, and it can find some relevant information that SLCA cannot
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find. An ELCA is an LCA with its own witnesses, i.e., matching nodes. In other
words, consider a node u, if u contains matching nodes of all query keywords
after removing all subtrees rooted at its descendant ELCAs, then u is an ELCA.
This semantics is first introduced in XRANK [23] with the DeweyInvertedList
algorithm, which reads match nodes in a preorder traversal, and uses a stack to
simulate the postorder traversal. Many other algorithms are proposed to find
ELCAs of a keyword query.
[79] proposes an Index Stack algorithm to find ELCAs more efficiently. The
algorithm to find all the ELCAs can be decomposed into two steps: first find all
ELCA candidates, and then find ELCAs in those candidates. The first step can
be leveraged the algorithm IndexedLookupEager in XKSearch [78].
[85] presents an efficient algorithm to find ELCAs named HashCount. This
algorithm can be divided into two subtasks: firstly, it finds out ELCA candidates;
and then it verifies these candidates, discard the false positives and obtain the
real results. Note that this framework is the same as the Indexed Stack algorithm
in [79], but techniques used are different.
Besides proposing algorithms for finding SLCAs, Top-k [13] and
Set-intersection [84] also presents algorithms for finding ELCAs with the
similar methods with those of finding SLCAs.
2.1.4 VLCA Semantics
The VLCA (Valuable LCA) semantics is introduced in [44]. According to the
VLCA semantics, any two matching nodes in an answer must be
homogeneous, that is there are no two nodes of the same elementary type (i.e.,
label, tag) on the paths connecting the two matching nodes, except themselves.
Two algorithms, the Brute-Force algorithm and the Stack-based algorithms are
proposed in [44] to finds VLCAs for a keyword query. There are two variants
of VLCA semantics, namely XSEarch [16] and RLCA (Relevant LCA) [60].
19
XSEarch [16] is a variant of VLCA semantics. The whole algorithm is
based on a property, called interconnection. Let n and n′ be nodes in a tree T ,
T |n, n′ be the path from n to n′ in T . Then n and n′ are interconnected if one of
the these conditions hold: T |n, n′ does not contain two distinct nodes with the
same label; or the only two distinct nodes in T |n, n′ with the same label are n
and n′. The intuition of such a property is that it differentiates the attributes that
belongs to different entities. XSEarch try to find sets of match nodes, such that
each set contains all keywords and every two keywords in a set is
interconnected. XSEarch returns the path of each set as the search result.
However, the complexity is NP-complete. So XSEarch only requires that each
node in one set should be interconnected with one node. This looser condition
is called star-interconnected and makes it possible to find all the results in
polynomial time.
RLCA [60] is similar to XSEarch. RLCA is different from XSearch into
two aspects: (1) it accepts that two nodes with the same type can be
meaningfully connected in a subtree, due to the fact that a user may be
interested in finding more than one entity with the same type. (2) For queries
related to only single entity, RLCA uses node types to detect the relevancy of
fragments rather than simply uses node labels. Hence, it can detect that some
nodes are still homogeneous although there are some nodes of the same types
on the path connecting them, such as the two attributes of the same object type.
2.1.5 MLCA Semantics
Meaningful LCA (MLCA) [48] introduces the concept of meaningful
relationship between two nodes. According to the MLCA semantics, two nodes
are meaningfully related to each other if (1) they have the hierarchical
relationship (ancestor-descendant relationship), or (2) the two nodes belong to
the same types, or (3) the LCA of matching nodes in the data tree belongs to
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the LCA of their node types in the schema tree. Otherwise, the two nodes are
not meaningful. An MLCA is an LCA in which any two matching nodes have a
meaningful relationship.
Although the MLCA semantics is similar to the VLCA semantics,
conditions of the MLCA semantics is looser than that of the VLCA semantics.
They have two main differences. Firstly, for MLCA, two matching nodes of the
same types always provide a meaningful answer, while for VLCA, the
meaningful answer still depends on whether any nodes between them are of the
same type. Secondly, for VLCA semantics, there must be no two nodes on the
paths connecting matching nodes are of the same type, while for MLCA
semantics, the nodes on the paths connecting matching nodes cannot be of the
same type with matching nodes only.
For example, two matching nodes n1, n2 in Figure 2.2(a) and Figure 2.2(b)
are meaningful related because they satisfy condition (1) and condition (3)
respectively; while they are not meaningful related in Figure 2.2(c) if n′2 has the
same type of n2. This is because n1, n2 in Figure 2.2(c) do not satisfy any of the
three conditions. Particularly, they obviously do not satisfy condition (1) and
condition (2). For condition (3), the LCA of n1 and n2 in the data tree is n,
which is different from the LCA of their node types in the schema tree, which
is the type of n′ because n′2 has the same type of n2.
Figure 2.2: Structural relationships among nodes
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2.1.6 Other Semantics
MCT [26] introduces MCT (minimum connecting tree) of a set of nodes to be
a minimum subtree that connects all nodes of that set. The root of the subtree
is an LCA. The advantage of MCT is to exclude irrelevant information which is
not related to keywords.
XReal [4] applies idea from information retrieval to handle XML keyword
search. It exploits the statistics of underlying XML database to identify the
search target nodes, keyword ambiguity and relevance oriented ranking. Firstly,
it finds the node type which is most likely users is searching for. That search for
nodes should contain all the keywords in subtrees and not to be deeply nested in
the XML. Secondly, it determines the node type which is most likely to be the
correspondent to each keyword. After that, it computes the similarity between
an XML node and the query for ranking.
An answer of a keyword query has two parts: the returned node (defined by
the semantics) and output presentation (which information should be returned
together with the returned node). XSeek [53] focuses on the second part. XSeek
uses some heuristics to identify the appropriate data nodes to be returned after
the connection between the matches is already established.
MAXMATCH [54] provides the first novel algorithm that satisfies four
properties of data monotonicity, query monotonicity, and data consistency and
query consistency. For data Monotonicity, if we add a new node to the data,
then the data content becomes richer, therefore the number of query results
should be (non-strictly) monotonically increasing. For query Monotonicity, if
we add a keyword to the query, then the query becomes more restrictive,
therefore the number of query results should be (non-strictly) monotonically
decreasing. For data consistency, after a data insertion, each additional subtree
that becomes (part of) a query result should contain the newly inserted node.
For query consistency, if we add a new keyword to the query, then each
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additional subtree that becomes (part of) a query result should contain at least
one match to this keyword.
RTF [37] introduces the concept of Relaxed Tightest Fragment (RTF) as the
basic result type. Then it proposes a new filtering mechanism to overcome the
two problems in MAXMATCH, which are the false positive problem (discarding
interesting nodes) and the redundancy problem (keeping uninteresting nodes).











































Figure 2.3: Our classification for tree-based approaches based on the semantics
used
Figure 2.3 is a recall of Figure 2.1, in which we classify the existing
research works based on the semantics they apply. In addition, we find that for
the same query Q, the relationships among the set of answers by the
LCA-based semantics are follows:
LCA(Q) ⊇ ELCA(Q) ⊇ S LCA(Q) and
LCA(Q) ⊇ MLCA(Q) ⊇ VLCA(Q)
As can be seen, for the same query Q, the LCA semantics provides the
most answers. However, many of them are contained by the other and are not
really relevant. Therefore, the other semantics have constraints to filter out such
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answers. However, they may filter out meaningful answers as well. As a result,
no semantics is the best and can beat all the other. Each has its own advantages
and disadvantages. We summarize these semantics and the relationships among
them in Table 2.1 and use the following example for illustration.
Example 2.1 Consider keyword query {Q = Clinton, Kennedy} issued against
the XML data tree in Figure 2.4, in which we circle and label some nodes as
(&o1), (&o2), (&o3), (&o4) and (&o5) for discussion. Two nodes (&o4) and
(&o5) are LCAs, SLCAs, ELCAs, MLCAs, and VLCAs. LCAs of the query are
nodes (&o1), (&o2), (&o3), (&o4) and (&o5). Among LCAs, only the two
nodes (&o4) and (&o5) are SLCA nodes while the other do not because they
are ancestors of either node (&o4) or node (&o5). Nodes (&o2) and (&o3) are
not ELCA nodes either because they do not have their own witnesses.
Although, node (&o1) is not an SLCA node, it is an ELCA node because after
removing the two nodes (&o4) and (&o5), it still has Kennedy and Clinton as
its descendants (under node (&o2) and node (&o3)). In this example, all LCA
nodes are MLCA nodes because none of LCA nodes fall into the case in Figure
2.2(c). Among LCA nodes, node (&o1) is not a VLCA node because there exists
nodes of the same types (student) on the path connecting matching nodes. The
remaining nodes are VLCAs. As we can see, LCA(Q) ⊇ ELCA(Q) ⊇ S LCA(Q)
and LCA(Q) ⊇ MLCA(Q) ⊇ VLCA(Q). Returned nodes of the semantics for
query Q are also summarized in Table 2.1.
2.1.8 Common Problems of the LCA-based Semantics
Although different LCA-based semantics (e.g., LCA, SLCA, ELCA, VLCA,
etc) provide different answers, they all are based on the concept of LCA.
Moreover, they all ignore the ORA-semantics (studied in Section 3.1 of
Chapter 3), which includes the semantics of object, relationship, object
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Table 2.1: Our summary on the LCA-based semantics
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Figure 2.5: An XML data tree about student and course of a university
attribute and relationship attribute. Therefore, we find that they suffer from
several common problems. In this section, we will systematically point out the
common problems of all the LCA-based semantics by comparing answers
returned by the LCA-based approaches and answers expected by users. We use
the XML data in Figure 2.5 whose schema is in Figure 2.6 for illustration. It is
worthy to note that Course (11) and Course (35) refer to the same object
<Course:CS5201> despite of appearing as different nodes.
Problem 1. Meaningless answer. Consider Q1 = {Bill}. The LCA-based
approaches return node Bill (6). However, this is not useful since it does not
provide any additional information about Bill. This happens when a returned
node is a non-object node, e.g., an attribute or a value. The reason is that the
LCA-based approaches do not have the concept of object and attribute and thus
cannot differentiate object and non-object nodes. Returning object node is
meaningful whereas returning non-object node is not. The expected answer
should be forced up to Student (1), the object w.r.t. to Bill (6) since it
contain additional information related to Bill such as major and student No.
Problem 2. Missing Answer. Consider an XML keyword query Q2 = {Bill,
John} issued to the XML data in Figure 2.5, in which the query keywords
match first name of two students. The LCA-based approaches return the
document root as an answer for Q, which is intuitively meaningless for users
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Figure 2.6: Schema of the XML data tree in Figure 2.5
because returning the root means returning the whole XML document. Note
that two objects are the same if they belong to the same object class and have
the same OID value. Then Course (11) and Course (35) refer to the same
object <Course:CS5201>1 because they belong to the same object class
Course and have the same OID value CS5201. Therefore, <Course:CS5201>
is the common course taken by both students Bill and John and should be an
answer. However, the LCA-based approaches miss this answer because they
are not aware of object, OID and the duplication of the same object. Thus, the
common courses taken by both students are not found.
Problem 3. Duplicated answer. Consider Q3 = {CS5201, Database}. Two
answers Course (11) and Course (35) of this query are duplicated because
the two nodes refer to the same object <Course CS5201>. This problem is
caused by the unawareness of duplication of object having multiple occurrences.
Users expect that either of Course (11) or Course (35) should be returned,
but not both since they are different occurrences of the same object <Course
CS5201>. In reality, if the course has 300 students enrolled, then such answers
are duplicated 300 times. This really overwhelms and annoys users.
Problem 4. Incomplete answer. Consider Q4 = {Database A}. The LCA-
based approaches return Course (11) and Course (35) as answers. These
answers are incomplete because ‘A’ grade is not an attribute of a course, but
it is grade of a student taking the course instead. On the other hand, Grade is
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Figure 2.7: Another design for the university XML data in Figure 2.5
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Figure 2.8: Schema of the XML data tree in Figure 2.7
a relationship attribute between Student and Course, not an object attribute.
This is because the LCA-based approaches cannot distinguish between an object
attribute and a relationship attribute under an object node. The proper answer
should be all students taking course Database and getting an ‘A’ grade. To
do that, the answer should be moved up to contain other objects (e.g., students)
participating in the relationship that‘A’ grade belongs to.
Problem 5. Schema-dependent answer. There may be several schema
designs with different hierarchical structures for the same data content. The
XML data in Figure 2.5 can also be represented by another design as in
Figure 2.7 with different hierarchical structure among object classes, e.g.,
Course becomes the parent of Student. Consider Q5 = {Bill, Database}.
With the design in Figure 2.5, the LCA-based approaches return Student (1).
With the design in Figure 2.7, Course (1) is returned. As shown, answers for
different designs are different though these designs refer to exactly the same
information and we are dealing with the same query. This is because answers
from the LCA-based semantics rely on the hierarchical structure of XML data.
Different hierarchical structures may provide different answers for the same
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query. Users issue a keyword query without knowledge about the underlying
structure of the data. Thus, their expectation about the answers is independent
to the schema design. Therefore, the expected answers should also be
semantically the same with all designs of the same data content.
Summary. The main reasons of the above problems are the high dependence
of answers returned by the LCA-based approaches on the hierarchical structure
of XML data (e.g., Q5), and the unawareness of ORA-semantics (see Table
2.2). Particularly, unawareness of objects causes missing answers (e.g., Q2),
and duplicated answer (e.g., Q3) because the LCA-based approaches cannot
discover the same object. Unawareness of object and attribute causes
meaningless answer (e.g., Q1) because it cannot differentiate XML elements
(object vs. attribute). Unawareness of relationship causes incomplete answers
(e.g., Q4) because of it is unable to know the degree of a relationship type and
not differentiate an object attribute and a relationship attribute.
Table 2.2: Summary of the discussed XML keyword queries
Query Keyword Problem Reason
Q1 Bill Meangingless
answer
unawareness object and attribute,
cannot differentiate XML elements
Q2 Bill,
John




















depend on the hierarchy
Our contributions to solve the above problems. In Section 2.2.6, we will
show that the above problems of the LCA-based approaches occur when
handling XML keyword search over XML graph as well. To solve these
problems for both the tree and graph based approaches, we need to exploit the
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ORA-semantics. Figure 2.9 is a recall from Figure 1.4 in Chapter 1, which
shows the correspondence of our contributions with the problems we will










































Figure 2.9: The correspondence of our contributions with the problems to be
solved
2.2 Graph-based XML Keyword Search
ID/IDREF is an XML standard and is often used in XML documents. With
IDREF, XML is modeled as a graph because it is no longer a tree. Existing graph
techniques can be applied for XML graph-structured data such as [9, 17, 22, 24,
33, 63, 45, 34]. Semantics applied in the existing graph-based approaches can
be classified into (1) subtree, (2) subgraph and (3) bi-directed tree.
2.2.1 Subtree based Semantics for Directed Graphs
It is natural to model an XML document as a directed graph where forward
edges (or edges in unambiguous contexts) are parent-child relationships or
IDREFs (reference edges). Most approaches for this kind of data model find a
minimal rooted tree containing all keywords, in which the path from the root to
each content node is directed. This kind of semantics includes the minimal
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Steiner tree semantics [21] and the distinct root semantics [24]. Intuitively,
these semantics are similar to the LCA semantics and they also suffer from the
same problem of missing answers as the LCA semantics does (discussed in
Section 2.1.8). Particularly, even with IDREF, the common object appearing as
the child (or the descendant in general) of two nodes cannot be found by these
semantics. This is because the directed tree based semantics only search
backward (i.e., follow the reversed direction of the directed edges), but never
search forward to find common information which related to all matching
nodes.
For example, consider query {CS1, CS2} against the directed XML graph in
Figure 2.10, where the keywords match the two objects course 2 and course
5. Note that in this example, we match keywords with the whole object rather
than a single value node. Both pieces of information in Figure 2.11(a) and
in Figure 2.11(b) are meaningful to users. Intuitively, the first one (in Figure
2.11(a)) means the two courses are taught by Lecturer Albert, and the second
one (in Figure 2.11(b)) means the two courses are both taken by Student named
Bill. However, the directed tree based semantics only return the first one in

































































































































































Figure 2.11: Illustration for query {CS1,CS2}
2.2.2 Subgraph based Semantics for Undirected Graphs
An XML document can also be modeled as an undirected graph by ignoring
the direction of edges. For undirected graph, an answer is commonly either a
subgraph such as the r-radius semantics [45] and the r-clique semantics [34];
or minimum cost connected tree [17]2. These semantics can provide more
answers than the directed tree based semantics do, including common
descendants because they search for all directions, not only follow the reversed
direction of edges as the subtree based semantics do. However, they may also
provide answers which can be hardly interpreted (or even meaningless)
because many answers contain matching nodes which are very far or even not
related at all.
For example, suppose the XML document in Figure 2.10 is modeled as an
undirected graph by ignoring the direction of edges. Consider keyword query =
{S1,S3} where the keywords match two students. Figure 2.12 shows an
answer3 under the subgraph based semantics. This answer means the two
students study two courses which are both taken by another student. Intuitively,
the relationship of the two students is too weak and users do not expect such
answer. Although several recent works [45, 34, 52] take the distance between
each pair of (content) nodes into account, these works still return such answer
2It is actually acyclic subgraph.
3For ease of comprehension, we only show objects. Note that both Student 4 and Student
6 refer to object <Student:S2>.
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because the relationship between the two nodes may still meaningless even the
distance between them is not far. More precisely, for this example, if we treat
the weight of IDREF is 0 and all parent-child relationships have the same size
of 1, then the distance between the two content nodes is 4. Then, if the distance
threshold is 4, the above answer is returned. Even if we the content nodes are
closer, the returned answer may be still meaningless. For example, for another
keyword query {Student1, Course2}, the path
student1-course1-student2-course2 is also a meaningless answer, because the
relationship between student1 and course2, i.e., student1 takes a course





Course 1 Course 2
Student 1 Student 2
Figure 2.12: A meaningless answer of the subgraph based semantics
2.2.3 Bi-directed Tree based Semantics for Directed Graphs
Some works such as [9, 33] model data as directed graph, but they create an
backward edge corresponding to each forward edge with the reversed direction
(probably with lower score for ranking in the backward edge). Thereby, the
answer they return can be a subtree with forward edges, or a subtree with
backward edges. Some works such as [36] even return a subtree with a mix of
forward and backward edges. Such answer is actually a subgraph. Thus it may
be meaningless as illustrated in Section 2.2.2. Edge direction for this work is
mainly served in improving the efficiency of the search.
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2.2.4 Other Methods based on Graph
XKeyword [28] views an XML document as a directed graph of nodes. The
result of a keyword query is the minimal total target object networks which
are the minimal graphs involving all query keywords and in which each node
is a target object. Since the XML document is stored in relational database, a
target object in this paper corresponds to a tuple in relational database, which is
not always correct as studied in [82]. This work exploits the properties of the
schema of the database to facilitate the result presentation, to find target objects
and to optimize the performance of the search system, e.g., reducing search
space. XKeyword focuses on the presentation of the result and on techniques to
provide fast response time. However, since the schema does not fully contain the
ORA-semantics, XKeyword does not discover real relationships among objects,
does not distinguish relationship attributes and object attributes, and does not
always discover objects correctly.
2.2.5 Relationship and Comparison on the Semantics of
Existing Graph-based Approaches
We summarize existing graph-based approaches, their problems, and classify
these approaches based on the semantics they apply in Figure 2.13. Note that
trees are directed. However, some above works use the term undirected trees
with the meaning of acyclic graph.
In brief, for the efficiency, the subtree based semantics over directed graph
is generally faster than the others because in the directed graph, the search
follows only one direction. For the effectiveness, the subtree based semantics
may miss a lot of answers because they search for only one direction. The
subgraph based semantics can provide more answers, including the missing































































Figure 2.13: Relationship of Graph-based approaches and the semantics used
provided by the subgraph based semantics are meaningless because the
matching nodes are not closely related, or even not related at all.
2.2.6 Common Problems of the Graph-based Approaches
Besides the problems of each semantics discussed above, in generally, without
the ORA-semantics, all graph-based approaches suffer from the same problems
of the LCA-based approaches (studied in Section 2.1.8) when not all objects in
the XML data are under IDREF mechanism. When all objects are under
IDREF mechanism, graph-based approaches can handle some but not all
problems of the LCA-based approaches. Particularity, the incomplete answer
(when handling relationship attributes) and meaningless answer (due to
returning non-object nodes) cannot be solved no mater IDREF is used or not.
The other problems including missing answer, duplicated answer and
schema-dependent answer can be solved.
We use the XML data in Figure 2.14 which contains both objects with
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Figure 2.14: An XML document with both IDREFs and duplicated objects
search. We apply the widely accepted semantics minimum Steiner tree [17, 22]
for illustrating the proble s. In the XML data in Figure 2.14, Object
<Employee:HT08> is duplicated with two occurrences Employee (6) and
Employee (26). Ternary relationship type among Supplier, Project and
Part means suppliers supply parts to projects. Quantity is an attribute of this
ternary relationship and represents the quantity of a part supplied to a project
by a supplier. Besides, binary relationship between Supplier and Part has an
attribute Price to represent the price of a part supplied by a supplier.
(A) Problems cannot be solved with IDREF
IDREF mechanism is aware of semantics of object and object ID. However, the
semantics of relationship and attribute is still not recognized and utilized which
causes the problems of meaningless answer, and problems related to
relationship.
Meaningless answer. Not differentiating object and non-object nodes cause
meaningless answer when the returned node is a non-object node. For example,
for Q1 = {Amazon}, the answer is only Amazon (45) without any other
information.
Incomplete answers . Without semantics of relationship, the graph-based
search cannot distinguish object attribute and relationship attribute, and cannot
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recognize n-ary (n ≥ 3) relationship. These cause problems related to
relationship.
For example, for Q2 = {PARTA, 100}, the subtree rooted at Part (46) is
an answer. However, this is not complete since price 100 is the price of a part
named PARTA supplied by Supplier (41). It is not the price of Part (46).
Thus, the answer should be moved up to Supplier (41) to include
Supplier (41) as well.
For another example related to ternary relationship, Q3 = {PARTA, 150},
the answer is the subtree rooted at Part (36). This is not complete either
since 150 is the quantity of a part named PARTA supplied by Supplier (41) to
Project (21). Quantity is not an attribute of object Part (46). Thus, the
answer should be moved up to Project (21) to include Project (21) and
Supplier (41).
(B) Problems can be partly solved with IDREF
IDREF mechanism is based on semantics of object and object ID, thus using
IDREF can avoid problems caused by lack of semantics of object, including the
problems of missing answer, duplicated answer and schema-dependent answer.
However, if IDREF mechanism is not totally applied for all objects, i.e., there
exists some duplicated objects, e.g., object <Employee:HT08> in Figure 2.14,
then the above problems are not totally solved.
For example, Q4 = {Bill, HT08} has two duplicated answers,
Employee (6) and Employee (26). For Q5 = {Prj2012, Prj2013}, only
the subtree containing Supplier (41) can be returned by the graph-based
approaches whereas the subtree containing <Employee: HT08> is missed. If
object class Employee is designed as the parent of object class Project, the
missing answer of Q5 are found. It shows that the graph-based search also
depends on the design of XML schema in this case.
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Summary. The graph-based search can avoid missing answer, duplicated
answer and schema-dependent answer only if the IDREF completely covers all
objects. Otherwise, the above limitations cannot avoid. The other problems
including meaningless answer and incomplete answer are still unsolved no
matter IDREFs are used or not because IDREF mechanism only considers
semantics of object and OID but ignores semantics of relationship and
attribute. Therefore, to completely solve the above problems, in Chapter 5 and
Chapter 6, we exploit the ORA-semantics in keyword search over XML graph.
2.2.7 Inefficiency Problem of Graph-based Approaches
Another problem of graph-based approaches is related to the efficiency. For
searching over graph, generally, content nodes will be expanded to all directions
until they can connect to one another. In theory, there can be exponentially
many answers under the Steiner tree based semantics (for both directed and
undirected graph), i.e., O(2m) where m is the number of edges in the graph.
Note that subgraph based semantics such as [45, 34] are also based on Steiner
tree/graph. The graph search has generally been known to be equivalent to the
group Steiner tree problem, which is shown to be NP-Hard [18]. In contrast,
with the LCA semantics, the search is very efficient based on the common prefix
of Dewey labels of nodes. Even with efficient index and top-k search, basically
graph search can hardly be as efficient as tree. In Chapter 5, we discover the
hierarchical structure of XML graph and thus can inherit the efficient techniques
of the computation of LCA to apply for searching over XML graph.
2.3 Other Topics Related to XML Keyword Search
After finding returned nodes, how to rank answers and present them, i.e., what
to be included and displayed in each of the answers, is also important.
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Therefore, we also review existing works on output presentation and
post-processing, ranking answers, and handling tag name keywords. Since
XML and relational database (RDB) are closely related, we also review the
topics on how to store XML using RDB and keyword search over RDB.
2.3.1 Using semantics in existing XML Keyword Search
XSeek [53] infers entity, attribute and connection nodes from XML schema by
some heuristics. However, these heuristics do not always hold because they
cannot distinguish entity and composite attributes or some aggregate nodes.
Moreover, they also do not consider relationship and relationship attribute.
XKeyword [28] exploits XML schema. However, XML schema does not
fully contain semantics as most of XML schemas do not fully capture semantics
of OID and relationship.
Although Bao et. al. [5] proposed an object-level for XML keyword search,
an object in this work is just a group of piece of information. Later, Wu et. al.
[75] proposed another object-oriented approach for XML keyword search with
the heuristic that the parent node of each property node is an object node. An
object in their works does not represents a real entity in many cases because
a group of piece of information or the parent node of properties node can be
a relationship type, a composite attribute, or a grouping node. Therefore, they
do not always distinguish an object from a composite attribute and/or a multi-
valued attribute. Moreover, these works only consider object semantics without
other important semantics such as OID and relationship. Hence, they cannot
distinguish XML elements and discover duplicated objects.
Some works focus on adding semantics into query such as XSEarch [16],
combining query form and keyword search [15], generating query forms [32],
QUnit [59]. XSEarch uses some format such as l:k, l:, :k where l is a label and
k is a keyword. This additional information does not contain any concepts of
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object, object ID, relationship and attribute to handle queries of all cases
correctly. QUnit has a simple interface of query forms which allow users to
specify binding of keywords and attributes. [15] generates from a keyword
query to several other queries by replacing some keywords with schema terms
then ranks/groups those new queries. [32] uses concepts of queriability of an
entity type, queriability of an attribute to generate “good” query forms which
can cover as many queries as possible. Queriability of two related entities
depends on their respective queriabilities and the fraction of one entity’s
instances that are connected to the other entity’s instances, and vice versa. For
example, if paper is always connected with author but not necessarily editor,
then queriability (paper, author) > queriability (paper, editor). It means related
enities may be asked together. Queriability of an attribute depends on its
number of occurrences in the data with respect to its parent entity instances.
For example, if every paper has a title, but not all papers have indexterm, then
queriability(title) > queriability (indexterm). It intuitively means that
frequently appeared attributes of an entity are important.
Since the semantics adding/exploiting/generating in these approaches is too
limited, these approaches cannot distinguish XML elements and discover
duplicated objects. Hence, they cannot answer all queries correctly. In contrast,
the ORA-semantics used in our thesis is discovered fully and with high
accuracy [47]. This enables us to improve the quality of XML keyword search
greatly.
2.3.2 Group-by and Aggregate Functions in XML keyword
Search
Group-by and aggregate functions are studied in XML structured queries such
as [76, 20] and in keyword search over relational database (RDB) such as
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[69, 77]. However, there is no such work in XML keyword search. This is
because without the ORA-semantics, one cannot detect duplicated objects and
duplicated relationships, and cannot interpret a keyword query correctly either.
Therefore, the group-by and aggregate functions cannot be calculated correctly.
In Chapter 7, we exploit the ORA-semantics to support expressive keyword
queries with group-by and aggregate functions for XML keyword search.
2.3.3 Output Presentation and Post-processing
eXtract [29] generates result snippets for XML keyword search to help users
pick relevant results quickly. Liu et al. [56] propose techniques for result
differentiation to investigate and compare multiple relevant results. Liu and
Chen [55] cluster the results according to roles of keywords, and further cluster
results based on the root of the subtree. XSeek [53] outputs the data nodes
according to whether they match search predicates or return nodes. Although
these works improve the comprehension of answers, no work pays attention on
removing duplicated answers, which could annoy users.
Tao and Yu [68] mined interesting terms to return interesting non-keyword
terms in all query results to help user better understand the results and issue
new queries. TreeCluster [61] clusters results based on pattern and keyword to
facilitate users quick browsing through search results. To help user see result
types, XBridge [46] groups results based on context of result roots. Liu and
Chen [55] first clustered the results according to roles of keywords (predicates,
return nodes), and further clustered results based on the context of query
keywords (the root of the subtree).
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2.3.4 Ranking Answers in XML Keyword Search
XRANK [23] introduces a ranking method to rank all result subtrees rooted at
LCAs. XRANK extends the well-known Googles PageRank to assign each node
u in the whole XML tree a pre-computed ranking score. This score is computed
based on the connectivity of node u. A node u is given a high ranking score
if it is connected to more nodes in the XML tree by either parent-child or ID
reference edges. XSEarch [16] combines a simple TF*IDF IR ranking with size
of the tree and the node relationship to rank results. In particular, several factors
increase the rank of a result are similarity between query and result, weight
of labels appearing in the result and characteristics of result tree. EASE [45]
combines Information retrieval ranking and structural compactness based DB
ranking to fulfill keyword search on heterogenous data. [4] is built at sub-tree
level, which coincides with the fact that the answer to a keyword query should
be a subtree rooted at an appropriate node rather than the LCA or SLCA node
itself. The above approaches only rank based on answers, but not rank based on
query interpretation.
2.3.5 Storing XML Documents Using RDBMS
There are a number of works for storing (and querying) XML documents using
an RDBMS (Relational database management system) such as [65, 2, 3, 30, 11,
58, 62]. They transform an XML document to relational tables and translate
queries of XML structured query languages such as XPath, XQuery to SQL
queries [65, 3, 11, 62] or some other languages [2, 58]. Finally, the results are
converted to XML. However, without the ORA-semantics, these works may not
transfer XML to RDB correctly.
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2.3.6 Keyword Search over Relational Database
Many works have been proposed for keyword search over relational database
(RDB) such as DBXplorer [1], DISCOVER [27], BANKS [9], Bidirectional
[33], BLINKS [24], and EASE [45]. Many of them support XML keyword
search as well. DBXplorer [1] generates trees of tuples that contain all query
keywords and are connected through primary key-foreign key relationship.
DISCOVER [27] handles problem of keyword proximity search. BANKS [9]
uses backward search to find Steiner tree in labeled, directed graph. Later,
Bidirectional [33] improves BANKS by using bidirectional (backward and
forward) search. BLINKS [24] proposes a bi-level index to prune and increase
speed of bidirectional search for top-k answers. EASE [45] introduces a unified
graph index to handle keyword search on heterogeneous data. More recent
works has focused on efficiency issues [7, 38]. [38] also focuses on ranking
answers of keyword search in databases over a graph, in which a database can
be an XML document or a relational database.
In relational database, it is difficult to capture objects and relationships
having multi-valued attributes. An object with multi-valued attributes is
usually stored in several tables and primary keys are not always OIDs. These
may make the searching by joining relational tables based on primary-foreign
key constraints more complex and difficult or give meaningless answers.
Recently, [82] exploits the semantics to improve the quality of the keyword
search over RDB. It converts the RDB to a so-call ORM (Object Relationship





In this chapter, we introduce some common concepts and techniques which
will be used through all our contributions, including the concepts of object,
relationship and attribute in XML (referred to as ORA-semantics), the way we




This section introduces the ORA-semantics in XML and briefly describes the
discovery of the ORA-semantics. More information on discovering the ORA-
semantics can be found in our work [47].
3.1.1 Definition of ORA-Semantics in XML
A. At schema level
We refer the tree structure derived from XML schemas as XML schema trees.
In an XML schema tree, object class is an internal node representing a real
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world entity or concept. An object class has a set of object attributes to
describe its properties. Each object class has an object identifier (OID) to
uniquely identify its instances. Several object classes may be connected
through a relationship type which may or may not explicitly appear as a node
in the XML schema tree. We call them explicit relationship type and implicit
relationship type respectively. A relationship type may have a set of
relationship attributes. Aggregational node aggregates its child nodes with
identical/similar meaning. Composite attribute is an object attribute or a
relationship attribute containing multiple components, each of which can be a
single attribute or a composite attribute. Weak object class with identifier
dependency (IDD) relationship with another object class, is similar to the weak
entity type in ER model.
Based on the above concepts, we define the ORA-semantics
(Object-Relationship-Attribute-semantics) of XML schema as follows.
Examples are illustrated in Figure 3.1 and Figure 3.2.
Concept 3.1 ORA-semantics (Object-Relationship-Attribute-semantics) In
an XML schema tree, the ORA-semantics is the identification of nodes, which
can be object class, OID, object attribute, aggregational node, composite
attribute and explicit/implicit relationship type with relationship attributes.
In an XML schema tree, a node must be either an internal node or a leaf
node. Internal nodes can be object class, composite attribute, aggregational node
and explicit relationship type; while leaf nodes can be OID, object attribute and
relationship attribute. Implicit relationship type does not explicit appear as a
node in the XML schema tree.
ORA-semantics vs. XML schemas. ORA-semantics cannot be fully captured
in XML schemas such as XML Schema or DTD. First, in XML schemas,
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XML 
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Name   







(e.g., Student, Course, Lectur  
(e.g., SID, Code,  StaffID) 
(e.g., First, Last, Title, Name,   
(e.g., Grade) 
(e.g., relationship of Student & Course, Course   
(e.g.,  the remaining edges) 
Figure 3.1: An XML schema tree
Figure 3.2: The ORA-semantics in XML schema tree in Figure 3.1
attributes and object attributes cannot be distinguished. Second, OID of objects
cannot be fully captured either. XML schemas can only capture OID if it is
defined as ID. However, for the child objects of many-to-many or many-to-one
relationships, OID cannot be expressed as ID due to the duplication of these
child objects. Third, XML schemas cannot distinguish objects and multi-value
attributes either because they are both represented as star (*) nodes. To fully
capture the ORA-semantics, we need XML rich semantics schema such as
ORA-SS [51]. Otherwise, without ORA-SS, the ORA-semantics cannot be
fully captured by other XML schemas.
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B. At data level
We refer the tree structure derived from XML documents as XML data trees.
An XML data tree (data level) conforms from an XML schema tree (schema
level). Object, relationship, OID value and attribute value at data level belong
to object class, relationship type, OID and attribute at schema level respectively.
The following concepts are defined in the XML data tree. We will use the XML
data in Figure 3.3 for illustrating examples.
Concept 3.2 (Object and OID value) In an XML data tree, an object is
represented by a group of nodes, starting at a tag w.r.t. object class, followed
by a set of attributes and their associated values. Each object belongs to an
object class and has a unique OID value, which can be single or composite.
Concept 3.3 (Object node vs. non-object node) Among nodes describe an
object, the one w.r.t. an object class is called object node and all remaining
nodes are called non-object nodes. Each non-object node is associated with a
corresponding object node.
For example, in Figure 3.3, Student (1) is an object node whereas
Name (4), Bill (6), Kennedy (8), etc are non-object nodes belonging to
object node Student (1).
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Table 3.1: Concepts of the ORA-semantics
Object class Object node
Explicit relationship type Explicit relationship
Aggregation node None
Composite attribute None
OID OID --- OID value
Object attribute Object attribute --- Object attribute value
Relationship attribute Relationship attribute --- Relationship attribute value
Implicit relationship type Implicit relationship
Edge joined object class Edge joined object 









Concept 3.4 (Relationship) Objects may be connected through some
relationship which can be explicit or implicit. An explicit relationship explicitly
appears in an XML data as a node, whereas an implicit relationship is reflected
by the connection between/ among objects.
For example, in Figure 3.3, there is no explicit relationship but several
implicit relationships such as the relationship between Student (1) and
Course (11) with the meaning of enrollments of students in courses.
The ORA-semantics concepts are summarized in Table 3.1.
3.1.2 Discovering ORA-semantics
The ORA-semantics is discovered in our work [47], which has high accuracy
(greater than 99%, 93% and 95% for object class, OID and the overall process,
respectively). Followings are the summary of the approach in [47].
In [47], properties of the ORA-semantics, heuristics and data mining
techniques are used to discover the ORA-semantics in data-centric XML
schema and XML data. The properties used in this approach conform to the
design of the corresponding ORA-SS model [51] or ER model, and the
heuristics are summarized based on the characteristics and the observations of
different ORA-semantics concepts. In case an XML schema is not available
with XML data, XML schema extraction has been studied in [25].
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The approach [47] includes four steps as shown in Figure 3.4. (1)
Pre-processing: it is a one-time effort and it extracts the properties and
heuristics for each ORA-semantics concept. (2) Internal node classification: it
uses a bottom-up approach to classify all internal nodes in the XML schema
tree into one of the following category of ORA-semantics concepts: object
class, role name, composite attribute, aggregational node and explicit
relationship type; (3) Leaf node classification: it uses a top-down approach to
identify OID for each object class, and then distinguishes between object
attributes and relationship attributes using the identified OIDs; (4) Implicit
relationship type identification: it identifies implicit relationship types, which









































Figure 3.4: General process of the automatic semantics discovery
Properties of an ORA-semantics concept are its necessary conditions,
which mean given an ORA-semantics concept, it must satisfy its properties.
Sufficient conditions can identify a particular ORA-semantics concept. We also
proposed heuristics related to ORA-semantics concepts. Some are abstracted
from XML schema based on the common way of schema design, and some are
discovered from XML data using data mining techniques. We list the
properties, sufficient conditions and heuristics for each ORA-semantics
concept in Table 3.2 for internal nodes and Table 3.3 for leaf nodes. Examples
in these tables are from Figure 3.1. More details can be found in [47].
49
Table 3.2: Properties, sufficient conditions and heuristics of internal nodes
ORA-





O1) It is an internal node;
O2) It has more than one child node;
O3) It has at least one FD/MVD among 
its EDLNs;
O4) Not all nodes in the LHS of each of 
its FDs/MVDs are IDREF attribute;
E1) It is an internal node;
E2) It has at least one object class, 
IDREF(S) attribute or role name as 
descendant node.
E4) Its EDLN(s) should be relationship 
attribute;
A1) It is an internal node;
A2) It has only one child node;
A3) Its child node is a repeatable node;
C1) It is an internal node;
C2) It has more than one child node;
C3) It does not have FD/MVD among its 
EDLNs;
C4) It hasn't any object class, IDREF(s) 







H2) Its tag 
name is the 
plural form of 
the tag name of 









A) It has ID 






H1) Its tag 
name can be a 
verb form.
E3) If it has at least one FDs/MVDs 
among its EDLN(s), then all nodes in 
the LHS of each of its FDs/MVDs are 
IDREF attributes;
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Table 3.3: Properties, sufficient conditions and heuristics of leaf nodes
ORA-





OID1) It is a leaf node;
OA1) It is a leaf node;
OA3) Its lowest ancestor object class 
is the object class it belongs to;
RA1) It is a leaf node;
R1) It is an internal node;
R2) It has only one child node;
R3) Its child node is not a repeatable 
node;












OA2) It can be functionally/multi-
valued  determined by the OID of its 
lowest ancestor object class;
OID2) Together with OID(s) of 
some(zero or more) of its ancestor 
object class(es), they can functionally 
multi-valued determine all  EDLN(s) of 
the object class;
RA3) It can be functionally/multi-
valued  determined by  OIDs of all 
object classes involved in the 





H3) Its tag name 
shares high 
linguistic similarity 
with or being a 
specialization of 
the tag name of 




RA4) It is an EDLN of an explicit 
relationship type or EDLN of the 
lowest object class that involves in an 
implicit relationhsip type to which the 
relationship attribute belongs;
RA2) It cannot be functionally/multi-
valued  determined by the OID of its 
lowest ancestor object class;
OID of object 
class
B) It is specified as 






3.2 Our Labeling and Matching
Labeling. Different from conventional labeling schemes where each node has a
distinct label, we only label object nodes. All non-object nodes are assigned the
same label with their corresponding object nodes. By this labeling scheme, the
number of labels is largely reduced. This brings huge benefits for the efficiency
because the search space is reduced.
Matching. Thanks to our labeling scheme, matching in our contributions
is also different from the conventional matching. Since all nodes of the same
object are assigned the same label, a keyword contained by any of attributes or
values of an object is considered as matching that object.
3.3 Handling Relationship Attribute
We distinguish a relationship attribute and an object attribute. An object
attribute belongs to an object while a relationship attribute or its value belongs
to a relationship between/among objects, not just belong to the lowest object
(of the relationship) where it appears as the child. Therefore, if a keyword k
matches a relationship attribute value u, then k is treated as matching the
objects participating in the relationship which u belongs to. Similarly, if a
keyword k matches a relationship attribute name u, then k matches the object
classes participating in the relationship type which u belongs to. Thereby,
answers for a query containing a relationship attribute (or its value) u will
contain all objects participating in the relationship which u belongs to.




Using ORA-Semantics in Keyword
Search over XML Tree
The objective of this chapter is to address the problem of meaningless answers
(due to returning non-object nodes), duplicated answers (due to duplicated
objects and duplicated relationships in an XML document), incomplete
answers (when handling relationship attributes), and especially missing
answers (due to only searching up the XML tree) for keyword queries issued
against an data-centric XML document with no IDREF by exploiting the
ORA-semantics. Recalled that these problems are discussed in Section 2.1.8.
4.1 Introduction
XML has become a widely accepted standard for data storage and data exchange
in many applications. In the meantime, keyword search provides a simple and
user-friendly query interface to access XML data in most applications, where
users may not know XML structured query languages (e.g., XPath/XQuery),
or the schema is unavailable, complex, or fast-evolving. Therefore, keyword
















































































































Figure 4.1: An XML document with the corresponding schema and the
discovered semantics
most successful approaches to XML keyword search is the LCA semantics [23],
which was inspired by the hierarchical structure of XML. Following this, many
extensions of the LCA semantics such as SLCA [78], MLCA [48], ELCA [85]
and VLCA [44] have been proposed to improve the effectiveness of the search.
4.1.1 Limitations of the LCA semantics
While the LCA semantics and its variants work well for many types of XML
documents, unfortunately, in several scenarios, they still suffer from several
limitations, including returning meaningless answers and missing answers.
Meaningless answers are returned when the LCA node (or its variants) just
simply matches query keywords and does not provide any other additional
information or the LCA is the root of the document. More importantly,
LCA-based approaches may miss meaningful answers because they only
search up from the matching nodes, i.e., the nodes containing keywords, for
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common ancestors, but never search down to find common information
appearing as descendants. From now on, we use the term common descendant
to refer to such common information. Example of these drawbacks can be seen
in the context of the XML data tree in Figure 4.1, in which there are two binary
relationship types: between Professor and Student, and between Student
and Paper.
Example 4.1 (Meaningless answer) For query {Stanley, Brown}, an
answer such as the value node Stanley Brown (in the left most) is
meaningless since it does not provide any additional information about
Stanley Brown. A meaningful answer for this query should contain
additional information such as Professor, StaffID and age.
Example 4.2 (Missing answer) For query {Bill, John}, the keywords match
two students: Student(1.1.1) and Student(1.1.2) respectively. Their
common ancestor Professor(1.1) is an answer returned by LCA-based
approaches. However, this is not enough. Object <Paper:001>1, which is
represented by groups of nodes started at Paper(1.1.1.1) and
Paper(1.1.2.1), should also be returned as an answer. This paper is a
common descendant of these student nodes. Intuitively, these students are not
only supervised by the same professor <Stanley:Brown>, but also co-authors
of the same paper <Paper:001>.
The problem of missing answer happens when the relationship between
object classes is many-to-many (m : n) or many-to-one (m : 1). Then, the child
object is duplicated each time it occurs in the relationship, and two nodes may
have the same object as the child. However, this common object will not be
discovered by the LCA-based approaches. Although IDREF can be used in
1<Paper:001> denotes an object belongs to object class Paper and have OID 001.
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such cases, for the purpose of easy understanding and retrieval, XML data with
m : n or m : 1 relationships may be still represented as tree structure.
In practice, m : n relationships occur in many real XML datasets. For
example, some popular datasets including IMDb2 and NBA3 (used in
experiments of prevalent XML research works such as [72, 71, 70, 67, 57])
also contain a lot of duplicated objects. In IMDb, an actor or actress can play in
many movies, and a company can produce several movies. In NBA, a player
can play for several teams in different years. Moreover, due to the flexibility
and exchangeability of XML, many relational datasets with m : n relationships
can be transformed to XML [35, 19] with duplicated objects. Thus, it is very
likely that LCA-based approaches will miss meaningful answers for such
databases.
4.1.2 Our novel semantics
To address limitations of the LCA semantics, we exploit the ORA-semantics
(discussed in Section 3.1) in XML keyword search. Recall that in XML data,
an object may be represented as different object instances, each of which
corresponds to a group of nodes, rooted at a tag indicating object class,
followed by a set of attributes and their associated values. We refer to this root
node as object node and the others as non-object nodes. For example, object
<Paper:001> has four instances starting from four object nodes
Paper(1.1.1.1), Paper(1.1.2.1), Paper(1.2.1.1) and
Paper(1.2.2.1) respectively. Other nodes such as PID, 001, Title,
Clinton& Kennedy are non-object nodes. An object is identified by its object
class and OID (object identifier). Thus, two instances represent the same




Based on the ORA-semantics, we introduce a novel semantics, called
Nearest Common Object Node (NCON) for XML keyword search. The NCON
semantics has two key features. For the first feature, an NCON must be an
object node rather than an arbitrary node. This reduces the number of
meaningless answers. For the second feature, an NCON can be either an
LCOA (lowest common object ancestor) or an HCOD (highest common object
descendant). Although LCOA is similar to LCA [23, 44, 78], the important
difference is that an LCOA must be an object node. An HCOD is a (1) common
object descendant of a set of keywords, and (2) having no ancestor that is also a
common object descendant of that set of keywords. The second feature
includes common descendants into the answer set. Let us revisit the motivating
examples introduced above and see how our proposed NCON semantics helps.
Example 4.3 (Reprise Example 4.1 (meaningless answer)) LCOA
Professor(1.1) is the object node of the non-object nodes Stanley Brown.
Returning the former is meaningful, whereas returning the latter is
meaningless. LCOA semantics will return the object node, rather than the
non-object node.
Several works such as XSeek [53], XReal[4], and [75, 6] have attempted to
solve the problem of meaningless answers by identifying entity (object), and
they can obtain more meaningful answers in several cases. However, these
works do not use OIDs as ours, and therefore do not always distinguish an
object from an aggregation node, a composite attribute, and a multi-valued
attribute.
Example 4.4 (Reprise Example 4.2 (missing answer)) We discover that
Paper(1.1.1.1) and Paper (1.1.2.1) refer to the same object: paper
<PID:001>, because they belong to the same object class Paper and have the
same OID value 001. HCOD will find this paper and return it as an answer. In
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contrast, LCA based approaches cannot detect this common paper because it
appears as a descendant, not as an ancestor.
For an XML document with ID/IDREF, graph-based approaches such
as [17, 45, 34] can provide common descendants. However, to maintain the tree
structure, XML designer may be willing to duplicate information instead of
using ID/IDREF. Those graph-based approaches can find common descendants
only if all objects in the considered XML document are under ID/IDREF
mechanism. Otherwise, those graph-based approaches do not recognize
instances of the same object. Therefore, they cannot find common descendants
either. To the best of our knowledge, our work is the first attempt to discover
duplicated objects to return common descendants for a keyword query.
A final answer obtained by LCA-based approaches includes two parts: an
LCA node and a presentation of the answer, e.g., a subtree or a path. Arguably,
the presentation as a subtree may contain common descendants. However, LCA-
based approaches do not explicitly identify them and it may be hard to identify
them because this presentation contains a great deal of irrelevant information.
In contrast, our NCON semantics can and does clearly identify both common
ancestors and common descendants.
4.1.3 Our approach and contributions
Like existing LCA-based approaches such as [78, 85, 44, 48], we work with
data-centric XML documents with no ID/IDREF, in which objects may be
duplicated as different instances due to m : n or m : 1 relationships. We follow
the NCON semantics so that both common ancestors and common descendants
can be answers. Finding common descendants is much more challenging than
finding common ancestors. Given a set of matching nodes, unlike a common
ancestor which appears as only one node, a common descendant may appear as
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many different nodes. Therefore, it requires more complex techniques of
indexing and searching to find common descendants.
We propose a new search strategy which uses XML object tree (O-tree)
rather than the whole XML document for the search. An O-tree is extracted
from an XML data tree by keeping only object nodes and associating all
non-object nodes (e.g., attributes and values) to the corresponding object
nodes. This helps reduce the number of meaningless answers because only
object nodes are returned. Moreover, this reduces the search space greatly
since the number of nodes in O-tree is much smaller than those in the whole
XML document (due to not counting non-object nodes). To find common
descendants, we use a reversed O-tree, whose paths from the root to leafs are
reversed from those of the given O-tree. Then, HCODs of the given O-tree can
be found as LCOAs of the reversed O-tree. Figure 4.2(b) shows the reversed
O-tree w.r.t. the O-tree in Figure 4.2(a).
In brief, we make the following contributions in this chapter.
• Based on the ORA-semantics, we introduce a novel semantics for XML
keyword search, called NCON, which can return common descendants
as answers. Moreover, these semantics can be built seamlessly on any
variant of the LCA semantics (Section 4.2).
• We propose an efficient search which uses the O-tree and reversed O-tree
rather than the whole XML documents (Section 4.3 and Section 4.4).
• We have an optimized algorithms to filter duplicated answers on the fly
and to retrieve the optimal costs in some cases (Section 4.5).
• We have implemented all of our ideas in XRich system for evaluation.
Although XRich has overhead from finding HCODs, experimental
results show that it outperforms the state-of-the-art approaches in terms
of both effectiveness and efficiency because it works with O-trees rather



























































































(b) The reversed O-tree of the O-tree in Figure 4.2(a)
Figure 4.2: The original and reversed XML object trees (O-trees)
4.2 Our Nearest Common Object Node (NCON)
semantics
Based on the ORA-semantics, especially object and OID, we introduce the
NCON semantics, which includes both common ancestors and common
descendants. It can be built on the LCA semantics [23] or any of its variants
such as SLCA [78], VLCA [44] and ELCA [85]. For simplicity of
presentation, we provide the following definitions which are based on the LCA
semantics. It is straightforward to make the necessary minor modifications
required if any of the variant semantics are preferred.
Let u ≺a (a, a, or a) v denote that object node u is an ancestor (a
descendant, an ancestor-or-self, or a descendant-or-self respectively) of object
node v. A keyword k matches an object node u if k is contained by u or by non-
object nodes associated with u. The NCON semantics and its two components,
i.e., LCOA (Lowest Common Object Ancestor) and HCOD (Highest Common
Object Descendant) are defined as follows.
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Definition 4.1 (LCOA of a set of object nodes) Object node u is the LCOA of
a set of object nodes {u1, . . . , un} if (1) u a ui ∀i = 1..n and (2) there exists no
object node v a u s.t. v a ui ∀i = 1..n.
An LCOA is similar to an LCA. However, an LCOA must be an object node
while an LCA can be an arbitrary node. This difference enables the NCON
semantics to reduce the number of meaningless answers.
Definition 4.2 (HCOD of a set of object nodes) Given a set of object nodes
S = {u1, . . . , un}, the set of object nodes H = {h1, . . . , hn} is an HCOD of S if
• all hi’s refer to the same object and
• ui a hi ∀i = 1..n and
• there exists no set of object nodes H′ = {h′1, . . . , h′n} where h′i ≺a hi ∀i =
1..n which satisfies the above two conditions.
HCOD is the distinguishing feature of the NCON semantics. An HCOD
contains a set of object nodes which refer to the same object. Each of them is a
descendant of the corresponding matching object node. Note that a set of object
nodes has only one LCOA but may have several HCODs because a node has
only one parent but several children.
Definition 4.3 (An NCON of a set of object nodes) An NCON of a set of
object nodes S is either an LCOA of S or an HCOD of S.
Definition 4.4 (An NCON of a query) An NCON of a keyword query
Q = {k1, . . . , kn} is an NCON of a set of object nodes S = {u1, . . . , un} where ui
matches ki.
4.3 Overview of our approach
The problem tackled in this chapter is to find the set of NCONs for a keyword
query issued against a data-centric XML document without IDREF. This
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section provides an overview of our approach, including the ideas about object
orientation and reversal mechanism, and the overview of the process. Detailed
techniques will be given in Section 4.4.
4.3.1 Object orientation
Based on object nodes, we introduce the concept of XML object tree (O-tree) as
follows.
Concept 4.1 (O-tree) An O-tree OT is a tree extracted from an XML data tree
DT by keeping all object nodes, and associating non-object nodes to the
corresponding object nodes. For any object nodes u and v in DT having no
other object nodes in between4, there is a parent-child edge between u and v in
OT.
For example, the O-tree extracted from the XML data in Figure 4.1 is shown
in Figure 4.2(a), in which in each node, Dewey label is used to identify object
node while object class and OID are used to identify object.
O-tree brings two important benefits to XML keyword search. First, an
answer is more likely to be meaningful since a returned node is an object node
in O-tree and it represents a whole object rather than just an attribute or a
value. Second, the search space is dramatically reduced because the number of
nodes of the extracted O-tree is much smaller than that of the corresponding
XML data tree. Suppose that the average number of attributes for an object
class is N, then the number of nodes in the XML document is around 2 × N
times larger than that of O-tree (due to not counting attributes and values for
the O-tree). This extensively reduces the complexity of the search.
4.3.2 Reversal mechanism
The set of NCONs includes LCOAs and HCODs. LCOAs can be found by any
of existing LCA-based approaches such as [78, 84]. To find HCODs, the idea
4There may exist non-object nodes between them such as an aggregational node or a grouping node [47].
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is a reversal mechanism by which HCODs of the given O-tree are turned into
LCOAs in its reversed O-tree, which is defined as follows.
Concept 4.2 (Reversed O-tree) Given an O-tree OT, the reversed O-tree w.r.t.
OT is an O-tree OTR such that
• for each path of object nodes /u1/u2/ . . . /un−1/un from the root to a leaf
in OT, there is a corresponding reversed path /u′n/u
′





OTR where each pair of object nodes ui and u
′
i refer to the same object,
and
• there does not exist any pairs of nodes in OTR such that they refer to the
same object and they have the same list of objects as their ancestors, and
• there is no other object node in OTR .
• if X is an attribute of the relationship among ui, . . . , ui+q where ui is an
ancestor of ui+q and X is resided under ui+q in OT, then in OTR , X is
resided under u′i , which refers to the same object with ui.
For example, Figure 4.2(b) shows the reversed O-tree derived from the O-
tree in Figure 4.2(a).
Since a relationship attribute appears under the lowest object of the
relationship, when we generate the reversed O-tree, the relationship attribute
must move under the new lowest object of the relationship.
To derive a reversed O-tree, we need to determine whether two object
nodes refer to the same object based on their object class and OID.The reversed
O-tree is used with the sole goal of finding HCODs. Although there may be
duplication in O-trees, such duplication does not affect the efficiency thank to
our index and search techniques (discussed in Section 4.4 and Section 4.5). We
assume updating does not frequently happen as LCA-based approaches
assume. Otherwise, adding or deleting one node can lead to change Dewey
labels of all nodes in an XML document in those approaches.
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Figure 4.3: Overview of the process
For XML data containing only binary relationships, LCOAs can be found
from original O-tree while HCODs can be found from the reversed O-tree. Thus,
although other O-trees, apart from the reversed O-tree, may capture the same
information with the original O-tree, only the duo of the original and reversed
O-tree is self-sufficient to return all NCONs.
4.3.3 Overview of the process
The process of our approach, as shown in Figure 4.3, comprises two
components for pre-processing and query processing. Detailed techniques of
these components will be discussed in Section. 4.4. For pre-processing, the
three main tasks are extracting the O-tree from the input XML document,
generating the reversed O-tree from the original O-tree and indexing.
For query processing, we follow the reversal mechanism in which HCODs of
the original O-tree are turned into LCOAs of the reversed O-tree. Therefore, our
process has three steps: finding LCOAs in the original O-tree, finding LCOAs in
the reversed O-tree, and converting LCOAs in the reversed O-tree to HCODs in
the original O-tree. Our process is flexible in the sense that, it is independent of
any LCA semantics adopted, and can be easily deployed to existing LCA-based
approaches.
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We observe that for several cases, using the reversed O-tree is not necessary
because there is no HCOD. So we can optimize the processing with the
following property.
Property 4.1 Given an XML keyword query Q = {k1, k2, . . . , kn}, the reversed
O-tree does not provide any new answer if any of the following holds:
• Q has only one keyword.
• All keywords of Q match same object.
• Keywords of Q may have multiple matches. For a set of matching object
nodes S = {u1, u2, . . . , un} where ui matches keyword ki, the reversed O-
tree does not provide any new answer for S if there exist two different
object nodes ui, u j ∈ S which do not represent the same object such that
they are the leaf nodes in the original O-tree.
The first two conditions are intuitive. The rationale behind the third
condition is that when ui and u j are the leaf nodes in the original O-tree, they
become the highest nodes in the reversed O-tree with no ancestor beside the
root. They do not have ancestor-descendant relationship for one of them to
become a common ancestor either. Therefore, there is no common ancestor of
these two nodes. Thus, there is no common ancestor of S . Hence, the reversed
O-tree does not provide new answer.
Another technique to improve efficiency is filtering out duplicated answers
efficiently. Duplicated answers provide no additional information and even
annoy users. However, removing them at post-processing step when we already
need cost for retrieving them is very inefficient. Thus, we propose some
properties to filter out duplicated answers on the fly and get the optimal cost
O(1) for some particular cases (discussed in Section 4.5).
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4.4 Detailed techniques of our approach
Following Section 4.3, this section presents detailed techniques of our approach.
4.4.1 Generating the reversed O-tree
The process of generating the reversed O-tree from the original O-tree OT has
two steps corresponding to two first conditions of Concept 4.2. We also consider
XML documents with complicated schema.
Step1: reversing object node paths.
To reverse object node paths in OT , we traverse OT backward from each leaf
node to the root to form a reversed path. Then, all reversed paths are connected
to form the intermediate O-tree. Algorithm 1 presents this process. We use
an array-like-stack S to store all object nodes in OT . An array-like-stack is
an array in which push and pop operators are used in similar way to a stack
while we still can access any element in S like an array. We traverse OT by
depth first order and push visited object nodes into S . To handle the branches
in the tree, we maintain the parent of each object node. Thus, we use the triple
〈i, (ob jCls(i) : OID(i)), pre(i)〉 to represent each object node i, where i is the
index by depth first order (i = 0 for the root while i starts from 1 for the others),
ob jCls(i) and OID(i) are the object class and OID of i and pre(i) is the index
of the parent of i. Figure 4.4 shows the intermediate O-tree w.r.t. the original
O-tree in Figure 4.2(a).
When an object class 〈i, ob jCls, pre(i)〉 is popped out of S , our approach
has different behaviors based on the index of the parent pre(i). Specifically, if
pre(i) = 0 (the parent is the current top element), then our approach pops the
next element. If pre(i) = −1 (the parent is the root), then our approach moves
the cursor back to the top of S . If pre(i) , 0 (the parent has branches), our
approach gets information of pre(i) but does not pop pre(i) out of S .
66
Algorithm 1: Reversing object node paths
Input: The original O-tree OT
Output: Intermediate O-tree OT I
1 Variables: Array-like-Stack S : store object nodes in OT by DF order
2 for visited object node i ∈ OT by DF order do
3 S .Push (〈i, (ob jCls(i) : OID(i), pre(i)〉)
4 OT I . Add (Root)
5 OT I . NewBranch
6 while S , ∅ do
7 〈i, (ob jCls(i) : OID(i), pre(i)〉 ← S .Pop
8 OT I . Add (ob jCls(i) : OID(i))
9 //pre(i) = 0:parent is current top element
10 if pre(i) = 0 then
11 OT I . NewBranch
12 //pre(i) , 0: parent has branches
13 if pre(i) , i − 1 and pre(i) , 0 then
14 k← pre(i)
15 while k , 0 do
16 Access element k 〈k, (ob jCls(k) : OID(k), pre(k)〉
17 OT I . Add (ob jCls(k) : OID(k))
18 if pre(k) = 0 then
19 OT I . NewBranch
20 if pre(k) = k − 1 then
21 k. Next
22 k ← pre(k)
Space complexity. The space complexity in the worst case is O(N) where N
is the number of object nodes in an O-tree, which is much smaller than that of
nodes in an XML data tree. Thus, it is feasible for a large XML document.
Time complexity. Each of N elements in the array-like-stack is processed once
so the cost is O(N). To generate the reversed O-tree, in worst case, it costs O(M)
where M is the maximum number of nodes in a level. Hence, the total cost is
N + d × M where d is the depth of the schema tree. Since d and M is too small,
the time complexity becomes O(N).
Step 2: merging object nodes.



































tken<1, Professor sbrown, 0>
<2, Student 12745, 1>
<4, Paper 002, 2>
<3, Paper 001, 2>

































Figure 4.4: The intermediate O-tree derived from the O-tree in Figure4.2(a)
object nodes having the same set of ancestors. Particularly, at the first level of
the intermediate O-tree, we merge branches where the starting object nodes refer
to the same object. Then we recursively merge in the lower levels. Figure 4.5
















































































































































(b) The second level
Figure 4.5: Merging branches having the same set of ancestors
Note that during the reversal, we associate relationship attributes (if any) to
the lowest object node of the relationship it belongs to. The whole process is
still valid if an object class has multiple occurrences in XML schema.
Size of the reversed O-tree. In the worst case where there exist 1 : m
relationships, the size of the reversed O-tree is N×h2×l where N, h, l are the number
of nodes, the height, and the least number of attributes of an objects in the
original XML document. The number of object nodes in the original O-tree is
N/l. All leaf nodes ((N/l)/2 nodes) become the nodes in the first level (after
the root node). In the worst case where there is no duplication among them,
there will be maximum N×h2×l nodes.
XML document with n-ary relationship (n ≥ 3). An n-ary relationship
(n ≥ 3) is reversed as a set of binary relationships. For n-ary relationship (n ≥ 3),
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using the reversed O-tree can return more answers than LCA-based approaches,
but we may still miss some meaningful answers. We leave the improvement of
this kind of relationships for future work. Fortunately, such relationships are
rare in XML in practice.
4.4.2 Indexes
Since a common descendant may appear as many different nodes, we need more
complex kinds of index to accelerate finding common descendants.
Keyword list.
Keyword list is to efficiently retrieve the set of matching objects5 in the original
XML document. Each keyword matches a list of objects ordered decreasingly
by hierarchical level of objects. The space cost of the keyword list is K × M
where K is the number of keywords in XML document and M is the maximum
number of objects matching a keyword. Table 4.1 shows a part of keyword list
of the XML data in Figure 4.1.
Table 4.1: A part of keyword list of the XML data in Figure 4.1
Keyword Matching objects




Object list is created for two purposes. It is used to determine whether two
object nodes refer to the same object or not, and more importantly, to identify
the set of object nodes in the reversed O-tree w.r.t. a given object. The latter will
be used to find HCODs. Each object corresponds to a list of Dewey labels of its
5An object matches keyword k when any of its object node matches k.
69
object nodes sorted by preorder numbering. The space cost of the object list is
M × N where M is the total number of objects in the original O-tree and N is
the maximum number of object nodes of an object. We do not merge keyword
list and object list for our optimized algorithm, which is given in 4.5. Part of the
object list of the O-trees in Figure 4.2 is given in Table 4.2.
Table 4.2: A part of object list of the O-trees in Figure 4.2
Objects Objects nodes in the
original O-tree
Object nodes in the
reversed O-tree
<Professor:sbrown>1.1 1.1.1.1, 1.1.2.1, 1.2.1.1,
1.3.1.1
<Student:12745> 1.1.1, 1.2.1 1.1.1, 1.2.1
<Student:81433> 1.1.2 1.1.2, 1.3.1





Given an object node in the reversed O-tree, reversed list is to trace back to
corresponding object nodes in the original O-tree for final output presentation.
It costs N × L where N is the number of object nodes in the reversed O-tree and
L is the maximum number of object nodes in the original O-tree w.r.t. a given
object node in the reversed O-tree. Table 4.3 shows a part of the reversed lists
w.r.t. the O-trees in Figure 4.2.
Table 4.3: A part of reversed list of the O-trees in Figure 4.2
Object nodes in reversed O-
tree
Corresponding object nodes in original O-
tree




4.4.3 Basic query processing
This section presents the basic process of our approach. Our basic process is
flexible in the sense that, it is independent of any LCA semantics adopted, and
can be easily deployed to existing LCA-based approaches. We also propose an
optimized algorithm, which does not rely on any existing algorithms, in the next
section. As shown in Figure 4.3, to process a keyword query Q = {k1, . . . , kn},
we have three steps.
Step1: finding LCOAs from the original O-tree OT. We can use any of
existing LCA-based algorithms for this task. The list of object nodes matching
keyword ki can be retrieved from the keyword list and object list. Consider a
set of matching object nodes S = {u1, . . . , un} where ui matches ki. We denote
LCOAO(S ) and LCOAR(S ) be the set of LCOAs for S w.r.t. the original O-tree
OT and the reversed O-tree OTR , respectively.
Based on Property 4.1, we determine whether we need to find LCOAR(S ) or
not. Since the reversed O-tree is used without users’ awareness, LCOAR(S ) will
be converted to HCODs w.r.t. the original O-tree.
Step 2: finding LCOAs of the reversed O-tree OTR . To find LCOAR(S ), from
S we identify the corresponding sets of object nodes on OTR . To do this, we
look up the object list. Note that, there may be more than one corresponding
set in OTR . After that, we can apply the same algorithm with the algorithm of
finding LCOAO(S ).
Step 3: converting LCOAR(S) into HCODs of OT. An LCOAs v of OTR
corresponds a set S uperset of nodes in OT , which can be found by looking up
reversed list. HCODs is the subset H = {h1, . . . , hn} of S uperset where hi is a
descendant of ui.
All ideas discussed above about finding HCODs for a given set of matching
object nodes S = {u1, . . . , un} are presented in Algorithm 2.
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Algorithm 2: Finding HCODs(S )




1 for each ui do
2 S i ← looking up object nodes of OTR in object list
3 LCOAR(S )← LCOA(S 1, . . . , S n)
4 for each v ∈ LCOAR(S ) do
5 S uperset← looking up object nodes of OT w.r.t. v in reversed list
6 for each matching object node ui in S do
7 hi ← e ∈ S uperset and e a ui
8 HCOD(S ).Add({h1, . . . , hn})
Complexity. The cost of finding HCODs(S) is dominated by the cost of looking
up a node in object list and reversed list. In the worst case, it is m × log(n) for
the former, where m and n are the number of objects matched query keywords
and the maximum number of object nodes w.r.t. an object. For the later, it is
log(N) × log(L) where N and L has similar meanings in reversed list.
Presentation of an answer. To avoid irrelevant information, we present an
answer as a path from a returned NCON, i.e., a (set of ) object node(s) to
matching object nodes as shown in Figure 4.6.
Figure 4.6 shows the process and outputs for a set of matching nodes of
query {Clinton, Kennedy} issued again the XML data in Figure 4.1, in
which one final output corresponds to an LCOA and the other corresponds to
an HCOD.
Q = {Clinton, 
Kennedy}























Superset of HCOD= {1.1.1.1, 
1.1.2.1, 1.2.1.1, 1.2.2.1}
Reversed   list






















Figure 4.6: Process and output of query {Clinton, Kennedy}
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4.4.4 Handling multiple object class paths.
In an XML schema, an object class may have multiple occurrences. An
occurrence is identified by the path from the root to it, referred to as object
class path in this chapter. For example, in the XML object class tree
Figure 4.7(a) (extracted from an XML schema by keeping only object classes),
object class Student has three occurrences corresponding to three object class
paths: P1 = Root/ Professor/ Student, P2 = Root/ Professor/
Project/ Student, P3 = Root/ Professor/ Course/ Student. An
object o w.r.t. a path p is called a path-object (o, p). For example, object
<Student:A007> in Fig 4.7(b) has three path-objects w.r.t. P1, P2 and P3.
The reversed O-tree
Our process of the reversed O-tree generation is still valid with multiple class


































Figure 4.7: Object with multiple roles
Index
The keyword list and object list can be easily extended by replacing an object
with its path-objects. Particularly, a keyword k in the keyword list corresponds
to a list of path-objects (o, p) where o is the object matched k w.r.t. the object
class path p. In the object list, each path-object corresponds to a list of lists of
the corresponding object nodes.
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Query processing
With the extended index (for multiple object class paths), the basic process is
still valid without any modification.
4.4.5 Removing duplicated answers
Example 4.5 (Duplicated answers) Consider query {Clinton, Kennedy},
we see that there are four occurrences of the searched values in Figure 4.1.
Even with NCON semantics, each of these value nodes has a distinct parent
object node. However, we can see that all of these object nodes refer to the
same object because they belong to the same object class Paper and have the
same object ID value 001. As such, it is enough to return this object just once.
A common problem with XML is that objects and relationships can be
duplicated in multiple places to achieve a tree structure when there exist
many-to-many or many-to-one relationships. Queries which match each of
these duplicate instances, as we saw in the example above, often return
overwhelmingly large result sets. Suppose a course is taken by 300 students in
an XML document where student is parent of course, then when a query about
this course is issued, users get 300 duplicated answers about the same course.
Duplicated answers are defined as follows.
Concept 4.3 (Duplicated answers) Two answers are duplicated if (1) the two
returned nodes refer to the same object (i.e., they have the same OID), or the
same relationship6 (i.e., their involved objects are the same); and (2) the two
sets of matching object nodes are the same in the sense that each node in one
set refer to the same object with some node in the other set and vice versa.
Figure 4.8 shows examples of duplicated and non-duplicated answers w.r.t.
the data in Figure 4.1. In Figure 4.8(a), two answers of query {12745,001} are
6An explicit relationship can appear as a node in XML data.
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duplicated since each pair of object nodes of the two answers refer to the same
object. In Figure 4.8(b), two answers of query {tken,001} are not duplicated



























































Figure 4.8: Duplicated and non-duplicated answers
Duplicated answers of a query are caused by (1) an answer is returned
many times, or (2) different answers provide the same information. While
some works can filter duplicated answers caused by the first reason, to the best
of our knowledge, no work yet deals with the second one because it requires
discovering duplicated objects in an XML document.
In contrast, by exploiting the ORA-semantics, particularly object and OID,
we are able to discover duplicated objects. This enables us to filter out both
types of duplicated answers. For the basic query processing, duplicated answers
are filtered out at the post-processing phase. To improve the efficiency of the
search, we provide an optimized algorithm to filter out duplicated answers on
the fly, discussed in Section 4.5.
4.4.6 Handling relationship attribute
When generating reversed O-tree. Based on the ORA-semantics, we know
which attribute is relationship attribute and we also know the list of object
classes participating in the relationship type. Therefore, after the process of
generating reversed O-tree, all relationship attributes and their values are
associated to the new lowest object of the relationship. In implementation
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level, this can be done by updating the labels of the relationship attributes and
those of their values.
When searching. Unawareness of relationship attribute may cause incomplete
answers as discussed in Section 2.1.8 of Chapter 2, where an answer does not
provide enough information related to the relationship attribute (value).
Therefore, for searching, we apply the techniques described in Section 3.3 of
Chapter 3, in which a keyword matching a relationship attribute (or its value) is
considered as matching all object (classes) of the relationship (type).
4.5 Optimization
Although Property 4.1 provides the cases where the reversed O-tree is not
necessary for finding HCODs, we observe that, there are still other cases which
we do not need the reversed O-tree. This section will identify such cases.
Moreover, this section will present techniques to filer such duplicated answers
on the fly.
4.5.1 Query mappings
Two answers are duplicated if (1) their sets of matching nodes referring to the
same set of objects and (2) their returned NCONs are the same. For some cases,
there is only one answer for a set of matching objects. Once we can identify
such cases, we can stop processing after finding one answer because all new
answers are duplicated with the returned one. Therefore, we call as a set of
matching objects as a query mapping and define it as follows.
Concept 4.4 (A query mapping) Given a keyword query Q = {k1, . . . , kn}, a
mapping of query Q isMQ = ∪ni=1{(oi, pi)} where (oi, pi) is an object matching
keyword ki w.r.t. object class path pi of object oi, i.e., (oi, pi) is an path-object of
object oi w.r.t. object class path pi.
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For example, consider query Q = {Clinton, Kennedy} issued to the data
in Figure 4.1. Query mappings of Q are given in Table 4.4.
Table 4.4: Query mappings and their corresponding cases
Mapping Objects (sorted) Case
MQ1 <Professor:tken>, <Student:81433> Case 3B
MQ2 <Student:81433>, <Student:12745> Case 3B
MQ3 <Student:81433>, <Paper: 001> Case 2
MQ4 <Professor:tken>, <Paper: 001> Case 2
MQ5 <Student:12745>, <Paper: 001> Case 2
MQ6 <Paper:001> Case 1
Let Ob jNode(o) be the set of object nodes referring to object o and
Ob jNode(o, p) as the set of object nodes w.r.t. object class path p of object o.
In the following, we introduce some related concepts.
Ancestor object w.r.t. object class path. Consider two objects o1 and o2. If
each object node in Ob jNode(o1, p1) has some node in Ob jNode(o2, p2) as its
descendant, then object o1 is considered as an ancestor of object o2 w.r.t. object
class paths p1 of o1 and p2 of o2. For example, in Figure 4.2(a),
<Student:12745> is an ancestor object of <Paper:001>.
Concept 4.5 (Ancestor-descendant (AD) chain w.r.t. a set of object nodes)
Object nodes n1, . . . , nm (ordered decreasingly by hierarchical level) have AD
chain iff ni is an ancestor object node of ni+1 ∀i = 1..(m − 1).
Concept 4.6 (AD chain w.r.t. a set of objects) Objects o1, . . . , om have AD
chain iff there exists a set of object node S = {n1, . . . , nm}, ni ∈ Ob jNode(o, pi)
such that object nodes in S have AD chain.
For example, objects <Professor:sbrown>, <Student:12745> and
<Paper:001> have AD chain because there exists an AD chain between their
object nodes Professor(1.1), Student(1.1.1) and Paper(1.1.1.1).
Cases of query mapping. We classify a query mappingMQ into the following
cases based on the relationships of objects inMQ.
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• (Case 1)MQ contains only one object.
• (Case 2)MQ has multiple objects and objects inMQ have AD chain.
• (Case 3) Objects in MQ have no AD chain. This case is further divided
into two sub-cases.
– (Case 3A) At least two objects correspond to leaf node.
– (Case 3B) At most one object corresponds to leaf node.
The rationale of this classification is to determine the cases which provide
only one answer and the cases which do not need the reversed O-tree to be
processed. By Property 4.1, Case 1 and Case 3A do not need to use the reversed
O-tree. However, by carefully examination, we find that Case 2 do not need the
reversed O-tree either. For Case 2, the chain among objects inMQ is an answer.
If the reversed O-tree is used, the answer is also this chain with the reversed
order. Thus, the reversed O-tree does not return any new answer. Therefore, we
extend Property 4.1 as follows.
Property 4.2 (Property 4.1 - Extension) Given a query mapping MQ, the
reversed O-tree is necessary to processMQ only when objects inMQ have no
AD chain and at most one object inMQ corresponds to leaf node.
4.5.2 Classification of query mappings
Identifying Case 1. We cost at most n comparisons to check Case 1 where
n is the number of query keywords. Since n is very small, the complexity of
checking Case 1 is O(1).
Identifying Case 2. To speed up the checking of Case 2, we exploit some other
properties as follows.
Property 4.3 For an path-object (o, p), the subtrees rooted at all object nodes
in Ob jNode(o, p) are the same if (o, p) and its descendant objects are not
involved in n-ary relationships (n ≥ 3).
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For example, two object nodes Student(1.1.1) and Student(1.2.1) in
Figure 4.1 refer to the same object <Student 12745> w.r.t. the object class
path Root/Professor/Student. As can be seen, the subtrees rooted at these
two object nodes are the same. Property 4.3 is useful for testing AD chain of
objects since we only need to test the subtrees rooted at the first node of the
highest object at the highest hierarchical level as stated in Property 4.4.
Property 4.4 Given a set of path-objects (o1, p1), . . . , (om, pm) (ordered
decreasingly by hierarchical level of objects), they have AD chain if there exists
an AD chain among object nodes u1, . . . , um where u1 = Ob jNode(o1, p1)[1]
and ui ∈ Ob jNode(oi, pi) ∀ i = 2..m .
Proofs of Property 4.3 and Property 4.4 are shown at the end of this section.
Checking AD chain. Algorithm 3 provides the checking of the AD chain of
objects, where Dw(u) denotes Dewey label of object node u. By Property 4.4,
only the chain started with the first object node of the highest object is checked.
Algorithm 3: Checking AD chain w.r.t. objects
Input: {o1, . . . , om} (ordered decreasingly by hierarchical level of objects)
1 cur = Ob jNode(o1)[1] //Property 4.4
2 for i = 2→ m do
3 S i ← {n | n ∈ Ob jNode(oi) s.t. Dw(n) precedes Dw(cur)}
4 if ∃u ∈ S i, cur ≺a u then




Complexity. |S i| is much smaller than |Ob jNode(oi)|. In the worst case, the
complexity is O(
∑m
2 log(|S j|)) where |S j| is the biggest number among |S i|’s.
Identifying Case 3A and Case 3B. (o, p) has no descendant object if the lowest
object class of p is a leaf node in XML schema. This checking operation costs
O(1).
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Algorithm 4: The optimized algorithm
Input: A query mappingMQ = {(o1, p1, . . . , (om, pm)}
Output: NCON(MQ)
1 NCON(MQ)← ∅
2 //Case 1: MQ containing only one object
3 if Case 1 then
4 NCON(MQ) = {Ob jNode(o1, p1)[1]}
5 else
6 isAD← Check AD chain ({(o1, p1), . . . , (om, pm)})
7 //Case 2: objects in MQ having AD chain
8 if isAD = TRUE then
9 NCON(MQ) = {Ob jNode(o1, p1)[1]} //Property 4.3
10 //Case 3: objects in MQ having no AD chain
11 else
12 //finding NCONs in the original O-tree
13 LCOAO(MQ)← find LCOAs (MQ) w.r.t. OT
14 NCON(MQ). AddAll (LCOAsO(MQ))
15 //finding NCONs in the reversed O-tree
16 if Case 3B then
17 LCOAR(MQ)← find LCOAs (MQ) w.r.t. OTR
18 HCOD(MQ)← transfer from LCOAR(MQ)
19 NCON(MQ)← LCOAO(MQ)⋃ HCOD(MQ))
4.5.3 The optimized algorithm
Follows are discussion on the way we filter out duplicated answers for Case 1
and Case 2.
Case 1 (MQ = {(o, p)}). Any object node in Ob jNode(o, p) is the NCON of
itself. However, our approach returns only Ob jNode(o, p)[1] and filters out the
remaining nodes because they provide duplicated answers.
Case 2 (Objects in MQ = {(o1, p1), . . . , (om, pm)} have AD chain). By
Concept 4.6, LCOAO(MQ) = {u | u ∈ Ob jNode(o1, p1)}. Moreover, by
Property 4.3, all subtrees rooted at u’s provide duplicated answers. Thus only
Ob jNode(o1, p1)[1] is returned and all the remaining duplicated answers are
filtered.
Based on Property 4.2 and the above analysis, we propose the optimized
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algorithm (Algorithm 4) for query mapping processing, in which duplicated
answers are filtered out on the fly. As a result, we get the optimal cost O(1) to
process query mappings of Case 1 and Case 2.
Table 4.5: Complexities




Checking conditions O(1) C1 O(1) 0
Finding NCONs O(1) O(1) C2 C2
Complexity of Algorithm 4. Complexities for checking conditions and for
finding NCONs in each case are given in Table 4.5. As can be seen, our approach
can efficiently return NCONs for query mappings of Case 1 and Case 2 with the
optimal O(1) cost. C1 = O(mlog(|S m|)) where S m is the number of labels in
Ob jNode(om) used in the checking process. C2 = O(|lbl(o1| ×m× log(|lbl(om|)).
Proofs of some properties
Property 4.3.
Proof. Property 4.3 is based on the fact that if two objects o1 (the ancestor) and
o2 (the descendant) has a binary relationship, then for each node u ∈ Node(o1),
the number of nodes in Node(o2) which are descendants of u are the same.
Property 4.3 can be proved by using this fact recursively. Suppose there exists a
set of objects {o1, . . . , on} (sorted decreasingly by hierarchical level of objects),
in which there is a binary relationship between any two adjacent objects oi and
oi+1, i = 1..(n − 1). For all oi, i = 1..(n − 1), for each node u ∈ Node(oi), the
number of nodes in Node(oi+1) which are descendants of u are the same. Thus,
for all nodes vi ∈ Node(o1), the set of all descendants of vi’s are the same. In
other words, the subtrees rooted at vi’s are the same. 
Property 4.4.
Proof.
Phase 1: If there exists a chain (u1, . . . , um), u1 = Node(o1)[1] ,
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ui ∈ Node(oi), i = 2..m s.t. ui ≺n ui+1 , i = 1..(m − 1), then there exists a chain
(u1, . . . , um), ui ∈ Node(oi), i = 1..m s.t. ui ≺n ui+1 , i = 1..(m − 1). Thus,
oi ≺o oi+1, ∀i = 1..(m − 1). Therefore, objects o1, . . . , om have AD chain (by
Concept 4.6).
Phase 2: If for u1 = Node(o1)[1] , there exists no chain (u1, . . . , um), ui ∈
Node(oi), i = 2..m s.t. ui ≺n ui+1 , i = 1..(m − 1), then for other node u1 ∈
Node(o1) there exist no such chain either (by Property 4.3). Therefore, objects
o1, . . . , om have no AD chain (by Concept 4.6). 
4.6 Experiment
We have developed XRich, a system for XML keyword search, based on our
proposed approach. XRich was implemented using Java and was used for
experimental evaluation. This section evaluates XRich (the optimized
algorithm) on three aspects including the efficiency, the effectiveness and the
quality of the generated reversed O-tree.
4.6.1 Experimental setup
Environment. Experiments were performed on a dual-core Intel Xeon CPU
3.0GHz running Windows XP operating system with 4GB of RAM and a 320GB
hard disk.
Datasets. We pre-processed two real datasets including IMDb7, and
Basketball8. We used the subsets with the sizes 150MB and 86MB for IMDb
and Basketball respectively. IMDb dataset contains information about movies,
actors, actresses, companies, and etc. An actor or actress can play for many




contains information about coaches, teams, players where a player and a coach
can work for different teams in different years.
Query set. We randomly generated 120 queries from document keywords. To
avoid meaningless queries, we filtered out generated queries which do not
contain any value keyword, such as queries contains only tags, or prepositions,
or articles, e.g., query {actor, the, to}. 87 remaining queries include 34 and 53
queries for Basketball and IMDb datasets respectively.
Compared Algorithms. We compared XRich with an LCA-based approach to
show the advantages of our approach over LCA-based approaches. We chose
Set-intersection [84] because it is recent and it outperforms other LCA-based
approaches in term of efficiency. We also compare XRich with ORGraph [42]
because it can also find common descendants. ORGraph converts XML
document to a graph similar to relational database and is based on the
undirected Steiner tree semantics.
Metrics. To measure the efficiency, we compared the running time of
approaches. We selected five (among 87) queries for each kind of queries, e.g.,
2-keyword query. For each query, we ran it ten times to get the average
response time. We finally reported the average response time of five queries for
one kind of query.
To evaluate the effectiveness, we used standard Precision (P), Recall (R),
and F-measure (F ) metrics. F-measure is the harmonic mean of precision and
recall, and is calculated as Fα = (1+α2)×P×Rα2×P+R . Here we choose α = 1 to evenly
weight to precision and recall. Other values of α provides similar results. We
randomly selected a subset (32 queries) of 87 generated queries for effectiveness
evaluation. To compute precision and recall, we conducted surveys on the above
32 queries and the tested datasets. We asked 15 students in major of computer
science to interpret 32 queries. Due to ambiguity of queries, a student may
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interpret a query in different ways. Common interpretations from at least 12 out
of 15 (80%) students are considered as common intuitions. We then manually
reformulate these interpretations into schema-aware XQuery queries and use
their results as the ground truth.
For example, let us consider the way we get ground truth for a randomly
generated query {Michael, Thomas} issued again Basketball dataset. We
provide schema of Basketball (shown in Figure 4.9) for students. We also
provide students interpretations of query keywords: Michael can match
players and coaches where Thomas can match only players. Following query
interpretations are returned as common intuitions from students:
• (QI1) finding common team both player Michael and player Thomas have
worked for
• (QI2) finding common coaches of player Michael and player Thomas
• (QI3) finding common team for coach Michael and player Thomas
For QI1, we manually transform it into XQuery query as follows. It is similar






Effectiveness. Figure 4.10 shows the effectiveness of all compared approaches.
As seen, XRich achieves high precision and recall (both are higher than 96%).
























Notes: A paper is represented by <inprocessding> …. </
inprocessding>, we use paper to make it more natural. 
Booktitle corresponds to conferences, journals, etc...













































































Figure 4.10: Effectiveness Evaluation
of recall and precision because Set-intersection suffers from all the problems of
the LCA-based approaches while XRich can avoid them. Particularly, XRich
returns common descendants while Set-intersection does not; and a returned
node of XRich corresponds an object node rather than an arbitrary node of Set-
intersection. The difference in terms of recall (more than 25%) is higher than
in term of precision. XRich improves both precision and recall, but the more
important contribution is improving recall.
Compared to ORGraph, based on undirected Steiner tree, ORGraph has a
lightly higher recall than XRich, however, XRich significantly outperforms
ORGraph in term of precision because beside common descendants, ORGraph
may also return many meaningless answers in sense that it is hard (or even
impossible) to interpret such answers because the matching nodes have weak
or no relationships. Therefore, if precision and recall is evenly weighed, the











Figure 4.11: Percentage of HCODs in NCONs
Percentage of HCODs in NCONs. Figure 4.11 shows the percentage of
HCODs and LCOAs in NCONs for 9 queries containing 1 − 4 keywords. Low
(L), medium (M) and high (H) frequencies of keywords correspond to the
number of matching objects between 1-100, 100-1000, and above 1000,
respectively. Q( f , k) denotes a query containing k keywords with frequency f .
For 1-keyword queries, there is 0% HCOD because the reversed tree provides
no new answers for such cases. For other queries, the high percentage of
HCODs (20% - 40%) shows the importance of finding HCODs. The higher k
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Figure 4.12: Efficiency evaluation
Efficiency. The response time of approaches is shown in Figure 4.12, in which
we varied the number of query keywords and the number of matching nodes.
Although XRich has overhead from finding HCODs, it still outperforms the
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other algorithms because it searches over the O-tree which is much smaller than
the XML document and only uses the reversed O-tree when necessary. Set-
intersection runs slower because it works with the whole large XML document.
ORGraph runs also slower because ORgraph follows undirected Steiner tree
semantics, which would lead exponential computation [18].
Overhead of finding HCODs. Figure 4.13 shows the overhead of finding
HCODs for 9 queries discussed in Figure 4.11. As shown, it is around 24.7% of
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Figure 4.13: Overhead of finding HCODs
Impact of object on efficiency. Fig 4.14 shows the response time of XRich
when it searches over the O-trees versus the corresponding XML documents.
It shows that it runs much faster with the O-trees, especially when the number
of keywords increases because the size of the O-trees is much less than that
of the XML documents. We randomly chose IMDb because Basketball dataset
provides similar results.
4.6.4 Quality of the extracted and reversed O-trees
To test the quality of the O-tree extracted from XML document, we check the
accuracy of the object class and OID discovery. To test the reversed O-tree, we




















Figure 4.14: O-tree vs. XML data tree
of object nodes in the reversed O-tree. The satisfied nodes are those in the
reversed O-tree that satisfy the reversed schema (object class) which is manually
generated. The results are given in Table 4.6. As can be seen, the quality of
the reversed O-tree depends on the quality of the O-tree extracted from XML
document, which is very high since our technique can discover object class and
OID with high accuracy. Once the O-tree is extracted, the reversed O-tree can
be derived accurately. The cost of these processes is not expensive since this
computation is performed oﬄine and only once.
Table 4.6: Accuracy and time of extracting original O-tree and generating
reversed O-tree
Basketball IMDb
Quality of extracted O-tree (%) 100 99.5
Quality of reversed O-tree (%) 100 99.5
Time to extract O-tree (min) 4 10.5




This chapter shows the advantages of the ORA-semantics, especially object
and OID in keyword search over XML document with no IDREF. Based on the
ORA-semantics, we introduced the Nearest Common Object Node (NCON)
semantics for XML keyword search, by which an answer corresponds to an
object and the answer set includes not only common ancestors but also
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common descendants. Thus, we can find missing answers and avoid
meaningless answers containing only query keywords. We also proposed an
approach to find NCONs. We define object tree (O-tree) by extracting object
nodes from the full XML document. Thereby, the size of an object node tree is
much smaller than that of the original XML data tree. We then use the original
to find common ancestors and the reversed O-trees to find common
descendants for a keyword query. Our approach can also avoid incomplete
answers when handling relationship attributes, and filter out duplicated
answers. Experimental results showed that our approach outperforms
LCA-based and graph-based approaches in terms of both effectiveness and
efficiency.
Therefore, our approach could be a promising direction for XML keyword
search to solve the limitations of the LCA-based approaches. In the next chapter,
we will show how to exploit the ORA-semantics in keyword search over an
XML document with IDREFs.
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Chapter 5
Using ORA-Semantics for Keyword
Search over XML Graph
The objective of this chapter is to handle the problem of meaningless answers,
missing answers, duplicated answers and incomplete answers (discussed in
Section 2.1.8 and Section 2.2.6) for keyword queries issued again a
data-centric XML document containing both object with IDREFs and/or
objects with duplication.
5.1 Introduction
In Chapter 4, we have discussed on how to answer a keyword query over an
XML document with no IDREF. We have proposed the NCON semantics and
an approach to solve the problems of meaningless answers (due to returning
non-object nodes), duplicated answers (due to duplicated objects and
duplicated relationships in an XML document), incomplete answers (when
handling relationship attributes), and especially missing answers (due to not
returning common descendants) of the existing LCA-based approaches.














































































































Figure 5.1: XML data tree
to XML documents with IDREFs. Despite of containing IDREFs, XML
documents may still contain duplicated objects and contain relationship
attributes. Thus, searching over such XML documents may also suffer from the
problems of meaningless answers, missing answers, duplicated answers and
incomplete answers.
Therefore, in this chapter, we will investigate how to handle the above
problems for a keyword query over a data-centric XML document with
IDREFs. While meaningless answers, duplicated answers and incomplete
answers can be solved by applying the same techniques for XML document
with no IDREF (discussed in Chapter 4), missing answers cannot. Particularly,
object-orientation helps avoid meaningless answers because only object nodes
can be returned. Duplicated answers can be filtered out based on the
ORA-semantics, which enables us to discovered duplicated objects. Our
labeling and matching scheme, where we match a relationship attribute (or its
value) with all the objects (or object classes) participating in the relationship
(or relationship type) it belongs to, helps to avoid incomplete answers when
handling relationship attributes. Hence, in this chapter, we only to focus on
handling the problem of missing answers. Let us first recall the problem of
missing answers.
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5.1.1 The problem of missing answers due to object
duplication
XML permits nodes to be related through parent-child relationships. However,
if the relationship type between two object classes is many-to-many or many-
to-one without using IDREF, an object can occur at multiple places in an XML
document because it is duplicated for each occurrence in the relationship. We
refer such duplication as object duplication.
Example 5.1 Consider an XML document in Figure 5.1 where the relationship
type between student and course is many-to-many (m : n) and students are
listed as children of courses. When a student takes two courses, this student
is repeated under both courses. For example, both courses <Course:CS1>1
and <Course:CS2> are taken by <Student:S2>, which is repeated as the two
groups of nodes, starting at node 4 and node 6 under the two courses. This
causes the duplication of object <Student:S2>.
When object duplication happens, two nodes may have the same object as
the child. However, this common child object is not discovered by the
LCA-based approaches because they only search up from matching nodes for
common ancestors, but never search down to find common information
appearing as descendants of matching nodes. We call this incident as the
problem of missing answers due to object duplication which leads to loss of
useful information as illustrated below.
Example 5.2 Consider keyword query {CS1, CS2} issued against the XML
data in Figure 5.1, where the keywords match object identifier of two courses
(node 2 and node 5). The LCA-based approaches return only <Lecturer:L1>
(node 1) as an answer. However, as discussed in Example 5.1, object
1<Course:CS> denotes an object which belongs to object class Course and has object identifier CS1.
92
<Student:S2> is the common student taking both matching courses and thus
it should also be an answer. Intuitively, the two courses are not only taught by
the same lecturer (<Lecturer:L1>), but also taken by the same student
(<Student:S2>). As we can see, common information related to query
keywords appearing as both ancestors and descendants are meaningful to
users.
Object duplication can be eliminated by ID/IDREF. However, to maintain
the tree structure for ease of understanding, readability and retrieval, XML
designers may duplicate objects instead of using ID/IDREF. In practice, object
duplication is a common scheme for maintaining a view of tree structure. For
example, suppose 300 students take course A. Among them, 200 students also
take another course B. Then, if students are listed as children of courses, these
200 students are duplicated under both courses. Many real XML datasets,
including IMDb2 and NBA3, contain object duplication. Moreover, due to the
flexibility and exchangeability of XML, many relational datasets with
many-to-many relationships can be transformed to XML [19] with object
duplication in the resulting XML documents. Therefore, the problem of
missing answers due to object duplication frequently happens in XML
keyword search and necessitates to be solved.
For an XML document with ID/IDREF, graph-based approaches such as [45,
34] can provide missing answers due to object duplication. However, those
graph-based approaches can find such missing answers only if all objects are
covered by ID/IDREF mechanism. Otherwise, those graph-based approaches
do not recognize instances of the same object appearing in different places in an




5.1.2 Our approach and contributions
In this chapter, we propose an approach for keyword search over a data-centric
XML document to find missing answers due to object duplication. The input
XML document in our approach can contain both objects under ID/IDREF
mechanism and duplicated objects. For the latter, we propose a virtual object
node to connect all instances of the same object via virtual IDREFs. The
resulting model is called XML IDREF graph. “Virtual” here means we do not
modify XML documents and ID/IDREF links are virtually created with the
sole goal of finding missing answers. Figure 5.2 shows an example of the XML
IDREF graph w.r.t. the XML data tree in Figure 5.1.
A challenge appears when we have to deal with an XML IDREF graph, not
a tree anymore. Searching over an arbitrary graph-structured data has been
known to be equivalent to the group Steiner tree problem, which is
NP-Hard [18]. In contrast, keyword search on XML tree is much more efficient
thanks to the hierarchical structure of XML tree. This is because the search in
an XML tree can be reduced to find LCAs of matching nodes, which can be
efficiently computed based on node labels.
We discover that XML IDREF graph is a special graph. Particularly, it is
an XML tree (with parent-child (PC) edges) plus a portion of IDREF edges.
An IDREF edge is an edge from a referring node to a referred node. Although
these nodes refer to the same object, we can treat them as having a parent-
child relationship, in which the parent is the referring node and the child is the
referred node. This shows that XML IDREF graph still has hierarchy, which
enables us to generalize efficient techniques of LCA-based approaches (based
on the hierarchy) for searching over our proposed XML IDREF graph. Thereby,
we do not have to traverse the XML IDREF graph to process a keyword query.
Contribution. In brief, we make the following contributions.












































































































Figure 5.2: XML IDREF graph w.r.t. the XML data tree in Figure 5.1
instances of the same object are connected by a virtual object node.
• We discover the hierarchical structure of an XML IDREF graph which
distinguishes it from an arbitrary graph. Based on this hierarchical
structure, we can generalize techniques of the LCA-based approaches for
an efficient search.
• The experimental results show that our approach outperforms both the
graph-based and LCA-based approaches in term of both effectiveness and
efficiency.
Roadmap. The rest of the chapter is organized as follows. We introduce data
model and answer model in Section 5.2. Our approach is described in
Section 5.3. The experiment and evaluation are provided in Section 5.4.
Finally, we conclude the chapter in Section 5.5.
5.2 Data and answer model
5.2.1 Data model
In XML, an object can be referred to either by duplicating it under the referrer
or by using ID/IDREF. The former causes object duplication whereas the latter
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does not. Without ID/IDREF, an object can be represented as many different
instances. With ID/IDREF, an object has only one instance, and other objects
refer to it via ID/IDREF. We propose virtual ID/IDREF mechanism, in which
we assign a virtual object node as a hub to connect all instances of the same
object by using virtual IDREF edges. The resulting model is called an XML
IDREF graph which is defined as followed.
Definition 5.1 (XML IDREF graph) An XML IDREF graph G(V, E) is a
directed, labeled graph where V and E are nodes and edges of the graph.
• V = VR ∪ VV where VR and VV are real and virtual nodes respectively. A
real node is an object node in XML document. A virtual node is a virtual
object node to connect all instances of the same object in XML document.
• E = ER ∪ EV where ER and EV are real edges and virtual edges
respectively. A real edge (can be a real PC edge or real IDREF edge) is
an edge between two real nodes. A virtual edge is the edge which links
an instance of a duplicated object (real node) to a virtual object node.
For example, Figure 5.2 shows an XML IDREF graph with two virtual edges
from node 4 and node 6 to a virtual object node (node 8) because node 4
and node 6 are instances of the same object <Student:S2>.
XML permits some objects under ID/IDREF mechanism and some other
objects with duplication co-exist in an XML document. In this case, the
resulting XML IDREF graph has two types of IDREF: real and virtual. Thus,
an XML IDREF graph may have three types of edges: PC edges, real IDREF
edges and virtual IDREF edges.
The hierarchical structure of XML IDREF graph. We observe that an XML
IDREF graph still has hierarchy with parent-child (PC) relationships represented
as containment edges (PC edges) or referenced edges. This is because nodes in
a referenced edge can be considered as having PC relationship, in which the
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parent is the referring node and the child is the referred node.
Importance of the hierarchical structure of XML IDREF graph. Once we
discover the hierarchical structure of an XML IDREF graph, we can inherit the
efficient search techniques of LCA-based approaches which based on the
hierarchical structure of XML tree. Thereby, we do not have to traverse the
XML IDREF graph to process a keyword query as graph-based search does.
This brings a huge improvement on efficiency. Without the property of the
hierarchy, generally, in graph-based search, matching nodes will be expanded
to all directions until they can connect to one another. In theory, there can be
exponentially many answers under the Steiner tree based semantics: O(2m)
where m is the number of edges in the graph. The graph-based search has been
well known to be equivalent to the group Steiner tree problem, which is
NP-Hard [18].
Generating XML IDREF graph. To generate an XML IDREF graph from an
XML document, we need to detect object instances of the same object. Since an
object is identified by object class and OID, we assume that two object instances
(object nodes as their representatives) are of the same object if they belong to the
same object class and have the same OID. We assume that the data is consistent
and we work on a single XML document. Data integration, data uncertainty,
and heterogeneous data are out of the scope of this work.
5.2.2 Answer model
Consider a n-keyword query Q = {k1, . . . , kn}. An answer to Q contains three
kinds of nodes: matching nodes, center nodes and connecting nodes. A
matching node contains keyword(s). A center node connects all matching
nodes through some intermediate nodes (called connecting nodes). Based on
the hierarchical structure of XML IDREF graph, there exist
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ancestor-descendant relationships among nodes in an XML IDREF graph.
Therefore, we can define an answer to Q as follows:
Definition 5.2 Given a keyword query Q = {k1, . . . , kn} to an XML IDREF
graph G, an answer to Q is a triplet 〈c,K, I〉, where c,K, and I are called the
center node, the set of matching nodes and the set of connecting nodes (or
intermediate nodes) respectively. K =
⋃n
1 ui where ui contains ki. An answer
satisfies the following properties:
• (P1: Connective) For every i, c is an ancestor of ui or for every i, c is a
descendant of ui, i.e., c is either a common ancestor or a common
descendant of ui’s.
• (P2: Informative) For any answer 〈c′,K′, I′〉 where K′ = ⋃n1 u′i and u′i
contains ki:
– if c and c′ are both common ancestors of ui’s, and of u′i’s respectively,
and c′ is a descendant of c, then ∀i ui < K′.
– if c and c′ are both common descendant of ui’s, and of u′i’s
respectively, and c′ is a ancestor of c, then ∀i ui < K′.
• (P3: Minimal) It is unable to remove any node in an answer such that it
still satisfies properties P1 and P2.
Among nodes in an answer, the center node is the most important one
because it connects matching nodes through connecting nodes. It corresponds
to both common ancestors and common descendants (Figure 5.3(a)).
Intuitively, common ancestors are similar the LCA semantics while common
descendants provide the missing answers. We do not return the subgraph in
Figure 5.3(b) because it may provide meaningless answers. In other words, a
center node has only incoming edges (common descendant), or only outgoing
edges (common ancestor), but not both.
The second Property P2 of Definition 5.2 is to avoid overlapping information
in answers. Each answer needs to contribute new information by having its
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Figure 5.3: Illustration for answers
own set of matching nodes, i.e., matching nodes of an answer cannot also be
matching nodes of other answers where the latter is an ancestors/descendants
of the former one. This property is similar to the constraint in the ELCA [85]
semantics.
5.3 Our approach
Our approach takes a data-centric XML document as the input, models it as
an XML IDREF graph, and returns answers as defined in Definition 5.2. In
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Figure 5.4: The process of our approach
The process of our approach, as shown in Figure 5.4, comprises of two
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major components for pre-processing and runtime processing. For
pre-processing, there are two main tasks, namely generating XML IDREF
graph (discussed in Section 5.2.1), and indexing (will be discussed in
Section 5.3.2). For runtime processing, there are three main tasks, each of
which corresponds to a property of an answer in Definition 5.2. Particularly,
task 1 is to find potential center nodes, task 2 is to find real center nodes, and
task 3 is to track back matching nodes and look up connecting nodes. These
steps will be discussed in Section 5.3.3. Before discussing detailed techniques,
we provide the overview of the approach at the conceptual level in Section
5.3.1.
5.3.1 Overview of the approach
A. Features of our approach.
Our approach has three main features: duplication-aware, hierarchy-aware and
object-orientation.
Duplication-aware. We recognize that there exists object duplication in XML
documents. Thus, we model an XML document as an XML IDREF graph so
that all instances of the same object can be linked to a virtual object node. This
enables us follows these links to find missing answers.
Hierarchy-aware. We are aware of the hierarchical structure of an XML
IDREF graph and exploiting it in finding answers. This offers a great
opportunity to improve the efficiency of the search by generalizing the
LCA-based techniques instead of doing a general graph-based search.
Note that the above two features are the main focus of this chapter.
However, Chapter 4 has demonstrated the usefulness of object orientation on
both effectiveness efficiency, the approach in this chapter also leverages the
idea of object orientation.
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Object-orientation. All nodes of the same object instance can be grouped.
Among these nodes, object node is the most important one and should be chosen
as the representative of the group. Instead of working with all these nodes,
we only work with the representative of each group, i.e., the object node, and
associate all non-object nodes to the corresponding object node. This largely
reduces search space and improves the efficiency of the search.
B. Basic ideas of runtime processing.
Our runtime processing has three main tasks corresponding to three properties
of an answer based on Definition 5.2. Firstly, we need to find potential center
nodes which can be either a common ancestor or a common descendant of
matching nodes. Secondly, we have to find center nodes which can provide
informative answers. Finally, we get full answers w.r.t. a center node by
tracking back matching nodes and looking up connecting nodes. Follows are
theories behind the three main tasks. Detailed techniques will be provided in
Section. 5.3.3.
Finding potential center nodes. Consider a keyword query Q = {k1, . . . , kn}.
Let Anc(Q) be the set of common ancestors of Q, i.e., ∀u ∈ Anc(Q), u is a
common ancestor of {u1, . . . , un} where ui contains ki. Similarly, let Dec(Q)
denote the set of common descendants of Q. Based on Property P1 of
Definition 5.2, obviously, we have the following property:
Property 5.1 Given an answer 〈c,K, I〉 for a keyword query Q, the center node
c ∈ Anc(Q) ∪ Des(Q).
For a set of nodes, common descendants of these nodes can only be object
nodes (real or virtual) which is referred by some other node(s) by IDREF links.
We call them referred object node. Let Re f (k) is the set of referred object nodes
w.r.t. k, each of which is a descendant of some node containing k. For example,
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in Figure 5.2, Re f (Cloud) = {8}. Let Re f (Q) be the set of referred object nodes
w.r.t. Q. We have the following property about common descendants.
Property 5.2 Given a keyword query Q, Des(Q) = Re f (Q).
By Property 5.1 and Property 5.2, Anc(Q) and Re f (Q) can provide
potential center nodes. Since Anc(Q) =
⋂n
1 Anc(ki), and Re f (Q) =
⋂n
1 Re f (ki),
in order to find Anc(Q) and Re f (Q), we use computation of set intersection.
The computation of set intersection has been used to find SLCA and ELCA
in [84] and has been shown to be more efficient than the traditional
computation based on common prefix of labels when dealing with XML tree.
Finding center nodes. Among potential center nodes, we identify real center
nodes by checking Property P2 of Definition 5.2, which infers that an answer
should have its own matching nodes from its ancestor/descendant answers to
be informative. Let Des(c, k) denote the set of descendants of node c which
contains keyword k. Center Des(c) denotes center nodes which are descendants
of c. Content Des(c, k) denotes the set of matching nodes w.r.t. all nodes in
Center Des(c). We have the following property.
Property 5.3 Given a keyword query Q = {k1, . . ., kn} and c ∈ Anc(Q), if
Des(c, k) −Content Des(c, k) , ∅ ∀i = 1..n, then c is a real center node.
We use bottom up for checking common ancestors. For a common ancestor
c, after removing matching nodes of descendant answers out of Des(c, k)’s, if c
still has its own matching nodes, then it is a real center node. This is similar for
checking whether a common descendant is a center node. However, the process
is top down.
Tracking back matching nodes and looking up connecting nodes. To return
a full answer 〈c,K, I〉 to users, after having a center node c, we need to get the
corresponding set K of matching nodes and set I of connecting nodes such that
they satisfy Property P3 of Definition 5.2. We follow the below property.
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Property 5.4 Given an answer 〈c,K, I〉, if I is the set of nodes on the paths
from the center node c to matching nodes in K, then that answer is minimal.
5.3.2 Labling and indexing
A. Labeling.
Different from conventional labeling schemes, where each node has a distinct
label, we only label object nodes. All non-object nodes are assigned the same
label with their corresponding object nodes. This is the feature of
object-orientation of our approach. By this labeling scheme, a keyword
matching a non-object node is considered as matching the corresponding
object node and the number of labels is largely reduced. This brings huge
benefits for the efficiency because the search space is reduced. We use number
instead of Dewey for labeling because in XML IDREF graph, a node can have
multiple parents. The other reason is that computation on number is faster than
on Dewey since as each component of the Dewey label needs to be accessed
and computed. Labels are compatible with the document order of the XML
document. Besides labeling real nodes in XML document, we also label virtual
nodes. Each virtual node is also assigned a label which succeeds labels of real
nodes. For example, in Figure 5.2, real object nodes are labeled from 1 to 7,
and the virtual node is labeled 8.
B. Indexing.
Apart from traditional inverted list where each keyword corresponds to a set of
matching nodes, to capture both ancestor-descendant relationships and
ID/IDREFs in XML IDREF graph, and to facilitate the search, it is necessary
to have complex techniques on indexing. A keyword k corresponds to an
ancestor list Lak and a descendant list L
d
k to facilitate the computation of finding
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common ancestors and finding common descendants respectively.
Ancestor list. Each entry in an ancestor list Lak is a quadruple which includes:
• u: an object node that matches k or its ancestors. This will be used in
finding common ancestors.
• Par(u): the parent of object node u. If u is the root, then Par(u) = −1. If
the parent of u is the root, then Par(u) = 0.
• Des(u, k): the set of descendant object nodes (and itself) of u, which
directly contains k. This is used for Property P2.
• IDREF(u, k): the referrer of u w.r.t. k if u is an referred object node.
Otherwise, IDREF(u, k) = ∅. For example, in Figure 5.2,
IDREF(node 8,Cloud) is node 4. This is used in presenting output when
the common ancestor is a referred object node.
For example, Table 5.1 shows the ancestor lists for keywords Cloud and
XML in the XML IDREF graph in Figure 5.2, where each entry corresponds to a
column in the tables. For instance, the first entry of La
Cloud
corresponds to node
1; the parent of node 1 is node 0 (the root); node 2, 3 are descendants of node 1
containing Cloud; and node 1 is not an referred object node.
Table 5.1: The ancestor lists for keywords Cloud and XML
Matching node and its ancestors u 1 2 3 u 1 2 3 5 7
Parent of u Par(u) 0 1 2 Par(u) 0 1 2 1 5
Descendants of u directly containing k Des(u,k) 2,3 2,3 3 Des(u,k) 3,5,7 3 3 3,7 7
Referer of u containing k if u is IDREF node IDREF(u,k) ∅ ∅ ∅ IDREF(u,k) ∅ ∅ ∅ ∅ ∅
LaXML (k = XML)LaCloud (k = Cloud)
Descendant referred object node list. Similar to an ancestor list, each entry in
a descendant referred object node list Ldk is a quadruple which includes:
• u: an referred object node which is a descendant of an matching object
node. This will be used in finding common descendants. Note that a
common descendant can only be an referred object node.
• Child(u): set of referred object nodes which are children of u.
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• Match(u, k): the set of ancestor object nodes of u, which directly contains
k. This is used for Property P2.
• Path(u, k): paths from each node in Match(u, k) to u. This will be used in
presenting output.
For example, Table 5.2 shows the descendant referred object node lists for
keywords Cloud and XML in the XML IDREF graph in Figure 5.2, where each
entry corresponds to a column in the tables. Among object nodes (nodes 1,2,3)
matching keyword Cloud, only node 2 has referred object node 8 as descendant.
Nodes on the path from node 2 to node 8 are 2-4-8.
Table 5.2: The descendant referred object node lists for keywords Cloud and
XML
IDREF node u 8 u 8
Children of u Child(u) ∅ Child(u) ∅
Matching node Match(u,k) 2 Match(u,k) 5
Path from Match(u,k) to u Path(u,k) 2,4,8 Path(u,k) 5,6,8
LdXML (k = XML)LdCloud (k = Cloud)
5.3.3 Runtime processing
Given a keyword query Q = {k1, . . . , kn} to an XML IDREF graph, there are
three steps for finding answers to Q, which are (1) finding potential center nodes
(common ancestors and common descendant referred object nodes), (2) finding
center nodes and (3) generating full answers. This section presents detailed
techniques on these steps.
Step 1: finding potential center nodes. Based on Property 5.1 and
Property 5.2, Anc(Q) and Re f (Q) are potential center nodes, where Anc(Q) and
Re f (Q) are the set of common ancestors and the set of common descendant
referred object nodes respectively. For each keyword k, we retrieve Anc(k) and
Re f (k) from the first field, i.e., the field containing u of the ancestor list Lak and
the descendant referred object list Ldk respectively. Let Anc(Q) and Re f (Q) be
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the set intersection of Anc(k)’s and Re f (k)’s for all keywords k respectively.
The computation of set intersection can leverage any efficient existing
algorithms for set intersection. In this work, we use a simple yet efficient set
intersection for m ordered sets L1, . . ., Lm by scanning both lists in parallel,
which requires
∑
i(|Li|) operations in worst case.
Algorithm 5 is to find common ancestors. For each common ancestor, we
get the corresponding information (line 17-22). The result is illustrated in
Table 5.3, where Des(u,Q) and IDREF(u,Q) contains n components of
Des(u, k) and IDREF(u, k) respectively for all keywords k. This figure shows





we get Anc(Cloud) = {1, 2, 3} and Anc(XML) = {1, 2, 3, 5, 7}. So,
Anc(Q) = {1, 2, 3}. For common ancestor 1, Des(1,Q) = {2}, {5} means
Des(1,Cloud) = {2} and Des(1, XML) = {5}.
Table 5.3: Common ancestors of query {Cloud, XML}
Lac
Common ancestor u 1 2 3
Parent of u Par(u) 0 1 2
Descendants of u directly containing query keywords Des(u,Q) {2}, {5} {2}, ∅ {3}, {3}
Referer of u if u is IDREF node IDREF(u,Q) ∅ ∅ ∅
Finding common descendant is similar. However, the differences are the
information we get for each potential center node. Particularly, from line 17
to line 22, for each common descendant referred object node u, we will update
u,Child(u), Match(u, k) and Path(u, k).
Step 2: finding real center nodes. Among potential center nodes, we need to
find real center nodes by checking whether they have their own matching
nodes. Based on Property 5.3, Des(c, ki) − Content Des(c, k), ∀i = 1..n is
checked bottom up. Initially, each common ancestor c, we can get n sets
Des(c, ki), i = 1..n from the ancestor lists. Among common ancestors Anc(Q),
we start from those having no descendant in Anc(Q) (bottom up). They are
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Algorithm 5: Finding potential center nodes
Input: Ancestor lists Lai of keyword ki, ∀i = 1..n
Output: La
c




2 //SetIntersection(L1, . . . , Ln)
3 for each cursor Ci do
4 Ci ← 1
5 index← 1
6 for each element e in L1 do
7 cur← L1[e]
8 next← L1[e + 1]
9 //Search e in the other lists
10 for each inverted list Li from L2 to Ln do
11 while Li[Ci] < next do




16 //update if e is a common one







20 for each keyword k do
21 Add(Des(u, k)) to La
c
[index].Des(u,Q)
22 Add(IDREF(u, k)) to La
c
[index].IDREF(u,Q)
center nodes. For the parent c′ of each new center node c, we update
Des(c′, ki), ∀i = 1..n by removing Des(c, ki) out of Des(c′, ki), ∀i = 1..n.
Finally, if Des(c′, ki) , ∅, i = 1..n, then c′ is center node. This is similar for
finding common descendant refered object nodes. The list of common
ancestors is sorted so that an ancestor occurs before its children. Therefore, to
find center nodes from the list of common ancestors, we start from the end of
the list of common ancestors because the descendant is then considered first. A
considered common ancestor will be filtered out of the list if it is not an center
node.
The progress is given in Algorithm 6. If Des(c, ki) − Content Des(c, k) , ∅,
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∀i = 1..n, then it is a center node. Otherwise, it is filtered out (line 2, 3). For a
returned center nodes u, we update the set of exclusive matching descendants of
all common ancestors which are ancestors of u (line 5, 6, 7), for each of which, if
the set exclusive matching descendants w.r.t. any keyword is empty, we remove
it from the set of common ancestors (line 8, 9). Thereby, after finding a center
node, we proactively filter out a lot of its ancestors if they are not center nodes.
Algorithm 6: Finding real center nodes
Input: La
c
: the list of common ancestors
1 for each element e from the end of La
c
do
2 for each keyword k do




5 //Update the sets of exclusive matching descendants of COAs
6 for each parent node e′.u of e.u in La
c
do
7 v← e′.u for each keyword k do
8 Des(v, k).Remove(Des(u, k))




The way to get the list of common descendants is similar to that of common
ancestors but we start from the beginning of the list of descendant referred object
nodes because an descendant occurs before its parents.
For example, Figure 5.5 illustrates the way our approach checks whether
a potential center node is a real center node or not. First of all, our approach
checks nodes 3, 4 and 5 in the most left figure because they have no descendant.
After this checking step, descendants containing keywords of node 2 and node
1 is updated. Specifically, we remove n1 and n2 for node 2 because they are
contained in node 3 and node 4 (descendants of node 1), and similarly remove
n1, n2, and n4 for node 1. We continue checking until the root is reached.
Step 3: tracking back matching nodes and looking up connecting nodes.






























Figure 5.5: Illustration of checking center nodes
accordingly by identifying K and I. The Des(u,Q) and Match(u,Q) fields
allow us to produce the matching nodes K for answers with simple extension
and without affecting space and time complexity. If c is a common descendant,
I can be retrieved by the field Path(u, k). If c is a common ancestor, to find the
path from c to a matching node u, we need to find backward from u to c by
using Par field in the ancestor lists. Finally, to return the full answers, we need
another index from a label to the content of whole matching node.
5.4 Experiment
This section studies how the features of our approach, including
hierarchy-aware, dupli-cation-aware and object-orientation, impact on the
performance. We will show the impacts of each feature as well as the impacts
of all features on the effectiveness and efficiency. The experiments were
performed on an Intel(R) Core(TM)i7 CPU 3.4GHz with 8GB of RAM.
5.4.1 Experimental Settings
Datasets. We used three real datasets including NBA4, IMDb5, and
Basketball6. In IMDb, an actor or actress can play in many movies, and a
company can produce several movies. In NBA and Basketball, a player can





subsets with the sizes 2.4MB, 90MB and 56MB for NBA, IMDb and
Basketball respectively.
Discovering the ORA-semantics of datasets. We first apply [47] to
automatically discover the ORA-semantics of datasets. We then manually
adjust the results to get 100% of accuracy for the results of discovery. This is to
make sure that the discovery step does not affect our results.
Modeling datasets. Each dataset corresponds to four models:
• An X-tree: an XML tree with object duplication and without ID/IDREF.
• An X-graph: an XML IDREF graph obtained from an X-tree.
• An O-tree (XML object tree): obtained from an X-tree by labelling only
object nodes and assigning all non-object nodes the same label with the
corresponding object nodes.
• An O-graph (XML object graph): obtained from an X-graph in the same
manner with obtaining an O-tree from an X-tree.
Queries. We randomly generated 183 queries from value keywords of the
three real datasets. To avoid meaningless queries, we retained 110 queries and
filtered out 73 generated queries which are not meaningful at all (e.g., queries
only containing articles and preposition). The remaining queries include 15, 57
and 38 queries for NBA, IMDb and Basketball datasets, respectively.
Compared approaches. Since our approach can supports both XML
documents with and without IDREFs, we compare the performance of our
approach with both tree-based approaches (Set-intersection [84]), and XRich
(our previous contribution discussed in Chapter 4) and a graph-based approach
(BLINKS [24]).
Running compared approaches. Since Set-intersection and XRich work on
XML tree, we can run them with X-tree and O-tree. Since BLINK works with
XML graph, we ran it on X-graph and O-graph. Our approach is also a
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graph-based approach, thus we can run it on X-graph and O-graph. Since
X-tree, X-graph, O-tree and O-graph can be derived from one another with a
necessary minor cost and they represent the same information, it is fair to use
them together for comparison.
5.4.2 Methodology of doing experiment
Hierarchy-aware, duplication-aware and object orientation are three features
which impact the effectiveness and the efficiency of our approach. Among
compared approaches, BLINKS does not have concepts of object and
hierarchy, Set-intersection does not have the concept of object and duplication,
and XRich has all the three similar features, but works on XML tree only.
Thus, we have the following methodology to show the impact of each feature
and of all features.
Impact of hierarchy-aware. To show the impact of the hierarchical structure
on graph search, we compared our approach with BLINKS, a non-hierarchy
graph-based approach. To separate with the impact of object orientation, we
also operated BLINKS at object level, i.e., ran BLINKS on O-graph.
Impact of duplication-aware. For duplication-aware, we compared our
approach with Set-intersection, an unaware duplication approach. To separate
with the impact of object orientation, we also operated Set-intersection at
object level, i.e., ran Set-intersection on O-tree.
Impact of object orientation. To show the impact of object orientation, we ran
our approach at object level (i.e., O-graph) and at node level (i.e., on X-graph).
Impact of all features. To show the impact of all features, we ran compared
algorithms on the model they initially designed for. Particularly, we ran
BLINKS on X-graph, Set-intersection on X-tree, and our approach on O-graph.







































































Our approach (on O-graph)














































Figure 5.7: Impact of all features on the effectiveness
5.4.3 Effectiveness Evaluation
Metrics. To evaluate the effectiveness, we used standard Precision (P) and
Recall (R) metrics. We randomly selected a subset (20 queries) of 110
generated queries for effectiveness evaluation. To compute precision and recall,
we conducted surveys on the above 20 queries and the test datasets. We asked
25 researchers of our database labs to interpret 20 queries. Interpretations from
at least 18 out of 25 researchers are manually reformulated into schema-aware
XQuery queries and the results of these XQuery queries are used as the ground
truth.
Impact of each feature. Figure 5.6 shows the impacts of each feature on the

















































c) Our approach (O-graph)
Our approach (X-graph)
(c) Object-orientation
Figure 5.8: Impact of each feature on the efficiency [Basketball dataset]
Follows are the reasons of improvement w.r.t. each feature. The hierarchical
structure enables us to avoid meaningless answers caused by unrelated matching
nodes. BLINKS uses the distinct root semantics which is similar to the LCA
semantics, thus its recall is affected by the problems of not returning common
descendants. Duplication-aware help return missed answers. Object orientation
improves precision because it enables us to avoid meaningless answer caused
by returning only non-object nodes.
Impact of all features. Figure 5.7 shows the impacts of all features on the
effectiveness. As discussed above, all these features have impacts on the
effectiveness. Among them, duplication-aware has the highest impact. Thus,
the more features an approach possesses, the higher precision and recall are.
Particularly, our approach has highest precision and recall because our
approach has all three features. BLINKS has higher performance than
Set-intersection because BLINKS works with graph, a duplication-aware data.
Compare to XRich, our approach has slightly higher recall while the precision
is similar.
5.4.4 Efficiency Evaluation
Metrics. To measure the efficiency, we compared the running time of finding
returned nodes. For each kind of queries, e.g., 2-keyword query, we selected

















































































Figure 5.9: Impact of all features on the efficiency (varying number of query
keywords)
query, we ran ten times to get the average response time. We finally reported the
average response time of five queries for each kind of query.
Impact of each feature Figure 5.8 shows the impact of each features on the
efficiency. As can be seen, all features improve efficiency, among which, the
hierarchy has the most impact. The reasons for the improvement are follows.
The hierarchy enables us to avoid NP-Hard problem of the general graph search
and it just extends visited nodes to two directions: ancestor and descendant
rather than to all directions. Duplication-aware and object orientation both help
reduce the search space.
Impact of all features The response time of algorithms is shown in Figure 5.9,
in which we varied the number of query keywords. As discussed above, all
features impact the efficiency. Thus, the more features an algorithm has, the
more efficient it is. Our approach obtains the highest efficiency because it has
all three features. Among the others, BLINKS is the least efficient because it is
affected by structure which does not have hierarchy. Compared to XRich which
based on tree-structure, our approach can get the similar response time, even
better when the number of keywords is increased.
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5.5 Conclusion
We introduced an approach to handle the problem of missing answers due to
object duplication for keyword search in a data-centric XML document with
IDREFs and/or with duplicated objects. We model the input XML document as
an XML IDREF graph where all instances of the same object are connected via
a virtual object node (duplication-aware). We only work with object nodes and
associate non-object nodes to the corresponding object nodes
(object-orientation). More importantly, we discover the hierarchical structure
of XML IDREF graph to inherit LCA-based techniques for an efficient search
(hierarchy-aware). These features together with our labeling and matching
scheme enables our approach not only can find missing answers, but also can
avoid meaningless answers, duplicated answers, and incomplete answers. The
experiments showed the impact of each and all feature(s) (duplication-aware,
hierarchy-aware and object-orientation) to both the efficiency and the





The objective of this chapter is to solve the problem of schema dependence
of the existing approaches where different answers are returned from different
schema designs of the same data content (discussed in Section 2.1.8), by which
it can also solve the other problems including meaningless answers, missing
answers, incomplete answers and duplicated answers.
6.1 Introduction
In Chapter 4 and Chapter 5, we have discussed on how to handle problems of
XML keyword search with the assumption that a data content corresponds to
only one XML document. However, in practice, a data content may correspond
to multiple equivalent XML documents, i.e., these XML documents represent
the same data content. For example, different XML documents can represent
the same relational database, corresponding to picking up different entity tables
of the database as the root of the XML documents. In this chapter, we will
investigate on how to answer an XML keyword query in such case.
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Keyword search is a user-friendly way so that users can issue keyword
queries without or with little knowledge about the schema of the underlying
data. However, they often know what the data is about. Therefore, when they
issue a query, they often have some expectations about the answers in mind.
Since they may not know which schema is being used, their expectations are
independent from schema designs. If they already got some answers for this
schema, it could be surprised if different answers are returned when they try
another schema which represents the same data content. Thus, different
schemas of the same data content should provide them the same answers.














Figure 6.1: ER diagram of a database
Running database: Consider the database with the ER diagram in Figure 6.1.
There are many ways to represent this database in XML. Figure 6.2 shows five
possible XML schema designs for this database. For simplicity, we do not show
attributes and values in these schemas. Each edge in the schemas corresponds
to a many-to-many relationship types between the two object classes.
Example 6.1 (Schema dependence) Users may know a university database
about courses, lecturers, teaching assistants (TAs), students, and research
groups (R group)1, but they do not know what the schema looks like, i.e., which
of the five schema designs in Figure 6.2 is used. When they ask for two students
(e.g., Q = {StudentA, StudentB}), beside information about the two students,
they may want to know some of the below:






















(Schema 2) (Schema 3) (Schema 4) (Schema 5)






Figure 6.2: Equivalent XML schemas of the database in Figure 6.1
• Ans1: the common courses that they both take,
• Ans2: the common research groups (R groups) that they both belong to,
• Ans3: the common lecturers who teach both of them,
• Ans4: the common teaching assistants (TAs) who teach and mark both of
them.
They are common ancestors in some schema(s): Ans1 in Schema 1, Schema
2 and Schema 3; Ans2 in Schema 5; Ans3 in Schema 2; and Ans4 in Schema
3. Therefore, they are all meaningful answers (probably with different ranking
scores). Different users may have different expectations. However, expectations
of a user should be independent from schema designs because he does not know
which schema is used. However, all five different schema designs provide five
different sets of answers by the LCA semantics. Particularly:
• for Schema 1: only Ans1 could be returned;
• for Schema 2: Ans1 and Ans3 could be returned;
• for Schema 3: Ans1 and Ans4 could be returned;
• for Schema 4: no answer;
• for Schema 5: only Ans2 could be returned.
The above example provides a strong evidence for our two following
arguments:
Firstly, meaningful answers can be found beyond common ancestors
because all kinds of answers Ans1, Ans2, Ans3 and Ans4 are meaningful.
However, if relying only on the common ancestor techniques, none of the five
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schemas can provide all the above meaningful answers. For some schema,
answers from common ancestors may be better than the others, but returning
more meaningful answers would be better than missing meaningful ones.
A final answer obtained by LCA-based approaches includes two parts: a
returned node (LCA node) and a presentation of the answer, e.g., a subtree or
paths. Arguably, the presentation of an answer as a subtree may contain other
answers. For instance, for Schema 1, the subtree rooted at the common courses
(Ans1) that both students take may contain other kinds of answers (Ans2, Ans3,
Ans4). However, the LCA-based approaches do not explicitly identify them and
it may be hard for users to identify them because this presentation contains a
great deal of irrelevant information. Thus, it is necessary to identify and separate
them clearly.
Secondly, answers of XML keyword search should be independent from the
schema designs, e.g., Ans1, Ans2, Ans3 and Ans4 should be returned regardless
which schema is used to capture data. However, as can be seen, the LCA-based
approaches return different answer sets for different schema designs in Figure
6.2.
In practice, many real XML datasets have different schema designs such
as IMDb2 and NBA3. In IMDb, there are many ways to capture relationships
among actors, actresses, movies, and companies. In NBA, relationships among
coaches, teams, and players can also be captured in different ways. Moreover,
due to the flexibility and exchangeability of XML, many relational datasets can
be transformed to XML [35], and each relational database can correspond to
several XML schemas by picking up different entities as the root for the resulting
XML document.
Therefore, it necessitates to consider the above two arguments when




current system satisfies the above two arguments, including keyword search
over XML graph.
Challenges. To determine what should be returned beside common ancestors is
a great challenge. First, the new answers must be reasonably meaningful. That
they must also cover possible answers returned by other alternative schemas
is even harder. After such kinds of answers are defined, another challenge is
how to construct an efficient index and how to find answers efficiently. Finding
common ancestors is efficient because the computation can be based on node
labels. However, this technique cannot be easily applied for finding other types
of answers.
Our approach and contributions. We make the following contributions.
• New semantics. We propose a new semantics for XML keyword search,
called CR (Common Relative), which provides common relatives as
answers. A common relative corresponds to a common ancestor in some
equivalent schema(s). The CR semantics not only improves the
effectiveness by providing more meaningful answers beyond common
ancestors, but also returns the same answer set regardless of different
schemas backing the same data content. So it is more reliable and stable
to users (Section 6.3).
• Indexing techniques. Unlike conventional inverted index where each
keyword has a set of matching nodes, to find common relatives efficiently,
we need to maintain a set of relatives for each keyword, which is much
more difficult to construct. To accomplish this index, we propose some
properties and an algorithm to identify relatives of a node effectively and
efficiently (Section 6.4).
• Processing techniques. Unlike a common ancestor which appears at only
one node, a common relative may be referred by multiple nodes.
Therefore, we model data as a so-called XML IDREF graph by using
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virtual IDREF mechanism, in which we assign a virtual object node to
connect all instances of the same object. We also discover the
hierarchical structure of the XML IDREF graph and exploit it to find
common relatives efficiently (Section 6.4). In Chapter 5, we also model
data as XML IDREF graph and exploit its hierarchy, but the techniques
for indexing and processing in this chapter is much more complicated.
• Experiment. The experimental results show the completeness, the
soundness, and the independence from schema designs of our CR
semantics. In addition, they provide how much our CR semantics can
return answers beyond common ancestors. They also show our approach
can find answers based on the CR semantics efficiently (Section 6.5).
6.2 Preliminary
A reasonable schema is a schema in which an implicit relationship type must
be represented by adjacent object classes, i.e., there is nothing between object
classes of a relationship type. The same data content can have different
reasonable schema designs (or schemas in short). For example, to transform
from a relational database to XML, there are different schema designs, each of
which corresponds to a way that XML organizes the data. These schemas are
equivalent in the sense that they capture the same information in different
ways. We call databases corresponding to these equivalent schemas and
represent the same data content as equivalent databases.
Recall that an object is identified by object class and object identifier (OID).
In XML, it occurs as object instances, each of which is represented by a group
of nodes, rooted at the object class tagged node, followed by a set of attributes
and their associated values to describe its properties. We refer to the root of this
group as an object node and the other nodes as non-object nodes. Hereafter,
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in unambiguous contexts, we use object node as the representative for a whole
object instance, and nodes are object nodes by default. For example, matching
node means matching object nodes.
In an XML document with IDREFs, an object node which is referred by
some other object node(s) by IDREFs is called a referred object node. In other
words, a referred object node is an object node having IDREFs as its incoming
edges.
In an XML data tree, the path of a node u, denoted as path(u), is the path
from the root to u.
6.3 The CR (Common Relative) semantics
This section introduces our proposed semantics, called CR (Common Relative),
which can return more meaningful answers beyond LCAs of matching nodes
and the returned answer set is independent from schema designs. For ease of
comprehension, we first present intuitive analysis about the CR semantics by
example.
6.3.1 Intuitive analysis
We analyze the problem in Example 6.1 and discuss how to find all types of
answers with only one particular schema. For simplicity, figures used for
illustration in this section provide intuitive information and only contain object
nodes, without attributes and values. For example, for the left most figure in
Figure 6.3, StudentA means that this node together with the corresponding
attributes and values represent information about studentA; or common
R group represents the research group that both StudentA and
StudentB belong to.
Example 6.2 (Using one schema to find all types of answers) Recall that in
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Example 6.1, there are four types of meaningful answers for a query about two
students (e.g., StudentA and StudentB). Each type of answers can be
returned by the LCA semantics for some schema(s) in Figure 6.2. They are:
Ans1 (common courses) from Schema 1, Schema 2 and Schema 3, Ans2
(common R groups) from schema 5, Ans3 (common lecturers) from Schema
2, and Ans4 (common TAs) from Schema 3. Now we discuss how a database
w.r.t. a given schema can return all the above answers. We take the data of
Schema 1 for illustration.
For Ans1 (common courses): this is a common ancestor of the two students
and Schema 1 can provide it.
For Ans2 (common R groups): Schema 1 cannot provide it, but Schema 5
can provide it. Figure 6.3 shows that in Schema 1, common R groups appear
as descendants of the two students. If these descendants are connected by a
referred object node via IDREFs, Ans2 can be found at that referred object




















(a) (a part of  data w.r.t. Schema 5) (b) (a part of  data w.r.t. Schema 1) (c) (a part of  data with IDREFs w.r.t. Schema 1)
Figure 6.3: Illustration for Ans2 (common R groups)
For Ans3 (common lecturers): Schema 1 cannot provide it, but Schema 2
can provide it. Figure 6.4 shows that in Schema 1, common lecturers appear
as relatives of the two students (formal definition of relative is given in
Section 6.3.2). If these relatives are connected by a referred object node via
IDREFs, Ans3 can be found at that referred object node. We call that referred
object node as a common relative.
Ans4 (common TAs) is similar to Ans3 (common lecturers).



























(a) (a part of  data w.r.t. Schema 2) (b)  (a part of  data w.r.t. Schema 1) (c)  (a part of  data with IDREFs w.r.t. Schema 1)
Figure 6.4: Illustration for Ans3 (common lecturers)
common descendants, or common relatives. Although we only take the data of
Schema 1 for illustration, the data of other schemas have similar results when
analyzed.
6.3.2 The CR semantics
Before introducing the new semantics, let us present some properties which
makes the semantics meaningful. Consider a chain C: < u1, u2, . . . , un > of
object nodes, where ui and ui+1 have parent-child or child-parent relationship in
an XML data D. We have the following properties related to C.
Property 6.1 If C is a parent-child chain of object nodes, i.e., ui is the parent
of ui+1 ∀i, then all nodes on the chain C have different node paths.
The above property is obvious. Recall that node path (or the path of a node)
presented in Section 6.2 is the path from the root to that node. If an object
class has multiple occurrences in XML schema, its instances may corresponds
to different node paths.
Property 6.2 The chain C has a corresponding chain C′: < u′1, u
′
2, . . . , u
′
n >
of object nodes in a database D′ equivalent to D, where u′i refers to the same
object with ui.
Property 6.2 can be illustrated in Figure 6.5, in which the data chain


















(parent-child chain) (u1' is a relative of u’4 in other equivalent databases)






















4 > in its equivalent databases. Combining Property 6.1 and
Property 6.2, we have Property 6.3.
Property 6.3 If C is a parent-child chain, then there always exists a
corresponding chain C′: < u′1, u
′
2, . . . , u
′
n > of object nodes in another database
D′ equivalent to D, where u′i refers to the same object with ui ∀i , such that all
object nodes u′i’s in the chain C
′ have different node paths.
We call nodes u′i’s in the chain C
′ in Property 6.3 are relatives of each other.
It has different meanings from relatives in family relationship and it is defined
as follows.
Definition 6.1 (Relative) In an XML data tree, an object node u is a relative of
an object node v if there is a chain of object nodes from u to v where all object
nodes on that chain (including u and v) have different node paths.
By Definition 6.1, ancestors and descendants of a node u are also relatives
of u. However, siblings of u may or may not be relatives of u, depending on
the node path of u and that of its siblings. The following properties are inferred
from Definition 6.1 and Property 6.3.
Property 6.4 If u is a relative of v in an XML database D, then there exists
some XML database D′ equivalent to D such that u′ is an ancestor of v′, where
u′ and v′ refer to the same object with u and v respectively.
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Property 6.5 If w is a common relative of u and v in an XML database D, then
there exists some XML database D′ equivalent to D such that w′ is a
common ancestor of u′ and v′, where w′, u′ and v′ refer to the same object with
w, u and v respectively.
By Property 6.4, a relative corresponds to an ancestor in some equivalent
database(s). More generally, a common relative corresponds to a common
ancestor in some equivalent database(s) as stated in Property 6.5. Since a
common ancestor can provide a meaningful answer, a common relative should
correspond to an answer. Based on all discussions above, we propose the novel
semantics for XML keyword search as follows.
Definition 6.2 (The CR (Common Relative) semantics) Given a keyword
query Q = {k1, . . . , kn} to an XML database, an answer to Q is a pair 〈c,K〉
where:
• K = ⋃n1 ui where object node ui matches ki.
• c is a common relative of K.
When the XML document contains IDREFs, the referred node and its
referrer(s) refer to the same object. For such documents, Definition 6.1 is valid
with the following extensions: (1) for the condition in Definition 6.1, the
referred object node is not considered if its referrer(s) are already considered,
and (2) a relative of a referring object node is also a relative of its referred
object node. Definition 6.2 is valid for such documents without the necessity of
any extension or modification.
Example 6.3 Consider query {Student1, Student3} to the data in Figure 6.6, in
which we use ID/IDREFs to connect all instances of the same object. Since
Referred LecturerA are referred by LecturerA (Ref1) and LecturerA (Ref2) by
IDREFs, it is considered as a relative of nodes which its two referrers are





























Figure 6.6: Illustration for query {Student1, Student3}
• Relatives of Student1: Student1, Course1, TA1, LecturerA (Ref1),
Referred LecturerA, R groupA (Ref1), and Referred R groupA.
• Relatives of Student3: Student3, Course2, LecturerA (Ref2),
Referred LecturerA, R groupA (Ref2), and Referred R groupA.
Therefore, the common relatives of the two students are Referred LecturerA,
and Referred R groupA which provide two answers for the query.
Although the number of relatives of an object node may be large, the number
of relatives which is potential to be common relatives is much fewer as will
be discussed in Property 6.6. We only index such potential relatives, not all
relatives. This saves index space dramatically.
We consider all common ancestors (common ancestors are a part of common
relatives) of matching nodes instead of filtering out common ancestors which
are less relevant as the LCA semantics and its extensions such as SLCA, ELCA
do. This is because in many cases, this filter loses many meaningful answers.
For example, consider a query about two students. For Schema 2 in Figure
6.2, if two students take the same course, then the lecturer teaches that course
cannot be returned as an answer. However, common lecturer of two students is
meaningful to users.
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6.4 Our schema-independent approach
Our approach is to find answers for a query under our proposed CR semantics,
which returns common relatives for a set of matching object nodes. Finding
common relatives is much more challenging than finding common ancestors.
Firstly, while the set of ancestors of a node can be easily identified based on
the hierarchical structure of XML, the set of relatives of a node are difficult to
identify. Secondly, given a set of matching nodes, unlike a common ancestor
which appears as only one node, a common relative may be referred by many
different nodes. Therefore, it requires more complex techniques for indexing
and searching to find common relatives.
To address the first challenge, we discover some properties about the
relationships of relatives. These properties enable us to introduce an effective
algorithm to pre-compute all relatives of a node (Section 6.4.1).
To address the second challenges, we leverage the concepts and techniques
introduced in Chapter 5. Particularly, we model an XML document as a so-
called XML IDREF graph (presented in Section 5.2.1 of Chapter 5), in which all
instances of the same object are connected via IDREFs by a referred object node.
Thereby, all instances of a common relative are connected by a referred object
node too. We also exploit the hierarchical structure of the XML IDREF graph
so that we have ancestor-descendant relationships among nodes for indexing
(Section 6.4.1 and Section 6.4.2) and processing (Section 6.4.3).
6.4.1 Identifying relatives of a node
To facilitate the search, we identify the set of relatives of a node in advance
and maintain an index for the set of relatives for each object node. To solve
challenges of identifying such sets, we propose the following properties about
the relationships of relatives. Note that, as discussed in Section 5.2.1 of Chapter
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(4) (w is a common relative 
which is a referred object node)
(5) (w is an ancestor of v 
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(1) (w, u, v are 
the same)
Figure 6.7: Cases which w is a common relative of u and v
5, the data is modeled as an XML IDREF graph which still has hierarchy. Thus,
it contains ancestor-descendant relationships among nodes.
Property 6.6 Among relatives of an object node u, potential common relatives
of u and other object node(s) can only be ancestors of u or relatives of u which
are also referred object nodes, i.e., object nodes with IDREFs as incoming
edges.
We discover that not all relatives can become common relatives. A common
relative of more than one node must be able to connect multiple nodes. Thus,
it can only fall into cases in Figure 6.7. We can ignore Case 3 because u is
already the common ancestor of u and v in this case. Therefore, to be a potential
common relative, a relative of a matching object node u must be u, or an ancestor
of u, or a relative of u which is also a referred object node. Thereby, this saves
index space significantly and therefore improves the efficiency of the search as
well.
Example 6.4 Recall Example 6.3 with Figure 6.6 to find answers for query
{Student1, Student3}. By Property 6.6, the set of relatives of the keywords
which can be potential common relatives are:
• For Student1: Student1, Course1, Referred LecturerA and
Referred R groupA
• For Student3: Student3, Course2, Referred LecturerA and
Referred R groupA
where Student1 and Student3 are matching object nodes; Course1 and Course2
are ancestors of matching nodes; and Referred LecturerA and
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Referred R groupA are referred object nodes. The common relatives are
Referred LecturerA and Referred R groupA. As can be seen, we can get the
same answers as in Example 6.3 while the sets of relatives of keywords is much
fewer. TA1, LecturerA (Ref1) and R groupA (Ref1) (relatives of Student1); and
LecturerA (Ref2) and R groupA (Ref2) (relatives of Student3) are not
considered because they cannot be a common relative.
Property 6.7 Consider two sets S1 and S2 where (1) each set contains all
object nodes of the same node path, (2) the node paths w.r.t. these two sets are
different, and (3) these sets do not contain referred object nodes and are sorted
by document order. If ui ∈ S1 is a relative of v j−1 ∈ S2, but not a relative of
v j ∈ S2, then ui will not be a relative of vk ∈ S2 ∀k > j.
This is because node ui ∈ S1 can have many relatives in S2, but these relatives
are continuous in S2 because the sets are sorted by document order as illustrated
in Figure 6.8. Thus, instead of checking all nodes in S2, we can proactively stop
the checking soon thanks to Property 6.7.
ui ui+1





(if ui is a relative of vj-1 but not a relative of vj, 
then it will not be a relative of vj+1  afterwards)
Figure 6.8: Illustration for Property 6.7
Property 6.8 In XML data, two nodes u and v are relative if and only if the path
of their LCA corresponds to the path of the LCA of their schema nodes in XML
schema. In other words, we have:
path(LCA(u, v)) = path(LCA(schema(u), schema(v))) ⇐⇒ relative(u, v) =
TRUE
where schema(u) is the corresponding node in XML schema of node u.
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Proof.
If path: To prove If path, we prove that if
path(LCA(u, v)) = path(LCA(schema(u), schema(v))) then all nodes in the
chain between u and v have different node paths because then u and v are
relatives of each other. We use contradiction.
If there exists two nodes X and Y on the chain from u to v (u - . . . - X - . . . -
Y - . . . - v) such that X and Y have the same node path (X and Y can be u and v),
then X and Y cannot have ancestor-descendant relationship and the nodes in the
chain are as in Figure 6.9. Hence, X and Y are ancestors of u and v respectively.
Thus, path(X) and path(Y) are ancestors of path(u) and path(v) respectively.
Therefore, LCA(u, v) = LCA(X,Y) and
LCA(schema(u), schema(v)) = LCA(schema(X), schema(Y)) (1).
We also have path(LCA(X,Y)) , LCA(schema(X), schema(Y)) because X
and Y have the same node path (2).
From (1) and (2), we infer that path(LCA(u, v)) ,
path(LCA(schema(u), schema(v))).
Therefore, if path(LCA(u, v)) = path(LCA(schema(u), schema(v))), then
there does not exist any two nodes two nodes X and Y on the chain from u to v
such that X and Y have the same node path. In other words, all nodes on the
chain u to v have different node paths. Therefore, by Definition 6.1, u and v are
relatives of each other.
Only if path: If u and v are relatives of each other, then all nodes on the chain
from u to v have different node paths as illustrated in Figure 6.9. Argue
similarly to the proof of the if path, for all pairs of nodes X and Y on the chain
from u to v such that X and Y are ancestors of u and v respectively, we have
LCA(u, v) = LCA(X,Y) and


























(illustrate If path) (Illustrate only if path)
Figure 6.9: A chain u - . . . - X - . . . - Y - . . . - v (X and Y can be u and v)
Moreover, for the highest node(s) X and Y in the chain from u to v (X and Y
can be the same), we have
path(LCA(X,Y)) = path(LCA(schema(X), schema(Y))) (2).
From (1) and (2), we infer that path(LCA(u, v)) =
path(LCA(schema(u), schema(v))).  
This property is used to construct the set of relatives of a node efficiently. It
is illustrated in the following example.
Example 6.5 In Figure 6.6, we have: path(Course1) = path(Course2) =
root/Course; and path(Student1) = root/Course/Student. Therefore, we have:
• path(Course1) = path(Course2) = root/Course
• path(Student1) = path(Student2) = root/Course/Student.
• LCA(Student1, Course1) = Course1
• LCA(Student1, Course2) = root
• LCA(Student1, Student2) = Course1
Therefore, we have:
• path(LCA(Student1, Course 1)) = root/Course =
path(LCA(schema(Student1), schema(Course1))). Thus, Student1 and
Course 1 are relatives.
• path(LCA(Student1, Course 2)) = root , path(LCA(schema(Student1),
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schema(Course2))) = root/Course. Thus, Student1 and Course 2 are not
relatives.
• path(LCA(Student1, Student2)) = root/Course ,
path(LCA(schema(Student1), schema(Student2))) = root/Course/Student.
Thus, Student1, Student2 are not relatives.
Thus, for Student1, Course1 is its relatives, but Course2 and Student2 are
not.
Based on all the discussions above, we design an algorithm for constructing
of the set of relatives of object nodes in Algorithm 7, for an object node u, we
only consider nodes having different node path with path(u) thank to Definition
6.1.
Algorithm 7: Find relatives of object nodes
Input: All object nodes in an XML data
Output: The set of relatives Rel(u) of each object node u
1 for each object node u in the data do
2 for each node path p , path(u) (//Def.6.1) do
3 v f irst ← find the first relative of u
4 for each node v after v f irst having node path p do
5 if path(LCA(u, v)) is path(LCA(schema(u), schema(v)))
(//Prop 6.8) then
6 flag = 1;
7 if v is an ancestor of u (//Prop 6.6) then
8 Add v to Rel(u)
9 else
10 (//Prop 6.6)
11 re f (v)← object node referred by v
12 if re f (v) is not in Rel(u) then
13 Add re f (v) to Rel(u)
14 else
15 if flag = 1 then
16 flag = 0;
17 break (for non-referred nodes) //Prop6.7
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Space complexity. The space complexity for index is N×(H+R) where N is
the number of real object nodes in the XML IDREF graph; H is the maximum
number of ancestors of a real object nodes, which is equal to the height of
the XML IDREF graph (XML IDREF graph still has hierarchy); and R is the
maximum number of referred object nodes which are referred by the relatives
of a real object node. N is much smaller than the number of nodes (including
attributes and values) in an XML data. H is usually a very small number. Thus,
the space for indexing is reasonable.
6.4.2 Labeling and indexing
Labeling. Similar Chapter 5, we only label object nodes. All non-object nodes
are assigned the same label with their corresponding object nodes. Thereby,
the number of labels is largely reduced. We use number instead of Dewey for
labeling because in XML IDREF graph, a node can have multiple parents. In
addition, computation on number is faster than on Dewey since a Dewey label
has multiple components to be accessed and computed. Each virtual node is
also assigned a label which succeeds labels of real nodes.
Indexing. Each keyword k has a set Rel(k) of relatives of real object nodes
matching k. We have Rel(k) =
⋃
Rel(ui) where ui is an object node matching
k and Rel(ui) is the set of relatives of ui. ui must be an object node because
of our labeling scheme, which helps reduce the index size dramatically. ui is a
real node because virtual nodes, which are created only for connecting instances
of the same object, do not contain contents. To identify Rel(ui), we follow the
properties and algorithm introduced in Section 6.4.1.
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6.4.3 Processing
Thanks to the index where we already have the set of relatives of each keyword,
the processing of our approach is very efficient as follows. Consider a query
Q = {k1, . . . , kn}. Let CR(Q) denote the set of common relatives of Q. We
have CR(Q) =
⋂n
1 Rel(ki), where Rel(ki) denotes the set of relatives of nodes
matching keyword ki. Therefore, to find CR(Q), we compute the intersection of
sets Rel(ki)’s;
The computation for set intersection can leverage any existing fast set
intersection algorithms. The computation of set intersection has been used to
find SLCA and ELCA in [84] and has been shown to be more efficient than the
traditional computation based on common prefix of labels when dealing with
XML tree.
6.4.4 Output presentation
Similar to our previous works, to avoid irrelevant information, we present an
answer as a path from a returned CR node to matching object nodes. Since we
use XML IDREF graph without users’ awareness, we do not show IDREFs in
answers. Thus, a return CR is converted to the set of its referrers if it is a referred
object node.
Let us recall Example 6.3 at the node level. An answer of the considered
keyword queries to be displayed for users is shown in Figure 6.10. The query
keywords {Tom, Bill} refer to Student1 and Student3 in the query
{Student1, Student3} in Example 6.3. The two students are taught by a
common lecturer, named John, which is an answer for the considered query.
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Answer: common Lecturer taught them
Figure 6.10: Presentation of an answer
6.5 Experiment
In this section, we evaluate the completeness, the soundness, the independence
from schemas of our proposed CR semantics. We also make a comparison
between our semantics and common ancestors, SLCAs and ELCAs [84].
Finally, we compare the efficiency of our approach with an LCA-based
approach. The experiments were performed on an Intel(R) Core(TM) i7 CPU
3.4GHz with 8GB of RAM.
6.5.1 Experimental setup
Dataset. We pre-processed two real datasets including IMDb4, and
Basketball5. We used the subsets with the sizes of 150MB and 86MB for
IMDb and Basketball respectively. In IMDb, there are many ways to capture
relationships between actors, actresses, movies, and companies. In Basketball,
relationships between coaches, teams, and players also can be captured in
different ways.
Creating equivalent databases. For each dataset, we manually designed all
possible schemas. For example, there are three equivalent schemas for
Basketball, corresponding to picking up three different object classes (Coach,











































Figure 6.11: Three equivalent schema designs of Basketball dataset
databases, we automatically created the corresponding database for each
schema of each dataset.
Query set. We randomly generated 50 queries from document keywords. To
avoid meaningless queries, we filtered out generated queries which do not
contain any value keyword, such as queries contains only tags, or prepositions,
or articles, e.g., query {and, the, to}. 35 remaining queries include 20 and 12
queries for Basketball and IMDb datasets respectively.
Compared Algorithms. We compared our approach with an LCA-based
approach to show the advantages of our approach over the LCA-based
approaches. We chose Set-intersection [84] because it processes two popular
semantics: SLCA and ELCA, because it is one of the most recent works, and
because it outperforms other LCA-based approaches in term of efficiency.
6.5.2 Completeness
The completeness describes whether our semantics can return all common
ancestors from all equivalent databases by using only one equivalent database.
To study the completeness, for each query, we calculated the ratio of the
number of CAs from all equivalent databases found in CRs from the original
database over the total number of CAs from all equivalent databases, i.e., A∩BB ,
where A is the number of answers by our proposed CR semantics from only the
original database, and B is the number of all common ancestors (CAs) for all
equivalent databases. The checking has been done both automatically and with
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user study.
Automatically. We based on Definition 6.3 to check whether the two answers
from equivalent databases are the same or not. We achieved the result of 100%
for Basketball and 100% for IMDb. This is because based on the properties and
definitions in Section 6.3.2, given a query Q to a database D, for any common
ancestor of Q in some database equivalent to D, there always exists a common
relative of Q in D.
Definition 6.3 (Answer-equivalent) Given an n-keyword query Q, two
answers of Q a1 = 〈c1,K1〉 in schema S1 where K1 = {u1, . . . , un}, and a2 =
〈c2,K2〉 in schema S2 where K2 = {v1, . . . , vn} are equivalent w.r.t. Q, denoted
as a1 ≡Q a2 if
• c1 and c2 refer to the same object and
• ui and vi refer to the same object for all i.
User study. We asked 15 students in major of computer science to compare
answers from different equivalent databases. Although the information for
these answers are exactly the same by our Definition 6.3, they are represented
in different ways due to different schemas such as two answers in Figure 6.3(a)
and 6.3(c) or two answers in Figure 6.4(a) and 6.4(c). Thus, some users might
think they are different. Therefore, we would like to study how users think
about them. Surprisingly, we got the results of 100% for Basketball and 100%
for IMDb from users. This implies that users share the same opinions with us
on the similarity of answers.
6.5.3 Soundness
The soundness describes whether all answers (CRs) returned from our
semantics can be common ancestors in other equivalent database(s). To study
the soundness, for each query, we calculated the ratio of the number of CRs
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from the original database found in all CAs from all equivalent databases over
the total number of CRs from the original database, i.e., A∩BA , where A and B
have the same meanings in Section 6.5.2. The checking was also done both
automatically and with user study. We compared the two answers in the same
manner with the discussion in Section 6.5.2.
We got the result of 100% for both Basketball and IMDb for automatical
checking. This is because based on the discussions in Section 6.3.2, for any
common relative of a query Q to a database D, there exists a common ancestor
of Q in some database equivalent to D. For user study, we also got the surprising
results of 100% for both Basketball and IMDb. This implies the agreements of
users on our theories.
6.5.4 Schema-independence
To study the independence of our CR semantics from schemas, we checked
whether the answer sets returned by the CR semantics from all equivalent
databases are the same or not. The result is the ratio of the number of answers
returned from all equivalent databases over the total number of distinct answers
from all equivalent databases. We also performed this checking both
automatically and with user study.
We achieved the result of 100% for Basketball and 100% for IMDb. This
can be explained because the completeness and the soundness of our semantics
are both 100%. This implies that for a query Q and two equivalent databases D
and D′, if Ans is an answer of Q in D, then there exists an answer Ans′ for Q in
D′ such that Ans′ ≡Q Ans′ and vice versa. For user study, once again we got the
result of 100% for Basketball and 100% for IMDb.
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6.5.5 Comparing with SLCA and ELCA
For a given query Q, We have CR(Q) ⊇ CA(Q) ⊇ ELCA(Q) ⊇ S LCA(Q). We
ran our approach to find CAs and CRs while we ran Set-intersection [84] to find
SLCAs and ELCAs. Figure 6.12 shows the percentages of CA(Q), ELCA(Q)
and S LCA(Q) in CR(Q) for the original databases. The results are similar for
the two datasets. As can be seen, CAs is just around one third of CRs, and
SLCAs and ELCAs are around 15% to 20% of CRs. This implies that our CR

































Figure 6.12: Percentages of CAs, ELCAs, SLCAs in CRs
6.5.6 Efficiency evaluation
The response time of our approach and Set-intersection [84] is shown in
Figure 6.13, in which we varied the number of query keywords and the number
of matching nodes. Although our approach has to process more matching
nodes because of the relatives, its response time is faster than the
Set-intersection because of two reasons. Firstly, by only labeling object nodes
and assign all non-objects nodes the same labels with the corresponding object
nodes, the number of matching nodes for a keyword query is reduced.
Secondly, Set-intersection has two phases for finding CAs and filtering some
CAs to find SLCAs and ELCAs. In contrast, the processing of our approach is
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Figure 6.13: Efficiency evaluation
6.6 Conclusion
In this chapter, we have again worked with XML documents which can contain
both IDREFs and object duplication. We have argued that meaningful answers
can be found beyond common ancestors and when users issue a query, and
their expectations are independent from the schema designs. Based on these
arguments, we proposed a novel semantics called CR (Common Relative),
which returns all common relatives of matching nodes as answers. A common
relative is a common ancestor in some equivalent schema(s). Our proposed CR
semantics not only provides more meaningful answers than common ancestors,
but these answers are independent from schema designs of the same data
content as well. We proposed an approach to find answers based on the CR
semantics in which we introduced properties of relatives and designed an
algorithm to find relatives of a node effectively and efficiently. Experimental
results showed that our semantics possesses the properties of completeness,
soundness and independence from schema designs while the response time is
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faster than an LCA-based approach because we only work with object nodes.
Moreover, since we use the same techniques of modeling (as XML IDREF
graph), labeling and matching with Chapter 5, we can avoid the problems of
meaningless answers and incomplete answers. We can filter out duplicated
answers based on the ORA-semantics as well, by using the same techniques in
Chapter 4 and Chapter 5. The missing answers are obviously found because
common descendants is part of common relatives.
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Chapter 7
Group-by and Aggregate Functions
in XML Keyword Search
The objective of this chapter is to support group-by and aggregate functions for
XML keyword search, currently for only XML documents with no IDREF.
7.1 Introduction
All the problems of XML keyword search discussed in Section 2.1.8 and
Section 2.2.6, including meaningless answers, missing answers, duplicated
answers, incomplete answers and schema-dependent answers have been solved
in Chapter 4, Chapter 5 and Chapter 6. However, so far we only discuss simple
keyword queries with no group-by or aggregate functions. In this chapter, we
will study how to support a more expressive keyword query including group-by
and aggregate functions for XML keyword search.
Like keyword search in Information Retrieval, its counterpart over XML
data has grown from finding the matching semantics and retrieving basic
matching results in the last decade [23, 78, 44, 48, 85, 74, 84], and now it is













































































































Figure 7.1: An XML database
the query in the form of keywords with additional requirements, such as
visualization, aggregation, query suggestion, etc. In this chapter, we study how
to support group-by and aggregate functions beyond the simple XML keyword
search, which to our best knowledge, no such effort has been done yet. In this
way, it alleviates users from learning complex structured query languages and
the schema of the data. For example, consider the XML document in Figure
7.1, in which there exist two many-to-many relationship types between
Lecturer and Course, and between Course and Student. Suppose a user
wishes to know the number of students registered for course Cloud, ideally she
can just pose a keyword query like {Cloud, count student}. It is even
better if keyword queries can express group-by functions. For example, finding
the number of registered students for each course can be expressed as
{group-by course, count student}.
This motivates us to propose an approach for XML search which can
support keyword queries with group-by and aggregate functions including max,
min, sum, avg, count (referred to as expressive keyword query) by just using a
keyword based interface. As a result, our approach is able to provide a
powerful and easy way to use a query interface that fulfills a need not
addressed by existing systems. Group-by and aggregate functions are studied
in XML structured queries such as [76, 20] and in keyword search over
relational database (RDB) such as [69, 77]. However, to the best of our
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knowledge, there was no such work in XML keyword search.
Our approach has three challenges compared to the simple LCA-based
approaches for XML keyword search, i.e., approaches which do not support
group-by and aggregate functions. Firstly, query keywords are usually
ambiguous with different interpretations. Thereby, a query usually has different
interpretations. In simple XML keyword search, an answer can be found
without considering which query interpretation it belongs to. On the contrary,
in our approach, if all answers from different interpretations are mixed
altogether, the results for group-by and aggregate functions will be incorrect.
Secondly, an object and a relationship can be duplicated in an XML document
because it can appear multiple times due to many-to-many relationships. Such
duplication causes duplicated answers. Duplicated answers may overwhelm
users but at least the answers are still correct for simple XML keyword search.
In contrast, duplicated answers cause the wrong results for aggregate functions
count, sum, avg. Thirdly, unlike simple XML keyword search where all query
keywords are considered equally and answers can be returned independently, in
our approach, query keywords are treated differently and the answers need to
be returned in a way that the group-by and aggregate functions can be applied
efficiently. Therefore, processing a keyword query with group-by and
aggregate functions is another challenge.
To overcome these challenges, we exploit the ORA-semantics introduce in
Section 3.1 of Chapter 3. Recall that the ORA-semantics includes the
identification of nodes in XML data and schema. Once nodes in an XML
document are defined with the ORA-semantics, we can identify interpretations
of a keyword query. The ORA-semantics also helps determine many-to-many
and many-to-one relationships to detect duplication.
Contributions. In brief, we propose an approach for XML keyword search
which can support group-by and aggregate functions with the following
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contributions.
• Designing the syntax for an XML keyword query with group-by and
aggregate functions (Section 7.2).
• Differentiating query interpretations due to keyword ambiguity in order
not to mix together the results of all query interpretations (Section 7.3).
• Detecting duplication of objects and relationships to calculate aggregate
functions correctly (Section 7.4).
• Processing XML keyword queries with group-by and aggregate functions
including max, min, sum, avg, count efficiently (Section 7.5).
• Creating XPower, a system prototype for our approach. Experimental
results on real datasets show that we can support most queries with
group-by and aggregate functions which the existing LCA-based
approaches cannot while achieving a similar response time to that of
LCA-based approaches (Section 7.6).
7.2 Expressive keyword query
This section describes the syntax of an expressive keyword query with
group-by and aggregate functions including max, min, count, sum, avg
supported by our approach. Intuitively, a group-by function is based on an
object class or attribute. For example, {group-by course}, {group-by
grade}. Thus, group-by must associate with an object class, or an attribute. On
the other hand, aggregate functions max, min, sum, avg must associate with an
attribute such as max grade, but not with an object class or a value because
these functions are performed on the set of values of attributes. However, the
aggregate function count can associate with all types of keyword: object class,
attribute, and value because they all can be counted. For example, {count
course}, {count StaffID}, {count A}. Based on these constraints, we define
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the syntax of an expressive keyword query in BackusNaur Form (BNF) as
follows.
〈query〉 ::= (〈keyword〉[“, ”])∗(〈 f unction〉[“, ”])∗
〈 f unction〉 ::= 〈group by f n〉 | 〈aggregate f n〉
〈group by f n〉 ::= “group by”(〈ob ject class〉 | 〈attribute〉)
〈aggregate f n〉 ::= 〈agg 1〉 | 〈agg 2〉
〈agg 1〉 ::= (“max” | “min” | “sum” | “avg”)(〈attribute〉|〈aggregate f n〉)
〈agg 2〉 ::= “count”(〈keyword〉|〈aggregate f n〉)
〈keyword〉 ::= 〈ob ject class〉 | 〈attribute〉 | 〈value〉
Since the parameters of aggregate function “count” are different from those
of the other aggregate functions “max”, “min”, “sum”, “avg”, we use 〈agg 1〉
and 〈agg 2〉 to define them separately. With the above BNF, group-by and
aggregate functions can be combined such as {group-by lecturer,
group-by course, max grade, min grade} or nested such as {group-by
lecturer, max count student}. It is also straightforward to extend the
above BNF for synonyms or abbreviations of aggregate functions such as
maximum, greatest, highest, etc.
A user can issue an expressive keyword query without knowing the
concepts of object class and attribute because the above constraints about what
must be associated in the group-by and aggregate functions are very natural.
They are far easier than using the complex syntax of structure query languages.
However, compared to the ease of use of simple keyword queries without
group-by or aggregate functions, the syntax of our queries are slightly more
complex. Nevertheless, this is a trade-off between the expressive power and the
ease of use.
Terms related to an expressive keyword query. For ease of presentation, we
use the following terms in this chapter.
• Group-by parameters are query keywords following the term “group-by”.
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• Aggregate functions are the terms “max”, “min”, “sum”, “avg” and
“count”.
• Aggregate function parameters are keywords following the aggregate
functions.
• Content keywords are all query keywords except reserved words (i.e., the
term “group-by” and the aggregate functions). Content keywords can be
values, attributes, or object classes in the query.









Different kinds of tags (e.g., different object classes, attributes)
Different matching objects/ relationships
Figure 7.2: Different possible interpretations of a keyword
The first challenge of our approach is that keywords are usually ambiguous
with different interpretations as illustrated in Figure 7.2. Therefore, a query
is also ambiguous with different interpretations, each of which corresponds to
a way we choose the interpretation of keywords as described in the following
concept.
Concept 7.1 (Query interpretation) Given an expressive keyword query
Q = {k1, . . . , kn}, an interpretation of query Q is IQ = {i1, . . . , in}, where ii is an
interpretation of ki.
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7.3.1 Impact of query ambiguity on the correctness of the
results
In simple XML keyword search approaches such as [23, 78, 44, 48, 85, 74, 84],
which do not support group-by and aggregate functions, an ambiguous keyword
corresponds to a set of matching nodes, whose identifications are not considered.
In these approaches, an answer can be found without considering which query
interpretation it belongs to. In contrast, not differentiating query interpretations
affects the correctness of group-by and aggregate functions as illustrated below.
Example 7.1 Consider query {Anna, count A} issued to the XML data in
Figure 7.1, in which one lecturer and two students have the same name Anna.
They are object <Lecturer:L2> (w.r.t. object node Lecturer (1.2)), object
<Student:S1> (w.r.t. object nodes Student (1.1.1.1), Student
(1.2.1.1), and Student (1.2.2.1)), and object <Student:S3> (w.r.t.
object node Student (1.1.2.2)). Both keywords count and A have only one
interpretation in the XML data. Specifically, count is an aggregate function
and A is a value of attribute grade of the relationship type between student
and course.
Intuitively, the query has three interpretations: (1) finding the number of
grade A of students taking courses taught by Lecturer Anna, (2) finding the
number of grade A of Student Anna whose SNo is S1, and (3) similar to the
second interpretation but for student Student Anna whose SNo is S3. If the
query interpretations are not considered, the numbers of grade A
corresponding to three interpretations are mixed and counted altogether
instead of being counted separately. This makes the results of aggregate
function Count A incorrect.
Therefore, to calculate group-by and aggregate functions correctly, we need
to process each query interpretation separately. To speed up the processing, we
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have an optimized technique, in which we do not process each query
interpretation at the beginning, instead we process them together with group-by
functions (discussed in Section 7.5.2).
7.3.2 Generating query interpretations
Generating all interpretations of a query contains three tasks: (1) identifying all
interpretations of each keyword; (2) once the interpretation lists of all keywords
are available, query interpretations are generated by computing the cross product
of these lists; (3) filtering out invalid query interpretations based on the syntax
in Section 7.2. Instead of doing the three tasks separately, in the first task, we
proactively identify the interpretations of a keyword such that they do not form
invalid query interpretations.
Identifying all interpretations of a keyword is not straightforward. Firstly,
unlike a simple keyword query where interpretations of a keyword do not
depend on those of the others, in our approach, to avoid invalid query
interpretations, the interpretations of content keywords need to depend on those
of the reserved words. Secondly, unlike simple keyword query where all
keywords are treated equally, in our approach, different types of query
keywords are treated differently and can provide different interpretations.
Particularly, keywords as group-by and aggregate function parameters can only
be interpreted as different tags, while keywords as free keywords can be
interpreted as different matching objects1, different matching relationships2, or
different tags as well.
Generating all valid query interpretations is illustrated in Figure 7.3 and is
described in Algorithm 8. Since the reserved words may impact the
interpretations of other keywords, we first need to identify whether a keyword
1An object matches keyword k when any of its object node matches k.
2A relationship matches keyword k when any of its involved objects matches k.
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is a reserved word, or a content keyword, or both. After that, the interpretations
of content keywords depend on whether they are free keywords, group-by
parameters or aggregate function parameters.
Algorithm 8: Generating all valid interpretations of a query
Input: Query keywords k1, . . . , kn
The ORA-semantics
The keyword-node lists and the node-object list
Output: List of valid interpretations qInt
1 Variable: List of query keywords as reserved words Lres
2 A simple query interpretation Iqs without reserved words
3 //Task 1: identifying all interpretations of each keyword
4 for each query keyword k do
5 if k is a reserved word then
6 Add k to Lres
7 //Query does not contain reserved words
8 if Lres is empty then
9 // It is a simple query without group-by or aggregate functions
10 Add all keywords to Iqs // All are content keywords
11 return Iqs // We do not care about interpretations for this case
12 //Query contains reserved words
13 Variable: The list of interpretations of a keyword k: Lik
14 The list of free keywords L f r
15 The list of group-by parameters Lg
16 The list of aggregate functions and parameters La, f
17 for each query keyword k in Lres do
18 Lik ← content interpretation and reserved word interpretation
19 k.tags← retrieve all identifications of ki (ki as tags) from ORA-semantics
20 k.nodes← retrieve all matching object nodes of ki (ki as values) from the keyword-node lists
21 temp← all cross product of the interpretation lists of keywords in Lres
22 for each interpretation qI in temp do
23 // All keywords are content keywords
24 if All interpretations in qI are content interpretations then
25 Add all query keywords to Iqs
26 Add Iqs to qInt // a simple query interpretation
27 else
28 L f r , Lg and La, f ← parse all keywords based on Lres
29 for each keyword k in L f r do
30 k.ob jects← get objects of nodes for k.nodes based on the node-object list
31 Add all k.tags and k.ob jects to Lik
32 for each keyword k in Lg do
33 Add all k.tags to Lik
34 for each keyword k in La, f do
35 if the aggregate function is “count” then
36 k.tags← get tags of nodes for k.nodes based on the ORA-semantics
37 Add all k.tags to Lik
38 //Task 2: generating all query interpretations
39 qInt← add all cross product of the interpretation lists Lik’s of all keywords
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Figure 7.3: Generating query interpretations
7.4 Duplication
Duplication of objects and relationships is another challenge of our approach.
This section will discuss the impact of such duplication on the correctness of
the results of aggregate functions and how to overcome it. For illustration, we
use the XML data in Figure 7.1, in which duplicated objects and relationships



























































Figure 7.4: Duplicated objects and relationships in the XML data in Figure 7.1
7.4.1 Duplicated objects and relationships
The duplication of objects is due to many-to-many (m : n) or many-to-one (m :
1) relationships because in such relationship, the child object is duplicated each
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time it occurs in the relationship. For example, in the XML data in Figure
7.1, since the relationship between lecturer and course is m : n, a course can be
taught by many lecturers such as <Course:CS1> are taught by <Lecturer:L1>
and <Lecturer:L2>. Thus, the child object (<Course: CS1>) is shown as
two object nodes Course (1.1.1) and Course(1.2.1).
m : n and m : 1 relationships cause not only duplicated objects, but also
duplicated relationships. For example, as discussed above, in the XML data in
Figure 7.1, because of the m : n relationship between lecturer and course, the
child object (<Course:CS1>) is shown as two object nodes Course (1.1.1)
and Course(1.2.1). Therefore, everything below these two object nodes is
the same (duplicated), including the relationships between object
(<Course:CS1>) and students such as the relationships between
<Course:CS1> and <Student:S1> (the big dotted lines in Figure 7.4), and
between <Course:CS1> and <Student:S2> (the big lines in Figure 7.4).
7.4.2 Impact of duplication on aggregate functions
We show the impact of duplicated objects and relationships in the following
examples.
Example 7.2 (Impacts of duplicated objects) To count the number of students
taught by lecturer Albert, a user can issue a query {Albert, count student}
against the XML data in Figure 7.1. Without considering duplicated objects,
the number of students is four. However, object node Student (1.1.1.2)
and object node Student (1.1.2.1) refer to the same object <Student:S2>.
Hence, only three students are taught by lecturer Albert.
Example 7.3 (Impacts of duplicated relationships) Recall query {Anna,
count A} discussed in Example 7.1. We use the second interpretation, i.e.,
finding the number of grade A of Student Anna whose SNo is S1, to illustrate
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the impacts of duplicated relationships. In the XML data in Figure 7.1, the
relationship between <Student:S1> and <Course:CS1> is duplicated twice
(the big dotted lines in Figure 7.4). This makes attribute grade of this
relationship duplicated. Without considering duplicated relationships, the
number of grade A is three. In contrast, by keeping only one instance for each
relationship, the answer is only two.
Therefore, to perform aggregate functions sum, avg and count correctly, we
must detect duplicated objects and relationships and keep only one instance for
each of them. Duplication does not impact on the correctness of aggregate
functions max and min.
7.4.3 Detecting duplication
If there exists a m : n or m : 1 relationship type between object classes A and B,
then for all object classes (or relationship types) appearing as B or the
descendants of B, the objects of those classes (or the relationships of those
relationship types) may have duplication. Otherwise, with no m : n or m : 1
relationship type, duplication does not happen. Thus, to detect duplication, we
first identify the possibility of duplication by checking m : n and m : 1
relationship types. If there is no m : n and no m : 1 relationship type, we can
determine quickly the objects (or relationships) which are not duplicated.
Identifying the possibility of duplication can be done with the ORA-semantics
and is shown in Algorithm 9.
Once we determine that an object (or a relationship) is possibly duplicated,
we determine whether two objects (of the same object class) are really
duplicated by checking whether they have the same OID. A relationship is
represented by a list of involved objects. Thus, two relationships (of the same
relationship type) are duplicates if the two sets of objects involved by the two
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relationships are the same.
Detecting real duplication is integrated with calculating aggregate functions
and will be described in Section 7.5.2. For each aggregate function parameter,
if it is possibly duplicated, before applying an aggregate function on an object
or a relationship instance, we check whether duplication occurs.
Algorithm 9: Detecting the possibility of duplication
Input: The aggregate function parameter p
The ORA-semantics
1 p.class← get the object class of p (based on the ORA-semantics)
2 p.ancestor← get all ancestor object classes and itself of p.class (based
on the ORA-semantics)
3 p.RelType← get all relationship types with p.ancestor involved in
(based on the ORA-semantics)
4 p.card← get the cardinality of each relationship type in p.RelType
(based on the ORA-semantics)
5 if existing m : n or m : 1 relationship type in p.RelType (determined in
p.card) then
6 p.possibility← TRUE
7.5 Indexing and processing
Figure 7.5 describes the architecture of our approach, which consists of three
indexes (presented in Section 7.5.1) and five processing components (discussed
in Section 7.5.2). Like LCA-based approaches such as [23, 78, 44, 48, 85, 74,
84], our approach works on data-centric XML documents with no IDREFs and
assumes updating does not frequently happen. Otherwise, adding or deleting























Figure 7.5: The architecture
7.5.1 Labeling and indexing
Labeling. Unlike conventional labeling schemes, where each node has a
distinct label, we assign a Dewey label for only object nodes while non-object
nodes use the same label with the object node they belong to as in Figure 7.1.
Indexing
A. Keyword-node lists. Each document keyword k has a list of matching object
nodes.
B. Node-value list. We maintain a list of pairs of 〈ob ject node, values〉 to
retrieve values of an object node to operate group-by or aggregate functions.
C. Node-object list. We maintain a list of pairs of 〈ob ject node, ob ject〉 for
two purposes. Firstly, it is used together with the keyword-node lists to find
matching objects in order to generate query interpretations. Secondly, it is used
to detect duplication.
7.5.2 Processing
The processing of our approach can briefly be described as follows. As
discussed in Section 7.3, we process each query interpretation separately in
order not to mix together results of different query interpretations.
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Interpretation Generator is responsible for generating all valid interpretations
of the input query. For each query interpretation, Answer Finder finds
intermediate answers, each of which will be used as an operand of the
aggregate function. Group-by Classifier classifies intermediate answers based
on group-by parameters. Aggregate Calculator applies aggregate functions on
intermediate answers. During the aggregate calculation, Duplication Detector
detects duplicated objects and relationships in order to perform aggregate
calculation correctly.
The above discussion is at conceptual level. At the lower level, we have an
optimized technique for the process. We are aware that different query
interpretations may produce the same sets of object nodes for group-by and
aggregate function parameters. Therefore, instead of finding intermediate
answers for each interpretation, we find all possible intermediate answers first,
then classify them into suitable interpretations. Thereby, we can save costs of
repeating the same thing. The optimized process is described in Algorithm 103.
Interpretation Generator and Duplication Detection correspond to the
discussion in Section 7.3 and Section 7.4 respectively. The following are
details of the remaining three components. We use query {Anna, group-by
course, count A} applied to the XML data in Figure 7.1 as a running
example. Figure 7.6 shows the results produced by each component for the
query.
Answer Finder. An intermediate answer contains a set of matching object
nodes of content keywords which are aggregate function parameters, group-by
parameters, and free keywords. We first find object nodes of aggregate function
parameters (line 3 in Algorithm 10), then those of group-by parameters (line 6),
and finally those of free keywords (line 11). This is because an intermediate
3A query interpretation corresponds to a set of interpretations of free keywords, group-by parameters and aggregate
function parameters. The input of Algorithm 10 is a query interpretation w.r.t. interpretations of group-by and aggregate
function parameters, interpretations of free keywords will be handled after finding intermediate answers.
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(Answer 1) (Answer 3)(Answer 2)
Group 1: 
Objects w.r.t. group-by para: 
<Course:CS1>
Objects w.r.t. free keywords:
<Student:S1>






Q = {Anna, group-by course, count A}











































(Answer 5) (Answer 6)(Answer 4)
Group 2: 
Objects w.r.t. group-by para: 
<Course:CS2>
Objects w.r.t. free keywords:
<Student:S3>
Group 3: 
Objects w.r.t. group-by para: 
<Course:CS3>
Objects w.r.t. free keywords:
<Student:S3>
Group 4: 
Objects w.r.t. group-by para: 
<Course:CS1>
Objects w.r.t. free keywords:
<Student:S1>
count (A) = 1 count (A) = 2






1.1.1.1 1.2.2.11.1.2.2 1.2.1.1No answer 1.2 1.2
Object node w.r.t 
aggregate parameter
Object node w.r.t 
group-by parameter














Figure 7.6: Processing query Q = {Anna,group-by course,count A}
answer corresponds to only one matching object node of an aggregate function
parameter because it is used as only one operand in an aggregate function.
An object node of a group-by parameter must have an ancestor-descendant
relationship with that of the aggregate function parameter because group-by
functions are based on the relationship between/among objects. In XML, these
relationships are represented through ancestor-descendant relationships
(edges).
All nodes in an intermediate answer must be meaningfully related. For this
purpose, we agree with the argument in [80] that the object class of the LCA
(Lowest Common Ancestor) of nodes in an answer must belong to the LCA of
the object classes of these nodes. We use this property to find object nodes of
free keywords in an answer.
In the running example (in Figure 7.6), the aggregate function parameter A
has five matching nodes. For each of them, we find the corresponding object
nodes of the group-by parameter course. For each pair of object nodes of the
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Algorithm 10: Processing an expressive keyword query
Input: Free keyword k1, . . . , kn
The group-by parameters g1, . . . , gq
The aggregate function parameters a1, . . . , ap
The aggregate functions f1, . . . , fp
The ORA-semantics
Indexes: the keyword-node lists, the node-value list, the node-object list
1 //Answer Finder
2 for each aggregate function parameter ai do
3 for each matching object node a node ∈ matchNode(ai) do
4 //find the corresponding object nodes matching group-by parameters
5 for each group-by parameter gi do
6 Lgi node ← the list of object nodes u such that u ∈ matchNode(gi) and u is an ancestor or a
descendant of a node
7 for each set of object nodes {g1 node, . . . , gq node}, gi node ∈ Lgi node do
8 highest← the highest object node among gi node’s and a node
9 //find the corresponding object nodes matching free keywords
10 for each free keyword ki do
11 Lki node ← findObjectNodesFreeKeyword(ki, highest)
12 //Group-by Classifier
13 Lgroup ← {group| group← {g1 node, .., gq node, k1 node, .., kn node}, where ki node ∈
Lki node}
14 for each group ∈ Lgroup do
15 unit← {a node, group}
16 if exist groupi matches group then
17 classify unit into groupi //Classify unit
18 else
19 create new class groupi+1
20 Updated objects w.r.t. group-by parameters and free keywords for groupi+1
21 classify unit into groupi+1 //Classify unit into new class
22 //Aggregate Calculator
23 if ai is a relationship or a relationship attribute (based on the ORA-semantics) then
24 rel(a node)← get the relationship w.r.t. a node
25 else
26 ob j(a node)← get the object w.r.t. a node
27 if ai.possibility is TRUE then
28 if DetectDuplication (ob j(a node)/rel(a node)) is FALSE then
29 ApplyAggregateFunction ( fi, ai, a node)
aggregate function parameter and the group-by parameter, we find the
corresponding object nodes of the free keyword Anna.
Scope. Like LCA-based approaches, our approach does not consider the cases
where two objects are connected through several relationships which do not
form an ancestor-descendant chain. This constraint is to find group-by
parameter.
Group-by Classifier. We classify an intermediate answer into a group based
on objects w.r.t. the group-by parameters and the free keywords. Thus, we first
retrieve the corresponding objects from the set of nodes of an answer. Then, we
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compare that set of objects of an answer with that of groups (lines 14-19). In
the running example, for the first answer, <Course:CS1> and <Student:S1>
are objects corresponding to the group-by parameter and the free keyword
respectively. So, it is classified into Group 1 which has the same set of objects.
Aggregate Calculator. Aggregate Calculator calculates aggregate functions
on objects and relationships (or their attributes and values) of the aggregate
function parameters in each group. During the calculation, we check the
duplication of objects and relationships. We first check the possibility of
duplication based on schema (line 25, referred to Algorithm 9). If this
possibility is true, we will check whether the considered object or relationship
is duplicated or not (line 26) before processing the aggregate functions (line
27). In the running example, two answers in Group 1 are duplicated. Thus, the
result of Count A in this group is only one.
Complexity. Since the number of aggregate function parameters, group-by
parameters and free keywords are few, the For loops in line 1, line 4 and line 9
do not have much affect on the complexity. Since all the lists of matching
object nodes are sorted by the pre-order of labels of matching object nodes, the
finding of matching object nodes of group-by parameters and free keywords
can be obtained efficiently. Thereby, the complexity of finding all intermediate
answers depends on the number of matching object nodes of aggregate
function parameters. Thus, for Answer Finder, for each matching object of an
aggregate function parameter, the costs are log(G) and log(K) for finding
object nodes of a group-by parameter and of a free keyword in an answer
respectively, where G and K are the length of their lists of matching object
nodes respectively. In Group-by Classifier, the cost for classifying in the worst
case is log(Gr) where Gr is the total number of groups (sorted). For Aggregate
Calculator, the cost in the worst case is O × log(O) where O is the maximum
number of objects in a group.
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7.6 Experiment
We have implemented a framework, called XPower for evaluation on several
aspects: enhancement, impacts of query interpretation and duplication, and
efficiency. We compare XPower with XKSearch [78] because it is one of the
most popular XML keyword search approaches. Like other XML keyword
search approaches, XKSearch does not support group-by and aggregate
functions, and does not consider the effects of duplication and query
interpretation on search results. Thus, we compare with XKSearch on only
efficiency. The experiments were performed on an Intel(R) Core(TM)i7 CPU
3.4GHz with 8GB of RAM. We used the subsets of two real datasets:
Basketball (45MB)4 and DBLP (570MB)5,6. A part of the schema of each
























Notes: A paper is represented by <inprocessding> …. </
inprocessding>, we use paper to make it more natural. 
Booktitle corresponds to conferences, journals, etc...
Figure 7.7: A part of schema of DBLP and Basketball used in experiments
7.6.1 Enhancement evaluation
Table 7.1 shows eight queries for each dataset used in the experiments and
Table 7.2 provides interpretations of keywords in those queries. Table 7.1 also
shows whether XPower was accurate on the tested queries. As can be seen,
4http://www.databasebasketball.com/
5http://dblp.uni-trier.de/xml/
6In the updated DBLP dataset, authors of the same name can be distinguished. We make use this in differentiating
query interpretations related to authors.
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Table 7.1: Queries for tested datasets





QD1 Count the papers of Yi Chen Yi Chen, count paper Yes Yes No
QD2 Count the co-authors of Yi Chen Yi Chen, count author No N.A N.A
QD3 How many years Yi Chen have published papers and in how many conferences Yi Chen, count booktitle, count year Yes Yes Yes
QD4 Count the papers of Yi Chen in each conference for each year
Yi Chen, group-by year, group-by 
booktitle, count paper Yes Yes Yes
QD5 How many conferences has Diamond published papers Diamond, count booktitle Yes Yes Yes
QD6 Find the latest year Diamond published paper in IEEE-TIT Diamond, IEEE-TIT, max year Yes Yes No
QD7 Count the papers of Brown published in each conference Brown, group-by booktitle, count paper Yes Yes No
QD8 Count the conferences Brown has published papers Brown, count booktitle Yes Yes Yes
Basketball
QB1 How many players and coaches in team Celtics Celtics, count player, count coach Yes No Yes
QB2 How many teams Michael have worked for Michael, count team Yes Yes Yes
QB3 How many players Thomas have worked with Thomas, count player No N.A N.A
QB4 How many players Johnson have worked with Johnson, count player Partial Yes Yes
QB5 Find the latest year Edwards has worked for team Hawks Edwards, Hawks, max year Yes Yes No
QB6 When did player Edwards start to work Edwards, min year Yes Yes No
QB7 Count players in each team which Michael has worked for Michael, group-by team, count player Partial Yes No
QB8 How many players and coaches of each team group-by team, count player, count coach Yes No Yes
Table 7.2: Interpretations of keywords in tested queries
Keyword Interpretations of keyword Keyword Interpretations of keyword
Yi Chen 6 authors Celtics 1 team
many authors Hawks 1 team
many titles Edwards 4 players
many authors Thomas 15 players
many titles Michael 2 coaches and 13 players
IEEE-TIT one conference Johnson 5 coaches and 14 players
author object class/ attribute team object class 
paper object class coach object class 
year attribute (in class paper) player object class 
booktitle object class/ attribute year relationship attribute
group-by not in DBLP group-by not in document
count in title of paper count not in document















Match both tags 






XPower can return answers for seven out of eight queries for each Basketball
and DBLP dataset. This is because XPower handles group-by functions based
on relationships, which are represented as edges in XML. However, in QD2, Yi
Chen is an author, and it does not have any direct relationship with another
author. In other words, there is no ancestor-descendant relationship between
authors. Therefore, XPower cannot provide any answer for this query. This is
similar to QB3 of Basketball. For QB4 and QB7 in Basketball, Michael and
Johnson can be both players and coaches. If they are interpreted as players,
XPower cannot provide an answer for the same reason as QB3. If they are
interpreted as coaches, XPower can provide answers.
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Table 7.3: Results of queries of Baketball dataset
XPower results
Results if not filter 
duplication
Reasons for duplication




QB1 count player = 215count coach = 13
count player = 2795 
count coach = 13
Team Celtics has been coached 
by 13 coaches, thus its players are 
duplicated 13 times. Coaches are 
not duplicated.
same results with 
XPower
QB2
15 answers for 15 persons (2 
coaches, 13 players), each has a 
number of teams they have worked 
for. Sum of these numbers are 69.
count team = 298 
Michael as players: a player can 
work with the same team 
(duplicated) under different 
coaches. 
1 answer: 
count team  = 69
QB4
No answer for Johnson as players.
Johnson as coaches: 5 answers for 5 
coaches, each has a number of 
players. Total number is 136.
count player = 219
A player can works for more than 
1 team (duplicated) in different 
years under the same coach 
Johnson
1 answer: 
count player = 136
QB5
2 answers for 2 players Edwards in 
team Hawks, with max year 1997, 
2004 resp.
same results with 
XPower
duplication does not affect 
aggregate function max
1 answer: 
max year = 2004
QB6
4 answers w.r.t. min year for 4 
players Edwards: 1993, 1995, 1981, 
1977 resp.
same results with 
XPower
duplication does not affect 
aggregate function min
1 answer: 
min year = 1977
QB7
6 answers:
Michael as players: No answer.
Michael as coach 1: 3 teams (count 
players =  153, 256, 82 resp.)
Michael as coach 2: 3 teams (count 
same results with 
XPower
Although players are duplicated in 
documents, they are not 
duplicated under the pair of 1 
coach and 1 team
4 answers:
4 teams (count 
player = 153, 236, 
512, 164 resp.). 
QB8 Provide the number of players and those of coaches for each team 
count player: diff
count team: same
If a team is duplicated, all of its 
players are duplicated. 
same results with 
XPower





7.6.2 Impact of query interpretation due to keyword
ambiguity
Table 7.3 shows three different results for each query in Basketball in three
different scenarios: (1) XPower considering both query interpretation and
duplication, (2) only considering query interpretation but not duplication, and
(3) only considering duplication but not differentiating query interpretation.
We only showed the results and explanations for Basketball because DBLP has
similar results. We also describe whether duplication and keyword ambiguity
impact on the results of each query in Table 7.1. As can be seen, keyword
ambiguity impacts on the correctness of the results of all queries in DBLP, and
five out of seven queries in Basketball (not considering queries with no
answer). This verifies the importance of differentiating query interpretations.
Otherwise, the results of all query interpretations are mixed together.
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7.6.3 Impact of duplication
As we can see in Table 7.1, duplication impacts on the correctness of the results
for four out of eight queries in both DBLP and Basketball. This is fewer than
those affected by ambiguity but this number is still significant. This agrees our
arguments about the importance of detecting duplication. Otherwise, the results
of aggregate functions would not be correct. The number of queries affected by
duplication is fewer than that of ambiguity because in Basketball, coaches are
not duplicated, only teams and players can be duplicated. In DBLP, papers
are not duplicated either. Therefore, there is no impact on the functions count
coach in Basketball and count paper in DBLP. Moreover, duplication does
not affect max and min functions as in QB5 and QB6.
7.6.4 Efficiency Evaluation
Figure 7.8 shows the response time of XPower (XP as abbreviation) and
XKSearch (XK as abbreviation) for queries tested except the ones (QB3 and
QD2) XPower does not provide any answer. Since XKSearch does not support
group-by and aggregate functions, we dropped reserved words of tested queries
when running XKSearch. Although XPower has the overhead of doing
group-by and aggregate functions, the response time of queries are similar to
those of XKSearch. This is because XPower does not find all SLCAs because
many SLCAs do not correspond to any intermediate answer. For queries with
complicated group-by and aggregate functions (e.g., QB1, QB7, QB8, QD3,
QD4 and QD7), the overhead of processing those functions makes XPower run
slightly slower than XKSearch. The response time of XPower is dominated by
that of Answer Finder. Aggregate Calculator costs more than Group-by

































Figure 7.8: Efficiency comparison of XPower and XKSearch on Basketball and
DBLP (dropping reversed words of tested queries when running XKSearch)
7.7 Conclusion
We proposed an approach to support queries with group-by and aggregate
functions including sum, max, min, avg, count to query a data-centric XML
document with a simple keyword interface. We processed query interpretations
separately in order not to mix together the results of different query
interpretations. To perform aggregate functions correctly, we detected
duplication of objects and relationships. Otherwise, the results of aggregate
functions may be wrong. We exploited the ORA-semantics to generating
interpretations of a query and to detect duplicated objects and duplicated
relationships. Without the ORA-semantics, group-by and aggregate functions
cannot be answered correctly. Experimental results in real datasets showed the
enhancement of our approach, the importance of detecting duplication and
differentiating query interpretations on the correctness of aggregate functions.
These results also showed that our approach is almost as efficient as the






As XML has become more and more popular, keyword search in XML data
has attracted a lot of research interest. Besides structure, XML data does
contain semantics of objects, relationships between/among objects, and their
attributes (referred to as the ORA-semantics). However, existing works only
rely on the structure of XML but ignore such semantics. This causes many
problems in XML keyword search, including the problems of meaningless
answers, missing answers, duplicated answers, incomplete answers and
schema-dependent answers. Moreover, they cannot handle queries with
group-by or aggregate functions.
In this thesis, we have exploited the ORA-semantics in XML keyword
search to solve the problems of existing approaches, to improve the
effectiveness and the efficiency on both XML tree and XML graph. Moreover,
the ORA-semantics enables us to support more expressive queries with
group-by and aggregate functions, and to be independent from schema designs.
Without the ORA-semantics, we cannot achieve these results. We summarize
the existing XML keyword search (KWS) and our XML KWS in Figure 8.1
and Figure 8.2 respectively.
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Figure 8.1: Existing XML keyword search
Figure 8.2: Our XML keyword search
In summary, we have made four main contributions. The relationship of our
contributions is described in Figure 8.3. We have studied from single keyword
queries with no group-by or aggregate functions to expressive keyword queries
with group-by and aggregate functions; from single to multiple XML documents
sharing the same content; and family of problems for both XML tree and XML


















































object and relationship duplication
Figure 8.3: The relationship of our contributions
In Chapter 4, we worked with data-centric XML documents with no
IDREF. We exploited the ORA-semantics to solve the problem of meaningless
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answers, missing answers, incomplete answers and duplicated answers of the
tree-based approaches. We proposed the new semantics, called Nearest
Common Object Semantics (NCON), which contains not only common
ancestors, but also common descendants to find missing answers. The new
semantics also only returns object nodes to avoid meaningless answers. We
then proposed an approach to find NCONs by using O-tree and reversed O-tree.
In Chapter 5, we generalized semantics and techniques in Chapter 4 to
work with data-centric XML document which contains IDREFs and may have
duplicated objects as well. Specifically, we expand the NCON semantics to
deal with reference edges and exploit the hierarchical structure of XML IDREF
graph, our data model, to facilitate the search. The hierarchical structure of
XML IDREF graph enables us to have an algorithm almost as efficient as
algorithms of the LCA-based approaches. In contrast, without awareness of the
hierarchy of XML IDREF graph, the search process is generally NP-Hard.
In Chapter 6, we considered the case where several XML documents
represent the same content. We proposed the new semantics and techniques to
provide the same query answers for different schema designs of the same data
content. The new semantics, called Common Relative (CR), not only takes
common ancestors and common descendants into account to answer a keyword
query, but also common relatives, which are common ancestors of some
equivalent schemas. The semantics proposed in Chapter 4 and Chapter 5
becomes parts of the CR semantics.
In Chapter 7, we supported XML expressive keyword queries with group-by
and aggregate functions. We exploit the ORA-semantics to detect duplicated
objects and duplicated relationships, and to generate interpretations of a query.
We currently only support group-by and aggregate functions for XML keyword
search over document with no IDREF. We leave the case for document with
IDREFs in future study.
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8.2 Future work
In the future, we will support group-by and aggregate functions with the
following aspects. First, we will handle predicates, comparison functions and
range search efficiently. Second, we will handle more cases where group-by
parameters and aggregate function parameters do not have ancestor-descendant
relationships. Thirdly, we will deal with XML documents with IDREFs.
Handling predicates, comparison functions and range search. Many
queries aim to find the object matched by a tag name, instead of values, such as
queries {student John, count course} aim to count courses taken by
student John. Generally, the meaning of a tag name keyword is either a
predicate/description name or an output name. Though we can associate a tag
name to all objects belonging to the corresponding object class to process a
keyword query, it is much more efficient to have techniques to handle them
separately. Moreover, users may want to issue comparison and range search as
well. For example, users may want to count students with GPA greater
than 4.5 (comparison) or count students with GPA in between 3.4
to 4.5 (range search). These queries can be expressed as {count student,
GPA ≥ 4.5} and {count student, 3.4 ≤ GPA ≤ 4.5}. Such queries will be
handled in my future work.
Handling the cases where group-by parameters and aggregate function
parameters do not have ancestor-descendant relationships. We currently
handle group-by functions based on only the ancestor-descendant relationships
between the group-by parameters and aggregate function parameters. As such,
if users want to count co-authors of Yi Chen in DBLP, where Yi Chen is an
author, our current techniques cannot handle because Yi Chen (an author)
cannot have ancestor-descendant relationship with other authors. This is
similar to LCA-based approaches in the sense that the relationships between
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the returned node and matching nodes in the LCA-based approaches can only
be ancestor-descendant relationship. Therefore, to answer such query, we need
to inherit some techniques from our third contribution about
schema-independent XML keyword search, in which such relationships can be
beyond ancestor-descendant relationship.
Dealing with the XML documents with IDREFs. Current status of our forth
contribution, which is about supporting group-by and aggregate functions for
XML keyword search, can only deal with XML documents with no IDREF.
Therefore, extending the techniques to deal with XML documents with IDREFs
is our other future direction.
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