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A novel scheme is proposed for the design of backstepping control for a class of state-feed-
back nonlinear systems. In the design, the unknown nonlinear functions are approximated
by the neural networks (NNs) identiﬁcation models. The Lyapunov function of every sub-
system consists of the tracking error and the estimation errors of NN weight parameters.
The adaptive gains are dynamically determined in a structural way instead of keeping them
constants, which can guarantee system stability and parameter estimation convergence.
When the modeling errors are available, the indirect backstepping control is proposed,
which can guarantee the functional approximation error will converge to a rather small
neighborhood of the minimax functional approximation error. When the modeling errors
are not available, the direct backstepping control is proposed, where only the tracking error
is necessary. The simulation results show the effectiveness of the proposed schemes.
 2010 Elsevier Inc. All rights reserved.1. Background
In recent adaptive and robust control literatures for nonlinear systems, backstepping constitutes an important design
scheme [1–5]. The backstepping approach provides a systematic framework for the design of regulator and tracker, suitable
for a large class of state-feedback nonlinear systems. The essence of backstepping control is that some appropriate state vari-
ables are recursively treated as the pseudocontrol signals for lower dimension subsystems. The ﬁrst pseudocontrol signal is
designedwith the aim to reduce the error between the desired trajectory and the actual output value, while the pseudocontrol
signal of another subsystem is designed to reduce the error between the pseudocontrol signal and the actual state value in the
preceding design stages. When this recursive procedure terminates, a feedback design for the true control input results.
Generally, the application of adaptive and robust techniques is limited by lack of accurate system dynamics. Some general
identiﬁcation models are utilized to eliminate uncertainties of dynamics, and NNs become the general choice [6–8]. Theo-
retically, as long as a sufﬁcient number of neurons are employed, a radial basis function (RBF) NN can approximate any con-
tinuous function to an arbitrary accuracy on any compact set [9,10]. As a result, many nonlinear control approaches had been
presented that combine backstepping with NNs in the last few years [11–17].
Although signiﬁcant progress has been made in backstepping design scheme, there are still some problems that need to
be solved for practical implementations. For example, in order to avoid the controller singularity problem, the gain functions
giðxiÞ ði ¼ 1;2; . . . ;nÞ (see (1)) in Section 2 are usually assumed to be constants or known functions in some literatures, which. All rights reserved.
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ever, the discontinuous projections with ﬁctitious bounds have to be applied to avoid the possible weight divergence of NNs
during on-line tuning. In [15], gain functions are also assumed to be unknown. However, due to the integral-type Lyapunov
function is introduced, the approach is complicated and difﬁcult to be used in practice. In one of recent reports[16], the gain
functions and their derivatives are assumed to be bounded with explicit bounds. In [17], only a class of second-order non-
linear systems is considered. Recently, a direct backstepping control using fuzzy logic system was proposed in [4,5], which
can avoid the singularity problem smartly. However, the parameter estimation remains as a problem.
In this paper, an alternative scheme for the design of backstepping control is proposed, in which the parameter estimation
is regarded as the most important task and the design focus on it. In the design, the adaptive gains are consistently tuned
according to identiﬁcation results of the preceding stages to guarantee convergence of the tracking error and parameter esti-
mation. Two similar control schemes, the direct and the indirect backstepping, are presented. The latter is suitable for the
plants whose derivatives of state variable are available, which can guarantee the functional approximation error will con-
verge to the small neighborhoods of the minimax functional approximation error. The former is suitable for the plants that
only the state variables are available, which can guarantee the approximation error is bounded. Both schemes can guarantee
the tracking error will converge into certain small range around the desired trajectory.
1.1. System description
The model of many practical nonlinear systems, for example, the rigid robots and motors, can be expressed in a special
state-feedback form as follows_xi ¼ fiðxiÞ þ giðxiÞxiþ1; 1 6 i 6 n 1;
_xn ¼ fnðxnÞ þ gnðxnÞu; ð1Þ
y ¼ x1;where xi , ½x1; x2; . . . ; xiT 2 Ri; i ¼ 1; . . . ;n; u 2 R; y 2 R, are the state variables, system input and output, respectively,
which are all assumed to be available for measurement; fi() and gi(), i = 1, . . .,n, are smooth nonlinear functions that contain
both parametric and nonparametric uncertainties. gi() is usually referred to as the gain function. The control objective is to
design an adaptive control input u so that the output y follows a desired trajectory yd with the constraint that all signals in
the closed-loop system are semi-globally uniformly ultimately bounded. It is assumed that yd and its derivatives up to the
(n + 1) th order are all bounded.
The controllability of system (1) requires that gi()– 0, i = 1, . . ., n. Since they are smooth functions, there is the following
assumption.
Assumption. gi is strictly either positive or negative, and its signs are known.
From the above assumption, without losing generality, in this paper we assume gi > 0, i = 1, . . ., n.
1.2. RBF NNs
To identify unknown nonlinear function fi() and gi(), some universal identiﬁcation models can be applied, e.g. NNs, fuzzy
logical systems and wavelet networks. For RBF NNs, the identiﬁcation model of a smooth square-integrable function
f ðzÞ 2L2ðRÞ can be expressed as followingf ðzÞ ¼ hTnðzÞ þ eðzÞ; ð2Þ
where e(z) is the so-called NN functional approximation error; z 2 Rm is the input of NNs; h = [h1,h2, . . . ,hl]T 2 Rl is the weight
collection to be determined, l is the node number of RBF NNs; n(z) = [n1(z),n2(z), . . . ,nl(z)]T is the basis function vector. ni(z) is
usually chosen as the Gaussian functionniðzÞ ¼ exp 
kz lik22
g2i
 !
; i ¼ 1;2; . . . ; l; ð3Þwhere kk2 denotes the Euclidian norm; li = [li1,li2, . . . ,lim]T, lij 2 R, j = 1, . . ., m, is the center of ni(z), and gi is the width,
which are usually selected according to the priori information about f(z).
Theoretically, it can been proven that any continuous function can be uniformly approximated to any desired accuracy
over a compact set by the single-hidden-layer RBF NNs as long as a sufﬁcient number of neurons are employed. This univer-
sal approximation capability of RBF NNs has enabled researchers to model certain complex nonlinear systems effectively
through various judicious use of NNs [7], in which the functional approximation error had been neglected in general.
However, the approximation error cannot always be small enough to be neglected in the practices. In this paper, we intro-
duce a uniform bound of it, which is known as the minimax functional approximation error (MFAE) and denoted as D,D ¼ kf ðxÞ  hTnðxÞk1;
where kk1 denotes the inﬁnite norm.
In next section, we will consider the indirect backstepping control using RBF NNs.
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Generally, the idea behind backstepping control is like this. First, xi, i = 2, . . ., n, are treated as the ﬁctitious control signals,
which are denoted as xi,v, i = 2, . . ., n, respectively. In each stage of design, the ﬁctitious control signal xi,v is designed with the
aim to reduce the error jxi1,v  xi1j formed in the previous design stage. Finally, an actual control u is designed to make the
error between jxn,v  xnj as small as possible. Since x1,v = yd, (x1,v  x1) becomes the tracking error. In design, RBF NNs are uti-
lized to approximate the nonlinear functions fiðxiÞ and giðxiÞ in each step. The detailed design procedure we proposed is de-
scribed as follows.
Step 1 – Design a virtual control input x2,v to minimize the tracking error e1 = yd  x1. Recall that
_x1 ¼ f1ðx1Þ þ g1ðx1Þx2: ð4ÞBy treating x2 as a virtual control input and using the feedback linearization method [18], the nominal control input xd2 is
designed as followsxd2 ¼
1
g1ðx1Þ
½f1ðx1Þ þ _yd þ k1e1; ð5Þwhere k1 > 0 is a design constant, which is usually referred to as the adaptive gain. However, g1(x1) and f1(x1) are unknown,
the estimates are utilized in constructing ﬁctitious control input,x2;v ¼ 1g^1ðx1Þ ½f^ 1ðx1Þ þ
_x1v þ k1e1; ð6Þwhere g^1ðx1Þ and f^ 1ðx1Þ are the estimates of g1(x1) and f1(x1), respectively. For the convenience of stability analysis in follow-
ing steps, k1 is selected as followingk1 ¼ 14þ k
0
1 þ k1; ð7Þwhere k01 and k

1 are two positive constants. Deﬁne e2 = x2,v  x2, substituting the virtual control (6) into subsystem (4) yields
the following error dynamics_e1 þ k1e1 ¼ f^ 1ðx1Þ  f1ðx1Þ þ g^1ðx1Þx2;v  g1ðx1Þx2 ¼ hT1;f n1;f ðx1Þ  f1ðx1Þ þ hT1;gn1;gðx1Þx2  g1ðx1Þx2 þ hT1;gn1;gðx1Þe2;
where n1,f(x1) and n1,g(x1) are the basis function vectors in approximating f1(x1) and g1(x1) using identiﬁcation model (2),
respectively, which are abbreviated to n1,f and n1,g in the next; h1,g and h1,f are the corresponding weight parameters. Denote
h1 ¼ hT1;f ; hT1;g
h iT
; n1 ¼ a nT1;f ; nT1;gx2
h iT
, then_e1 þ k1e1 ¼ /T1n1  r1;f ðxÞ  r1;gðx1Þx2 þ hT1;gn1;ge2 ¼ /T1n1  r1ðx1Þ þ hT1;gn1;ge2; ð8Þ
where r1,f(x1) and r1,g(x1) are the functional approximation errors using the optimal parameters, which are abbreviated
to r1,f and r1;g ; r1 ¼ r1;f þ r1;gx2; /1 ¼ h1  h1; h1 ¼ hT1;f ; hT1;g
h iT
; h1;f and h

1;g denote the optimal parameters in approximat-
ing f1(x1) and g1(x1), respectively. Suppose the universal minimax functional approximation error in approximating gi(xi) and
fi(xi) are Df and Dg, i.e., Df ¼ kfi;f ðxÞ  nTi;f hi;fk1; Dg ¼ kfi;gðxÞ  nTi;ghi;gk1; i ¼ 1;2; . . . ;n.
In order to discuss stability of the subsystem, consider following Lyapunov functionV1;I ¼ 12 e
2
1 þ
1
2
b1/
T
1/1; ð9Þwhere the index ‘‘I” in ‘‘V1,I” stands for the indirect version of backstepping control; b1 is a random positive constants. In this
stage, we propose the following adaptation law for adjusting the parameters,_h1 ¼  n1b1
_e1 þ k1e1  hT1;gn1;ge2 þ D1
h i
; ð10Þwhere D1 ¼ 2ðDf þ jx2jDgÞ  sg _e1 þ k1e1  hT1;gn1;ge2
 
,sgðxÞ ¼
1; x > 0;
0; x ¼ 0;
1; x < 0:
8><
>:Since _/1 ¼ _h1; _e1 þ k1e1  hT1;gn1;ge2 ¼ /T1n1  r1 (see (8)), sgðD1Þ ¼ sg _e1 þ k1e1  hT1;gn1;ge2
 
¼ sg /T1n1  r1
 
,_/1 ¼  n1b1
/T1n1  r1 þ D1
 
:
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 þ e1hT1;gn1;ge2  /T1n1 /T1n1  r1 þ D1 
¼ k01e21 þ e1hT1;gn1;ge2  ke21 
e21
4
 e1 /T1n1  r1
 þ /T1n1  r1 2
 
þ /T1n1  r1
 2  /T1n1ðx1Þ /T1n1  r1 þ D1 
¼ k01e21 þ e1hT1;gn1;ge2 
e1
2
 /T1n1  r1
  2  ke21 þ r21  /T1n1ðr1 þ D1Þ:Since jr1j < jD1j, sg(r1 +D1) = sg (D1). Therefore, if
j/T1n1jP jr1j;we havesg /T1n1  r1
  ¼ sg /T1n1 ;
sg /T1n1ðr1 þ D1Þ
 	 ¼ sg /T1n1  r1 sgðD1Þ ¼ sgðD1ÞsgðD1Þ ¼ 1;
j/T1n1ðr1 þ D1ÞjP r21;
i.e., if e2 = 0 and j/T1n1jP jr1j; _V1 6 0. On the other hand, ifj/T1n1j < jr1j
it resultsj/T1n1ðr1 þ D1Þj < 3jr1j2:
Thus, if k1e
2
1 > 4r21 and e2 ¼ 0; _V1;I < 0.
In general, jr1j is very small and k1 can be chosen as a large positive constant, it is reasonable to regard the system will
converge to a very small neighborhood of the reference signal.
Consider a Lyapunov function formed by the estimation error of NN weight parameterV/ ¼ /21: ð11Þ
By the adaptive law (10), the time derivative of V/ becomes_V/ ¼  1b1
/T1n1 /
T
1n1  r1 þ D1
 
: ð12ÞIt can be proven in a similar way that when j/T1n1jP jr1j; _V/ < 0, i.e., the adaptive law (10) can also guarantee the functional
approximation error consistently converges to a very small neighborhood of MFAE.
In the next step, a virtual control input x3,v is design to drive je2j as small as possible. Through out this paper, we deﬁne
ei = xi,v  xi, and denote g^iðxiÞ and f^ iðxiÞ as the estimates of giðxiÞ and fiðxiÞ, respectively. We denote ni;f ðxiÞ and ni;gðxiÞ (abbre-
viated to ni,f and ni,g) as basis function vectors in approximating fiðxiÞ and giðxiÞ, respectively; hi,g and hi,f are the corresponding
weights; ni ¼ nTi;f ; ni;gxiþ1
h iT
; hi ¼ hTi;f ; hTi;g
h iT
; /i ¼ hi  hi ; hi ¼ hTi;f ; hTi;g
h iT
, where hi;g and h

i;f are the nominal optimal weights.
We also denote Di ¼ 2ðDf þ jxiþ1jDgÞ  sgð _ei þ kiei  hTi;gni;geiþ1Þ; ri ¼ ri;f þ ri;gxiþ1.
In order to ensure that g^iðxiÞ always keeps the same sign with giðxiÞ ( its sign is known according to Assumption ), i.e., to
avoid control singularity problem, some additional adjustment is necessary in updating hi,g. For example, if giðxiÞ > 0, we pro-
pose the following iterative adjustment,hi;g ¼ hi;g þ c1l1; if hTi;gni;g 6 0; ð13Þwhere c > 0 is a quite small constant; 1l*1 = [1,1, . . . ,1]T 2 Rl, l is the dimension of hi,g. In [19], the singularity problem is solved
by remaining all elements of hi,g in a compact set X 2 R+. In fact, giðxiÞ > 0 does not necessarily mean that all the elements of
optimal weight hi;g remain positive, therefore, the scheme prevents the parameters from approaching their optimal values in
some way. Obviously, the additional adjustment (13) do no harm to system stability.
In the adaptive law (10), the derivative of tracking error, _e1, is employed, which means the derivative of the measurement
value, _x1, must be available. In some situations, the derivatives of state variable can be obtained by certain special sensors, for
example, the rotary accelerations are obtained by the rotary accelerometers in the aerocrafts. In many situations, however,
the derivatives of measurement value cannot be obtained readily due to measurement noise. Another approach of parameter
adjustment will be presented in the next section, in which only the measurement values are necessary.
Step 2 – In this step, a virtual control input x3,v is design to drive je2j as small as possible. In a similar way, x3,v is designed
as followsx3;v ¼ 1g^2ðx2Þ f^ 2ð
x2Þ þ _x2;v þ k2ðtÞe2
h i
; ð14Þ
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1
4
þ
hT1;gn1;g
h i2
4k01
; ð15Þwhere k02 and k

2 are two positive constants. Similarly, substituting (14) into the corresponding subsystem yields following
error dynamics_e2 þ k2e2 ¼ f^ 2ðx2Þ  f2ðx2Þ þ g^2ðx2Þx3;v  g2ðx1Þx3 ¼ /T2n2 þ hT2;gn2;ge3  r2:
Consider the following Lyapunov candidateV2;I ¼ V1;I þ 12 e
2
2 þ
1
2
b2/
T
2/2:Similarly, the adaptation law is proposed as following_h2 ¼  n2b2
_e2 þ k2e2  hT2;gn2;ge3 þ D2
 
: ð16ÞThe time derivative of V2,I becomes_V2;I ¼ _V1;I þ e2 _e2þb2/T2 _/2 ¼
e1
2
/T1n1þr1
h i2
/T1n1ðr1þD1Þ k01e21  e1hT1;gn1;ge2þ
hT1;gn1;g
 2
e22
4k01
2
64
3
75
 1
4
e22 e2 /T2n2 r2
 þ/T2n2 /T2n2 r2 þD2 

 
þr21 k1e21 k2e22 k02e22 þ e2hT2;gn2;ge3
¼ e1
2
/T1n1þr1
h i2
 e2
2
/T2nþr2
h i2

ﬃﬃﬃﬃﬃ
k01
q
e1
hT1;gn1;ge2
2
ﬃﬃﬃﬃﬃ
k01
q
2
64
3
75
2
/T1n1ðr1 þD1Þ/T2n2ðr2þD2Þ
k1e21 k2e22þr21þr22 k02e22þ e2hT2;gn2;ge3:
Similarly, it results _V2 6 0 if e3 = 0 and j/Ti nij > jrij; i ¼ 1;2, or if e3 ¼ 0; j/T2nij < jrij and ki e2i > 4r2i ; i ¼ 1;2. The next step is
to make je3j as small as possible.
Step i (3 6 i 6 n  1) – In a similar fashion, the virtual control signal xi+1,v is designed to minimize jeij, which isxiþ1;v ¼ 1g^iðxiÞ f^ ið
xiÞ þ _xi;v þ kiðtÞei
h i
: ð17ÞConsider the Lyapunov function candidateVi;I ¼ Vi1;I þ 12 e
2
i þ
1
2
bi/
T
i /i:ki(t) is selected askiðtÞ ¼ ki þ k0i þ
1
4
þ 1
bi
½hTi1;gni1;g 2
4k0i1
; ð18Þwhere k0i and k

i are two positive constants. Similarly, the error dynamics becomes_ei þ kiðtÞei ¼ f^ iðxiÞ  fiðxiÞ þ g^iðxiÞxiþ1;v  giðxiÞxiþ1 ¼ /Ti n ri þ hTi;gni;geiþ1:
The proposed adaptation law is similar to those in above steps_hi ¼  nibi
_ei þ kiei  hTi;gni;geiþ1 þ Di
 
: ð19ÞBy same completion of squares similar to those employed in the previous steps, the time derivative of Vi becomes_Vi;I ¼ 
Xi
s¼1
es
2
 /Ts ns þ rs
 2
þ ki e2s  r2s þ /Ts nsðrs þ DsÞ

 

Xi1
s¼1
ﬃﬃﬃﬃ
k0s
q
es 
hTs;gns;gesþ1
2
ﬃﬃﬃﬃ
k0s
q
2
64
3
75
2
 k0ie2i þ eihTi;gni;geiþ1:The next step is to make jen1j as small as possible.
Step n – In the ﬁnal step, the true control u is designed to minimize jenj in a way that is quite similar to those employed in
virtual control.uðtÞ ¼ 1
g^nðxnÞ ðf^ nð
xnÞ þ _xn;v þ knenÞ; ð20Þ
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
n þ
hTn1;gnn1;g
 2
4k0n1
: ð21ÞThe error dynamics becomes_en þ knen ¼ f^ nðxnÞ  fnðxnÞ þ g^nðxiÞu gnðxnÞu ¼ /Tnnn  rn;
where nn ¼ nTn;f ; nTn;gu
h iT
. The overall Lyapunov function is deﬁned asVI ¼ Vn1;I þ 12 e
2
n þ
1
2
bn/
T
n/n:A similar adaptation law is proposed_hn ¼  nnbn
ð _en þ knen þ DnÞ: ð22ÞThe time derivative of VI is as follows_VI ¼ 
Xn
i¼1
ei
2
 /Ti ni þ ri
 2
þ ki e2i  r2i þ /Ti niðri þ DiÞ

 

Xn1
i¼1
ﬃﬃﬃﬃ
k0i
q
ei 
hTi;gni;geiþ1
2
ﬃﬃﬃﬃ
k0i
q
2
64
3
75
2
 k0ne2i :Therefore, if j/Ti nijP jrij, or if j/T2nij < jrij and
Pn
i¼1k

i e
2
i P 4
Pn
i¼1r2i , it results _V2 6 0. Since jrij is very small generally, the
system will converge to a very small range around the reference signal. Similarly, it can be proven the approximation error
of every function will converge to a very small neighborhood of its minimax functional approximation error.
When the approximation errors, ri,f and ri,g, i = 1, . . ., n, are small enough to be neglected by choosing proper RBF NNs, the
adaptive laws and stability analysis becomes rather simple. For example, just let ri = 0 and Di = 0, the control and adaptive
laws can guarantee system stability and convergence of parameter estimation.
Obviously, the constant term ‘‘14” in the variable gains (7), (15), (18) and (21) can be selected as any other random positive
number, and the system can be regulated in a quite similar way, only the adaptive law becomes somewhat complicated.
Usually, /Ti ni is referred to as the modeling error in [19]. Since the modeling error /
T
i ni  ri ¼ _ei þ kiei  hTi;gni;geiþ1
 
is em-
ployed in parameter adjustment, we refer to the scheme presented in this section as the indirect backstepping control.
3. Direct backstepping control
In the above approach, the derivatives of the measurement values are utilized in the adaptive laws for parameter adjust-
ment, for example, in (19). However, the measurement is usually disturbed by various noises in practical plant. The differ-
ential calculation always enlarges the measurement disturbance dramatically, which perhaps cause serious distortion in
parameter adjustment. Therefore, an alternative adaptation law is proposed, where only the measurement values are used.
First of all, consider the following Lyapunov function of ﬁrst-degree subsystemV1;D ¼ 12 e
2
1 þ
1
2
b1;f/
T
1;f/1;f þ
1
2
b1;g/
T
1;g/1;g ;where the index ‘‘D” in ‘‘V1,D” stands for the direct version of backstepping control; b1,f and b1,g are random positive con-
stants. In this case, the adaptive gain k1 in the Eq. (6) is select ask1 ¼ k01 þ k; ð23Þ
where k01 and k

1 are two positive constants. A new adaptation law is presented as followings_h1;f ¼  1b1;f
n1e1 ¼ _/1;f ;
_h1;g ¼  1b1;g
n1x2e1 ¼ _/1;g :
ð24ÞBy the error dynamics (8), using the adaptive law (24), the time derivative of V1,D becomes_V1;D ¼ k1e21  r1  k01e21 þ e1hT1;gn1;ge2:
Therefore, if e2 = 0 and k

1e
2
1 > jr1j, then _V1;D 6 0.
Similarly, the Lyapunov function in ith (2 6 i < n) step is selected asVi;D ¼ Vi1;D þ 12 e
2
i þ
1
2
bi;f/
T
i;f/i;f þ
1
2
bi;g/
T
i;g/i;g ;
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ðhTi1;gni1;gÞ2
4k0i1
;where k0i and k

i are two positive constants. The adaptation law is similar to (24)Fig. 2. g1ðxÞ and g2ðxÞ and the estimation results.
Fig. 1. System output and the desired trajectory.
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niei;
_hi;g ¼  1bi;g
nixiþ1ei:
ð25ÞThe time derivative of Vi,D is as following using (25)_Vi;D ¼ 
Xi
s¼1
ke2s þ rs
  k0ie2i þ eihTi;gni;geiþ1 Xi1
s¼1
ﬃﬃﬃﬃ
k0s
q
es 
hTs;gns;gesþ1
2
ﬃﬃﬃﬃ
k0s
q
0
B@
1
CA
2
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:Fig. 3. System output and desired trajectory using different control schemes. (a) Indirect backstepping. (b) Direct backstepping.
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Pn
i¼1ðki e2i þ riÞ >; _Vn 6 0. Because jrij is very small generally, it is reasonable to
think that the system will converge to a very small range around the reference signal.
Here, only the tracking error of subsystem, ei, is employed in parameter adjustment, we refer to the scheme in this section
as the direct backstepping control. For this scheme, it is difﬁcult to ﬁnd a simple way to guarantee functional approximation
error consistently converge to a very small values, for example, there does not exist an equation similar to (12). It is reason-
able to regard that the indirect backstepping control will possess some superiority over the direct one.
4. Simulation analysis
In this section, the proposed backstepping are applied to regulate two nonlinear afﬁne systems. In the simulations, we
employed Simulink of Matlab and the Solver options is ‘‘ode45”.
Example 1. Consider a second-degree state-feedback nonlinear system_x1 ¼ x1=2þ ð1þ x21=10Þx2;
_x2 ¼ x1x2 þ 1:5þ cosðx 1Þ sinðx2Þu;
y ¼ x1;where x1 and x2 are the state variables, y is the system output. The initial states is [x1(0),x2(0)]T = [0,0]T. The desired reference
signal of this system is yd = sin (0.1t).
In the simulation, the indirect backstepping control are employed and results are shown in Figs. 1 and 2. In approximating
f1, g1, NNs contain 16 nodes with centers of receptive ﬁeld li evenly spaces in [15,15]; in approximating f2, g2, they have 31
nodes with centers evenly spacing in [20,20]. The widths are all selected as gi = 10. The elements of initial parameters h1,f
and h2,f are all chosen as 0.05, the elements of h1,g and h2,g are all chosen as 0.5, Df and Dg are all selected as 0.4;
k01 þ k1 ¼ k02 þ k2 ¼ 0:5; b1 ¼ b2 ¼ 0:5.Fig. 4. g3ðxÞ and its estimate using different control schemes. (a) Indirect backstepping. (b) Direct backstepping.
1902 H. Shi / Applied Mathematical Modelling 35 (2011) 1893–1903Fig. 1 shows the indirect backstepping control can guarantee the system output converge to a small range around the
desired trajectory. Consider the size of NNs are rather small, the MFAEs cannot be very small. As a result, the tracking error
and parameter estimation error cannot be very well. In the next example, a third-degree nonlinear system is simulated, and
NNs with more large sizes are employed to improve tracking accuracy and parameter estimation accuracy.
Example 2. Consider a third-degree state-feedback nonlinear system_x1 ¼ cosðx1Þ þ exp x21
 
x2;
_x2 ¼ sinðx1Þ exp x22=10
 þ 1þ 1
2
exp x22
 
cosðx1Þ

 
x3;
_x3 ¼ x1x2 sinðx3Þ þ 1þ 12 exp x
2
1=10
 
sinðx2Þ cosðx3Þ

 
u;
y ¼ x1;
where x1, x2, x3, and y are the state variables and system output, respectively. The initial states is [x1(0),x2(0),
x3(0)]T = [0,0,0]T. The desired reference signal also is yd = sin(0.1t).
The indirect and direct backstepping controls is employed and results are shown in Figs. 3 and 4. In approximating f1, g1,
NNs contain 101 nodes with centers of receptive ﬁeld li evenly spaces in [25,25]; in approximating f2, g2, they have 121
nodes with centers evenly spacing in [30,30]; in approximating f3, g3, they have 161 nodes with centers evenly spacing in
[40,40]. The widths are all selected as gi = 10. The elements of initial parameters h1,f, h2,f and h3,f are all chosen as 0.1, the
elements of h1,g, h2,g and h3,g are all chosen as 1, and k
0
1 þ k ¼ k02 þ k ¼ k03 þ k ¼ 1. Df and Dg are all selected as 0.1. In the
indirect backstepping, we choose b1 = b2 = 5, b3 = 40. In the direct backstepping, we choose k
0
1 þ k ¼ k02 þ k ¼ k03 þ k ¼
1:1; b1;f ¼ 2; b2;f ¼ 2:5; b3;f ¼ 3; b1;g ¼ 20; b2;g ¼ 25; b3;g ¼ 60.
Figs. 3 and 4 show both the indirect and direct backstepping control can guarantee the plant output will converge to a
rather small range around the desired trajectory. The indirect backstepping control possesses some superiority over the di-
rect one in the terms of tracking speed, tracking accuracy and parameter estimation accuracy.
5. Conclusions
Compared with backstepping control in current literature, the innovation in this paper is that the adaptive gains are
dynamically updated according to identiﬁcation results. According to stability analysis using Lyapunov function, the variable
adaptive gains can ensure convergence of the tracking error and functional approximation error.
The indirect direct backstepping can ensure the functional approximation error converge to a very small neighborhood of
its minimax functional approximation error consistently. The direct backstepping is effective when only the measurement
values are available. No matter how large a RBF NN or other universal approximation model is employed in identifying a
unknown nonlinear function, there always exists residual functional approximation error. The proposed schemes can get
rid of the potential risk of system divergence caused by the approximation errors.
The simulation results illustrate both backstepping control approaches can make a plant to track a desired reference sig-
nal stably and efﬁciently. When the modeling errors are available, the indirect backstepping control possesses some supe-
riority over the direct one in the term of tracking speed, tracking accuracy and parameter estimation accuracy at a negligible
increasing in the implementation cost and the computational complexity.
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