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Рассматривается задача получения уравнения для апостериорной плотности вероятности стохастиче-
ского марковского процесса при линейной модели измерений. В отличие от распространенных подходов, осно-
ванных на рассмотрении в качестве критерия оптимизации минимума среднего квадрата ошибки оценивания, 
в данном случае в качестве критерия оптимизации рассматривается максимум апостериорной плотности 
вероятности оцениваемого процесса.
Априорная плотность вероятности оцениваемого процесса изначально считается гауссовой дифферен-
цируемой функцией, что позволяет разложить её в ряд Тейлора без использования в промежуточных преоб-
разованиях характеристических функций и разложения на гармоники. Для малых интервалов времени плот-
ность вероятности вектора ошибок измерений по определению так же задается гауссовой с нулевым мате-
матическим ожиданием. Это даёт возможность получить математическое выражение для функции невязки, 
характеризующей отклонение значений реального измерения процесса от его математической модели.
Для определения оптимальной апостериорной оценки вектора состояния задается предположение, что 
эта оценка соответствует ее математическому ожиданию – максимуму апостериорной плотности вероят-
ности. Это даёт возможность на основе формулы Байеса для априорной и апостериорной плотности вероят-
ности получить уравнение Стратоновича-Кушнера.
Использование уравнения Стратоновича-Кушнера при различных видах и значениях вектора сноса и ма-
трицы диффузии марковского стохастического процесса позволяет решать различные задачи фильтрации, 
идентификации, сглаживания и прогноза состояния системы, как для непрерывных, так и для дискретных 
систем. Дискретная реализация разработанных непрерывных алгоритмов апостериорной оценки позволяет 
получить конкретные дискретные алгоритмы для реализации в бортовом компьютере мобильной робототех-
нической системы.
Ключевые слова: математическая модель, пространство состояний, стохастическое уравнение, критерий оп-
тимизации, математическое ожидание, вектор сноса, матрица диффузии.
Введение. В современных системах управ-
ления подвижными объектами, к которым от-
носится большой класс беспилотных (лета-
тельных, наземных, надводных и т. п.) аппара-
тов, для получения информации о внешней 
среде и состоянии объекта управления исполь-
зуются источники информации различной фи-
зической природы и конструктивного устрой-
ства. В условиях интенсивного развития ин-
формационных систем и технологий большое 
значение имеет разработка алгоритмов обра-
ботки информации, поступающей от различ-
ных источников [1, 2].
Эволюция вектора состояния X(t) таких си-
стем в общем случае может описываться нели-
нейным векторно-матричным уравнением вида
 ( ) ( , , )X t X U t= ϕ
 , 0 0( )X t X= ,  (1)
где X = [x1, ..., xn]T = X(t) – n-мерный вектор фа-
зовых координат системы, j – нелинейная век-
торная функция, 0X  – случайный вектор на-
чального состояния, ( )U t  – детерминирован-
ный вектор управлений (внешних воздействий). 
Источники информации о состоянии си-
стемы представляют собой вектор ( )Z t  раз-
мерности m n≤ . Математическая модель со-
вокупности измерителей в общем случае мо-
жет описываться стохастическим векторно-ма-
тричным уравнением в форме Ланжевена
 ( ) ( , , ) ( ) ( )Z t Z X t H t t= µ + ⋅ζ
 , 0 0( )Z t Z= .  (2)
Здесь m – нелинейная векторная функция 
( )H t  – матрица коэффициентов, ( )tζ  – вектор 
случайных ошибок измерений. Большинство 
современных высокоточных измерителей мож-
но считать безынерционными, а их инструмен-
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тальные погрешности в пределах рабочих по-
лос пропускания диапазонов частот можно 
считать белыми шумами.
Задача состоит в том, чтобы на основе век-
тора измерений ( )Z t  и известных математиче-
ских моделей (1) и (2) получить оптимальную 
по заданному критерию оценку вектора состо-
яния ( )X t  объекта управления или части фа-
зовых координат вектора X(t), чтобы впослед-
ствии использовать ( )X t  для управления объ-
ектом.
В зависимости от вида функций и крите-
рия оптимизации могут быть построены кон-
кретные алгоритмы получения оценки ( )X t . 
Наибольшее распространение получили алго-
ритмы, основанные на линейной форме мате-
матической модели системы (1) и безынерци-
онном измерителе (2). Такие математические 
модели объекта управления и измерителя име-
ют вид [3, 4]
( ) ( ) ( ) ( ) ( ) ( )X t D t X t U t B t t= + + ξ , 0 0( )X t X= , (3)
 ( ) ( ) ( ) ( ) ( )Z t C t X t H t t= ⋅ + ⋅ζ .  (4)
Здесь ( )D t , ( )B t , ( )C t , ( )H t  – матрицы ко-
эффициентов, ( )tξ , ( )tζ  – векторы некоррели-
рованных белых гауссовых шумов с нулевыми 
математическими ожиданиями и матрицами 
интенсивностей ( )G t  и ( )N t , соответственно. 
В качестве критерия оптимизации чаще все-
го рассматривается минимум среднего квадра-
та ошибки оценивания  2min [( ( ) ( )) ]M X t X t− , 
где М[...] – символ математического ожидания.
Заметим, что практически любые матема-
тические модели систем с мультипликативны-
ми и небелыми шумы путем расширения век-
тора состояния и использования формирую-
щих фильтров [5] можно свести к моделям 
с белыми аддитивными шумами. Модели вида 
(3) и (4) позволяют получить достаточно стро-
гий вывод алгоритма вычисления оптималь-
ной оценки ( )X t .
Модель измерителей (4) во многих случаях 
можно считать адекватной реальным устрой-
ствам (датчикам). В то же время линейная мо-
дель объекта управления (3) как правило, су-
щественно отличается от нелинейной модели 
(1). Ошибки линеаризации, методические до-
пущения порождают неопределенности в по-
строении моделей процесса X(t).
Случайные процессы вида (3) с аддитив-
ными белыми шумами являются марковскими 
(точнее – марковскими первого порядка) [6], 
так как закон распределения такого процесса 
зависит только от его значений в текущий мо-
мент времени (непосредственно предшеству-
ющий будущему) и не зависит от того, какие 
значения принимал этот процесс в момент вре-
мени, предшествующий данному. Для марков-
ского процесса плотность распределения веро-
ятности (ПРВ) вектора фазовых координат X(t) 
полностью определяется двумя функциями – 
первой функцией плотности вероятности f1(X, t) 
и плотностью вероятности перехода f1(X(t1)|X(t)). 
В некоторых случаях марковский процесс удоб-
но описывать с помощью характеристиче-
ских функций, связанных с плотностями f1(X, t) 
и f1(X(t1) | X(t)) через преобразование Фурье [7].
Непрерывный марковский процесс (3) мо-
жет быть построен как предел суммы большо-
го числа малых приращений. В соответствии 
с центральной предельной теоремой теории 
вероятностей закон распределения суммы ин-
дивидуально малых случайных величин с ро-
стом числа слагаемых сводится к нормальному 
закону распределения [8]. Следовательно, для 
многомерного случайного марковского процесса 
X(t) ПРВ имеет вид 
( ) ( )1
1
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В выражении (5) | |Θ  – определитель кова-
риационной матрицы Θ  вектора X(t), ( )xm t  – 
математическое ожидание вектора X(t). В ска-
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где Θpq – алгебраическое дополнение элемента 
Θpq в определителе | |Θ .
Рассмотрим эволюцию ПРВ вектора X(t) на 
бесконечно малом (элементарном) интервале 
времени t∆ . Разложим функцию (X, )f t вида 
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В выражении (7) через m∆  обозначены ус-
ловные математические ожидания и условные 
корреляционные моменты приращений компо-
нент ( )kx t вектора ( )X t при изменении аргу-
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где o( )t∆  – величина высшего порядка малости 
чем t∆ ; , , ,... 1,2,3,...k l r =
В выражениях (8) ( , )kA X t  – компоненты 
вектора сноса ( , )A X t , ( , )klB X t  – компоненты 
матрицы диффузии ( , )B X t  процесса ( )X t  вы-
числяются по формулам [9]
 0
( ) x ( )
( , ) lim k kk t
x t t tA X t M
t∆ →




( ( ) ( ))( ( ) ( ))
lim .
kl
k k l l
t
B X t
x t t x t x t t x tM
t∆ →
=
+∆ − +∆ − =  ∆ 
 (10)
Условные вероятностные моменты Dm по-
рядков выше второго имеют порядок малости 
o( )t∆  в соответствии с определением [6] мар-
ковского процесса.
Разделив обе части выражения (7) на Dt 
и перейдя к пределу 0t∆ →  с учетом выраже-
ний (9)–(10) и того, что
0
( ) ( , ) ( , )
lim
t
f X t f X t f X t
t t∆ →




получим многомерное уравнение Фоккера-План-
ка-Колмогорова для априорной ПРВ процесса 
X(t) [3, 5, 9].
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Иногда уравнение (11) записывают в форме 
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где div Tx= ∇ , ( , )X tπ  – плотность потока веро-
ятности вида 
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 − ∇ ∇ 
  (13)
Уравнение Фоккера-Планка-Колмогорова 
(11) или (12) является уравнением в частных 
производных параболического типа. Его реше-
ние представляет значительную трудность, од-
нако на основе его использования можно ре-
шить ряд задач, в частности – задачу апостери-
орного оценивания фазовых координат систе-
мы, описываемой марковской математической 
моделью.
Для определения апостериорной плотно-
сти вероятности ( , )f X t t
∧
+ ∆  процесса ( )X t , 
описываемого выражением (3) с учетом мате-
матической модели измерений (4) используем 
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f X t t f Z t t X t





+ ∆ + ∆
=
+ ∆ + ∆∫
  (14)
В выражении (14) f (X, t + Dt) – априорная 
ПРВ, эволюция которой в пространстве и во вре-
мени описывается уравнением (12). f (Z, t + Dt | 
X(t)) – условная ПРВ вектора ( )Z t t+ ∆  при фик-
сированном состоянии вектора Х(t) в момент 
времени t.
Для малых интервалов времени Dt ПРВ 
входящего в выражение (4) вектора ошибок 
измерений ( )t tζ + ∆  по определению [4] явля-
ется гауссовой с нулевым математическим ожи-
данием. В соответствии с выражением (4) ПРВ 
( , | ( ))f Z t X t  также является гауссовой с мате-
матическим ожиданием ( ) ( )C t X t
∧
, где ( )X t
∧
 – 
математическое ожидание апостериорной ПРВ 
( , )f X t
∧
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тор ( )X t
∧
 соответствует максимуму ( , )f X t
∧
. 
Следовательно, ПРВ ( , | ( ))f Z t t X t
∧
+ ∆  имеет 
вид 
 
1( ( ) | ( ))
(2 ) ( )
1
exp ( , , ) ,
2
m
f Z t t X t
Q t t
X Z t t
∧
+ ∆ = ×
π + ∆
 
× − ρ + ∆ 
 
   (15)
где ( )Q t t+ ∆  – определитель дисперсионной 
матрицы процесса ( )t tζ + ∆  (интенсивность 
шума), ( , , )X Z t tρ + ∆  – функция невязки [3, 4, 5], 
в данном случае вычисляемая по формуле
1
( , , )
( ) ( ) ( )
( ) ( ) ( ) ( ) .
T
X Z t t
Z t t C t Q X t t




ρ + ∆ =
 
= + ∆ − + + ∆ × 
 
 
× + ∆ + ∆ − + + ∆ 
 
 (16)
С учетом (15) выражение (14) для момента t 
представим в виде
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Рассматривая эволюцию ПРВ ( , )f X t
∧
 на 
элементарном малом интервале Dt разложим 
экспоненциальную функцию по времени в ряд 
Маклорена (e 1 (t))oλ ≈ + λ + .
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В выражении (18) учтем, что на интервале  
Dt априорная ПРВ f (X, t + Dt) = f (X,t) + Dt div p(X,t),  
p(X, t) – априорная плотность потока вероятно-
сти процесса X (t) вида (13).
После соответствующих преобразований 
выражения (18), удерживая члены первого по-
рядка малости относительно Dt, получим вы-
ражение [9]
( , ) ( , ) ( , )
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где div ( , ) ( , )TxX t X tπ = ∇ π .
Предполагая существование предела
0
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+ ∆ − = ∆ ∂ 
, (20)
после предельного перехода получим интегро-
дифференциальное уравнение Стратоновича-
Кушнера для апостериорной плотности веро-
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Использование уравнение (21) позволяет 
решать различные задачи [3, 4, 5, 9, 11] филь-
трации, идентификации, прогноза состояния 
стохастических систем.
Умножив обе части выражения (21) на X (t) 
и проинтегрировав по X в бесконечных преде-
лах, получим апостериорное уравнение для 
математического ожидания [ ]( ) ( )M X t X t
∧
= , 
которое является оптимальной оценкой векто-
ра X (t) по критерию максимума апостериор-
ной вероятности.
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В выражении (23) учтено, что при X (t) = ±∞, 
( , ) 0f X t
∧
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В простейшем случае линейной постановки 
задачи, когда процесс X (t) описывается уравне-
нием (3), а измеритель – выражением (4), век-
тор сноса имеет вид ( , ) ( ) ( ) ( )A X t D t X t U t= + , 
а матрица диффузии равна интенсивности шума 
ξ(t) ( , ) ( )B X t G t= . В этом случае выражение 




( ) ( ) ( ) ( ) ( ) ( ) ( )
[ ( ) ( ) ( )], ( ) .
TX t D t X t U t R t C t Q t





= + + ×
× − =
 (24)
В выражении (24) R (t) – апостериорная 
корреляционная матрица, дифференциальное 
уравнение для которой получается умножением 
выражения (21) на [ ( ) ( )][ ( ) ( )]TX t X t X t X t
∧ ∧
− −  
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Выражения (24) и (25) представляют собой 
классический фильтр Калмана (Калмана-Бью-
си) [3, 4].
Заметим, что точно такой же результат по-
лучается при выводе фильтра Калмана (24)-
(25) для линейной постановки задачи по кри-
терию минимума среднего квадрата ошибки 
на основе использования интегрального урав-
нения Винера-Хопфа [5]. Однако использова-
ние дифференциального уравнения Стратоно-
вича-Кушнера (21) даёт больше возможностей 
для получения различных алгоритмов апосте-
риорной обработки информации [10, 11, 12].
ВЫВОД
Таким образом, получен оригинальный вы-
вод уравнения Стратоновича-Кушнера для апо-
стериорной плотности вероятности стохасти-
ческого марковского процесса X (t). При этом 
априорная плотность вероятности процесса X (t) 
изначально считается гауссовой дифференци-
руемой функцией, что позволяет разложить ее 
в ряд Тейлора без использования в промежу-
точных преобразованиях характеристических 
функций и их разложения на гармоники в ряд 
Фурье. 
Для малых интервалов времени плотность 
вероятности вектора ошибок измерений по 
определению так же является гауссовой с ну-
левым математическим ожиданием. Это дает 
возможность получить выражение для функ-
ции невязки, характеризующей отклонение 
значений реального измерения процесса от его 
математической модели.
Для определения оптимальной апостери-
орной оценки вектора состояния задаем, что 
эта оценка соответствует ее математическому 
ожиданию – максимуму симметричной апо-
стериорной плотности вероятности. Это даёт 
возможность на основе формулы Байеса для 
априорной и апостериорной плотности веро-
ятности получить уравнение Стратоновича-
Кушнера.
Использование уравнения Стратоновича-
Кушнера при различных видах и значениях 
вектора сноса и матрицы диффузии марков-
ского стохастического процесса позволяет ре-
шать различные задачи фильтрации, иденти-
фикации, сглаживания и прогноза состояния 
системы, как для непрерывных, так и для дис-
кретных систем. Дискретная реализация раз-
работанных непрерывных алгоритмов апосте-
риорной оценки позволяет получить конкрет-
ные дискретные алгоритмы для их реализации 
в бортовом компьютере мобильной робототех-
нической системы.
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LOBATY A. A., YACINA Y. F., AREFYEU N. N.
OPTIMAL ESTIMATION OF RANDOM PROCESSES ON THE CRITERION  
OF MAXIMUM A POSTERIORI PROBABILITY
Belarusian National Technical University
The problem of obtaining the equations for the a posteriori probability density of a stochastic Markov process with a lin-
ear measurement model. Unlike common approaches based on consideration as a criterion for optimization of the minimum 
mean square error of estimation, in this case, the optimization criterion is considered the maximum a posteriori probability 
density of the process being evaluated.
The a priori probability density estimated Gaussian process originally considered a differentiable function that allows us 
to expand it in a Taylor series without use of intermediate transformations characteristic functions and harmonic decomposi-
tion. For small time intervals the probability density measurement error vector, by definition, as given by a Gaussian with zero 
expectation. This makes it possible to obtain a mathematical expression for the residual function, which characterizes the de-
viation of the actual measurement process from its mathematical model.
To determine the optimal a posteriori estimation of the state vector is given by the assumption that this estimate is consis-
tent with its expectation – the maximum a posteriori probability density. This makes it possible on the basis of Bayes’ formula 
for the a priori and a posteriori probability density of an equation Stratonovich-Kushner.
Using equation Stratonovich-Kushner in different types and values of the vector of drift and diffusion matrix of a Markov 
stochastic process can solve a variety of filtration tasks, identify, smoothing and system status forecast for continuous and for 
discrete systems. Discrete continuous implementation of the developed algorithms posteriori assessment provides a specific, 
discrete algorithms for the implementation of the on-board computer, a mobile robot system.
Keywords: mathematical model, state space, stochastic equations, optimization criteria, the expectation, the demolition 
of the vector, diffusion matrix.
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