Abstract. The main purpose of this paper is to discuss how firm or steady certain known ball packing are, thinking of them as structures. This is closely related to the property of being locally maximally dense. Among other things we show that many of the usual best-known candidates, for the most dense packings with congruent spherical balls, have the property of being uniformly stable, i.e., for a sufficiently small ε > 0 every finite rearrangement of the balls of this packing, where no ball is moved more than ε, is the identity rearrangement. For example, the lattice packings D d and A d for d ≥ 3 in E d are all uniformly stable. The methods developed here can work for many other packings as well. We also give a construction to show that the densest cubic lattice ball packing in E d for d ≥ 2 is not uniformly stable.
Definitions and Terminologies

Definitions Concerning Sphere Packings
Many of the notions we use here were first introduced by L. Fejes Tóth in [F1] and [F2] and there are some taken from [C1] and [C2] . In this paper we will discuss arrangements of d-dimensional balls in the Euclidean d-dimensional space E d . A ball packing (also called a sphere packing) in E d is an arrangement of d-dimensional closed balls which have disjoint interiors.
In order to describe how firm or steady a sphere packing as a structure is, we introduce the following notions. A sphere packing P is said to be:
(i) Stable (also 1-stable) if each ball is fixed by its neighbors.
(ii) n-Stable if each set of n balls is fixed by its neighbors. (iii) Finitely-stable if it is n-stable for every n ≥ 1. (iv) Uniformly stable if there is an ε > 0, such that no finite subset of the balls of P can be rearranged such that each ball is moved by a distance less than ε and the rearranged balls together with the rest of the balls form a packing different from P.
Let us point out quickly that it is an easy exercise to show that the following is an equivalent condition for finite stability of sphere packings of E d .
(iii*) A sphere packing P of E d (d > 1) is finitely stable if and only if for any finite subset P of the balls of P, there exists an ε P > 0 such that one cannot rearrange the balls of P such that each ball is moved by a distance less than ε P and the rearranged balls together with the rest of the packing form a packing different from P.
Thus the different stability properties of sphere packings were listed in strengthening order, i.e., (iv) ⇒ (iii) ⇔ (iii * ) ⇒ (ii) ⇒ (i).
Delaunay Tiling
Let P be a sphere packing of E d with unit balls. Let C be the family of center points of the balls of P. Consider a d-dimensional ball whose interior does not contain any center point from C and whose boundary intersects C in a set spanning E d . The convex hull of the intersection of the d-dimensional ball with C is a Delaunay cell. It turns out that for packings of congruent spheres not all contained in a half-space, such as we consider here, the Delaunay cells form a tiling D of E d , the Delaunay tiling.
Frameworks
The following definitions are taken from [RW] . Let G be a finite or infinite graph with no loops or multiple edges. We will refer to the vertices of G by 1, 2, . . . . Each edge 
.). G(p) is called a (tensegrity) framework.
Let p(t) = ( p 1 (t), p 2 (t), . . .), where p i (t) is continuous for 0 ≤ t ≤ 1, p(0) = p, and p i (t) = p i , for the fixed vertices i of G, for all t. We say p(t) is a continuous motion or a flex of G( p) if cables are not increased, the rods are not changed, struts are not decreased in length, and fixed vertices remain constant during the flex. If G( p) admits only the identity flex, then we say G( p) is rigid.
A framework G( p) with infinitely many vertices is said to be finitely rigid if labeling all but finitely many vertices fixed always results in a rigid framework. This is the same as saying that the framework does not allow any motion once all, but finitely many, vertices are fixed.
An equilibrium stress ω = (. . . , ω i j , . . .) of the finite framework G( p) is an assignment of a scalar ω i j = ω ji for each edge {i, j} of G such that the following equilibrium equation holds for each variable vertex i of G
This vector sum is taken over all vertices j adjacent to i. A proper equilibrium stress is an equilibrium stress ω such that ω i j = ω ji ≥ 0 if {i, j} is a cable, and ω i j = ω ji ≤ 0 if {i, j} is a strut (no condition on rods). Note that there is no equilibrium condition for fixed vertices.
Outline of the Rest of the Paper
One of the purposes of this paper is to show the virtues of the property (iv), uniform stability, and to show that it is strictly stronger than finite stability (iii). In Section 2 we develop a method that can be used to check whether some sphere packings are uniformly stable. Among others we show that the lattice packings D d and A d for d ≥ 3 in E d are all uniformly stable. In Section 3 we give a constructive proof to show that the densest cubic lattice packing of E d , d ≥ 2, with unit balls, is not uniformly stable. In Section 4 we show that this packing is finitely stable, while at the same time we develop necessary and sufficient conditions for finite stability as in [C1] . (Note that some similar results concerning stabilities of sphere coverings are proved in [BBC] .)
We believe that uniform stability is a natural and useful setting for the local stability of packings of spheres. At first sight it might seem that finite stability would be sufficient. However, imagine a box packed with hard spherical balls in contact, where the centers form a part of a cubical lattice. Mathematically there is no continuous motion that will allow the balls to move; but even the smallest amount of deformability will allow the whole configuration to collapse, when the number of balls is large enough.
Indeed, when the Delaunay cells of the packing satisfy the conditions of Theorem 2.7.1 (stated later, where the Delaunay cells can only increase in volume, since the packing condition constrains the vertices from getting any closer), then not only is the packing uniformly stable, but there is no local process that would increase its density as well.
In [R] Reynolds discusses a property of packings, where the packing density (of a finite packing with respect to a container) decreases as the packing is perturbed while the container maintains external pressure. He calls this property "dilatancy." When the Delaunay cells satisfy the volume expanding property, we have a precise explanation of the packing's dilatancy. However, it is not clear whether this property will hold for other more complicated packings. There may be some need for more than one Delaunay cell in order to provide the needed rigidity.
Uniform Stability and Volume
Volume
In what follows we are interested in how the volume of a polytope P changes as we perturb its vertices. If P is simplicial, the perturbed polytope is easy to define. When P is not simplicial there is an extra complication. We deal with this by first subdividing P by inserting a vertex at the barycenter of each face of P, which enables us to triangulate the underlying space of P. When the vertices of P are perturbed we consider the volume of this underlying simplicial complex K . This has the advantage that K reflects the symmetries of P, when they exist. Also, when P is part of a tiling, the simplicial complexes still form a tiling, because perturbed adjacent faces are subdivided consistently.
Definition 2.1.1. Let P be a convex polytope in E d with vertices p 1 , . . . , p n . Let F = q 1 , . . . , q m be a face of P. The barycenter of F iŝ 
where the sum is taken over all flags of faces
Here it is understood that the orientation is chosen so that the volume is positive. (It is an easy exercise to show that the quantity defined by (2.1.3) is independent of the choice of the origin, and that it agrees with the usual definition of volume.)
Later it will help to rewrite (2.1.3) in terms of the wedge product of vectors. So
See [S] for a definition of the wedge product of vectors.
Infinitesimal Motions
We wish to compute the gradient of the functional V (P), where P is regarded as a function of its vertices. To do this we consider an arbitrary path p(t) = p + t p in the space of configurations of the vertices p
We then compute the derivative of V (P t ) in the direction p , where P t is the polytope whose underlying space is triangulated by the simplicial complex K t whose vertices are defined from p(t) by (2.1.1) and whose simplices are defined by (2.1.2). We compute:
where the sum is taken over all flags of length d of P as before, and
Evaluating this derivative at t = 0, collecting terms, and using the anticommutativity of the wedge product we get:
where each N i is some linear combination of wedge products of (d − 1) vectors p j , where p j and p i share a common face. Figure 1 shows the way in which the polytope P t 116 A. Bezdek, K. Bezdek, and R. Connelly deforms under the motion given by p . We have indicated the barycenters of the square faces only in the deformed polyhedron. This is because for the edges (and any face that is a simplex), the barycenter is chosen in the line determined by the edge itself (or in the convex hull of the deformed simplex). Thus the actual set occupied by the deformed polyhedron does not have that barycenter as a vertex. So in order not to clutter the picture, we have left those barycenters out.
The following are some properties of V .
(1) Each N i is only a function of the vertices that share a face (or facet) with p i but not p i itself. (To see this rewrite the formula forF i (t) before differentiating in such a way that no q i is repeated in any term, using the anticommutativity.) (2) Let T :
That is, T (P) = P and T permutes the vertices of P.
In other words N i is in the fixed set of T . (We regard 0 as the barycenter of P, so T is an orthogonal linear function on E d .)
The Constraining Graph
Suppose P is a convex polytope in E d as before with vertices p = ( p 1 , . . . , p n ). Let G be a graph defined on this vertex set p. In our applications, G may or may not consist of edges of P. We think of the edges of G as defining those pairs of vertices that are constrained not to get closer. In the terminology of the geometry of rigid tensegrity frameworks each edge of G is a strut.
Let p = ( p 1 , . . . , p n ) be an infinitesimal flex of G( p) . That is for each strut {i, j} of G we have
We can rewrite these inequalities in terms of a single rigidity matrix
and where e is equal to the number of edges 
where the inequality is meant for each coordinate. We say that the infinitesimal motion p = ( p 1 , . . . , p n ) is strictly volume increasing if in addition to (2.3.1) we have 
We calculate:
where each sum is taken over all p j adjacent in G to p i , and we collect d coordinates at a time.
Definition 2.3.1. Let N = (N 1 , . . . , N n ) be any sequence of vectors assigned to the vertices p i of P (N not necessarily the volume force). We say the stress ω resolves N (regarded as a force) if for each i
The following Theorem is the main working tool for showing our stability results. The polytope P mentioned can be any (d − 1)-dimensional polyhedral manifold in d-space (or for that matter any polyhedral "(d − 1)-homology cycle"), but for all the applications that we have in mind, it enough to consider only the case when P is a convex polytope. 
Proof. We calculate using the associativity of matrix multiplication and the inequality (2.3.1):
We clearly get equality if and only if
With this theorem in mind we say the following. Definition 2.3.2. The convex polytope P and the graph G on the vertices of P satisfy the critical volume condition if the volume force N can be resolved by a stress ω = (. . . , ω i j , . . .) on the edges of G so that for each edge {i, j} of G, ω i j < 0.
We will compute several examples of polytopes and graphs with and without the critical volume condition in the next sections.
Examples with the Critical Volume Condition
Example 2.4.1. We consider first the case of the plane where "volume" becomes area, and the polytope P becomes a convex polygon. We first consider only deformations of P that preserve the lengths of edges of P. It is known that the area function is critical if and only if the vertices of the polygon either lie on a circle or a line. See [BG] for information about this fact. Assume P satisfies the critical volume condition. By Theorem 2.3.1, V ≥ 0 for any first-order motion on G( p). Restricted to infinitesimal motions which satisfy ( p i − p j )( p i − p j ) = 0 for all edges of the polygon, Theorem 2.3.1 gives V = 0. This means that p is a critical point of the area function.
We leave it as an exercise for the reader to check that when the vertices of P lie on a circle C, P satisfies the critical area condition if and only if the center of C lies in the interior of P. Figure 2 is a diagram of the area force for a pentagon. (Notice that due to the proper identification of bases of the vectors N i and points in E 2 each vector of the area force is perpendicular to the proper diagonal of the pentagon pointing to the exterior of the pentagon.) Example 2.4.2. In any dimension, let P be a simplex and the graph G all pairs of vertices, then P has the critical volume condition if and only if the orthogonal projection of each vertex lies in the interior of the opposite facet. In the plane this means P is an acute triangle. In E 3 this means P has all dihedral angles acute. Etc. Example 2.4.3. In E 3 the regular octahedron P has a volume force N i that is a scalar multiple of p i , where ( p 1 , . . . , p 8 ) are the vertices of P and the origin is at the center of P. When the graph G is the set of edges of P, the volume force is resolved by a stress that has all the same values on each edge.
Infinitesimal Rigidity
We briefly review some basic definitions. See [C2] for more information. Consider now just the bar graphḠ, which is the graph G with all the struts changed to bars, and 
This is the same as saying R( p)( p )
T = 0 for the rigidity matrix R( p).
Definition 2.5.1. We say p is a trivial infinitesimal flex if p is the (directional) derivative of a congruence of E d . We say that G( p) (resp.Ḡ( p)) is infinitesimally rigid if G( p) (resp.Ḡ( p)) has only trivial infinitesimal flexes.
The following combines (infinitesimal) rigidity and the critical volume condition.
Corollary 2.5.1 to Theorem 2.3.1. Suppose a convex polytope P and a graph G on the vertices of P satisfy the critical volume condition andḠ( p) (as a bar framework) is infinitesimally rigid. Then V > 0 for every nontrivial infinitesimal flex p of the tensegrity framework G( p).
Proof. By Theorem 2.3.1, V ≥ 0. If V = 0, then p is an infinitesimal flex of the bar graphḠ( p). However, then by the infinitesimal rigidity ofḠ( p), this would imply p is trivial. Thus V > 0.
It is a general principle that infinitesimal rigidity implies the "rigidity" of a framework. In [C2] (see also [CW] ) this is discussed in the context of second-order rigidity. Similar principles apply in our situation to the volume function.
Corollary 2.5.2 to Theorem 2.3.1. Suppose a convex polytope P and a graph G on the vertices of P satisfy the critical volume condition andḠ( p) is infinitesimally rigid.
Then there is an ε > 0 with the following property. If q = (q 1 , . . . , q n ) is another configuration of the vertices of P with
5.2) then V (P) ≤ V (Q) with equality only when P is congruent to Q, where Q is the polytope determined by the vertices q, and the points defining simplices by (2.1.1).
Proof. The inequalities (2.5.2) define a semialgebraic set X in the space of all configurations {(q 1 , . . . , q n )|q i ∈ E d , i = 1, . . . , n}. Suppose there is no ε > 0 as in the conclusion. Add V (P) ≥ V (Q) to the constraints defining X . By Wallace [Wa] (see [C2] ) there is an analytic path p(t) = ( p 1 (t), . . . , p n (t)), 0 ≤ t < 1, with p(0) = p and p(t) ∈ X , p(t) not congruent to p(0) for 0 < t < 1. So
for {i, j} an edge of G and (2.5.3)
for 0 ≤ t ≤ 1. 
is the infinitesimal change in the volume corresponding to p . But this contradicts Corollary 2.5.1 to Theorem 2.3.1. So ε > 0 as in (2.5.1) exists such that the conclusion follows.
With the above result in mind, let P be a polytope in E d and let G be a graph on the vertices p = ( p 1 , . . . , p n ) of P. Definition 2.5.2. We say P, G is strictly locally volume expanding if there is an ε > 0 such that for every q satisfying (2.5.1) and (2.5.2) we have V (P) ≤ V (Q) with strict inequality unless P is congruent to Q.
More Examples
In Section 2.4 we discussed some examples of polytopes with the critical volume condition. We calculate which of those examples also has an infinitesimally rigid bar framework.
Example 2.4.1. This is a polygon P in the plane where all its vertices lie on a circle. If we take the graph G to be the edges of P,Ḡ( p) is infinitesimally rigid and P, G is strictly locally volume expanding if and only if P is an acute triangle.
Example 2.4.2. This is a simplex P in E d . We take G to be all the edges of P. Then G( p) will always be infinitesimally rigid. So P, G is strictly locally volume expanding when each vertex projects into the interior of the opposite facet.
Example 2.4.3. In E d the regular octahedron P satisfies the critical volume condition. We take G to be all the edges of P. It is a classical theorem (see Dehn [D] and Gluck [Gl] for an easy proof) thatḠ( p) is infinitesimally rigid. Thus P, G is strictly locally volume expanding.
In what follows we will need a series of examples that will generalize Examples 2.4.2 and 2.4.3 above. Let 1 ≤ k < d be positive integers. Let D(k, d) 
There are two kinds of facets of D(k, d) . Let H i 
which we can assume is infinitesimally rigid in their hyperplane of dimension d − 2, by induction. It is known (see [W] , for example) that if all the facets of a convex polytope P in E d−1 are infinitesimally rigid in the hyperplane of their facet, for d ≥ 3, then the whole graph is infinitesimally rigid. Thus the bar framework of D(k, d ) is infinitesimally rigid in E d−1 . Alternatively, it is also easy to see that the 2-skeleton (the collection of two-dimensional faces) of
Then by a theorem of Whiteley [W] it is known that the 1-skeleton is infinitesimally rigid as a bar graph. 
edges. In order for a bar framework with v vertices and e edges to be infinitesimally rigid in E d we must have
In our case
Thus each edge is needed with no redundancy.
Tilings and Packings
Suppose the P is a packing of spherical balls in E d . Let G be the graph of P, where the centers of the balls serve as the vertices of G and an edge is placed between two vertices when the corresponding two balls intersect. The following is a basic principle that can be used to show that many packings P are uniformly stable.
Theorem 2.7.1. Suppose E d can be tiled face-to-face by congruent copies of finitely many convex polytopes P 1 , . . . , P m , such that each P i and G restricted to the vertices of each P i is strictly locally volume expanding. Then the packing P is uniformly stable.
Proof. Let ε > 0 be the minimum for each P i and G restricted to P i as guaranteed by the strict locally volume expanding property. All but a finite number of the tiles are fixed. The tiles that are free to move are confined to a region of fixed volume in E d . Since each P i is strictly locally volume expanding, the volume of each of the tiles must be fixed. But the strict condition implies that the motion on each tile must be a congruence. Since the tiling is face-to-face and the vertices are given by G we conclude inductively (on the number of tiles) that each vertex of G must be fixed. Thus P is uniformly stable.
Let be a lattice in E d , generated, say, by g 1 , . . . , g d ∈ E d , and let P be packing (of balls, say) in E d . We say that P is periodic with respect to , if for every B ∈ P and λ ∈ , the translate of B by λ, B + λ is also in P. Indeed, we say P is a finite packing of the quotient space E d / , if every element of P is a translate of one of a finite number of packing elements of P, i.e., they generate P. Note that ifˆ ⊂ is a sublattice, then there is a corresponding covering map
that also maps packing elements to packing elements. We say that a periodic packing P with lattice is periodically stable if there is an ε > 0, such that packing elements, B 1 , . . . , B m ∈ P and generators g 1 , . . . , g d of , we can guarantee that for any other periodic packing P, generated by B i ε-congruent to B i , i = 1, . . . , m, periodic with respect to generated by g 1 , .
.
then is congruent to and P is congruent to P . Proof. The idea is very similar to Theorem 2.7.1. Just observe that the strict volume expanding condition together with the volume condition for periodic stability combine to force the congruence.
Corollary 2.7.1. With the same conditions as in Theorem 2.7.2, and withP a periodic subpacking of P given by a sublatticeˆ of , we still have periodic stability (with respect to the same ε > 0.) Remark 2.7.1. Notice that periodic stability is stronger than being locally maximal dense (see [C1] and [CS1] ).
Remark 2.7.2. The techniques discussed above do not automatically provide an estimate for the ε > 0 that is guaranteed by uniform stability. It is possible, at least in some cases (such as in Theorem 2.8.1 below), to extend our methods to find explicit estimates for ε > 0, but these methods are more complicated and the effort does not seem to be worth it.
A Uniformally Stable Packing in the Plane
Consider the well-known triangular packing of circular disks of equal radii where each disk is adjacent to exactly six others. Remove one disk to obtain another packing P 0 . See Fig. 4 for the graph of P 0 . We state the following in our terminology. Theorem 2.8.1 [BD] . The packing P 0 is uniformally stable.
Proof. The graph of Fig. 4 describes a tiling of the plane into equilateral triangles (of side length 2r , where r is the radius of the disks) and one regular hexagon (of side length 2r ). Each triangle has the strict volume expanding condition. However, the hexagon does not. On the other hand, the hexagon does satisfy the critical area (two-dimensional volume) condition. (The underlying framework is not infinitesimally rigid though). But the hexagon is surrounded by triangles in such a way that the hexagon union on one layer, say as in Fig. 4 , is infinitesimally rigid.
We can then use this polygon and the accompanying graph (with vertices inside) as in Theorem 2.7.1 to conclude that P 0 is uniformly stable.
This proof is almost identical in outline to that of Bárány and Dolbilin. The only difference is in the calculation of the strict area increasing property.
Remark 2.8.1. An outstanding conjecture of L. Fejes Tóth says that the face incircles of a regular tiling { p, 3} (that has precisely p regular triangles meeting at each vertex) with p ≥ 6 form a strongly solid packing. That is, if we remove any circle from the packing then the packing of the remaining circles is solid. Recall that a circle packing is called solid if no finite subset of the circles can be rearranged such that the rearranged circles together with the rest of the circles form a packing not congruent to the original. (Obviously, any solid circle packing is uniformly stable.) The above conjecture of L. Fejes Tóth has been proved by Bezdek [B] for all p ≥ 8. The open cases are the proper Euclidean circle packing for p = 6 (the uniform stability of which is proved by Theorem 2.8.1) and the corresponding hyperbolic circle packing for p = 7. [CS2] for an equivalent description, called "ambo-simplices," for those Delaunay cells). All of the polytopes with their edge graphs were shown to have the strict local volume expanding property (except β d which follows easily for d ≥ 3 since it is triangulated) in Section 2.6. Thus we obtain: Theorem 2.9.1. The lattice packings D d Proof. We explain our construction in the planar case and note that exactly the same can be done if d ≥ 2.
Let P be the densest square lattice packing with unit circles. Given ε > 0 we are going to select a subset of n circles of P (the smaller ε is, the larger the number n will be) and show that these circles can be rearranged such that each circle is moved by a distance < ε and the rearranged circles together with the rest of the circles form a packing different from P. To ease the description of our argument, first join the centers of the contiguous circles by segments. What we get is a square tiling, where each square has sidelength 2. On the edge graph of this tile choose a square Sqr 2n of sidelength 2n, n odd (for a given ε a sufficiently large odd n will be specified later), and label those vertices of the square tile which lie on the sides of the square Sqr 2n by p 1 , p 2 , . . . , p 4n in a clockwise order so that p 1 is-say-the right upper vertex of the square Sqr 2n . Then delete all but a finite number of edges and vertices to get the framework G n ( p) shown in Fig. 5 . For completeness, here is the precise list of the edges and vertices to be deleted:
(i) delete all edges of the tiling which are not incident with the vertex p i , i = 1, . . . , 4n, (ii) delete all edges which connect the vertices p 2i+ jn , i = 1, . . . , (n − 1)/2; j = 0, 1, 2, 3, to vertices inside the square Sqr 2n , (iii) delete all edges which connect the vertices p 2i−1+ jn , i = 1, . . . , (n + 1)/2; j = 0, 1, 2, 3, to vertices outside the square Sqr 2n , (iv) delete the edges p n p n+1 , p 2n p 2n+1 , p 3n p 3n+1 , and p 4n p 1 , (v) delete all vertices of the tiling which become disconnected from the vertices p 1 , . . . , p 4n .
The remainder of the tiling is what we call framework G n ( p), assuming that all the edges are bars and the vertices p 1 , . . . , p 4n are variable vertices while the rest of the vertices are fixed vertices (Fig. 5) . It is clear that this framework has four congruent connected components and that each can be moved independently from the others. We call vertex p 1 the first and p n the last vertex of the first component. Similarly in clockwise order p n+1 , p 2n+1 , and p 3n+1 are the first vertices and p 2n , p 3n , and p 4n are the last vertices of the second, third and fourth component. The integer n also measures the lengths of the components. The motions of the first vertices of the components uniquely determine the
