Abstract. We prove the stability of the 2 x 2 Godunov numerical method in a resonant nonlinear system of conservation laws. The system we study provides one of the simplest settings in which wave speeds can coincide in a nonlinear problem, namely, an inhomogeneous equation in which the inhomogeneity is treated as an unknown variable: ut + f(a,u)x O, at O. This is a model for resonance in more complicated systems, such as transonic flow in a variable area duct, and certain resonant problems in multiphase flow and elasticity. We show that the total variation of the conserved quantities can grow at most linearly in weak solutions generated by the 2 2 Godunov method, under the assumption that a(x) satisfies the "threshold" smoothness condition that the total variation of a(x) is finite. We show by counterexample that the condition is sharp in the sense that there is no bound on the growth rate based on the C norm of this variable. This is the most complicated setting in which the stability of the 2 2 Godunov method has been demonstrated, and our results provide the first such result for a numerical method that is (essentially) based on the solution of the Riemann problem for a resonant non-strictly hyperbolic system.
a(z, O) ao(z) =--a(z),
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where u E R, a E R; and we let U (a, u), F(U) (0, f(U)). System (1) is a system with the two wave speeds 0(U) 0 and l(V) Of and is resonant at a state where the two wave speeds coincide, which makes (1) a nonstrictly hyperbolic system. This is the special case of an n x n resonant nonlinear system as introduced in [10] , [11] . ( Motivations for this point of view can be found in the work of Marchesin and Paes-Leme; see for example [18] .) Note that for fixed a, system (1) is equivalent to the inhomogeneous scalar conservation law ut + f(a(z), u)x 0. Examples of resonant systems of this general form have been used to model problems in multiphase flow and are related to problems involving transonic flow in a variable area duct [10] , [11] .
In this context, the canonical type of behavior occurs in a neighborhood of a state U, (a,, u,) where the nonlinear wave family is genuinely nonlinear, the nonlinear wave speed is zero at U,, and the flux function f is monotone in a at u, [10] , [11] . These are generic conditions that generalize to the case when u is a vector as well, and they imply that solutions of the linearized equations blow up as t tends to infinity (cf.
[10], [11] ). Here we prove the stability of the 2 x 2 Godunov numerical method by demonstrating that the total variation in u of the approximate solutions generated by this method can grow at only a linear rate under the condition that the function a(x) satisfies the threshold smoothness condition Var{a' (.) } < oc. ( We let Var{f(.) } _= f If'(x)ldx denote the total variation of the function f, a measure of the size of the derivative of f.) This condition was first identified by Tveito and Winther in [23] . As far as we know, the linear growth rate of Var{u(., t)} is a new result for the solutions of systen (1) as well.
Our analysis relies on the previous work of the authors [15] where we showed that for the nonlinear problem, Var{z(-, t)} remains bounded for all time in solutions generated by the 2 x 2 Godunov method, where z z(a, u) is the variable that defines the singular transformation first introduced by Temple in [22] . Since z is related to u by a singular transformation, bounds on Vat{z(-, t) } do not imply bounds on the total variation of the conserved quantity u. Examples show that in the nonlinear problem, Vat{u(., t)} can initially grow at an arbitrary rate when a is taken to be of bounded variation [22] . Our result is that when Var{a'(.)} < oc, the quantity Var{u(.,t)} In the strictly hyperbolic regime, Var{u(., t)} can be bounded by a constant times Var{U(-, 0)}; but since this fails in the resonant regime (cf. [22] ), it is natural to look for a bound on the growth rate for Var{u(.,t)} in the resonant regime.
can grow at only a linear rate, the rate depending only on Var(a'(.)}, Var{a(.)}, and Var{z0(.)}. The above example shows that there does not exist a growth rate for Var{,t(.,t)} that depends only on Var{a} even when u0(z) 0 [22] . In the next section we also show by counterexample that there does not exist a rate depending only on the Var{a(.)} and the Cl-norm of a(z). We understand this as follows" the 2 2 Gliinm and Godunov methods are based on approximating solutions locally by time asymptotic states, and the total variation of u in the time asymptotic states is not bounded by the total variation of the initial data. Thus, the total variation in u can initially "blow up" in the total variation norm due to the possible formation of oscillations. Such oscillations can appear after finite time due to the formation of intermediate wave patterns that will later interact and decay, and correspondingly, they can also appear as numerical oscillations in any numerical method based on time asymptotic wave patterns (for example, the Glimm and Godunov methods). There- Let U(z,t) be a solution of (1), (2) enerated from Godunov's method (to be discussed below) for arbitrary initial data Uo(x) C B of compact support, where B is a neighborhood of U, to be determined below. Assume that U(z, t) is generated from initial data satisfying (8) Var{a'} _= V (9) Var{a} Va < and (10) Wr{o(.)} V <
In particular, this implies that (see [22] TH.OREM 2.1. Let U(z,t) be a solution of(l), (2) generated by the 2x2 ao&nov method for arbitrary initial data U0(z), satisfying (8) , (9) , and (10). Then [15] . The wave curves for (14) are the integral curves of the eigenvector fields R0 and R1 associated with 0 and . The l-wave curves are given by a g, g constant, and 1-waves are determined by solutions of the scalar conservation law ut + f(g, n)x 0. The 0-wave curves are given by f const. Because of (3)- (5), in a neighborhood of U,, f =const defines a smooth curve of nonzero curvature that is tangent to the curves a =const only at the states U E F in the an-plane; and the transition curve F intersects the 0-wave and l-wave curves transversally at U,. To be consistent with [22] , [11] , [15] , we assume without loss of generality that f(U,) < 0 and fa(U,) < 0, so that the curves f =const are convex down in a neighborhood of U, (see Lemma 3.1 in [11] and Figure 1 of [15] ). We restrict attention to solutions of (14) Now we indicate by counterexample that for solutions of (1), Var{u(.,t)} does not grow at a rate depending only on the Vat{a} and the Cl-norm of a(x) even when n0(x) 0; the counterexample indicates that condition Var{a'(.)} is sharp for linear growth. The counterexample given in [22] shows that for solutions of (14), Var{u(., t)} does not grow at a rate depending only on a through the Var{a}. 
where Ug (al, 0) and U (a2, 0). Thus, assuming that we have verified (22) (24) z(a, u2) z(a, tl) g(a, ul, u.){u u}.
We claim that in some neighborhood of (a,,u,,u,) ( Si {(x, t) t <_ t < ti+ }.
The approximate solution Uzxx generated by the Godunov scheme is defined as follows [3] , [4] " to initiate the scheme at n 0, define
Assuming that Uzxx(X, t) has been constructed for (x, t) E [-J=0 S, we define UAx in S as the solution of (1) 
together with the following second-order differences (cf. (21) and (27))
For convenience, we use the following notation for special cases of these second-order differences:
A2f Af(u_), Iau'+ll < I/Xl-61Afffl + 51Af+ll + l(j), Proof. By adding and subtracting the appropriate terms to (34) and using the fact that f+ f-+, we obtain the identity %t7+1 'aJ -1 n+l (%tj %tj_l) (ff+l,j+l ff+l,j) + 5(f,j f,j_i) --((fj-+l,j fff,j) + 5(fff,j-1 fj--1,j-1) In the latter estimate we applied (80) and Lemma 3.1. Thus, Case (ii). We consider the case diagrammed in Figs. 6 and 7. In this case there is a nonlinear wave of positive speed at (xj_, tn) and a nonlinear wave of negative speed at (xj, tn), and the waves cross over from the region of positive sound speeds (u < 0) to the negative sound speed regime (u > 0). We assume here that Aaj_l and Aaj are both positive. Most of the complications that can occur do occur in this case. (In particular note that in three-wave Riemann problems, the standing wave always ends at u 0; this limits the analysis a bit.) Observe []
