A discrete state approach to the dynamics of coherent electron transfer processes in bridged systems, involving three or more electronic states, is presented. The approach is based on a partition of the Hilbert space of the time independent basis functions in subspaces of increasing dimensionality, which allows for checking the convergence of the time dependent wave function. Vibronic coupling are determined by Duschinsky analysis carried out over the normal modes of the redox partners obtained at high DFT computational level. Introduction Electron transfer reactions are ubiquitous in chemistry and biochemistry. The first mechanistic insights of ET processes were provided by Franck and Libby, who realized that ET rates are regulated by the nuclear motions both of the two molecules which exchange an electron and of the surrounding environment. 1 In analogy with radiative transitions, they asserted that the Franck-Condon principle holds also for thermal ET reactions in solutions, so that ET rates are determined by the overlap between the vibrational states of the initial and final electronic states. The seminal works of Lax and Kubo, and of Marcus, who pioneered the quantitative description of the solvent effects, provided powerful theoretical means for computing Franck-Condon factors, posing the fundamentals for modeling ET reactions in condensed phases. 2-5 Apart from
the time dependent Schrödinger equations for systems characterized by three or more electronic states, each of them modeled in the harmonic approximation using parameters obtained by highly reliable density functional theory (DFT) computations. Combining the results of DFT or ab-initio computations with quantum dynamics simulations of ET rates is still a challenging task, [23] [24] [25] [26] [27] [28] which hopefully can lead to a deeper understanding of the mechanisms of ET reaction occurring in biochemical systems as well as in nanoelectronic devices.
Here we will apply the formalism to coherent hole transfer processes in DNA, mimicking hole transfer between two guanines separated by one or more adenine and thymine units.
The Hamiltonian matrix
Let us consider a supramolecular system characterized by L weakly interacting molecular sites in which a charge, an electron or a hole, has been injected. In such a supramolecular assembly each molecular unit, i, can be found either in its neutral, i N , or charged state, i C , giving rise to L low lying diabatic electronic states, each of them corresponding to the additional electron or hole fully localized on one molecular site. Let l denote the electronic state in which the charge is localized on the l-th site; because the electronic coupling is weak, l can be well represented by the direct product of the eigenstates of the non-interacting molecular units:
with:
where H (el) iX is the electronic Hamiltonian operator of the isolated i-th molecular unit in its redox state X = C/N, U iX (Q iX )
is the electronic energy of the isolated i-th molecular unit, and Q iX its normal modes of vibration.
Throughout this paper we will adopt harmonic approximation for the U iX 's:
where ω iX is the diagonal matrix of the vibrational frequencies of the normal modes of the i-th unit in its X electronic state
The Hamiltonian operator of the whole L-site system can then be written: 13
where T N and H el include all the nuclear and electronic coordinates of the whole molecular assembly.
The total time-dependent wavefunction is expanded over a set of Born-Oppenheimer product wavefunctions:
in which the vibrational basis functions v l for the l-th electronic state are given by the direct product of the vibrational states of each molecular unit and the expansion coefficients are determined by solving the time-dependent Schrödinger equation:
with initial conditions specifying the initial state of the system.
Each H lm in equation 7 is a matrix whose size depends on the sizes of the vibrational basis sets chosen for each electronic states l and m.
The computation of the diagonal blocks of the Hamiltonian matrix, is straightforward; indeed the H ll are diagonal matrices, whose elements are simply given by the eigen-energies of multidimensional harmonic oscillators. By denoting with n
the vibrational quantum number of the α-th normal mode of the i-th molecular unit in the lk-th vibronic state, the diagonal elements take the form:
where E l is the electronic energy of the l-th electronic state; the index i runs over all the molecular units and α over the normal modes of the i-th unit. The zero point energy does not appear in the eq 8 because its contribution can be conveniently included in the electronic energy term.
After integration over the electronic coordinates, neglecting the weak dependence of the electronic couplings on the nuclear coordinates, the coupling terms between the vibronic states of l and m are given by:
where H lm = l H el m is the electronic coupling term, and In any discrete state approach to quantum dynamics, the selection of the vibrational states to be used in the time evolution is probably the most important problem to deal with. Different strategies to reduce the size of the vibronic basis set have been proposed in the literature. 29 The approach we will use here is based on the idea of partitioning the entire Hilbert space in a set of subspaces which differ in the number of vibrations which are allowed to be simultaneously excited. Thus the entire Hilbert space H spanned by the Hamiltonian of eq. 7 can be partitioned as
where S c is the space spanned by the states in which only c vibrations are simultaneously excited, with a given maximum quantum number for each of them. Using such a partition the wavefunction of eq. 6 can be more specifically written as:
where for sake of simplicity we have dropped the index l in the vibrational basis set.
This partition of the Hilbert space stems from the observation that in molecular systems the larger the number of excited modes the smaller the Franck-Condon integrals associated to a specific electronic transitions. In the field of molecular spectroscopy this approach has been exploited by Santoro et al. and formalised by Janckowiack et al.. 30, 31 Since in our methodology the coupling between two vibronic states is directly proportional to the corresponding FC integrals, it is expected that the effect of states with a significant number of excited vibrations on the overall dynamics. will only be marginal. This heuristic approach allows to significantly restrict the active space of the problem and the associated numerical complexity still retaining the most important features of the dynamical behaviour of the system.
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As concerns the choice of the active vibrational modes, i.e. modes which are allowed to change their quantum number during the transition, they can be determined by the affine Duschinsky's transformation: 32
where Q l and Q m are the normal mode vectors of l and m , J is the rotation matrix and K the displacement vector.
The rotation matrix J and the displacement vector K can be easily determined once the equilibrium geometries and the normal modes of the two electronic states are known. [33] [34] [35] [36] [37] [38] .
In order to further reduce the overall computational costs, the computation of the FC integrals has been carried out by using the separate-mode approximation, which allows factorization of the multidimensional FC integrals into the product of one-dimensional integrals. 39 [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] Oxidation preeminently occur at guanine (G), the nucleobase with the lowest oxidation potential, [61] [62] [63] [64] [65] particularly at sites comprising sequences of multiple GC base pairs, [66] [67] [68] [69] [70] [71] [72] [73] but oxidative damages at adenine (A) and thymine (T) have also been found, 74, 75 showing that HT in DNA is a very complex phenomenon, in which several chemico-physical factors play a role.
Time resolved spectroscopy and steady state oxidative damage analyses point toward an incoherent multistep hopping mechanism, 49, 60, [76] [77] [78] [79] [80] [81] [82] in which the hole migrates essentially by hopping between G neighboring sites, 59 with the possibility of tunnelling over short distances, when two G sites are separated by two or almost three A and/or T sites. The hopping process is in most of the cases slow, thus limiting potential applications to nano-scale electronic devices, 83, 84 but since significant enhancements of HT rates have been observed both by including in the strand modified nucleobases, with a lower oxidation potentials than natural ones, or by using sequences consisting of blocks of homopurine sequences, 85, 86 research in the field is still very active. 83, 84, [87] [88] [89] [90] Many theoretical studies at very high level of sophistication have been performed in the past concerning the mechanism of HT in DNA. 76 The results are reported in Fig. ??, process is about 20 fs, very similar to that predicted by using the Fermi Golden Rule, dashed blach line in Fig. ? ?, using the density of states evaluated at 298 K including the whole set of normal modes of both redox partners. 27, 99, 104 .
The results of fig. ? ? demonstrate that the proposed methodology has good scaling properties, indeed we have ob- We have then considered hole dynamics for GAG and GTG triads, GAAG, GAGG, and GTTG tetrads, and GAAAG, GAAGG, GTTGG, and GTTTG pentads.
The parameters used in dynamics are the following: E G = 0,
The energy differences between diabatic states have been taken from oxidation potentials of nucleobases in solution, [61] [62] [63] [64] whereas electronic couplings have been estimated as the best parameters to reproduce within the limit of a simple tight binding approximation the results of voltammetric 1-11 | 5 Table 1 Frequencies (ω, cm −1 ), intramolecular reorganization energies (E r , cm −1 ), and equilibrium position displacements (K, Å uma −1/2 ) of the most displaced normal modes of G/G + , A/A + , and T/T + redox pairs. measurements of A and G rich oligonucleotides, 89, 90, 105 without considering vibrational overlap effects, so that they should be considered as a lower limit estimates.
The results of all dynamics simulations are collected in Tab.
??. We started by completely neglecting vibrational effects;
that approximation leads to a very facile HT by tunnelling:
for GAG, GAAG, and GTG, HT between the two ending Gs occurs on subpicosecond timescales, whereas for GAAAG, GTTG, and GTTTG transition times are significantly longer.
Particularly intriguing is the case of GAAAG, where the com- As concerns HT trough thymine bridges, tunnelling is predicted to be quite efficient in GTG and GTTG tracts, provided that a sufficient number of vibronic states are considered in dynamics, whereas for GTTTG tunnelling occurs on nanosecond timescale, which, apart from problem concerning coherence on such long time intervals, is more or less comparable with the transition times predicted for the hopping mechanism. 99 1-11 | 7 Giese has shown that hole transfer between guanines in duplexes can take place both by a coherent superexchange mechanism and by a thermally induced hopping process; the efficiency of the tunnelling mechanism decreases rapidly as the number of the bridging T:A steps increases, the bridge influence vanishes completely for three or more intervening T:A steps. Those results were attributed to a shift in the HT mechanism from coherent superexchange at short distances to thermally induced hopping at long distances. 100 Our results are in substantial good agreement with those experimental find-ings for bridges consisting of thymine tracts. Noteworthy, in Giese's experiment intrastrand HT involve T homo-bases tracts, whereas of course A tracts would be involved in interstrand HT. As concerns intrastrand HT along A tracts, our results predict that HT efficiency does not significantly depend on the number of intervening As, up to three consecutive As.
We attribute that peculiar behavior
There is indeed growing experimental and theoretical evidence that sequences consisting of two or more consecutive homobases can form delocalized domains, in which the hole is stabilized by resonance, 50 implementation of the generating function approach can be found in ref.s 27, 104, 113, 114 . In all FC calculations, the curvilinear coordinate representation of the normal modes has been adopted to prevent that a large displacement of an angular coordinate could reflect into large shifts of the equilibrium positions of the involved bond distances. That is unavoidable in rectilinear Cartesian coordinates and requires the use of high order anharmonic potentials for its correction. 38, 113, [115] [116] [117] [118] The numerical solution of the time-dependent Schödinger equation has been carried out with an orthogonalised Krylov subspace method. 29, 119 
