ABSTRACT. We show that the modulus of an inner function can be uniformly approximated in the unit disk by the modulus of an interpolating Blaschke product.
INTRODUCTION
Let H ∞ be the algebra of bounded analytic functions in the unit disk D. A function in H ∞ is called inner if it has radial limit of modulus one at almost every point of the unit circle. A Blaschke product is an inner function of the form
where m is a non-negative integer and {z n } is a sequence of points in D \ {0} satisfying the Blaschke condition ∑ n (1 − |z n |) < ∞. A classical result of O. Frostman tells that for any inner function f , there exists an exceptional set E = E( f ) ⊂ D of logarithmic capacity zero such that the Möbius shift
is a Blaschke product for any α ∈ D \ E. See [3] or [4, p. 79] . Hence any inner function can be uniformly approximated by a Blaschke product.
A Blaschke product B is called an interpolating Blaschke product if its zero set {z n } form an interpolating sequence, that is, for any bounded sequence of complex numbers {w n }, there exists a function f ∈ H ∞ such that f (z n ) = w n , n = 1, 2, . . .. A celebrated result by L. Carleson tells that this holds precisely when the following two conditions are satisfied:
(1) inf
there exists a constant C such that ∑ z n ∈Q (1 − |z n |) < Cℓ(Q) for any Carleson square Q of the form Q = re iθ : 0 < 1 − r < ℓ(Q), |θ − θ 0 | < πℓ(Q) (1) where θ 0 ∈ [0, 2π) and 0 < ℓ(Q) < 1.
See [1] or [4, p. 287] . Although the interpolating Blaschke products comprise a small subset of all Blaschke products, they play a central role in the theory of the algebra H ∞ . See the last three chapters of [4] .
In [9] D. Marshall proved that any function f ∈ H ∞ can be uniformly approximated by finite linear combinations of Blaschke products. That is, for any ε > 0 there are constants c 1 , . . . , c N and Blaschke products B 1 , . . . , B N such that
Here the ∞-norm is given by g ∞ = sup{|g(z)| : z ∈ D}. This result was improved in [5] by showing that one can take each of B 1 , . . . , B N to be an interpolating Blaschke product. However the following problem remains open.
(1) For any inner function B and ε > 0, is there an interpolating Blaschke product I such that B − I ∞ < ε?
This question was posed in [4, p. 430] , [6, pp. 268-269] , [7] and [13, p. 202] . The purpose of this note is to provide a positive answer if one restricts attention to the modulus.
Theorem 1. Let B be an inner function and ε > 0. Then there exists an interpolating Blaschke product I such that
The proof may be described as follows. The first step consists of constructing a system Γ = i Γ i of disjoint closed curves Γ i ⊂ D such that arclength of Γ is a Carleson measure, and verifying that (a) |B(z)| is uniformly small on hyperbolic disks of fixed radius centered at points of Γ, (b) in any hyperbolic disk of fixed radius centered at a point outside the union of the interiors of Next, for each i = 1, 2, . . ., let µ i be the sum of harmonic measures in int Γ i from the zeros of B 1 contained in int Γ i . Then the mass µ i (Γ i ) is the total number of zeros of B 1 contained in int Γ i . The second step consists of splitting 
It is clear that a positive answer to any of these problems would lead to a positive answer to the next one. Moreover a positive answer to Problem 2 would imply the main result of this note. Problem 4 was posed by N. K. Nikol ′ skiȋ in [6] and [13] in connection to Toeplitz operators and complete interpolating sequences in model spaces. Problem 3 and Problem 4 have been discussed in the nice monograph by K. Seip [14, p. 92] .
We are indebted to Arne Stray for his valuable comments on an earlier version of this paper. Part of this work was done while the first author was visiting Universitat Autònoma de Barcelona, and while the second author was visiting IMUB at Universitat de Barcelona. It is a pleasure to thank both institutions for their support.
CONSTRUCTION OF THE CONTOUR
The hyperbolic distance between two points z, w ∈ D is β (z, w) = 
. Choosing good and bad squares for constructing the contour
is a Carleson measure and ds
Proof. The proof is essentially contained in the recent paper [12] , but we sketch it for the convenience of the reader. Given a set E ⊂ D, let Ω K (E) denote the set of points that are at most at hyperbolic distance K from the set E, that is,
Consider dyadic Carleson squares of the form
for j = 0, 1, . . . , 2 n − 1 and n = 1, 2, . . ., and their top halves T (Q n, j ) = {re iθ ∈ Q n, j : r < 1 − 2 −n−1 }. Let 0 < δ < ε be a constant to be fixed later. A dyadic Carleson square Q will be called good if
The collection of good dyadic Carleson squares will be denoted by
We denote the collection of bad dyadic Carleson squares by {Q B j : j = 1, 2, . . .}. The construction goes as follows. 
Since
, taking δ = δ (ε, K) sufficiently small, standard arguments lead to (2) . See Lemma 2.1 of [12] for details. Finally, decompose R into its connected components R i and denote (2) shows that for any bad dyadic square Q, one has
Then easy geometric considerations show that arclength on Γ i is a Carleson measure and its Carleson norm is smaller than 68.
CONSTRUCTION OF THE INTERPOLATING BLASCHKE PRODUCT
We now use Lemma 2 to construct a contour Γ. Note that by Frostman's Theorem we can assume that B is a Blaschke product. Given ε > 0, let N be a big constant dependent on ε to be fixed later. Apply Lemma 2 with ε 2 and 2N instead of ε and K to obtain Γ and δ > 0 such that Hence the dangerous part of B will be B 1 which has all its zeros contained deeply inside the contour Γ. We want to mimic the behavior of |B 1 | by constructing a Blaschke product I 1 with zeros on Γ. To this end, for each component Γ i of the contour we consider the measure
Here ω(z, ξ ; Ω) denotes the harmonic measure from the point z ∈ Ω in the domain Ω ⊆ D. Clearly µ i (Γ i ) will be equal to the number of zeros z n of B 1 inside Γ i . Next we split Γ i into disjoint arcs Γ i,k such that µ i (Γ i,k ) = 1 for each k. This is illustrated in Figure 3 . On each such arc we locate one zero ξ i,k of I 1 such that
This will in general not determine the points ξ i,k uniquely. However, there seems to be a lot of freedom for placing the zeros of I 1 in this construction, and the condition (3) will be sufficient for our purposes.
Let I 1 be the Blaschke product with the zeros ξ i,k , and factor I 1 = I o 1 · I e 1 where I o 1 is the Blaschke product with zeros ξ i,k with k odd, while I e 1 is the Blaschke product with zeros ξ i,k with k even. In Figure 3 , I o 1 has its zeros placed in the dark arcs, while the zeros of I e 1 are placed in the light arcs. We claim that both I o 1
and I e 1 are interpolating Blaschke products, and hence I 1 can be approximated by an interpolating Blaschke product [10] . To show this claim we will observe that their zero sets satisfy the two conditions of Carleson's theorem [1] , stated in the introduction.
In this case, property (2) follows from the fact that arclength is a Carleson measure on Γ, while the first property follows from the following lemma and the geometry of the contour.
Lemma 3. The hyperbolic length,
Proof. We first show that for any point w ∈ Γ, |B 1 (w)| is bounded from below by some constant depending only on δ and N. To see this, recall that there is a point ζ such that β (ζ , w) ≤ 2N + 14 and
where the sum is taken over all zeros z n of B 1 . As w is separated from the zeros of B 1 ,
Furthermore,
and we see that |B 1 (w)| ≥ δ 2e 2(2N+14) .
Intuitively, this lower bound for the values of |B 1 | should imply that the arcs Γ i,k can not be too short hyperbolically. To make this observation rigorous we argue as follows. Using that the harmonic measure ω is positive and harmonic, we have that for any z ∈ int Γ i , 2 is a constant dependent on Γ i,k . Let B 1,i denote the Blaschke product with the zeros of B 1 that fall inside the component
To estimate C i,k we use the substitution ξ = ϕ z (w) = z−w 1−wz and the conformal invariance of the hyperbolic metric. A calculation then gives that
which implies the desired bound, ℓ β (Γ i,k ) ≥ δ 2e 2(2N+14) .
PROOF OF THE APPROXIMATION
In this section we will show that the constructed function, I = I 1 · B 2 , approximates the given Blaschke product uniformly in modulus. We first claim that it suffices to prove Theorem 1 for points z ∈ D far away from the contour. Indeed, assume that we can prove that
for all z such that β (z, int Γ) ≥ 2N, where N is as in the construction of the contour. Then for points z with β (z, int Γ) = 2N
So Theorem 1 follows from (4).
The rest of the paper will be dedicated to prove that (4) holds. Fix a point z such that β (z, int Γ) ≥ 2N. We will consider the logarithm of |B 1 |. As all the zeros of B 1 lie inside the contour Γ, log z−z n 1−z n z is harmonic inside Γ as a function of z n . Hence
where dµ = ∑ i dµ i . As the µ-measure of each arc Γ i,k is 1, we have
To estimate this sum we consider different types of arcs. By Q z we denote the Carleson square with z as the midpoint on the top-side. We say that an arc
Note that since β (z, int Γ) ≥ 2N, this implies that such an arc lies very close to the boundary. The rest of the arcs we split into short and long arcs. For n ≥ N + 1 define
Consult Figure 4 for some examples of this classification. This partition is such that each arc Γ i,k belongs to one and only one of the classes B, S n and L n , n ≥ N + 1.
2 N+2 Q z z FIGURE 4. We divide the arcs Γ i,k into classes denoted B, S n and L n Hence we may decompose the sum (5) as follows
Our goal is to show that the absolute value of the left hand side is small. To accomplish this we will show that each of the terms
Let us begin with the boundary arcs Γ i,k ∈ B. Using that log(1 − t) = −t + O(t 2 ) we get
Taking absolute values,
where we define E B,1 and E B,2 for convenience. At first we focus on the first term, E B,1 , of this expression. Note that as z is far away from
can write
By the placement, (3), of the zeros ξ i,k , the integral of the last term is zero. We now move the modulus under the integral to get
Because ξ and ξ i,k should be close to each other in some sense, compared to z, we suspect some cancellation. Therefore we use the estimate
and the more trivial inequalities |ξ −ξ i,k | ≤ ℓ(Γ i,k ) and 1−|z| 2 ≤ 2(1−|z|) to obtain
All the arcs Γ i,k ∈ B are contained in a rectangle at the boundary with height 2 −2N (1 − |z|) and width 2 N (1 − |z|). Using that 1 − |ξ | ≤ 2 −2N (1 − |z|) and that the arclength ds |Γ is a Carleson measure, we then get
where ds |Γ C is the Carleson norm of arclength on Γ.
Next we focus our attention on the higher order terms, and give the estimate for E B,2 . From (6) and (7) and the inequality (a + b) 2 ≤ 2(a 2 + b 2 ) we see that E B,2 is bounded by a fixed multiple of
For the first term, we use as above the estimate (9) as well as 1
Observe that the last sum is just (8) and by the earlier argument the last expression is bounded by 2 7 · ds |Γ C · 2 −2N .
For the second term we use that
For the short arcs Γ i,k ∈ S n , n ≥ N + 1 we will use similar estimates as above, however we do not need to be as delicate. For these arcs, we can use that | log x| ≤ |1 − x 2 | to obtain
The same calculations that gave (7) show that
For ξ ∈ Γ i,k ∈ S n , using |1 −ξ z| ≥ 2 n−3 (1 − |z|) we get
Adding up, we obtain
Finally, we estimate the long arcs Γ i,k ∈ L n , n ≥ N + 1. As the zeros on these arcs are well separated, one can expect only a small contribution from these arcs. We will use an auxiliary interpolating Blaschke product to find a bound for the L n -terms of (5) . By the same reasoning that led to (7) and the triangle inequality, For each Γ i,k ∈ L n , let ζ i,k ∈ Γ i,k be such that
and define B ζ to be the Blaschke product with {ζ i,k } as zeros. Now we reorder the summation, and sum with respect to the placement of the ζ i,k instead. Then
where U 0 = Q z and U n = 2 n Q z \ 2 n−1 Q z for n ≥ 1. The scaling property (2) implies that at most four of the points ζ i,k are contained in 2 N−1 Q z . These must be close to the boundary, so that
For the rest of the terms, we then get We have now estimated the contribution from all the arcs Γ i,k , and we have found that for some constant C,
This means that given ε > 0, taking N so that C · 2 −N < ε 2 , we obtain |B 1 (z)| − |I 1 (z)| < ε 2 , which was what we needed.
