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Abstract
This thesis investigates the impact of upstream duct convolution on the plume
development for high speed jets. In particular, investigations are carried out into
an unconventional aero-engine exhaust systems comprised of a modified convergent-
divergent rectangular nozzle where the converging section of the nozzle includes an
S-bend in the duct. The motivation for this work comes from both the military and
civilian sectors of the aerospace industry. The growing interest into highly efficient
engines in the civilian sector and increasing complexities involved in stealth technolo-
gies for military applications has led to new design constraints on aero-engine exhaust
systems that require further research into flows through more complex duct geometries.
Due to a lack of experimental data into this area in the open literature valida-
tion studies are undertaken into flows through an S-bend duct and exhaust plume
development from a rectangular convergent-divergent nozzle. The validation work is
simulated using RANS CFD with common industrial turbulence models as well as LES
with artificial inlet conditions. Subsequently, a CFD investigation into three uncon-
ventional aero-engine exhaust systems, with over-expanded conditions, with differing
angles of curvature across the converging S-bend is undertaken using both RANS and
LES methodologies governed by the validation work.
As the curvature of the S-bend was increased it was found that the thrust and
effective NPR both decrease. Whilst these changes were within acceptable levels (with
some optimisation) for a circumferential extent of up to 53.1◦ the losses became prohib-
itive large at extents. For the ducts with a greater circumferential extents separation
was seen to occur at the throat of the nozzle; this changes the design parameters of
the nozzle leading to a higher Mach number and could potentially be harnessed to
improve performance of the engine creating a ‘variable throat’ nozzle.
The impact of using different numerical solvers to simulate the flow through an
unconventional aero-engine exhaust system has also been considered. The use of LES
has shown that the octagonal, hexahedral and trapezoidal shapes initially observed in
the development of the plumes of the RANS cases are likely to be an artifact caused
by the RANS solver, as would the transverse total pressure gradients observed in the
RANS cases at the nozzle exit as they are both absent from all of the LES results.
Likewise the implementation of realistic inlet conditions has a significant impact on
the development of the plume, particularly in the length of the potential core and the
number of shock cells.
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CHAPTER 1
Introduction
1.1. Motivation
The exhaust system of a typical propulsive gas turbine installation is composed of
a straight duct connecting to a circular nozzle. In certain circumstances, usually in
military applications, the circular nozzle is replaced with a rectangular exhaust nozzle
as found, for example, on the Lockheed Martin F-22 Raptor. However, future civil and
military applications may require a more fundamental change to the basic design of
the exhaust system: the introduction of a convoluted duct connecting to a non-circular
nozzle. The renewed interest in propfan, or ‘open rotor’, engines is an example where
the design of the engine may necessitate a change in the location of the nozzle exits,
thus forcing the flow to be moved away from the geometric centreline of the engine.
Similarly, the low-observable nozzles on military aircraft are typically offset to prevent
RADAR reflection from the core of the engine. Whilst this sort of duct convolution is
commonly found in inlet applications of military aircraft it is all but non-existent in
exhaust applications and consequently has not been studied in the open literature.
In the civilian sector the push towards both an increase in thrust and a greater
fuel efficiency, due to international emission targets[23], has led to the development
of geared turbofans and the revival of the propfan engine. The latter, having been
initially developed in the 1980s, was neglected due to noise concerns until recently.
The next generation of propfans have built upon the ideas of the Pratt and Whitney-
Allison 578-DX propfan (see Figure 1.1), and consequently require an alteration to the
position of the exhaust nozzle(s) from that of a conventional engine. This therefore
prevents the hot exhaust gasses from interfering with the mechanisms for the rotation
of the rear mounted propeller blades, thus protecting them from heat damage.
The convoluted geometry involved in re-positioning the exhaust duct means that
the exhaust nozzles, in the case of the 578-DX engine, emerge from the casing upstream
of the propellers. Due to the proximity of the exhaust nozzle to the propeller blades
additional constraints on the exhaust flow must be considered in order to minimise the
heat-shielding required on the propeller blades (and preferably confined to the root of
the blade).
A potential solution to the necessary introduction of heat shielding, due to the
relocation of the exhaust nozzles, is to alter the nozzle geometry used in propfan
engines. The impact of the hot exhaust gasses on the propeller blade roots could
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be reduced by moving towards an annular nozzle that encircles the engine cowling
instead of several distinct exhaust nozzles seen on the 578-DX propfan. This change
can potentailly increase the interfacial area over which exhaust gasses are emitted from
and thus may improve the rate at which heat diffuses from the nozzle plume.
Figure 1.1. The Pratt and Whitney-Allison 578-DX propfan[83].
The stealth capability of military aircraft has become one of the major factors in
the design process and now covers all aspects of its development. In order to prevent
RADAR detection the overall shape of the aircraft must be designed in such a way
that it deflects incoming RADAR signals. Consequently the propulsion system of the
aircraft is housed within the fuselage and a convoluted inlet duct is used to minimise
the line of sight to the fan and compressor blades.
As the reliability of RADAR detection decreases, due to advances in stealth tech-
nology, infrared sensors are increasingly being used to detect the infrared signature
coming from the exhaust flow of an aircraft. The use of non-circular nozzles, typically
rectangular slits, increases the mixing of the jet with the cool ambient air in order to
lower the temperature of the jet. Consequently this lowers the chance of detection via
infrared sensors.
Compressor fed fluid injectors or micro-jets, such as those found on the USAF
research laboratories’ ADVENT1 HEETE2 concept engine (see Figure 1.2), can also
be used to further reduce exhaust temperatures and lower the infrared signature of
the aircraft. As well as cooling the exhaust flow micro-jets can provide Coanda˘ style
thrust vectoring for the aircraft, thus increasing the manoeuvrability of an aircraft.
In order to remove the line of sight to the aft part of the engine, and prevent
infrared detection, a convolution can be applied to the exhaust duct in the same way
that convoluted inlet ducts are currently implemented to protect against RADAR
detection. This type of unconventional exhaust systems is likely to be employed on
1Adaptive Versatile Engine Technology
2Highly Energy Efficient Turbine Engine
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Figure 1.2. The USAF research laboratories concept engine incorpor-
ating ADVENT and HEETE technology[109, 110].
several of the current strike UCAVs, such as the General Atomics Avenger UCAV,
and can also be seen in the USAF ADVENT-HEETE concept engine (see Figure 1.2).
An illustrated example of how such an exhaust system might be deployed inside the
body of a UCAV is shown in Figure 1.3 using the General Atomics Avenger UCAV as
a basis for the example.







S-bend Inlet 




Engine Core



S-bend Con-Di Nozzle B
B
B
B
BM
Nozzle Scarfing and Aft-deck
Figure 1.3. The General Atomics Avenger UCAV flying over the
Southern California desert[84]. Annotations added for potential con-
figuration of inlet/exhaust ducting and engine core location.
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1.2. Secondary Flows
Convoluted ducts of changing cross-sectional area, such as the S-bend ducts em-
ployed in the three examples shown in Figure 1.2 and Figure 1.3, are prone to forming
secondary flows during the dual bend of the duct[28, 116, 118]. In an inlet application
this can lead to a flow distortion at the compressor face which, in turn, lowers inlet
pressure recovery and reduces stall and surge margins (as seen by Brear et al.[18]).
Due to these undesirable consequences, the formation of secondary flows within an
inlet duct are actively discouraged through the use of vanes and compressor fed fluid
injectors.
However, in an exhaust system the existence of secondary flows could be a potential
boon in engine design; supposing that the relevant characteristics surrounding the
development of the secondary flows can be understood and manipulated. The results
of harnessing these flows could lead to an improved mixing of the plume with the
ambient air, thus reducing the potential core length of the jet. In both the civilian
and military sectors this alone could be a significant merit to the research of such
geometries as, for the military, a reduction in potential core length decreases the
thermal signature of the jet. In the civilian sector the improved mixing coupled
with the potential of angling the plume towards the cowling, via secondary flows, could
lead to a reduction in the amount of heat shielding necessary to protect the fan
blades from the exhaust gasses, for such engines as seen in Figure 1.1, and consequently
a reduction in the overall mass of the engine.
There will likely be a cost to these desired features when harnessing secondary
flows; one of total pressure losses of the exhaust system. This will consequently
lead to a lower mass flow from the engine and lower thrust output. In practice,
the engine design process will need to find a balance between the benefits of secondary
flows and the cost in terms of total pressure loss.
The notion of secondary flows has been extensively researched and the process
by which these flows are formed is discussed in detail by Prandtl[82]. Here, Prandtl
makes a formal distinction between two groups of secondary flows: secondary flows
of the first kind, caused by a deflection of existing mean vorticity, and secondary
flows of the second kind, caused by a difference in the Reynolds stresses. Pec˘nik and
Iaccarino[80] highlight the terms of the mean streamwise vorticity component that are
responsible for the development of the two types of secondary flow. Secondary flows of
the first kind are generated from changes in the terms in A1 of Equation 1.2.1, whilst
A2 and A3 are attributed to the development of secondary flows of the second kind.
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v
∂Ωx
∂y
+ w
∂Ωx
∂z
=
ν∇2Ωx + Ωy ∂u
∂y
+ Ωz
∂u
∂z︸ ︷︷ ︸
A1
+
(
∂2
∂y2
− ∂
2
∂z2
)(−v′w′)︸ ︷︷ ︸
A2
+
∂2
∂y∂z
(
v′2 − w′2
)
︸ ︷︷ ︸
A3
(1.2.1)
Secondary flows of the second kind have been investigated further by Kay and
Nedderman[48], Perkins[77] and Prandtl[81] along with many others. This kind of
secondary flow is primarily found in two areas: non-circular ducts and rapid contrac-
tions or expansions in the flow. Although secondary flows of the second kind are likely
to be observed in the unconventional exhaust geometries that we are interested in,
such as in the corners of a rectangular duct, it is secondary flows of the first kind that
will provide a greater impact on the development of the exhaust flow.
Secondary flows of the first kind are found when the pressure increases in the
direction of the flow, such that an adverse pressure gradient is formed, and causing
a deceleration of the flow velocity to occur and an increase in streamwise vorticity.
The boundary layer is more sensitive to these changes due to the lower streamwise
velocities found close to the wall and, if the velocity decays sufficiently quickly, the
flow then separates from the wall. Whilst secondary flows of the second kind cause
the development of a flow perpendicular to the streamwise direction, secondary flows
of the first kind introduce a reverse flow to the fluid.
In the case of an S-bend duct, the evolution of the secondary flow sparks the
formation of a pair of counter-rotating vortices as seen by Miller[68]. At the start of
the bend an adverse pressure gradient is formed by the curvature of the duct which
forces the bulk flow to be deflected to the outside of the duct due to the centripetal
forces acting on the flow. Since a larger pressure gradient would be required to modify
the path of the faster bulk flow than is necessary for the slower boundary layer the fluid
near the centre of the duct moves towards the outside of the duct instead of following
the curvature of the duct. Consequently, the fluid near the wall moves inwards and
the pair of counter-rotating vortices are created.
Figure 1.4 shows the development of the counter-rotating vortices found in an S-
bend duct. The velocity of the flow at the outer edge of the duct decreases as it
encounters an adverse pressure gradient as described in Figure 1.4a. The low speed
fluid then moves around the walls towards the inside of the bend where there is a
low static pressure region whilst the bulk flow moves towards the outside of the duct
(Figure 1.4b). This initialises the two vortices which can be seen in S-bend ducts (such
as those encountered by Bansod and Bradshaw[9]).
Hawthorne[37] and Squire and Winter[101] both describe the process by which
the vortices are formed for a secondary flow. The Hawthorne-Squire-Winter inviscid
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Figure 1.4. The formation of the pair of opposing vortices in a
bend[68],
(a) shows the formation of the adverse pressure gradient whilst (b) shows
the formation of the secondary flow in a bend.
secondary flow formula states that the vorticity of the secondary flow, Ω′ is given by
Ω′ = −2αΩ where α is the angle of curvature for the duct and Ω is the vorticity vector
resulting from that curvature.
The duct convolution can potentially improve the mixing of the exhaust flow with
the freestream by harnessing the secondary flows features caused by the convolution.
The obvious potential benefits of integrating a rectangular nozzle with an S-bend
duct in the exhaust system are quite compelling: increased mixing and infrared line-of-
sight protection for the a engine core. Exhaust systems such as this are an unexplored
area in the open literature; it is therefore necessary to initially achieve a comprehensive
understanding of the effect of a convoluted duct geometry on the internal flow and the
impact of a non-circular nozzle on a high speed jet plume separately. To this end a
review of the current literature in these two areas is explored at the start of Chapter 4
and Chapter 5 respectively.
1.3. Aim and Objectives
The aim of this thesis is to investigate the effects of upstream duct curvature on
the high speed flow through a high aspect ratio convergent-divergent nozzle. Due to
the broad nature of the aim this study cannot be exhaustive, instead we shall focus
on four specific upstream duct sections. A contracting straight duct, for comparison
purposes, and three contracting S-bend ducts with centreline circumferential extents
of 53.1◦, 70◦ and 90◦ and a radius of curvature such that the offset of the centreline
remains constant in all three cases.
When the area ratio matches the designed nozzle pressure ratio (i.e. the ideal
conditions for the nozzle) the exit static pressure is equal to the ambient pressure. If
the nozzle area is too big for the nozzle pressure ratio then the flow will start expanding
within the nozzle and the exit pressure drops below ambient. This phenomenon is
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called over-expansion and can typically occur at high altitudes for fixed area nozzles.
Conversely, if the nozzle area is too small for the nozzle pressure ratio then the flow
will expand after it leaves the nozzle exit meaning that the static pressure at the nozzle
exit is still above ambient. The term for this case is under-expansion and similarly
occurs at low altitudes for fixed area nozzles. Each of these ducts will be tested at the
over-expanded inlet pressure for the contracting straight duct case.
Due to the lack of any available experimental data for this type of exhaust system,
a validation of the CFD methodology used will be required for both a convoluted duct
and a high speed convergent-divergent nozzle. In order to formulate a good starting
point a complete review of the current open literature for both convoluted (S-bend)
ducts and high speed jets will be undertaken, this is presented in Section 4.1 and
Section 5.2 respectively.
Consequently the main objectives of this thesis will be threefold:
(1) Validate the CFD methodology for S-bend ducts focusing on the ability to
model secondary flows.
(2) Validate the CFD methodology for high speed flows exiting from a convergent-
divergent high aspect ratio nozzle for over-expanded jets.
(3) Explore the effects of varying upstream S-duct curvatures on the plume de-
velopment from a high speed, high aspect ratio nozzle for over-expanded jets.
1.4. Outline of Thesis
Chapter 2. This chapter discusses the process of computational fluid dynamics
including a brief overview of the different solvers and the CFD turbulence models used
in this thesis. The chapter also includes the governing equations for fluid dynamics and
the ideas on which the turbulence models are built upon. Section 2.6 subsequently out-
lines the non-commericial CFD package, Rolls Royce Hydra, used for the simulations
found herein.
Chapter 3. Following on from the methodology overview, this chapter explores
the literature surrounding the various methods of creating realistic inlet conditions for
LES calculations. Chapter 3 continues to expand upon the Synthetic Eddy Method
posed by Jarrin et al.[40, 41, 42, 43] and shows a validation of the Synthetic Eddy
Method within the Rolls Royce Hydra CFD code.
Chapter 4. A literature review and validation study of the CFD methodology is
presented in this chapter for the flow through an S-bend duct. The validation study
focuses on the low speed flow through a convoluted duct with an S-bend curvature of
53.1◦ and investigates the various CFD approaches for modeling the flow separation
and secondary flows as seen by Ng et al. in their experimental investigation[72].
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Chapter 5. Similarly in this chapter a review of the literature and validation
study is conducted for the plume development of high speed jets. The validation
study is based on the experimental work of Behrouzi and McGuirk[11, 12, 13] at
Loughborough University. This experiment is used to compare the various CFD models
for a high speed flow through a high aspect ratio nozzle.
Chapter 6. Three different upstream duct convolutions are investigated for their
impact on the development of the jet plume emanating from a high aspect ratio nozzle.
Both RANS and LES methodologies are investigated and compared to each other in
light of the validation work of Chapters 4 and 5. The work focuses on the case
where the inlet pressure is such that the plume emanating from a straight contraction
would cause an over-expanded jet plume (where the exit pressure is lower than the
ambient pressure). In this case, an inlet pressure ratio of 2.5 was used based on the
experiments[11, 12, 13].
Chapter 7. An overall summary of the work accomplished throughout this thesis
is given in this chapter. The implications of the findings are explored here as well as
suggestions for future investigations into the area of duct convolution on high speed
jet flows.
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Computational Fluid Dynamics Methodology
For the sake of completeness this chapter is included to provide an overview of CFD,
including the two solvers and various turbulence models and sub-grid scale models used
in the work presented here. Section 2.6 briefly details the non-commercial CFD code
primarily used for the simulations within this thesis; the Rolls Royce Hydra code.
2.1. Overview
In engineering it is often necessary to have a detailed knowledge of the behaviour
of a fluid under specific constraints. Whilst it is possible to construct an experiment in
order to understand the nature of the flow the monetary cost as well as the time taken
for the experiment to be constructed and run can be prohibitive. Similarly the con-
ditions necessary to conduct certain experiments, such as simulating hypersonic flight
where very high temperatures and pressures are involved, can be too intensive for most
wind tunnels and can only be performed at a few specialist (and therefore expensive)
wind tunnels. It is due to these challenges and constraints that Computational Fluid
Dynamics (or CFD) began to thrive.
Prior to the advent of computers and CFD there were only two branches of fluid
mechanics: experimental fluid mechanics and theoretical fluid mechanics. During the
seventeenth century Archimedes was studying hydrostatics, the effects of pressure on a
stationary body of water, which led to the formation of a new field of mathematics, fluid
mechanics. During the 18th Century, as research into experimental fluid mechanics
continued, Leonhard Paul Euler proposed a set of partial differential equations which
could describe the flow of an inviscid fluid thus leading to the field of theoretical fluid
mechanics. The set of equations developed by Euler was then refined by Claude-Louis
Navier and George Gabriel Stokes to allow a viscous flow to be described in a similar
way. These Navier-Stokes equations, as they were termed, form the basis on which
CFD is built and are shown at the end of this section.
CFD was first developed in the 1930’s when two dimensional linearised potential
equations first became solvable by the use of factory-forecasting. This involved multiple
people using personal calculators to solve the governing equations for a specific element.
This technique was used by Thom[105] in 1933. However this had limited practical
applications and, for the foreseeable future, the limitations of the computers at that
time curbed the advancement in this area. It was around 30 years before the three
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dimensional linearised potential equations could be solved which gave rise to a new tool
for designing and analysing flows. The limitations of computers in terms of memory
and speed continued to hinder the development of CFD and this is still the case today.
It was not until the 1970s that full potential equations could be solved in CFD and it
took a further decade before vorticity could be included in the calculations.
As computing power continued to increase the ability to include the effects of
viscosity in CFD meant that the complete Navier-Stokes equations could be now be
solved. Consequently the use of CFD has been expanded to a wider range of engin-
eering situations and it is now a common tool for both researchers and engineering
designers. Due to limiting factors in other areas CFD has become a more prominent
feature during the design process. Although the results are not always exact when
compared to raw data from an experimental test they tend to have a good qualitative
agreement so that fewer experiments are needed during the design process.
The inaccuracies between an experimental data set and the results from a CFD
analysis can be due to a number of reasons. From the experimental side two such
reasons for an inaccurate result are the effects of scaling the results due to the use of
a scale model (which may alter certain fluid properties such as the Reynolds number)
and the fact that the measurement probes can affect the flow by causing disturbances
within it. In CFD analysis, one possible source of inaccuracies within the results is
from representation of turbulence within the calculation as different turbulence models
can over, or under, predict the mixing of flows within a domain. A second potential
source of error within a CFD solution comes from the discretization of the domain.
Using an inappropriate level of discretization may lead to certain flow structures not
being resolved and consequently effecting the solution produced.
2.1.1. Governing Equations. For simplicity, the incompressible Navier-Stokes
equations (for unsteady, viscous flows in a control volume Ω with surface ∂Ω) are
outlined below in order to illustrate the governing equations used in CFD. However,
for the work presented in this thesis, the CFD software uses the compressible Navier-
Stokes equations with denisty based Favre averaging.
Mass Continuity :
∂
∂t
∫
Ω
ρ dΩ +
∮
∂Ω
ρ(u · n) dS = 0 (2.1.1)
Momentum :
∂
∂t
∫
Ω
ρu dΩ +
∮
∂Ω
ρu(u · n) dS =
∫
Ω
ρfe dΩ−
∮
∂Ω
pn dS +
∮
∂Ω
(τ · n) dS
(2.1.2)
Energy :
∂
∂t
∫
Ω
ρE dΩ +
∮
∂Ω
ρH(u · n) dS =
∮
∂Ω
k(∇T · n) dS +
∫
Ω
(ρfe · u + q˙h) dΩ
+
∮
∂Ω
(τ · u) · n dS where H = E + p
ρ
.
(2.1.3)
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2.2. The CFD Process
The methodology for conducting a CFD simulation can be broken down into three
steps.
Pre-processor: This first step involves defining the geometry of the problem and
generating a suitable mesh to break up the continuous domain into multiple
discrete volumes. At this point the boundary and inlet conditions are defined
as well as the physical modelling (such as the equations of motion).
Solver: Here the governing equations are integrated over the elements of the mesh
and then discretized into algebraic equations. These equations are then solved
iteratively as it is not usually possible for a direct solution to be found. There
are three main methods for this step; spectral, finite difference and finite
volume with the latter being most commonly used in industry.
Post-processing: This final step enables us to view the solution found for the problem
in a graphical representation. From here we can extract information about
the flow which can be used for a variety of applications such as performing a
comparison against other geometries for the model to improve on the design or
against existing experimental data to confirm the viability of the turbulence
model. Similarly the extracted information can be used to find information
about the flow which cannot be found through experimental investigation.
2.3. Numerical Solvers
Due to the nature of the equations given in Subsection 2.1.1 we cannot use an
analytic approach to find a solution for them. Instead we must use an iterative,
numerical approach in order to find an approximate solution, which is exactly what
CFD gives us. Several approaches have been formulated over the years in order to
model the flow and the turbulence and find a solution to the governing equations.
These solvers can be grouped into three main areas which are outlined below.
2.3.1. Direct Numerical Simulation. DNS is the most accurate method of
solving the governing equations as the entire spectrum of turbulence scales are nu-
merically calculated for each instance in time. This allows the investigation of mixing
within a flow much more accurately than would be possible experimentally. However,
DNS is computationally intensive as the number of grid points to resolve the governing
equations scales with Re
9
4 [15, p. 53] and therefore is only suitable for simulating flows
with a low Reynolds number.
Since the range of turbulent length scales which must be calculated is so large the
computational model is subjected to two constraints. Firstly, the domain of the model
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must be able to contain the largest turbulent eddy formed. It should also be noted that
the computational domain must be greater or equal to the size of the physical domain
of the problem. This requires a very fine mesh and thus considerable computational
power in order to run the simulation. As well as the requirements on the problem,
the time step between each instance that the solver calculates the solution for must be
small enough so that the fastest fluctuations are simulated. In terms of computational
power, and hence time and money, DNS is extremely intensive as the CPU time scales
with Re3[15, p. 53]. Therefore DNS is rarely employed in industrial situations as the
cost of running a simulation is too expensive to justify the greater accuracy of results.
2.3.2. Reynolds Averaged Numerical Simulation. Through the use of time
averaging of the Navier-Stokes equations we can reduce the complexities of a simulation
whilst maintaining a good degree of accuracy in the results. This in turn reduces the
computational power required and is therefore a more feasible method of simulating
flows in industry. The RANS approach to solving the Navier-Stokes equations involves
the decomposition of any flow variable, αi, into the mean value, αi, and the turbulent
fluctuations, α′i, such that αi(t) = αi + α
′
i(t). The mean values for the flow variables
can be found through time averaging and the application of such averaging to the
incompressible Navier-Stokes equations yields the following equations.
Mass Continuity : ∇ · (u) = 0 (2.3.1)
Momentum :
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ 1
ρ
∇ · τ + 1
ρ
∇ · R (2.3.2)
Due to the averaging process we are left with an unknown tensor containing the tur-
bulent fluctuations after the viscous stress tensor, τ ij = 2µSij. This is the Reynolds
stress tensor and is defined as Rij = −ρu′iu′j = −ρ(uiuj − uiuj). In order to solve
the Reynolds stress tensor, and hence the momentum equations, whilst maintaining a
lower computational cost in comparison to DNS a method is required to model some
of the turbulent eddies (those found entirely within a cell). A model created for such
purpose is called a turbulence model; the most common of which are given below in
Section 2.4. Due to the fact that all eddies, regardless of size, are modelled by a single
turbulence model we are introducing modelling errors into the simulation. Similarly,
these models are calibrated to specific experiments and consequently will introduce
errors into simulations deviating from the calibration experiments. Therefore RANS
modelling lacks some of the accuracy that can be found through DNS.
2.3.3. Large Eddy Simulation. Originally used in meteorology to predict the
circulation of the atmosphere[96], Large eddy simulation has become an increasingly
popular technique for both industry and research as computational power has in-
creased. Although LES requires less computational power than DNS, it needs a higher
resolution mesh than a RANS model and consequently requires more computational
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power to run. This is especially true in the near wall region where the mesh must be
refined still further. The recent availability of high performance, low cost computers
has facilitated the increase in usage of this methodology. In comparison to the aver-
aged solutions produced by RANS solvers, a greater degree of accuracy is found when
using LES since the governing equations provide an instantaneous prediction of flow
characteristics with turbulent flow structures calculated or modelled based upon size
(relative to the mesh). This is particularly true when studying flows for which the
RANS model performs poorly, such as those with a high degree of complexity found
within the geometry. This increase in accuracy and flexibility of use consequently
increases the popularity of the LES solvers still further.
Large eddy simulation is based upon the thought that small scale eddies are nearly
isotropic and have an almost universal character in comparison to large scale eddies
which are highly affected by the geometry of the model. The large eddies are numer-
ically resolved in LES whilst the small scale eddies are modelled by a sub-grid scale
solver. These sub-grid solvers are much simpler than RANS turbulence models due to
the similar nature of the small scale eddies.
Similar to the RANS approach of flow variable decomposition by temporal aver-
aging, LES uses spatial filtering to decompose the flow variable αi into a filtered part,
αi, and an unfiltered part, α
′
i, such that αi = αi + α
′
i. The filtered part represents
the large scale eddies and the unfiltered part represents the small scale, unresolved
turbulent structures which will be modelled by the sub-grid scale solver.
Application of spatial filtering to the incompressible Navier-Stokes equations yield
the following equations[15, p. 250]
Mass Continuity : ∇ · (u) = 0 (2.3.3)
Momentum :
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ ν∇2u−∇ · τS (2.3.4)
where τSij = uiuj − uiuj, represents the sub-grid scale stress tensor describing the
unresolved scales due to the non-linearity of the convection term.
The sub-grid scale solvers are used to simulate the transfer of energy between the
large eddies and the small eddies. The primary function of the solver is to simulate the
turbulent cascade process, where the energy is transferred from the larger eddies to
the smaller, sub-grid scale, eddies. Various sub-grid scale models have been developed
to represent the energy transfer between the eddies, all of which are based upon the
Smagorinsky-Lilly model.
2.4. Turbulence Models
To close the Reynolds stress tensor for a RANS solution a turbulence model must
be used. There has been a considerable amount of research conducted into creating
13
2.4. TURBULENCE MODELS CHAPTER 2: CFD METHODOLOGY
turbulence models, with each one focused on solving a particularly type of flow or op-
timising previous turbulence models to solve a wider variety of flow types. Throughout
this report several turbulence models will be used, each of which is outlined in this
section.
Joseph Boussinesq postulated[16] that the Reynolds stress tensor could be closed
via relating the turbulence stresses to the mean flow. This method is known as the
eddy-viscosity approach and allowed a variety of ‘simple’ turbulence models to be
developed at a reduction in computational expense. The eddy-viscosity approach
states that the Reynolds stress tensor, Rij, is proportional to the trace-less mean
strain rate tensor, S∗ij, and can be expressed as follows.
Rij = 2µTS∗ij −
2
3
ρkδij (2.4.1)
2.4.1. Spalart Allmaras model. The Spalart Allmaras one-equation turbulence
model[100], published in 1992, was specifically developed for use in the aerospace
industry and was designed for modelling external flows. The Spalart Allmaras model
uses a single transport equation for kinematic viscosity, ν˜, in order to model the
turbulent eddies within the flow (see Equation 2.4.2).
The Spalart Allmaras model converges relatively quickly to a steady state, meaning
that it is computationally inexpensive, and achieves reasonably accurate predictions
for attached wall bounded flows and boundary layers subjected to an adverse pressure
gradient[15, p. 238] a mild level of separation and recirculation occurs. However, the
Spalart-Allmaras model performs poorly on flows which are rapidly changing such
as those with a large degree of separation, free shear flows and flows with decaying
turbulence.
Modelling the transport equations for turbulent viscosity is a notoriously difficult
concept and in the process of modelling them simply (thus keeping the computational
expense at a minimum) the use of the Spalart Allmaras model can lead to non-physical
results.
The tensor notation form of the Spalart Allmaras model is given in Equation 2.4.2
where the distance to the nearest surface is denoted by d, the distance to the nearest
trip point by dt, the spacing on the wall around the trip point by ∇xt and the laminar
kinematic viscosity by νL.
∂ν˜
∂t
+
∂
∂xj
(ν˜uj) = Cb1(1− ft2)S˜ν˜ + 1
σ
{
∂
∂xj
[
(νL + ν˜)
∂ν˜
∂xj
]
+ Cb2
∂ν˜
∂xj
∂ν˜
∂xj
}
−
[
Cw1fw − Cb1
κ2
ft2
](
ν˜
d
)2
+ ft1||∆u||22 (2.4.2)
The production term is modelled as
S˜ = fv3S +
ν˜
κ2d2
fv2 (2.4.3)
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where the turbulent eddy viscosity is given by µT = fv1ρν˜, the mean rate of strain
tensor by S =
√
2SijSij and
fv1 =
χ3
χ3 + C3v1
Cv1 = 7.1
fv2 =
(
1 +
χ
Cv2
)−3
Cv1 = 5.0
fv3 =
(1 + χfv1)(1− fv2)
max(χ, 0.001)
χ =
ν˜
νL
.
The destruction of the eddy viscosity is evaluated by
fw = g
(
1 + C6w3
g6 + C6w3
) 1
6
Cw3 = 2
g = r + Cw2(r
6 − r) Cw2 = 0.3
r =
ν˜
S˜κ2d2
κ = 0.41
Cw1 =
Cb1
κ2
+
1 + Cb2
σ
Cb2 = 0.1355
Cb2 = 0.622 σ =
2
3
with the laminar to turbulent transition controlled by
ft1 = Ct1gt exp{−Ct2 w
2
t
∇U2 (d
2 + g2t d
2
t )} Ct1 = 1, Ct2 = 2
ft2 = Ct3 exp{−Ct4χ2} Ct3 = 1.3, Ct4 = 0.5
gt = min
[
0.1,
||∇v||2
wt∇xt
]
.
2.4.2. k- model. The k- two-equation eddy-viscosity turbulence model, de-
veloped by Jones, Launder, Sharma and Spalding[44, 45, 53, 55], is the most widely
used of all the RANS models, becoming the commonly used standard for RANS CFD
and has been subjected to the most validation investigations. The model has re-
ceived numerous modifications in the literature to account for shortcomings within
the model, such as the Kato-Launder production term modification[47] to improve the
over-production of turbulent energy and the Re-Normalisation Group (RNG) methods
by Yakhot et al.[122] which attempt to account for the different scales of motion in
the production term.
The k- model uses two transport equations, one for turbulence kinetic energy, k,
and one for turbulence dissipation rate, , in order to represent the turbulent properties
of the flow (see Equations 2.4.4 and 2.4.5). The variable k represents the energy
within the turbulence whilst  determines the scale. The standard formulation of the
k- model is for high Reynolds number flows. In order to predict the near wall flow
accurately the k- model requires the addition of damping functions to guarantee the
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correct limiting behaviour of k and  close to a surface. Similarly we must also use a
greater cell resolution near to the wall in any mesh to attain and accurate solution.
The accuracy of the k- model decreases for unconfined or rotating flows as it is known
to over predict the shear stresses in such flows; particularly true for flows subjected to
high pressure gradients.
The high Reynolds number k- model can be written as
∂
∂t
(ρk) +
∂
∂xj
(ρkuj) =
∂
∂xj
(
µT
σk
∂k
∂xj
)
+ P − ρ (2.4.4)
∂
∂t
(ρ) +
∂
∂xj
(ρuj) =
∂
∂xj
(
µT
σ
∂
∂xj
)
+ C1

k
P − C2ρ
2
k
(2.4.5)
where the production term, P , is defined as τFijSij such that Sij is the strain-rate tensor
and τFijSij is the Favre-averaged turbulent stress tensor. The model constants are then
given as
C1 = 1.44 C2 = 1.92 σk = 1.0 σ = 1.3
with the turbulent eddy viscosity defined as
µT = ρCµ
k2

where Cµ = 0.09.
2.4.3. k-ω SST model. Similarly to the k- model, the Wilcox k-ω model[121]
uses two transport equations to represent the turbulent properties in the flow, one for
turbulent kinetic energy, k, and one for the specific dissipation, ω. The k-ω model
significantly improves the modelling of the boundary layer turbulence in comparison
to the k- model as both high and low Reynolds can be modelled without the need
of additional damping functions. However the k-ω model can be sensitive to the inlet
turbulence properties of a freestream, specifically to the values for ω.[63]
The shear stress transport (SST) adaptation of the k-ω model by Menter[64, 65]
alters the model to match the high Reynolds number k- model for a freestream flow
and retains the improved boundary layer modelling of a standard k-ω model. The two
transport equations can be seen below in equations 2.4.6 and 2.4.7.
∂
∂t
(ρk) +
∂
∂xj
(ρkuj) =
∂
∂xj
[
(µL + µTσk)
∂k
∂xj
]
+ τFijSij − β∗ρωk (2.4.6)
∂
∂t
(ρω) +
∂
∂xj
(ρωuj) =
∂
∂xj
[
(µL + µTσω)
∂ω
∂xj
]
+
Cωρ
µT
τFijSij − βρω2
+ 2 (1− f1) ρσω2
ω
∂k
∂xj
∂ω
∂xj
(2.4.7)
The turbulent eddy viscosity for the k-ω SST model is given by
µT =
a1ρk
max {a1ω, f2||∇u||}
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where
f1 = tanh
min{max{ √k
β∗ωd
,
500µL
ρωd2
}
,
4ρσω2k
CDkωd2
}4
f2 = tanh
max{√2k
β∗ωd
,
500µL
ρωd2
}2
CDkω = max
{
2
ρσω2
ω
∂k
∂xj
∂ω
∂xj
, 10−20
}
where
a1 = 0.31, β = 0.090, κ = 0.41
σK1 = 0.85, σω1 = 0.500, β1 = 0.0750, Cω1 = 0.533
σK2 = 1.00, σω2 = 0.856, β2 = 0.0828, Cω2 = 0.440
and d denotes the distance to the nearest wall.[15, p. 246–247]. The Kato-Launder
modification to the production term [47], replacing one of the rate of strain tensors(
S ≡
√
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)2)
with the vorticity tensor
(
Ω ≡
√
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)2)
, is also
used to limit the over-production of turbulent energy.
2.4.4. Reynolds Stress Model. The Reynolds Stress Model (RSM) is a second
order turbulence model developed by Launder et al.[52]. This model directly solves the
transport equations for the Reynolds stresses as opposed to using the eddy-viscosity
approach seen in both the k- and k-ω models. The individual Reynolds stresses can
be calculated using the differential transport equations
Duiuj
Dt
= −
[
ujuk
∂Ui
∂xk
+ uiuk
∂Uj
∂xk
]
− 2
3
δij− c1 
k
(
uiuj − 2
3
δijk
)
+ (φij + φji)2
+ (φij + φji)w + cs
∂
∂xk
k

[
uiul
∂ujuk
∂xl
+ ujul
∂ukui
∂xl
+ ukul
∂uiuj
∂xl
]
(2.4.8)
where
(φij + φji)2 = −γ
(
Pij − 2
3
Pδij
)
,
(φij + φji)w =
{
0.125

k
(
uiuj − 2
3
δijk
)
+ 0.015 (Pij −Dij)
}
k
2
3
x2
,
Pij ≡ −
{
uiuk
∂Uj
∂xk
+ ujuk
∂Ui
∂xk
}
,
Dij ≡ −
{
uiuk
∂Uk
∂xj
+ ujuk
∂Uk
∂xi
}
and P denotes the rate of production of turbulence energy.
17
2.5. SUB-GRID SCALE MODELS CHAPTER 2: CFD METHODOLOGY
As the Reynolds stress model directly closes the RANS equations the model can
simulate complex flows, such as swirling combustor flows or flows with a high degree
of separation and secondary flows, to a greater degree of accuracy in comparison with
the two-equation models. However, due to the additional calculations needed to solve
the transport equations it is computationally more expensive than either the k- or
k-ω turbulence models.
2.5. Sub-Grid Scale Models
The Sub-Grid Scale (SGS) models are used in LES calculations to simulate the
energy transfer between the large scale eddies that can be resolved numerically and
the small, sub-grid scale, eddies. The dissipative effect of the small scale eddies can be
represented using the same Boussinesq eddy-viscosity approach as the simpler RANS
turbulence models. However, this approach is unable to reproduce the local details of
energy exchange between the small scale eddies in the system.
2.5.1. Smagorinsky-Lilly Model. Based on the equilibrium hypothesis, the
Smagorinsky-Lilly Model[96] dissipates the energy within the sub-grid scale eddies
entirely and instantaneously. The SGS model is given by
µSGS = ρ(CS∇)2|S| (2.5.1)
where the magnitude of the strain tensor is denoted by |S| and CS represents the
Smagorinsky constant. The value of CS usually lies between 0.1 and 0.2, Lilly[57]
suggests that the theoretical value should be 0.18 for isotropic turbulence however this
is dependent on the type of flow simulated and the code used.
The Smagorinsky-Lilly model has been the primary SGS model for LES, it is simply
implemented but can lead to spurious sub-grid viscosity in laminar flows. The model
tends to delay transition to turbulence in shear flows as seen by Wang[117] where a
laminar region was seen after the transition boundary between high speed pipe flow
and an ambient free stream.
2.5.2. Wall-Adapting Local Eddy-viscosity (WALE) Model. The WALE
SGS model, developed by Nicoud and Ducros[74] and given in Equation 2.5.2, ac-
commodates the effects of the rotational rate as well as the strain rate of a turbulent
structure whilst the Smagorinsky SGS model only relates the strain rate of the turbu-
lent structure to the invariant. The near wall SGS viscosity also tends to zero at the
wall in the WALE SGS model unlike the Smagorinsky SGS model where it is kept at
order O(1).
µSGS = ρ (Cwl)
2 (SdijSdij)
3
2
(SijSij)
5
2 + (SdijSdij)
5
4
(2.5.2)
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The length scale, l, is defined as the cuberoot of the cell volume with the strain rate
given by
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
and the traceless symmetric part of the square of the velocity gradient tensor defined
as
Sdij =
1
2
(
g2ij + g
2
ji
)− 1
3
δijg
2
kk
where g2ij = gikgkj is the square of the velocity gradient and δij is the Kronecker delta.
The WALE constant, CW , is not universal and, like the Smagorinsky constant, depends
on the type of flow being simulated and the code used. Typically the WALE constant
falls between 0.3 and 0.6 whilst the theoretical value for isotropic turbulence (when
CS = 0.18) was found to be between 0.55 and 0.6 by Nicoud and Ducros [74].
As part of the undertaking of this thesis, the WALE SGS model was added to the
Loughborough University LES development version of Hydra (Hydra v6.00LES). The
work presented in Section 4.5 and Section 5.6 also provides a basic validation of the
implementation of this sub-grid scale model.
2.6. Rolls Royce Hydra CFD Software
The Rolls Royce CFD code, Hydra, is a compressible, density based CFD solver
capable of simulating a variety of flows through structured, unstructured and mixed
element meshes. Li, Page and McGuirk[56], Page and McGuirk[75] and McMullan and
Page[60, 61] have previously demonstrated the use of Hydra for aviation applications;
focusing on the development of multiple impinging nozzle plumes, a Harrier Jet in
ground effect and the flow through turbomachinary respectively. The use of Hydra
has also been expanded to the automotive sector by Schembri-Puglisevich[91] and
Schembri-Puglisevich and Page[92] in order to model the diffuser and delta-wing of a
race car as well as the impact of trapped vortices in ground effect on the underbody
of the race car.
The Hydra solver, based on the work of Moinier[70] and developed by Salman[90],
uses a finite volume approach to subdivide the simulation domain into a number of
control volumes over which the governing equations are then discretized. Hydra is
a node centred solver and consequently the control volumes are median dual cells,
created by joining the mesh cell centres to the mid-points of the corresponding edges
(or faces in the case of a three-dimensional mesh). Similarly the fluxes are evaluated
at the midpoint of the edges that define the control volume in two-dimensional meshes
and at the centre of the surfaces that define the control volume in three-dimensional
meshes.
An example of median dual cell construction for both two-dimensional and three-
dimensional meshes are shown in Figure 2.1 and Figure 2.2 respectively. In a two-
dimensional mesh the median dual cell is constructed by linking the mesh element
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centres (blue dots) to the midpoint of the element boundary edges (blue crosses) for
all mesh elements surrounding a node.
For the three-dimensional case a similar approach is followed. The centres of 3D ele-
ments (marked by blue dots and purple dashed lines in Figure 2.2), bounded by several
nodes (red dots) and edges (black solid and dashed lines), are connected to the centres
of the corresponding element faces (marked by coloured dotted lines) to form the me-
dian dual cell. In the case of Figure 2.2, this takes the form of the blue cube centred
around the central node. The corners of this median dual cell are then in the centre
of the eight mesh elements surrounding the central node. Since Hydra is node centred
the node locations also provide a storage point for the numerics of the corresponding
median dual cells. Consequently, this would mean that the data corresponding to our
‘Blue cell’ of Figure 2.2 is stored in the node it is centred around.
Figure 2.1. Construction of a two-dimensional median dual control
volume. Mesh nodes are denoted by red points, mesh edges by black
lines; the median control cell is shaded in blue with the element centres
and edge centres marked by blue points and crosses respectively.
The computation of fluxes within Hydra is based on the work of Roe[87] where
a central differencing approach is combined with a smoothing flux based on one-
dimensional characteristic variables. Given an edge, ij, connecting a pair of nodes, i
and j; the inviscid flux at the midpoint of the edge, Fij, is calculated as:
Fij =
1
2
[F (Qi) + F (Qj)− dij] (2.6.1)
where Q is the vector of conserved variables, the smoothing flux, dij, is given as:
dij = 2
(
Llpj (Q)− Llpi (Q)
) ∂F
∂Q
(2.6.2)
and Llp is the linearly-preserving pseudo Laplacian operator[70]. The original formu-
lation of this approach gives the smoothing factor 2 =
1
2
(1− κ) where κ ∈ [0, 1].
Within Hydra this smoothing factor was primarily designed for RANS simulations;
however, it is important when using LES to ensure the numerics inherent in the scheme
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(a) Front view (b) Side view (c) Top View
Figure 2.2. Construction of a three-dimensional median dual control
volume. Purple dashed lines denote the element centres whilst blue,
green and orange dotted lines show the centres of the element faces.
do not overwhelm the numerical dissipation. To this end, the smoothing factor is
targeted to be as close to zero as possible (removing the effect of the smoothing function
entirely) with values typically around 2 = 0 to 2 = 0.5. Generally, for the work
presented here, this value has been set to 2 = 0.25.
The nature of a node based solver allows for the edges of the domain and solid
surfaces to be computed within Hydra instead of extrapolated. This improves the
calculation of the boundary layer as the surface nodes will therefore simulate a zero
velocity at the wall and the adjacent nodes in the flow domain will take this into
account.
In steady state RANS simulations the efficiency of the Hydra solver is improved
through the use of a multi-grid approach. A succession of secondary meshes are gener-
ated in increasing coarseness to enable the reduction of low frequency errors and hence
reduce the time to convergence. Due to the time dependence of unsteady simulations
the multi-grid approach is not appropriate and consequently it is disabled for such
simulations.
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Hydra uses characteristic boundary conditions to define the inputs into (and out
of) the domain. Flow, fluid and turbulence properties are assigned or calculated from
the desired values at the boundary planes. For LES the turbulence properties are
ignored and only the flow and fluid properties are used at the boundary planes. As
mentioned by Schembri-Puglisevich[91, p. 56], the characteristic boundary treatment
can cause the velocity at the inlet plane to differ slightly from experimental values since
the simulated flow from cells neighboring the boundary affect those on the boundary
face.
For the low speed case, where a specific velocity was desired, this problem was
mitigated through an iterative process in order to find the relevant inlet pressure
corresponding to a 15 m/s flow. However, in the supersonic jet case the flow conditions
were driven by a nozzle pressure ratio instead of an inflow velocity. Consequently any
difference in inlet velocity between the experiment and simulation was irrelevant.
Originally Hydra was developed as a RANS solver, however an LES approach has
been implemented by Loughborough University[107]; creating a research version of the
industrial code. The research version, Hydra v6.00LES uses an explicit three-stage,
third order Runge-Kutta algorithm for the temporal discretization and, prior to this
work, only had the Smagorinsky-Lilly sub-grid scale model implemented.
As the processing requirements of Hydra has grown, due to larger and more refined
meshes in use, a parallel processing technique has been implemented into the code.
Whilst structured solvers provide a simple method for partitioning through the use of
multi-block meshes, unstructured solvers, such as Hydra, require a different approach.
The OPLUS[20, 24] library is used as a parallel harness within Hydra; enabling mes-
sage passing in MPI. This gives a convenient way to modify the main program code
without the need to account for the MPI processes. The parallelisation process within
Hydra uses either geometric[30] or ParMetis[46] partitioning; the tuning used for the
parallelisation of large scale problems is subsequently expanded upon by Hills[38].
A more complete review of the methodology and numerics of Hydra can be found
in [70], [90], [91] and [107].
This chapter draws heavily on the following sources: [6, 7, 15, 27, 115].
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CHAPTER 3
LES Inlet Boundary Conditions
The behaviour of a fluid in a domain is significantly influenced by the boundary
conditions set at the inlet plane(s). For RANS calculations, the steady flow at the inlet
place is described by a series of flow parameters (density, pressure, temperature and
velocity) and statistical turbulence properties. This allows for the boundary conditions
at the inlet to be described relatively simply, as a series of constants1 for the turbulence
model variables value for each variable across the inlet plane.
In a large eddy simulation the unsteady inlet plane uses varying pressure and ve-
locity fields to represent the turbulent fluctuations. However, these random turbulent
fluctuations can be drastically different from realistic turbulence properties of a flow
as, for instance, the presence of turbulence can limit the separation of a flow from a
wall. Consequently a method of generating realistic turbulence values across the inlet
plane is not only good practice, but could be necessary for the correct prediction of a
flow.
The literature surrounding the various methods of generating turbulence inlet data
is discussed in Section 3.1. For this research it was necessary to use realistic inlet condi-
tions in order to accurately simulate the flow through an S-duct. The implementation
of the chosen method, a modified version of the Synthetic Eddy Method (SEM) cre-
ated by Jarrin et al.[41, 43], is outlined in Section 3.2 with a validation of the method
shown in Section 3.2.4.
3.1. Literature Review
Early LES calculations focused predominantly on flows that lent themselves to peri-
odic boundary conditions in the streamwise direction (such as fully developed channel
and pipe flows). By recycling the flow field at the outlet plane, realistic turbulence
can be provided on the inlet plane. However, due to the increase in computing power
more realistic and relevant problems are being studied. Whilst calculations involving
low freestream turbulence do not require complete, realistic inlet data, those that in-
clude spatially developing flows do. Studies performed by Klein et al.[51], Lund et
al.[58] and Jarrin et al.[40, 42] have all shown that the upstream inflow conditions
have a direct impact on the accuracy of the flow predictions. Consequently the use
1These could be time dependent variables, however they would vary too slowly in comparison to the
time-step of the flow to be of significance.
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of artificially created inflow turbulence has been the subject of much interest in the
recent years. Keating et al.[49] give an overview of the various approaches to artifi-
cially create inflow turbulence. The four main approaches for creating artificial inflow
turbulence, as stated by Keating et al.[49], are:
(i) Precursor simulation;
(ii) Extended domain (coupling precursor simulation to computational domain);
(iii) Experimentally based artificial turbulence;
(iv) Artificial turbulence (minimal experimental basis).
These four approaches can be grouped into two themes, expanded in Subsection 3.1.1
and Subsection 3.1.2. The first theme contains methods involving a precursor simula-
tion, where a separate simulation is run prior, or in tandem, to the main calculation.
Secondly, methods involving synthesised turbulence, where fluctuations are generated
and combined with mean flow at the inlet to produce the turbulence, can be grouped
together.
Tabor and Bada-Ahmadi[102] listed six properties (in approximate order of com-
plexity and importance) that are desirable for generating the inflow conditions on the
inlet plane. The properties were that the boundary conditions should:
(i) be stochastically varying;
(ii) . . . on scales down to the filter scale (spatially and temporally);
(iii) be compatible with the Navier-Stokes equations;
(iv) ‘look’ like turbulence (correlated eddies on a range of scales which interact
with each other);
(v) allow the easy specification of turbulent properties (turbulence intensities,
length scales, etc.);
(vi) be easy to implement and to adjust to new inlet conditions.
Tabor and Bada-Ahmadi also highlight the need to distinguish between the gen-
eration of free-stream turbulence and wall bounded turbulence. In free-stream tur-
bulence the importance lies in generating the overall energy contained in the tur-
bulent fluctuations as well as emulating any measured length scale distribution seen
in the experiment. The structure of the turbulent fluctuations near the wall differs
significantly from the free-stream turbulence, becoming anisotropic and increasingly
two-dimensional. This, coupled with the fact that the mean-flow profile for a wall
bounded flow is a function of the distance from the wall, suggests that calculation of
the turbulent stress profiles, τxx, τyy and τxy, is necessary.
3.1.1. Precursor simulation methods. Conceptually, the simplest form of cre-
ating realistic turbulence at the inlet is via the use of a precursor simulation. This
involves performing an LES calculation on an alternative geometry prior to the main
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simulation. The alternative geometry has a cross-section matching the inlet plane of
the simulation and a length sufficient for the growth of a turbulent boundary layer to
occur. The fluctuating turbulent boundary layer can then be written to a file or fed
directly into the inlet plane of the main simulation. This approach can be very costly
due to the length of duct required for the boundary layer to grow. The turbulent inlet
conditions may also require rescaling in order to match the experimental or theoretical
profiles of mean flow observed. Whilst this method produces reasonable inlet condi-
tions it can be quite computationally expensive as the precursor simulation domain
will need a significant length in order to achieve equilibrium within the flow over which
the desired inlet plane conditions can be extracted. Due to the requirement for the
inlet plane to be extracted from a region of the flow where equilibrium is achieved
there is also the potential for the case where equilibrium cannot be achieved within
the precursor domain and hence failure to extract a valid inlet plane[49].
Lund et al.[58] used a variation of the precursor simulation to create three di-
mensional, time dependent, turbulent inflow data. The method suggested by Lund et
al. involves coupling a secondary simulation to the initial problem. This secondary
simulation is based on the inlet plane geometry and uses periodic boundary conditions
to create the turbulent boundary layer without the need to have a lengthy develop-
ment section. To achieve the desired properties of the flow, such as boundary layer
thickness, the periodic outflow is rescaled to match these properties. This recycling
and rescaling method gives very similar results to those found by the direct simula-
tion of a turbulent boundary layer by Spalart[99]. However, this method has similar
shortcomings to the precursor simulation method as well as including the potential of
introducing periodicity to the turbulent inlet conditions[49].
3.1.2. Synthesised turbulence methods. The second overall method is that
of synthetic turbulence; the most basic form of which is adding white noise to the
velocity component at the inlet. Here the turbulence intensity dictates the amplitude
of the white noise fluctuations and hence the turbulent fluctuations of the flow. White
noise unfortunately fails to satisfy many of the desirable conditions for inlet generation,
particularly the formation of correlated eddies and as a consequence the fluctuations
rapidly dampen[3, 4]. A flow with white noise generated inlet turbulence also has a
tendency to over-predict the re-attachment length and under-predict the shear layer
spreading rate of the flow as a consequence of the sub-grid scale viscous and numerical
dissipation of the eddies[59].
Klein et al.[51] developed a method of using digital filters to generate artificial
inflow turbulence. Using known, or estimated, statistical properties a velocity signal
is generated on which digital filters are applied to obtain turbulence with the de-
sired two-point correlations. Mare et al.[25] expanded the method to incorporate the
reproduction of multi-dimensional space-time correlations.
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Using artificially created eddies, Jarrin et al.[41] proposed the Synthetic Eddy
Method (SEM) for the generation of turbulent inflow data. The SEM provided both
temporally and spatially correlated data using a Gaussian function to give the ‘shape’
of the eddies. The three dimensional expansion of the SEM outlined by Jarrin et
al.[43] appears to yield a reasonable approximation to realistic turbulence; however,
the directional components, or intensities, of the eddies are limited to eight orthogonal
vectors, where εj = ±1. This reduces the random component of the intensity of the
eddies thus reducing the realism of the synthetic turbulence.
Adamain and Travin[2] proposed two modifications to the SEM. Firstly, to prevent
part of a synthetic eddy from existing outside of the wall boundary on the inlet plane,
and secondly, to ensure that the streamwise length of the eddy was greater than the
transverse. For low Reynolds number flows (Re = 7000) there was an improvement in
accuracy as well as a reduction in the length required for the transition of synthetically
created turbulence to flow driven turbulence.
A method of initialising a LES flow from a RANS solution was developed by Pamie`s
et al. [76]. By extending the work of Jarrin et al.[41], Pamie`s utilised synthetically
generated turbulence, over a discretized inlet plane based on the distance from the
wall, to initialise physically relevant and numerical consistent turbulent eddies for the
transition plane to LES of a hybrid RANS/LES simulation. The work was further in-
vestigated for high speed flows by Roidl et al.[88, 89] which resulted in a methodology
that possessed a level of accuracy equivalent to pure LES methods but with an order
of magnitude saving in computational efficiency.
A further method of generating synthetic turbulence is that of Principal Orthogonal
Decomposition (POD). This method requires differs from the previous approaches out-
lined above in that experimental data is required for its use. From a series of snapshots
of experimental turbulence data a series of functions can be derived. The experimental
data is decomposed into spatial and temporal eigenvectors along with a number of basis
functions of the form u(x, t) =
∑N
n=1 a
(n)(t)φ
(n)
t (x). The majority of the information
from the experimental data, especially that from the large scale structures, can be
reconstructed using only a few basis functions. Along with a stochastic or random
process these basis functions can provide a complete set of synthetic turbulence at the
inlet.
Principal orthogonal decomposition is limited by the method used for extracting
data from an experiment. With PIV a large amount of spatial data is readily available
however, as noted by Perret et al.[78, 79], temporal data is harder to obtain. Due to
this a synthetic time series must be added to complete the synthetic data set. Drualt
et al.[26] found a similar problem with hotwire data. Although the temporal data
from the experiment was well recorded a linear stochastic extrapolation was required
to complete the spatial data.
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An alternative use of the POD methodology would be to decompose the fully
developed flow of a precursor simulation into a series of equations in order to create a
more ‘compact’ version of a precursor simulation. This could potentially decrease the
computational expense of running a precursor simulation (especially for repeated cases)
whilst easily acquiring the necessary data for POD and without the cost associated
with experimental testing.
The two themes show an equal potential for generating realistic turbulence at the
inlet plane. Due to the limited availablity of experimental data for the validation cases
of Chapter 4 and Chapter 5 the POD method is unfeasible for this work. Likewise,
both precursor methods were discounted due to the additional computational demands
that would be accompanied by the additional length of duct prior to the inlet plane.
From the remaining options, the sythetic eddy method[41, 43] will be used as the basis
for generating inlet turbulence in this thesis since the SEM generates correlated time
varying structures (unlike white noise) and was developed to be less computationally
intensive than digital filter methods for well refined meshes[41].
3.2. Methodology
The implementation of the Synthetic Eddy Method (SEM) by Jarrin et al.[41, 43]
used within this thesis is outlined here. Two modifications were made to the SEM
and these are likewise outlined in this section along with a validation of the statistical
properties in Section 3.2.3.
3.2.1. Modifications. During the review of the SEM by Jarrin et al.[43] it was
noted that the velocity distribution function, fσ, is dimensionally inconsistent; caus-
ing a nominally dimensionless function to have dimension [L]−
3
2 . This would have
likely introduced some errors into the calculation and consequently was corrected (see
Equation 3.2.4).
The original implementation of the SEM constrained the directionality of the syn-
thetic eddies to one of eight orthogonal vectors. The range of directionality is expanded
in this thesis to allow for a complete sphere of directional vectors to be available for
each synthetic eddy.
3.2.2. Implementation. The finite set of points S = {x1,x2, . . . ,xs} represents
the inlet plane on which we want the SEM to generate synthetic velocity fluctuations.
Initially, a virtual box containing the synthetic eddies is created surrounding the inlet
plane. The dimensions of the virtual box, B, are defined by the inlet plane and the
length scale of flow, σ, such that σ is greater than the largest grid spacing and is
the minimum of the length based on turbulence properties and the boundary layer
thickness.
σ = max
{
min
{
k
3
2

, κ∂
}
,∆
}
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where κ = 0.41, ∆ is the maximum grid spacing at the inlet plane and ∂ is the thickness
of the desired boundary layer. The coordinates of the virtual box are then defined by
xi,min = min
x∈S
(xi − σ(x)) and xi,max = max
x∈S
(xi + σ(x)). (3.2.1)
Within the virtual box, the number of synthetic eddies created is kept at a constant
value, N , throughout the simulation. This number depends on the volume of the
virtual box, Vb and the length scale, σ, such that N = max(Vb/σi). The velocity
fluctuations at a point xi on the inlet plane can then be calculated using ui = Ui + u
′
i
where Ui is the defined mean velocity flow at the inlet plane and u
′
i is the summation of
the synthetic eddy perturbations acting on the point xi. The summation of synthetic
velocity fluctuations, u′i, is thusly defined by
u′i =
1√
N
N∑
k=1
aijε
k
jfσ(x)(x− xk) (3.2.2)
where εkj is the intensity of the eddy located at x
k, fσ(x)(x−xk) is the velocity distribu-
tion of an eddy located at xk. The magnitude of the velocity fluctuation is determined
by the Cholesky decomposition, A, of the Reynolds Stress tensor, R, as shown in
Equation 3.2.3.
A = aij =

√R11 0 0
R21/a11
√
R22 − a221 0
R31/a11 (R32 − a21a31)/a22
√
R33 − a231 − a232
 (3.2.3)
Similarly to the work of Jarrin et al.[43], the shape of the synthetic eddies were
defined by a simple tent function,
f(x) =

√
3
2
(1− |x|) if |x| < 1
0 otherwise.
This, combined with the assumption that the effects of a synthetic eddy only has an
impact on a point on the inlet plane within one length scale (σ) of its location, gives
the velocity distribution of an eddy located at xk as
fσ(x)(x− xk) =
√
Vb
σ3
f
(
x− xk
σ
)
f
(
y − yk
σ
)
f
(
z − zk
σ
)
. (3.2.4)
Note that in the work of Jarrin et al.[41, 42, 43] equation 3.2.4 is written as
fσ(x)(x− xk) =
√
Vb
σ3
f
(
x− xk
σ
)
f
(
y − yk
σ
)
f
(
z − zk
σ
)
.
such that fσ(x)(x− xk) has a dimension of Length− 32 instead of being dimensionless.
The locations of the synthetic eddies, xk, are randomly distributed using a uniform
distribution over the virtual box defined by equation 3.2.1. The corresponding intens-
ities, εkj , are randomly taken over the range [−
√
3,
√
3] using a uniform distribution so
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that the mean of the squared intensities, 〈(εkj )2〉, does not introduce a scaling factor
to the perturbations.
Through the use of a constant velocity, Uc, characteristic of the flow the synthetic
eddies achieve a temporal coherence as they are convected through the virtual box.
After each iteration with timestep dt, the new position of eddy k is given by
xk(t+ dt) = xk(t) + Ucdt.
This convection speed does not reduce near the wall, remaining constant across the
entire plane. A velocity profile could be implented for the convection speed in order
to account for the impact of a surface in the near wall region.
3.2.3. Statistical Validation. The modified SEM is required to satisfy the same
statistical properties of the original SEM[40]. That is to say, the mean of the fluctu-
ations generated by the SEM must equal zero and Reynolds stresses calculated from
the flow generated by the SEM must equal those used to initialise the SEM. The
statistical mean of the fluctuation component given by Equation 3.2.2.
〈u′i〉 =
1√
N
N∑
k=1
〈aijεkjfσ(x)(x− xk)〉
Similarly to the original derivation of the SEM[40] the mean can be simplified further
as both xkj and ε
k
j are independent random variables and aij is a constant, hence
〈aijεkjfσ(x)(x− xk)〉 = aij〈εkj 〉〈fσ(x)(x− xk)〉.
The definition of εkj implies that 〈εkj 〉 = 0 and consequently 〈u′i〉 = 0.
The Reynolds Stresses can similarly be descibed as
〈u′iu′j〉 =
1
N
N∑
k=1
N∑
l=1
aimanj〈εkmεln〉〈fσ(x)(x− xk)fσ(x)(x− xl)〉
since xkj and ε
k
j are independant random variables and aij is a constant. If k 6= l or m 6=
n then the intensities εkm and ε
l
n are independent random variables and consequently
〈εkmεln〉 = 〈εkm〉〈εln〉 = 0 as before. Therefore if k = l and m = n then 〈εkmεkm〉 = 〈(εkm)2〉.
The numbers within the range [−√3,√3] can be defined as
√
3
( r
N
)
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where r ∈ [−N,N ]. Hence the statistical mean for (εkm)2 can be written as
1
2N + 1
N∑
−N
(√
3
( r
N
))2
=
1
2N + 1
3
N2
(
2
N∑
1
r2 + 0
)
=
6
N2(2N + 1)
(
N(N + 1)(2N + 1)
6
)
=
N + 1
N
⇒ 〈(εkm)2〉 = lim
N→∞
N + 1
N
= 1.
This allows 〈εkmεln〉 to be written as δmkδnl and consequently the Reynolds stresses
become
〈u′iu′j〉 =
1
N
N∑
k=1
aimamj〈f 2σ(x)(x− xk)︸ ︷︷ ︸
I1
〉. (3.2.5)
The term I1 is computed through the use of the probability density function (PDF)
just as in the original derivation of the SEM. However, for this derivation the prob-
ability used in the PDF takes into account the region of effect of the synthetic eddy
(equivalent to its volume, σ3) so that the dimensional inconsistency mention in Sub-
section 3.2.1 is accounted for and corrected. Hence
p1 =
σ
3
Vb
if x ∈ B
0 otherwise
and
I1 =
σ3
Vb
∫
R3
f 2σ(x− y)dy = 1.
The constant p1 therefore cancels out the factor
Vb
σ3
in f 2σ and consequently returning
a dimensionless value for I1. Substituting I1 into equation 3.2.5 gives
〈u′iu′j〉 = aimamj = Rij
since aij is the Cholesky decomposition of the Reynolds stresses, Rij, and hence the
input stresses are reproduced by modified SEM.
3.2.4. Computational Validation. In order to validate the SEM proposed in
Section 3.2 a stand-alone version of the model was developed in Fortran95 in addition
to the implementation of the SEM in the Hydra CFD code. The stand-alone model
takes the input used for the Hydra implementation and records the impact that the
synthetic eddies have on the inlet plane over time. This data can then be averaged
to reproduce the Reynolds stresses. Due to the simplicity of the stand-alone model
(effectively a two dimensional flow through the plane) a significantly greater number
of samples can be taken in order to regenerate the mean Reynolds stresses.
The SEM model within Hydra generates a pseudo-mesh based on the locations
given by the desired Reynolds stresses over which the synthetic eddies are translated.
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This allows for greater flexibility in the input given for desired Reynolds stresses. The
Hydra implementation of the SEM model then uses interpolation to find values for the
fluctuations corresponding to the location of the mesh inlet plane nodes.
The desired Reynolds stresses used to initialise the SEM in both the stand-alone
model and the Hydra implementation of the method were generated by a precursor
RANS simulation using the ANSYS FLUENT CFD solver with a Reynolds stress
second order turbulence model.
A simple rectangular duct of length 0.2m with square cross-section of width 0.15m
was used to validate the SEM. The precursor simulation used a mesh comprised of
50×50×50 nodes (Figure 3.1) with the Reynolds stresses taken from the centre of the
duct after convergence was achieved. The flow conditions for the precursor simulation
are given in Table 3.1.
The examples used by Jarrin et al.[43] to demonstrate the SEM had turbulence
filling the majority of the duct; in this validation of the method turbulence is mostly
restricted to the boundary layer, approximately 0.05Dh from wall.
(a) xz-plane Mesh (b) yz-plane Mesh
Figure 3.1. The straight duct mesh for SEM validation.
Dh 0.15 m T 288.16 K
ρ 1.226 kg/m3 Re 1.47× 105
ui 15 m/s Cw 0.4
Po 101 325 Pa
Table 3.1. Model and Boundary Conditions for SEM Validation
The stand-alone model used the same node locations as the cross-section of the
precursor simulation in order to generate the grid on which the model could run. The
eddies were convected through the virtual domain of the model at a speed of 15m/s
in line with the precursor simulation.
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The validation of the SEM implementation of Hydra used the same geometry as
the precursor simulation, however the mesh was greatly refined. The number of nodes
was increased to 150 × 150 × 101 with a minimum wall normal spacing of 1 and a
streamwise spacing in wall units of 2.6 in order to create a mesh for a well resolved
LES.
The stand-alone version ran for two million timesteps with a sample taken for the
mean every 100 timesteps whilst the Hydra implementation ran for 500 000 timesteps,
also with samples taken every 100 timesteps. In both cases the duration of the timestep
used was the same, 2.1268× 10−6s; this is equivalent to 320 flow through lives of the
CFD domain for the stand-alone version and approximately 80 for the Hydra imple-
mentation. The process for the stand-alone SEM took approximately two weeks on a
single processor averaging close to two timesteps per second. The Hydra implementa-
tion was parallelised over 300 cores, taking three days to achieve the 500 000 timesteps.
The cost of implementing the SEM to code was approximately 7%, greater than that
seen by Jarrin et al.[43] who found less than 1% increase to the simulation time. This
will be due, at least in part, to the non-parallelised nature of the implementation such
that each cluster node must calculate the impact of SEM at each timestep.
Figure 3.2 shows the time history for a sample of 2 000 timesteps at a single point
on the inlet plane (taken from the stand-alone model data). Here we can see that there
are numerous fluctuations in the streamwise velocity which appear to be stochastically
varying as observed by Jarrin[40], thus satisfying the first pair of the Tabor and Bada-
Ahmadi conditions[102]. The impact of the implementation of realistic turbulence at
the inlet plane is then shown in Figure 3.3 and Figure 3.4 using normalised spanwise
velocities and the Q-criterion, Q = −1
2
∂ui
∂uj
∂ui
∂uj
, respectively.
The spanwise velocity profiles show the normalised v and w velocities at the inlet
plane. Here it can be seen that the effect caused by the synthetic eddies is felt across
the entire inlet plane as fluctuations in both spanwise directions are seen everywhere.
In line with the expected flow characteristics for a square duct, these fluctuations are
higher (upto 10% of the mean velocity) in the boundary layer, whilst the bulk of the
flow shows fluctuations on a much smaller scale.
The Q-criterion, shown in the streamwise direction along the centre plane of the
duct in Figure 3.4, shows the instantaneous development of a fully turbulent boundary
layer from the inlet plane. There is also evidence of larger scale turbulent fluctuations
seen within the body of the flow in the figure. Without the realistic turbulence defined
at the inlet using the SEM, no such development of the boundary layer was found in
similar simulations using either Smagorinsky-Lilly or WALE SGS models.
Figure 3.5 to Figure 3.10 (pages 36 to 41) show a comparison of the Reynolds
stresses between the data used to initialise the SEM, the results from the stand-alone
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Figure 3.2. Streamwise velocity time history of a single point on the
inlet plane.
(a) Normalised v, v/um
z/
D
h
y/Dh
(b) Normalised w, w/um
z/
D
h
y/Dh
Figure 3.3. Visualisations of normalised spanwise velocities across the
inlet plane of the domain using the Hydra implementation of the SEM.
version of the SEM and the results taken from the inlet plane using the SEM im-
plementation within Hydra. The stand-alone SEM produces a very near match to
the initialising data for both the normal stresses and shear stresses. Given sufficient
time, and samples, it is likely that the stand-alone version will give an exact match.
Consequently we can assume that the alterations to the original method proposed
by Jarrin et al.[41, 43] have corrected any possible errors caused by the dimensional
inconsistencies and the improvements to the variation of eddy direction have had no
negative impact.
It can be noted that there is difficulty in resolving the near wall region and achieving
sufficient samples for a steady mean. Despite the large number of domain flow through
lives simulated in the validation of the Hydra method around four times this number
is required to achieve a reasonable average (as seen in the stand-alone version). This
means that, for the Hydra cases, fluctuations are seen within the boundary layer of
the duct and consequently the centreline data collected can be influenced into giving
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Direction of flow =⇒
Figure 3.4. The Q-criterion visualisations of across the centre-plane
of the domain using the Hydra implementation of the SEM.
peaks greater or less than expected. This effect can be clearly seen in the velocity
profiles for all the stresses.
The Hydra implementation of the SEM does appear to have a similar, though
slightly damped, approximation to the initialisation data. The desired turbulent fluc-
tuations, generated within Hydra, are imposed by perturbing the boundary conditions
at the inlet plane. The solver uses a characteristic non-reflecting boundary condition
which means that the actual value of velocity achieved at the boundary will be a com-
bination of the interior and desired value. This manifests itself as a reduction in the
magnitude of the fluctuations immediately inside the domain. An alternative approach
would be to impose the fluctuations within a region by the use of a body force.
The exception to this perceived damping effect is seen in the vw shear stress,
shown in subfigures 3.10a–3.10e. Since the baseline stress is near-zero the eddies have
a greater impact in perturbing the shear stress; consequently taking significantly longer
to achieve a steady mean.
Although the Hydra implementation of the SEM shows evidence of damping and
fluctuations within the recovered stresses, particularly in the near wall region, the bulk
flow is stable and well modelled. The near wall region, where the damping effect of the
characteristic boundary condition exists, is well modelled for the stand-alone method.
This suggests that, although the current Hydra implementation generates the correct
characteristics of the turbulence and eddies, some improvement could be made in the
implementation for the magnitude of the stresses to be accurately modelled.
3.3. Closure
This chapter has highlighted several different methods for generating a realistic,
time-varying, turbulent inlet flow in the literature. Focusing on the generation of
34
3.3. CLOSURE CHAPTER 3: INLET BOUDARY CONDITION
synthetic eddies; the work of Jarrin et al. [40, 41, 42, 43] has been used as the
underlying methodology for generating artificial turbulence at an inlet plane.
The synthetic eddy method proposed by Jarrin has been improved upon, expanding
the directional intensities of individual eddies from eight orthogonal vectors to a near-
infinite number of potential vectors. Corrections were also made to the SEM model
where a dimensional inconsistency was found within the velocity distribution, fσ. This
refined model was both statistically and computationally validated using a stand-alone
implementation of the method. The stand-alone implementation is a self contained
Fortran95 subroutine and consequently easily transferred between programs.
The impact of embedding the SEM within the Rolls Royce Hydra code was similarly
investigated to the stand-alone implementation. Signs of damping in the magnitude
of the recovered Reynolds stresses immediately inside of the domain were seen as a
consequence of the non-reflecting boundary conditions of the Hydra code. Further
visualisations of the propagation of the fluctuations caused by the synthetic eddies at
the inlet are shown in Figure 4.11c (page 56) and Figure 6.21 (page 122).
The flow presented here is representative of the type of flow focused upon within
this thesis, where very thin boundary layers occur. Normally, the flow used for this type
of validation study would be a fully developed pipe inlet or channel flow where large
scale turbulent fluctuations dominate the axial profiles. This presented the challenge
of reproducing both high levels of stress near the duct walls and low levels of stress
throughout the bulk of the flow. Consequently a very large number of samples are
required to average out the effects of a spike in stress within the bulk of the flow.
Given that the overhead cost of the implementation of the SEM within Hydra was
more than that seen by Jarrin et al.[43] (due, at least in part, to the non-parallelised
method in which it was implemented) and the discrepancies between the initialising
stresses and the recovered stresses an alternate method for generating the inlet condi-
tions, such as a recycling-rescaling method might have been more appropriate. How-
ever, the case studied, where the turbulence is mostly restricted to very thin boundary
layers, is a particularly challenging area for any approach.
However, although the validation of the Hydra code has shown limitations to the
implementation of the SEM, the turbulent fluctuations produced at the inlet, and their
propagation downstream, nonetheless provide a reasonable representation of a fully
turbulent flow at the inlet plane. As noted in the introduction to this chapter, achieving
a realistic set of inlet conditions, including time-varying turbulent fluctuations about
the mean, is important for accurately reproducing the behaviour of the downstream
flow.
35
3.3. CLOSURE CHAPTER 3: INLET BOUDARY CONDITION
(a) Target stresses (b) Stand-alone SEM (c) Hydra-SEM
N
or
m
al
is
ed
S
tr
es
s
y/Dh
(d) Horizontal centreline
N
or
m
al
is
ed
S
tr
es
s
z/Dh
(e) Vertical centreline
Target
Stand-alone SEM
Hydra-SEM
Figure 3.5. Target Reynolds normal stresses on the inlet plane com-
pared against calculated Reynolds normal stresses from the stand-alone
SEM code and the LES Hydra implementation of the SEM for Ruu/ui
2.
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Figure 3.6. Target Reynolds normal stresses on the inlet plane com-
pared against calculated Reynolds normal stresses from the stand-alone
SEM code and the LES Hydra implementation of the SEM for Rvv/ui
2.
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Figure 3.7. Target Reynolds normal stresses on the inlet plane com-
pared against calculated Reynolds normal stresses from the stand-alone
SEM code and the LES Hydra implementation of the SEM for Rww/ui
2.
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Figure 3.8. Target Reynolds shear stresses on the inlet plane com-
pared against calculated Reynolds shear stresses from the stand-alone
SEM code and the LES Hydra implementation of the SEM for Ruv/ui
2.
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Figure 3.9. Target Reynolds shear stresses on the inlet plane com-
pared against calculated Reynolds shear stresses from the stand-alone
SEM code and the LES Hydra implementation of the SEM for Rwu/ui
2.
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Figure 3.10. Target Reynolds shear stresses on the inlet plane com-
pared against calculated Reynolds shear stresses from the stand-alone
SEM code and the LES Hydra implementation of the SEM for Rvw/ui
2.
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CHAPTER 4
Low Speed Flow in S-bend Ducts
In order to evaluate the effect of an upstream duct convolution on the jet plume
development an initial validation study is required to assess the capability of the Hydra
code for such duct flows. The type of upstream convolution looked at for the UAES
is that of an S-bend. Consequently, this chapter shall validate the Hydra CFD code
for a flow through an S-bend duct.
In Section 4.1 a review of the current literature on S-bend ducts is conducted, this
is followed by a validation study using the work of Ng et al. [72] as an experimental
comparison. The numerical set-up for the code validation is outlined in Section 4.2
with results from both the RANS validation study and LES validation study given in
Section 4.4 and Section 4.5 respectively.
4.1. Literature Review
The nature of a flow within convoluted and curved ducts has been extensively
documented. Historically, within propulsion systems, the S-bend duct has been used
for directing the flow of air from the inlet to the engines. This is most commonly seen
in jet fighters but can be found in other aircraft.
Experiments were conducted by Bansod and Bradshaw[9] into the effects of the
curvature of an S-bend duct on the flow within it. Using three S-shaped ducts of con-
stant cross-sectional area Bansod and Bradshaw observed a deflection of the boundary
layer due to the first bend of the duct. This deflection consequently produced a pair
of counter-rotating vortices found at the outside edge of the second bend.
Using a rectangular duct with a 35◦−35◦ S-bend, Guo and Seddon[31] investigated
the effects of altering the inlet pitch (from 0◦ to 30◦) and yaw (from 0◦ to 10◦), see
Figure 4.1. A flow similar to that of a circular S-shaped duct was seen in the original
case. However increasing the pitch of the flow introduced a large negative pressure
gradient along the upper surface of the duct and for angles greater than 20◦ the flow
separated from the lower wall. The effects of the change in yaw is minimal as the flow
progresses through the duct.
Following this, Guo and Seddon[33] continued to investigate the swirl within an
S-shaped duct when altering the inlet flow. Along with achieving similar results to
those previously found the authors discover that the introduction of a low speed flow
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(a) Side view showing pitch, α
α
(b) Top view showing yaw, β
β
Figure 4.1. An overview of the Guo and Seddon[31] experiment.
at the inlet introduces flow separation at the first bend which significantly increases
the cross-flow velocities after the second bend. The introduction of a spoiler at the
inlet, whilst only slightly affecting the flow out of the first bend, can greatly alter the
swirl pattern and cross-flow velocities after the second bend.
Combining two S-bends, Guo and Seddon[32] investigate the swirl characteristics
of a duct with both horizontal and vertical offsets. The introduction of this second
offset has the same characteristics as if the duct was a single S-shaped duct rotated
through 45◦ for a flow with an angle of incidence of 0◦. If the inlet flow is changed
to have a 20◦ angle of incidence the flow characteristics are again similar to a single
S-shaped duct only rotated.
Vakili et al.[113] studied the effects of secondary flows in a 30◦− 30◦ S-bend duct.
Smith et al.[97] used these experimental investigations to evaluate the capability of
the PARC3D CFD code. Both H-grids and O-grids were used in the evaluation to
assess the effects of the two different types of grid on the solution. The total pressure
simulated in both grids gave similar results to that of Vakili et al. and the velocity
vectors were in qualitative agreement as well. Typically it was found that the two
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grids gave more similar results for the flow fields however the O-grid was found to be
more accurate in providing turbulent viscosities due to the lack of corners within the
grid affecting the results.
Vakili et al.[111] conducted an experimental investigation into the effects of a
diffusing 30◦ − 30◦ S-bend duct. The formation of the secondary flow and subsequent
flow separation was observed at the exit of the duct due to the adverse pressure gradient
caused by the shape of the duct.
Smith et al.[98] once again picked up on the work of Vakili et al.[111] to evaluate
the PARC3D CFD code against a diffusing S-shaped duct, see Figure 4.2. Similarly
to the evaluation of Smith et al.[97] the overall results of the flow field were in good
agreement. However the distortions caused by the pole of the O-grid for total pressure
and levels of turbulence near the symmetry plane, as well as the corners of the H-grid
for velocity vectors, skew the results for the two grids. For both the computational
investigations by Smith et al. the modelling of the flows could be improved using a finer
resolution, adaptive grid and enhanced turbulence models such as the k- turbulence
model instead of the Baldwin-Lomax algebraic turbulence model.
Figure 4.2. The geometry of the S-shaped duct used by Smith et al.[98]
An experimental and subsequent computational investigation was conducted by
Vakili et al.[112, 114] into the compressible flow through a 30◦ − 30◦ S-bend duct.
The particular focus of these experiments was the evolution of the secondary flows for
an inlet speed of Mach 0.6. This was faster than previous experiments and enabled
the authors to study the effects of compressibility on the flow. The simulated results
from the PEPSIG solver were similar found in the experiment, however the computed
results under predicted the extent of the distortion of the flow.
Britchford et al.[19] conduct an experimental and computational investigation into
the effects of a compressor stage at the inlet to an annular S-bend duct. The authors
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find that the tendency for the flow to separate is increased by the addition of the
compressor stage. The computational analysis gives a reasonable level of accuracy but
fails to produce a the fully developed turbulent profile along the outer duct wall.
The development of the flow in a square cross-sectioned, S-shaped duct was in-
vestigated by Ng et al.[72] and Taylor et al.[103]. Flow separation was seen to occur
along the lower wall of the first bend as well as along the outer wall of the second
bend by both groups of authors. However the secondary flow caused by the first bend
is weakened throughout the second bend due to the opposing swirl created by the
secondary flow along the outer wall.
Taylor et al.[104] conducted a similar investigation into the development of the
flow in a circular cross-sectioned duct. This attained similar results to those previously
found with the laminar flow showing significant similarities between the square and
circular cross-section studies. However, for the circular cross-sectioned S-bend duct
the turbulent flow lies closer to the inner wall of both bends when compared to the
square cross-sectioned S-bend duct.
Using the RAE 2129 duct, Whitelaw and Yu[120] conducted a series of experiments
initially investigating the velocity measurements of the S-shaped duct. The authors
concluded that the parabolised form of the Navier-Stokes equations would be appro-
priate in simulating the flow through the duct. Subsequently Whitelaw and Yu[119]
investigated the turbulent characteristics of the flow in the RAE 2129 S-shaped duct
for two differing offset-length ratios. The flow development is proportionally similar in
both cases. Due to the larger the region of separation in the bigger duct the counter-
rotating vortices are enlarged and occupy almost half the cross-sectional area of the
duct.
Fiola [28] conducted computational investigations into the experimental work of
Wellborn et al.[118] exploring the effectiveness of RANS modelling for compressible
and incompressible flows through a diffusing S-bend duct. Both S-bend ducts showed
evidence of small regions of separation and secondary flows. Using ANSYS FLUENT,
Fiola used four turbulence models to simulate the flow through the S-duct, evaluating
the impact of the models on the accuracy of their results. Fiola shows evidence of a
good correlation with the experiments in the computational results of the first bend
of the S-bend ducts using RANS simulations. However, the pressure recovery in the
second bend is poorly simulated by all turbulence models, with only the data from the
inner bend showing an approximate agreement (Figure 4.3).
Ng [71] conducted computational and experimental investigations into both dif-
fusing and straight S-bend ducts with passive effusion cooling. Ng highlighted the
importance of using experimental flow boundary conditions in the simulations and
similarly to Fiola found that the static pressure recovery in the second bend was
poorly modelled by RANS simulations using k- turbulence models.
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Figure 4.3. Comparison of experimental and computed (with Trans-
ition SST model) static pressure coefficients in compressible flow along
an S-bend duct at three angular locations: φ = 10, φ = 90 and φ = 170
(Fiola[28]).
4.2. Code Validation of S-bend Duct
In the second part of this chapter the work of Ng et al. [72] is used to assess the
viability of the Hydra CFD code for flows in convoluted ducts. Ng et al. investigated
three square ducts (see Figure 4.4) of constant length with differing circumferential
extents (and consequently differing radii of curvature). They noted severe flow separa-
tion caused by secondary flows in all three test sections of their experiment. The third
test section from the experiment, as shown in Figure 4.4, will be used since this section
has the sharpest curvature and hence the greatest flow separation. Whilst the Reyn-
olds number for this experiment is low for aeronautical applications (Re = 145 000)
the experiment provides a good basis on which to perform the validation of the CFD
software.
4.3. The Geometry and Mesh of the S-bend Duct, Test Section 3
The experimental model consisted of the 0.8m test section connected to a 1m long,
12 : 1 contraction at the inflow end of the test section and a 2m diffusing duct at
the outflow end. The system was driven by an open loop suction wind tunnel which
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Figure 4.4. Schematic drawing of the three test sections used by Ng
et al.[72]
is shown in Figure 4.5. The model was recreated using the ANSYS ICEM unstruc-
tured block mesh generator and two meshes were prepared containing approximately
10 million nodes; one for the RANS simulations and one for the large eddy simulations.
Figure 4.5. The experimental set-up used by Ng et al.[72]
Figure 4.6a displays the overall mesh with the inlet shown in yellow, the contraction
in red and the test section in blue. The diffuser and outlet are then coloured purple
and green respectively.
Test section 3 has a hydraulic diameter of 0.15m and is split into three components.
Either end of the test section section is made up of a straight duct, each 0.2m long. The
S-bend takes up the remaining 0.4m of the test section and has a radius of curvature
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of 0.25m and an angle of curvature of 53.1◦ giving an offset of 1.3Dh. The first of
the two straight ducts also contains the reference static pressure tap (Ps) which was
located in the centre of the lower wall of the duct as is highlighted in Figure 4.4. The
boundary conditions, outlined in Table 4.1, were similarly drawn from the experiments
of Ng et al.[72] as well as preliminary calculations to ensure that the correct inlet flow
was produced.
The mesh of test section 3 used in the RANS validation work, shown in Figure 4.6b,
had approximately 4.1 million nodes with the cross-sectional slice being 101 × 101
nodes. The refined mesh used for the LES calculations comprised of 10.5 million
nodes with a cross-sectional slice being 151×151 square nodes. This refined mesh was
designed to resolve turbulence at the wall with a minimum wall normal spacing of 1
and a streamwise spacing in wall units of 2.6, hence this simulation is a well resolved
LES.
(a) Overall mesh
(b) S-bend region of Mesh
Figure 4.6. The NGSD-3 S-bend RANS mesh.
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Dh 0.15 m T 288.16 K
Re 1.47× 105
Pin 101 410 Pa Pout 101 325 Pa
Ps:k- 101 366 Pa Ps:k-ω 101 359 Pa
Ps:RS 101 369 Pa ρ 1.226 kg/m
3
ui 15 m/s ki 0.44 m
2/s2
i 1 145 m
2/s3 ωi 28 830 s
−1
Cs 0.15 Cw 0.4
µt;c = µ0 1.8121× 10−5 kg/(m · s)
Table 4.1. Model and Boundary Conditions for S-duct Validation
4.4. RANS CFD Comparisons
The simulation was run using four different turbulence models. The Rolls Royce
Hydra code (version 6.2.16) was used for Spalart-Allmaras, k- and k-ω SST turbulence
models whilst the ANSYS Fluent commercial CFD code was used for the Reynolds
Stress second order Turbulence (RST) model (linear pressure strain model). The RST
model uses wall functions in order to model the near wall region for grids with a
y+ > 11.225 with no special low Reynolds number treatment. For finer grids, with a
y+ less than this limit, the ANSYS Fluent CFD code applies the laminar stress-strain
relationship (such that UP
τw
= yP
µ
where UP is the mean velocity at point P , yP is the
distance of P relative to the wall, τw is the wall shear stress and µ is the dynamic
viscosity of the fluid[1]). Since the mesh used in this section for the S-bend duct
validation has y+ = 3.3 at the inlet of the test section this may introduce some errors
within the results of the RST model. For the turbulence models within the Hydra
code at these low y+ values wall functions are de-activated and low Reynolds number
variants of the turbulence models are.
A list of model constants and boundary conditions can be found in the previous
section in Table 4.1. The simulation took approximately 7 500 iterations in order to
achieve a rough level of convergence with the vortices stabilising after 17 500 iterations.
4.4.1. Centreline Static Pressure Distribution. It is well known throughout
the literature [5, 103] that the pressure difference between the near and far walls
changes sign due to the effects of the duct curvature. Similarly, we see this behaviour
in the RANS simulations as shown in Figure 4.7. All turbulence models exhibit the
same behaviour in the first bend with a good overall agreement to the experimental
data along both inner and outer curves. However, throughout the second the bend the
simulations under-predict the pressure recovery seen in the experimental data. The
pressure plateau, denoting the distortion in the pressure coefficient caused by the flow
separation, is notably absent in all cases bar the Reynolds Stress turbulence model
where it is delayed by approximately 0.5Dh. The stagnation point is also substantially
weaker than expected and occurs over a larger section of the duct.
49
4.4. RANS CFD COMPARISONS CHAPTER 4: S-BEND DUCTS
S
ta
ti
c
P
re
ss
u
re
C
o
effi
ci
en
t
s/Dh
Spalart Allmaras
k-
k-ω SST
Reynolds Stress
, Experimental data
Figure 4.7. The centreline static pressure distribution for RANS tur-
bulence models. The solid line and the dashed line represent the lower
wall and upper wall respectively.
4.4.2. Total Pressure Contours. Figure 4.8 describes the total pressure con-
tours for the experimental data and the four turbulence models for test section 3 as
well as the experimental data for test section 2 for comparison (Figure 4.8b). All four
turbulence models show two distinct low pressure regions on the left side of the sub-
figures, caused by the streamwise vortices. However, in the experimental data these
low pressure regions appear to have merged into a single layer which is not emulated
by the simulations.
In contrast, when comparing the the CFD simulations to the experimental data for
test section 2, the S-bend with a 1Dh offset, we see similarities between the structures
of the flow. Here the experimental data displays the dual low pressure regions seen
in the three simulations reinforcing the prior suggestion that the CFD simulations
under-predict the severity of the flow separation and its effects.
4.4.3. Crossflow Velocity Vectors. Similarly to Subsection 4.4.2, Figure 4.9
compares the crossflow velocity of the CFD simulations against test section 3 and test
section 2. In each subfigure showing the CFD simulations a red star is used to pin-
point the centre of the vortices seen in the experimental data for test section 3 whilst
a blue diamond denotes the centre of test section 2.
In each subfigure numerous vortices are observed. Two of these vortices, towards
the centre of the lower wall (y/Dh = −0.5) are generated by secondary flows which are
driven by the adverse pressure gradient of the S-bend. The occurrence of this type of
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Figure 4.8. Total pressure contours at the test section outlet.
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secondary flow (secondary flows of the first kind) is further expanded in Section 1.2.
The generation of these primary vortex structures also induces secondary vortices[34]
that oppose the initial vortex in circulation direction. (If the strength of these sec-
ondary vortices is sufficient then tertiary vortices and beyond are similarly formed.)
In a similar manner additional vortices are generated in the corners of the duct via
secondary flows of the second kind (also expanded upon in Section 1.2).
In the experiment, only small number of vortices are seen, one or two pairs of vor-
tices on the lower wall and one vortex on each side wall. Any additional vortices, either
secondary or corner induced are too small or too weak to be seen in the experiment
due to the poor resolution of the cross hot-wire. For the simulation visualisations it
should be noted that the constrained streamlines can give the appearance of equal
strength vortices as only the direction component of the velocity is used in each cell.
Consequently those vortices that are too weak or too small in the experiment can be
over represented in the simulation visualisations.
Two opposing vortices are observed in each half of the experimental duct as shown
in Figure 4.9a. The interaction between the two vortical structures causes the sep-
aration between the primary and secondary flows as seen by Ng et al. For both the
k- and k-ω SST models an extra vortex is seen to occur nearer to the centreline of
the duct in both halves. This third vortex circulates in the opposite direction to the
adjacent vortex in the corner of the duct. Although not seen in test section 3, this
third vortex does exist in the equivalent plane of test section 2 further supporting the
notion that the CFD under predicts the vortices.
Although the Reynolds Stress model has only two vortices in either half, the vortex
occurring on the near side wall rotates in the opposite direction to the equivalent
vortex seen in the experiment. Overall the positioning of the vortical cores seems to
best approximated by the k-ω SST turbulence model with the Reynolds Stress being
the worst in terms of both positioning and structure.
4.4.4. Turbulent Kinetic Energy Contours. The turbulent kinetic energy is
described in Figure 4.10 for the k-, k-ω and RST models (with Spalart Allmaras not
capable of producing such data). The three turbulence models show two a significant
band of turbulent kinetic energy on the lower wall (y/Dh = −0.5) with smaller bands
of turbulent kinetic energy on the side and top walls. The two two-equation models
show a similar shape and intensity of turbulent kinetic energy to each other however
the RST model differs substantially on the lower wall. However, given the differences
already seen in both the total pressure contours and the crossflow velocity streamlines
this difference is to be expected.
It should be noted that throughout this investigation the behaviour of the Reynolds
stress model has been unusual. The poor static pressure recovery along the second
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Figure 4.9. Crossflow velocity at the test section outlet. The red stars in
figures 4.9c–4.9f denote the centre of the vortices seen in the experimental
data for test section 3. The blue diamond in figures 4.9c–4.9f denote the
centre of the vortices seen in the experimental data for test section 2.
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bend (Figure 4.7) and the behaviour of the flow in at the exit plane of the test section
(Figure 4.8f, Figure 4.9f and Figure 4.10c) oppose the common view that Reynolds
stress models should be used for complex flows, especially flows including secondary
flows of the second kind.
This behaviour might be, in part, due to the handling of the the near wall region
of low Reynolds number flows for the linear pressure strain Reynolds stress model,
where the enhanced wall treatment of Launder and Shima[54] is used. The stress-
omega Reynolds stress model may produce better results at the wall due to the use
of an omega equation for the length scale, however, it is seen that this does not
improve significantly on the k-ω turbulence model for low Reynolds flows through
severe bends[29] (where the static pressure recovery along the walls is still not well
modelled).
Given that a commercial code is being used for the Reynolds stress turbulence
model it is possible, although unlikely, that the implementation of the model is incor-
rect. However, as the full details of the implementation are not publicly available it is
impossible to investigate this further.
Alternatively, it is possible that the mesh near the wall is not fine enough in order
to resolve the region correctly with the Reynolds stress model. Regardless, it would
be prudent to investigate this anomalous behaviour further in a future investigation.
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Figure 4.10. Turbulent kinetic energy contours at the test section outlet.
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4.5. LES CFD Comparisons
Two sub-grid scale models, Smagorinsky SGS and WALE SGS, were used in the
LES comparisons with a uniform inlet profile. Additionally, artificial turbulence was
added to the case using the Synthetic Eddy Method[40, 41, 43] (SEM) in order to
improve flow modelling.
Figure 4.11 shows the Q-criterion visualisations of the start of the test section for
each of the three simulations. For the two simulations using the Smagorinsky SGS and
WALE SGS models we see a complete lack of turbulent fluctuations, especially in the
near wall region. This can cause the flow to separate earlier than would be expected
due to the laminar-like properties. When adding the SEM inlet conditions it can be
seen that turbulent eddies are formed almost instantaneously at the start of the duct
in the near wall region. These are propagated down stream and into the curved section
of the duct; consequently preventing laminar separation.
(a) Smagorinsky SGS
(b) Wale SGS (c) Wale SGS with SEM inlet conditions
Figure 4.11. The Q-criterion visualisations across the centreplane of
the straight inlet duct section of the S-duct.
4.5.1. Centreline Static Pressure Distribution. The static pressure distribu-
tion for the LES simulations is given in Figure 4.12 along with that from the RANS
simulation using the Spalart Allmaras turbulence model. Here we see a significant
improvement in the modelling of the pressure recovery in the second bend for both
LES cases using the WALE SGS model however the Smagorinsky SGS model performs
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worse than the RANS simulation using the Spalart Allmaras turbulence model. The
poor performance of the Smagorinsky SGS model can in part be attributed to an initial
separation on the upper wall of the duct in the first bend (seen in Figure 4.13).
For all three LES simulations a fluctuation in the static pressure distribution on
the upper wall is seen 3Dh downstream of the start of the S-bend. This is caused by
a second separation of the flow, most obviously seen in the LES simulation using the
Smagorinsky SGS model (Figure 4.13) where a reverse flow is observed in this region
(on the upper wall of the second bend). This will be due to the adverse pressure
gradient that exists at the second bend in a similar manner to that occurring on the first
bend. A similar fluctuation is also seen on the lower wall at 0.5Dh for the WALE SGS
simulation and on both upper and lower walls for the Smagorinsky simulation which
corresponds to small separations. (or quite substantial in the case of the Smagorinsky
upper wall)
The modelling of the pressure plateau region, between 1Dh and 1.5Dh down stream
of the start of the S-bend, is seen to be significantly improved for the two WALE
SGS model simulations. In both simulations the length of the pressure plateau is
well modelled although both simulations see a delay in the onset of this feature in
comparison to the experiment.
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Figure 4.12. The Centreline static pressure distribution for large eddy
simulations. The solid line and the dashed line represent the lower wall
and upper wall respectively.
4.5.2. Total Pressure Contours. Similarly to Subsection 4.4.2, Figure 4.14 de-
scribes the total pressure contours at the outlet of the test section for the experimental
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(a) RANS, SA Turbulence Model
(b) Smagorinsky SGS
(c) Wale SGS
(d) Wale SGS with synthetic inlet conditions
U/Ui
Figure 4.13. The normalised streamwise velocity distribution across
the centre-plane of the S-duct.
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data (test section 3) and the three versions of LES modelling. The Smagorinsky-Lilly
SGS shows a substantially different total pressure profile from that seen in the RANS
simulations, instead of twin low pressure regions on the −y side of the duct a ‘peak’
exists through the centre of the duct. This creates a smaller region of bulk flow unlike
that seen in the experiment and is due to the severity of the flow separation as seen in
Figure 4.13b. Through the use of the WALE model, the attributes seen in the RANS
simulations are recovered, however, there is a more uniform, lower pressure, region
across the outer quarter of the −y side of the duct. Although this demonstrates an
improvement over both the RANS modelling and the Smagorinsky-SGS in LES, pock-
ets of lower pressure are still apparent in both cases within this low pressure band.
The degree to which total pressure drops as the wall is approached is also significantly
less than seen in the experiment.
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Figure 4.14. Total pressure contours at the test section outlet.
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4.5.3. Crossflow Velocity Vectors. As in the above subsection, the large eddy
simulations are compared with the experimental data of test section 3. Again, the red
stars in each subfigure represent the centre of the vortices seen in the experimental
data. All three simulations show evidence of more vortices than observed in the ex-
periments, however, due to the nature of cross-wire data gathering it is quite possible
that small scale vortices could be missed. The multiple small vortices, located in the
corners of the duct, are due to the occurrence of secondary flows of the second kind
(as mentioned in Section 1.2).
Of the three modelled LES cases, the usage of both the WALE SGS model and the
SEM inlet conditions produces a near-exact match with the experimental data for the
observed vortex centres. Although additional vortices are still present in this model, it
shows the most promise for correctly modelling the flow through a highly curved duct.
In the Smagorinsky-Lilly SGS the entire vortex structure is different from anything
seen so far. The two, counter-rotating vortical cores on the lower wall are significantly
larger, taking up more than half of the duct between them. An additional pair of
vortices are also seen on the upper wall of the duct again corresponding to the strong
separation already seen there in Figure 4.13b.
4.5.4. Turbulent Kinetic Energy Contours. Similarly to Subsection 4.4.4,
Figure 4.16 describes the turbulent kinetic energy contours at the outlet of the test
section for the three versions of LES modelling and the k- RANS turbulence model for
comparison. The Smagorinsky-Lilly SGS shows a significantly higher level of turbulent
kinetic energy, in line with the large separation regions on both upper and lower walls
seen in the previous subsections. The addition of the SEM appears to give more
definition to the turbulent kinetic energy surrounding the two vortices returning to a
visualisation closer to that of the RANS simulations.
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Figure 4.15. Crossflow velocity at the test section outlet. The red
stars in figures 4.15b–4.15d denote the centre of the vortices seen in the
experimental data.
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Figure 4.16. Turbulent kinetic energy contours at the test section outlet.
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4.6. Closure
Initially this chapter has explored the literature detailing the work into S-bend
ducts. Although a great amount of research has been conducted into the flow through
an S-bend, this has been focused either on duct flow or inlet applications.
Throughout the literature the prediction of the secondary flows has been a signific-
ant problem and this is similarly shown in the work detailed in Section 4.4. Here, the
RANS turbulence models have shown a tendency to under predict the flow through
a convoluted duct. The simulations of the flow were comparable to the experiment
throughout the first bend, however the flow through the second bend was poorly mod-
elled. Both the formation of the vortical cores and the slower secondary flow along
the lower wall were simulated by the code, although these were under predicted and
more comparable to the 1Dh offset of test section 2 suggesting that the RANS models
under predict the severity of the duct curvature. The Reynolds-stress model, in spite
of being a second order turbulence model, seems to achieve the worst approximation
overall whilst the k-ω SST turbulence model gives the best approximation.
Overall, the combination of LES with the WALE SGS model and the unsteady
SEM inlet conditions gives a good agreement with the experimental data for wall
pressure, outlet total pressure and secondary flows. This is a significant improvement
on current RANS solutions and means that we can confidently use LES for an S-bend
that feeds a rectangular supersonic nozzle.
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CHAPTER 5
Supersonic Jets from Rectangular Nozzles
This chapter will cover the Hydra CFD code validation for the jet plume develop-
ment of a high speed flow through a rectangular nozzle. As with the previous chapter
an initial literature review is undertaken; exploring the past work conducted on high
speed jets. The primary focus will be on high speed flow through a rectangular nozzle,
however investigations into using LES of high speed jet plume development through
circular nozzles will also be covered along with other lower velocity flows through
non-circular nozzle geometries.
The experimental work of Behrouzi and McGuirk[11, 13] and Behrouzi, McGuirk
and Wang[14] was chosen as the benchmark for this validation case. The experimental
set-up and data collection methods are outlined in Section 5.3 with the corresponding
numerical set-up, geometry and mesh, in Section 5.4.
Section 5.6 investigates the experimental case with a lower inlet pressure than
design, causing an over-expanded jet plume, using the Hydra CFD code. The over-
expanded jet case was chosen for the validation study as it will increase the likelihood
of flow separation in Chapter 6 due to lower velocity flows inside the duct convolution.
The rectangular nozzle validation study is then concluded in Section 5.7.
5.1. Generation of Turbulence
In a nozzle flow there are two regions where turbulence can develop. Firstly, for
a uniform inlet condition, turbulence can be generated in the upstream duct of the
nozzle. The transition from a laminar flow to a turbulent flow in this region will occur
at a Reynolds numbers (Re = UD/ν where U is the mean velocity, D is the diameter
and ν is the kinematic viscosity) between 2 000 and 4 000[8]. Secondly, if the boundary
layer is still laminar at the nozzle exit the flow will transition to a turbulent shear layer
almost instantaneously at the nozzle exit regardless of the boundary layer thickness
inside the nozzle[17].
As the jet flow emerges from the nozzle into an ambient flow shear layers are
generated, originating at the lips of the nozzle. These layers separate the fast moving
jet from the slow ambient flow and become unstable leading to the break down to
turbulence and the formation of large scale ‘correlated’ structures of many different
length scales. These structures, or eddies, transfer momentum within the fluid as the
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eddies ‘mix’ the fluid together; transporting high velocity from the jet flow into the
low velocity ambient flow and vice-versa. In addition, momentum is transferred from
larger eddies to smaller eddies, until it is dissipated at the Kolmogorov length scale.
Whilst the larger scale structures that form as the shear layer spreads are easy to
resolve in the LES the small scale, highly energetic, structures at the nozzle lip are
more challenging. This region, at the nozzle lip, requires a highly refined mesh in
order to resolve the flow at the wall and consequently will lead to a more expensive
simulation.
For a converging diverging nozzle any turbulent boundary layer generated by the
upstream duct will be affected by the the convergent section of the nozzle, becoming
very thin. Consequently, the impact of the turbulent boundary layer on the formation
of the shear layers will have a minor impact. Therefore the nozzle could be fed by
a laminar profile with minimal impact on the results. However, when the upstream
duct of the nozzle becomes more complex, such as incorporating an S-bend, then the
presence of a turbulent boundary layer will have significant implications.
5.2. Literature Review
Extensive research into non-circular nozzle geometries has been performed over the
past three decades. This has been conducted through experimental investigations and
through numerical simulations. A variety of different nozzle geometries are discussed
below describing the effects of the geometry on the exiting flow.
Mi et al.[67] conducted a series of experiments on nine differently shaped nozzles
with similar exit areas, see Figure 5.1 (the ninth nozzle geometry is a smooth circular
contraction - i.e. a cone). Initially the authors studied the centreline mixing char-
acteristics of the different nozzles and comparing their results to those of Quinn[85].
Mi et al. noted that the average length of the potential core was shorter for the non-
circular nozzles with the shortest from the isosceles triangular nozzle, five times shorter
than the circular contraction used as the base measure. The centreline velocity loss
within ten diameters of the nozzle exit was again greater for the non-circular nozzles.
Although the isosceles triangle had the greatest decay rate for centreline velocity the
cross, square and star nozzles had similar decay rates to the circular nozzles. Although
the results gained by Mi et al do not correlate to those of Quinn for the same nozzle
geometries the authors believe that this is due to the vastly greater Reynolds number
used by Quinn (15 000 for Mi et al. verses 200 000 for Quinn).
Mi and Nathan[66] continued to study the nine different nozzles geometries ex-
panding their research into an analysis of the centreline evolution. The authors show
that, in general, modifying the nozzle geometry does not change the farfield decay rate
of the centreline but only results in an alteration of the length of the potential core and
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Figure 5.1. The eight nozzle geometries with their equivalent diameter
of circle, De (mm), and aspect ratio, AR. Each corner of a non-circular
nozzle is rounded off to a radius of 1.5mm used by Mi et al.[67]
hence an increase in the near-field entrainment for non-axisymmetric nozzles. They
deduce that the shape of the underlying coherent structures of the jet stream have a
greater impact on the growth rate of the jet than the actual size of the turbulent length
scales making up the underlying structures. This is corroborated by the spectral ana-
lysis performed by Mi and Nathan where the near field peak persists longest for the
smooth circular contraction, where the underlying structures are regular and simple,
and shortest for the isosceles triangle, where the underlying structures are complex
and irregular.
Gutmark and Grinstein[36] consider three categories of non-circular nozzle geomet-
ries for investigation. First the authors examine elongated geometries such as ellipses
and rectangles confirming the existence of axis switching which contributes to short-
ening the length of the potential core. This is due to the faster growth rate of the
shear layer in the minor axis in comparison to the major axis. The position of point
at which axis switching occurs can also be altered by varying the aspect ratio or the
speed of the jet stream.
Gutmark and Grinstein continue to inspect the effects of corners on the jet stream
through square and triangle geometries. These sharp corners significantly increases the
production of small scale turbulence at the corners relative to the flat regions of the
nozzle. This difference in turbulence structures may lead to axis switching or rotation
in the jet stream. The authors finally consider the use of axial-vorticity generators, a
pair of tabs at the exit of the nozzle blocking off 1 − 2% of the exit area. This again
shortens the length of the potential core and increases the decay of the centreline
velocity.
Miller et al.[69] study the effects of nozzle geometry on the jet flow using ellipt-
ical, rectangular and triangular nozzles with aspect ratio 1:1 and 2:1 with equivalent
diameters, see Figure 5.2. The authors clearly show axis switching and rotation in the
non-circular nozzles which as seen in Figure 5.3 due to the formation of large scale
coherent structures. However in the triangular cases the small scale coherent struc-
tures formed at the corners quickly mask those of the large scale coherent structures.
The authors note that the aspect ratio affects the positioning of the axis switching,
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lengthening the distance before the switch by approximately a factor of two for the
geometries with a aspect ratio of 2:1. Miller et al also show that the isosceles triangle,
with aspect ratio 2:1, has the shortest potential core with the rectangular jet having
the longest.
Figure 5.2. The six nozzle profiles used by Miller et al.[69]
Using four nozzle geometries, a circle, square, equilateral and isosceles triangles, of
approximately equal equivalent diameter, Gutmark et al.[35] investigated the effects
of 30◦, 60◦ and 90◦ corners. The results of the cold flow tests concluded that for
both the triangular cases the potential core was shortened, to less than two diameters
for the equilateral triangle and almost non-existent for the isosceles triangle. This is
partly due to the shorter distance between the centreline of the jet and the shear layer
formed at the flat edges. The growth of the shear layer is simultaneously increased by
the curvature and entrainment of the flow caused by the vortices at the corners of the
nozzle. The 90◦ corners of the square nozzle were seen to produce similar effects as the
corners in the triangular cases but to a lesser extent. Using flame tests Gutmark et
al. showed the contrast between the small scale turbulent structures emanating from
corners and the large scale coherent structures from the flat sides.
Iyogun and Birouk[39] use five different nozzle geometries (Figure 5.4) to exper-
imentally investigate the effects on entrainment and spreading caused by different
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Figure 5.3. Axis switching and rotation of the jet stream from five
different nozzles depicted by Uh contours. Contours are in increments
of x∗ = 1. (a) Ellipse (2:1), (b) Square (1:1), (c) Rectangle (2:1), (d)
Triangle (1:1), (e) Triangle (2:1).[69]
nozzle geometries with and without a quarl1. As seen previously, without the quarl
the centreline velocity decay is greatest for the triangular nozzle and least for the cir-
cular. However, with the quarl the differences in decay rate between the five different
nozzle is exaggerated with the mean velocity decay of the rectangular nozzle vastly
greater with the quarl than without.
Figure 5.4. The four nozzle geometries used by Iyogun and Birouk[39]
with approximately equal exit areas, the fifth nozzle is a circular con-
traction.
The authors attributed the greater entrainment and spreading of the triangular
and rectangular nozzles to the strong counter-rotating vortices formed at the corners
of the nozzle. The increase in turbulence caused by these vortices give the dramatic
increase in spreading when the quarl is attached. Although the triangular nozzle has
the greatest rate of entrainment and spreading without the quarl, it is the rectangular
nozzle that has the greatest entrainment with the quarl.
1A quarl is an extension to the nozzle creating a sudden expansion of the jet, see Figure 5.5.
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(a) Nozzle without quarl (b) Nozzle with quarl
Figure 5.5. An elliptical nozzle with and without a quarl.
Quinn[86] examined the turbulent jet issuing from an isosceles triangular nozzle
and compared it against equilateral and circular nozzles of equivalent diameter. Op-
posing the work from the previous authors, Quinn noted that the centreline velocity
decay, entrainment and static pressure recovery was, although greater than the circular
nozzle, less than the equilateral triangular nozzle. Similar to the investigations of Mi
et al. Quinn shows the domination of the jet flow by pairs of counter-rotating vortices
emanating from the corners of the nozzle which influence the mixing along with the
large coherent structures in the near field of the jet.
The examination of the flow through a rectangular nozzle has also been extens-
ively studied. Sforza et al.[95], Trentacoste and Sforza[106] and Sforza[94] initially
investigated rectangular nozzles. Their experimental and theoretical studies divided
the exhaust plume of an incompressible jet into three sections: the potential core,
where the centreline velocity uc is constant; and two decay regions. The first decay
region, the characteristic decay, is a two-dimensional decay where u2c ∝ x−n and n ≈ 1
whilst the second decay region, the axisymmetric decay, is akin to the decay to infinity
of axisymmetric jets where uc ∝ x−1.
According to the studies by Trentacoste and Sforza[106] the lengths of these three
sections, as well as the value of n, are seen to be functions of the nozzle aspect ratio.
However the experiments by Sfeir[93] dispute the relationship between the nozzle
aspect ratio and the length of the first, two dimensional, decay region. Using aspect
ratios of 10, 20, and 30 Sfeir[93] also noted that the lengths of the three sections
differed when studying the decay of velocity or temperature, since temperature decays
faster.
Tsuchiya et al.[108] later confirmed the findings by Sfeir[93], showing that the
temperature and velocity decay rates differ from each other using turbulent free jets
issuing from rectangular exits. Tsuchiya et al. studied the effects of small aspect
ratios and various upstream geometries, namely a smooth contraction, orifice plate and
400mm duct and discovered that axis switching occurs in the various experiments. Mi
et al.[67, 66], Gutmark and Grinstein[36] and Miller et al.[69] have also studied the
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effects on the evolution of the jet plume for a variety of nozzles, (including rectangular
nozzles).
The use of LES for flow predictions, especially those involving the prediction of
noise, has increased in recent years. Typically studies using LES have been con-
strained to axi-symmetric nozzles, Mendez et al. [62] and Khalighi et al. [50], however
rectangular nozzles are beginning to be investigated as well, Nichols et al.[73] These
studies have shown a very good agreement between the experimental data and the
LES predictions.
5.3. Benchmark Experimental Setup
The experimental work of Behrouzi and McGuirk[11, 13] and Behrouzi, McGuirk
and Wang[14] was used in order to validate the Hydra code and assess its limitations
with respect to the jet from a high aspect ratio nozzle. The experiments used an LDA
system to measure the velocity and Pitot probes for the pressure. Schlieren images were
also taken of the flow using a rainbow filter to provide a contrast between compression
and expansion waves. The experimental setup used in the RRLU1 experimental work
of Behrouzi and McGuirk is shown in Figure 5.6.
Figure 5.6. Experimental configuration of the rectangular nozzle used
in the validation study.
5.4. Numerical Configuration
The experiment was replicated using the ANSYS ICEM CFD software for geometry
and mesh production (using an unstructured hexahedral mesh) and then simulated
using the Rolls-Royce Hydra CFD code.
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5.4.1. Geometry. A break down of the modelled geometry of the RRLU1 exper-
imental duct is displayed in Figure 5.7 and Figure 5.8. The inlet section is 97.62mm
long, with a rectangular cross-section 91.68mm× 25mm, this is followed by a straight
converging-diverging nozzle with a contraction section, 67.6mm in length, reducing
the height by 47.6% to 13.1mm at the throat. The divergent section of the nozzle
comprises of a 55.78mm duct with an increase in duct height of 16.2% to 15.74mm.
The nozzle was designed for Mach 1.5 with the throat and nozzle having an aspect
ratio of 7:1 and 5.8:1 respectively. The final element of the geometry is the coflow
domain, starting at the throat and continuing 15Dh after the nozzle exit. This has a
radius of 4Dh from the throat to the end of the nozzle, increasing to a radius of 5Dh
at the outlet plane. Whilst these spanwise domain limits are quite small preliminary
calculations have shown that these radii and the corresponding boundary conditions
are sufficient for such calculations.
Figure 5.7. RRLU1 nozzle dimensions.
Inlet duct Contraction Nozzle and coflow domain
and coflow inlet
Figure 5.8. Geometry of the RRLU1 nozzle.
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5.4.2. Mesh. The domain of the geometry outlined in Subsection 5.4.1 uses a
hexahedral mesh comprising of approximately 65.5 million nodes. The same mesh
is used for both RANS simulations and LES, although this means that the mesh is
significantly finer than is necessary for a RANS calculation it eliminates any possibly
of mesh dependency influencing the results of the RANS simulations. The blocking
structure used in the mesh is shown in Figure 5.9; Figure 5.10 displays a simple
overview of the mesh and Figure 5.11 provides a more detailed breakdown of the
constituent parts.
The inlet section, as seen in Figure 5.11a, is 153 nodes long with a cross-section
of 150 × 220 nodes. This is followed by the contraction section, Figure 5.11c, which
comprise of a uniform distribution of nodes spaced approximately 0.5mm apart. The
divergent section of the nozzle contains 220 nodes along the length and can be seen in
Figure 5.11b, the Y + at the nozzle exit is approximately 1.2. The coflow, Figure 5.11d,
is split into three parts in the streamwise direction. The first section surrounds the
nozzle and the second extends 2.5Dh downstream of the nozzle requiring 230 nodes in
the streamwise direction. The rest of the coflow is then covered by a further 150 nodes
in the streamwise direction with the radial component of the coflow containing 40
nodes.
Figure 5.9. Blocking structure of the RRLU1 nozzle.
5.5. Boundary Conditions
The boundary conditions for the nozzle inlet and coflow were drawn from the
experiments of Behrouzi and McGuirk[11, 13]; Table 5.1 gives an overview of the
model constants and boundary conditions. The pressure of the coflow was set to
5pa above Ps in order to force the direction of the coflow downstream and prevent
negative flow regions. The kinetic turbulent energy and dissipation rate were given by
k = 1.5 m2/s2 and  = 3 850 m2/s3 in line with a u− rmsc = 1 m/s.
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Figure 5.10. Overview of the rectangular nozzle validation mesh used.
For the LES calculation, the timestep was calculated from the k- simulation using:
Timestep = min
{
min{xi}
max{ui}
}
(5.5.1)
where xi is the length of a cell, and ui is the velocity, in the i
th direction. The minimum
time is then taken to ensure that the solver can capture the flow at its fastest point
irrespective of location. This means that any eddy will be evaluated at every cell along
its path at least once and therefore contribute to the mean flow. However, due to the
disparity in timescales within the geometry, that is the timestep further downstream
is significantly larger than the minimum as the cell sizes are larger and the flow is
slower, it takes much longer to average the downstream flow and therefore requires
longer computation times.
The minimum timestep found, and used, is 0.114× 10−6 s leading to the majority
of the flow having a CFLmax < 0.2. At the nozzle exit the CFLmax rises to 0.7 in the
bulk flow and reaches unity at the corners of the duct. A value of between 0.25 and
0.35 was used for the WALE constant, equivalent to a Smagorinsky constant of around
0.1 to 0.15. The timestep is equivalent to 0.001816 non-dimensional time units. The
mean flow was averaged across 30, 000 samples with each sample taken 10 timesteps
apart. The mean is therefore taken over 0.0342 s, equivalent to 22.5 complete flow
through lives of the domain at fully expanded jet velocity.
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(a) Inlet and straight duct section
(b) Nozzle outer geometry
0
(c) Convergent-divergent nozzle section
(d) Outlet and coflow sections.
Figure 5.11. Mesh of the RRLU1 nozzle.
5.6. Over-expanded Jet Plume Results (NPR = 2.5)
The axial-velocity measurements taken along the centreline of the duct are shown
in Figure 5.12 (page 76). Here, as expected, the potential core of the jet is signific-
antly longer for the k- RANS simulation than the experimental LDA data, extending
3 − 4Dh before starting to decay. The WALE SGS model appears to accurately pre-
dict the potential core and initial decay rate, however, the shock cell locations are
shifted slightly towards the nozzle indicating a slightly lower NPR than seen in the
experimental LDA data
Figure 5.13 (page 77) shows the comparison of axial velocity across the minor axis
plane of the duct between the LDA experimental data, RANS k- simulation and
74
5.6. JET PLUME RESULTS CHAPTER 5: RECTANGULAR NOZZLES
Model Parameters
Dh 0.02292 m T 288.16 K
ρ 1.226 kg/m3 Pc 101 330 Pa
Pi 253 312.5 Pa Po 101 325 Pa
Re 9.488× 104 Cµ 0.09
ki 84.4 m
2/s2 kc 1.5 m
2/s2
i 2.17× 106 m2/s3 c 6850 m2/s3
ωi 284 360.19 s
−1 ωc 507.4˙07˙. s−1
Additional Experimental Parameters
ui 123 m/s uc 5 m/s
u− rmsi 7.5 m/s u− rmsc 1 m/s
µt;i = 20µ0 3.6242× 10−4 kg/(m · s) µt;c = 2µ0 3.6242× 10−5 kg/(m · s)
Table 5.1. Model and Boundary Conditions for Rectangular Nozzle
Validation
the LES WALE model. The potential core of the RANS simulation, Figure 5.13b, is
significantly longer than that of the experiment whilst the LES potential core length
is shorter, giving a more accurate prediction of the potential core length as seen above
in Figure 5.12.
The rates of decay for the the experiment and both CFD methods share similarities
with those predicted by Sforza et al[94, 95, 106]. Excluding the fluctuations associ-
ated with the shock cells, the length of the potential core sees a constant velocity of
uc. For the first 5−6Dh after the end of the potential core, around 4Dh downstream of
the nozzle exit for the experimental data and the LES data, a decay rate of u2c ∝ x−0.8
is seen. For the second decay region, starting around 6Dh downstream (14Dh for the
RANS simulation) the decay slows to uc ∝ x−1.
Several axial planes are seen in Figure 5.14 showing the axial velocity. The high
aspect ratio of the nozzle can easily be seen in the flow visualisations here. In Fig-
ure 5.14a we can see that the final plane, x/Dh = 15, is a different shape to the same
plane in Figure 5.14b emphasising the effect of the over-prediction of the potential
core in the k- case.
The mean visualisations of the two CFD simulations pictured in Figure 5.13 clearly
show evidence of shock cell structures which are not obvious in the visualisation of the
LDA measurements. In order to establish the presence and location of shock cell
structures in the experiment Behrouzi and McGuirk used Schlieren images of the flow,
taken using a rainbow filter, to highlight the changes in density associated with the
development of shock cell structures. In Figure 5.15 the axial density gradient of the
simulations have been used as a pseudo-Schlieren in order to compare the predicted
shock cell structures with those seen in the schlieren imaging across the minor axis
plane of the jet. Whilst this does not give a perfect reproduction of the schlieren
imaging technique, since the axial density gradient is taken on a plane rather than
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integrated through on the light path, this method does give good representation of
the technique. Figure 5.15 shows that the overall jet structure of the experiment is
matched by the two simulations and both show the presence of shock cells. The k-
case displays clearly displays eight shock cells, one more than seen in the experiment
which is consistent with the longer potential core length.
Figure 5.16 and Figure 5.17 compare the axial velocity at several axial locations
across the major and minor axis respectively. In each location, both in the major and
minor axes, the LES significantly out performs the RANS simulation, matching both
the centreline velocity and the gradient in the shear layer. The RANS simulation tends
to over predict the centreline velocity and consequently has a steeper gradient in the
shear layer. It should also be noted that the double peak in the velocity profile at the
first axial station, x/Dh = 1, is due to the location of the shock cell relative to the
axial station.
An instantaneous visualisation of Mach 0.5 is shown in Figure 5.18. We can see
that small scale fluctuations are generated at the nozzle lip and there is no laminar like
initial shear layer. Figure 5.19 shows the ratio of the mean sub-grid scale viscosity to
molecular viscosity. If this ratio is high, then significant stress is being carried by the
sub-grid scale model and so the solution is a poorly resolved LES, conversely where
the ratio is low the solution is well resolved. The plot clearly shows the importance of
grid resolution and how sub-grid scale viscosity scales with l2. The fine mesh region
aligned with the nozzle lip is well resolved, but the expansion of the grid away from
this coupled with significant unsteadiness gives a high mean sub-grid scale viscosity.
This shows that highly clustered grids tailored to resolve mean gradients typically used
in RANS calculations are poor for LES and small grid spacing needs to be maintained
in all regions where unsteadiness is expected.
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Figure 5.12. Centreline comparison of axial velocity.
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(a) Experimental LDA data
(b) k- RANS
(c) WALE LES mean
(d) WALE LES instantaneous
m/s
Figure 5.13. Flow visualisation of axial velocity across the minor axis
plane.
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(a) k- RANS
(b) WALE LES mean
(c) WALE LES instantaneous
m/s
Figure 5.14. Flow visualisation of axial velocity at the nozzle exit,
5Dh, 10Dh and 15Dh downstream.
78
5.6. JET PLUME RESULTS CHAPTER 5: RECTANGULAR NOZZLES
(a) Experiment Schlieren image
(b) k- RANS
(c) WALE LES mean
(d) WALE LES instantaneous
Figure 5.15. Schlieren image and CFD visualisation of the minor axis
plane.
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Figure 5.16. Major axis comparison of axial velocity.
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Figure 5.17. Minor axis comparison of axial velocity.
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(a) Eddies from the nozzle travelling downstream to the farfield.
(b) Close up of turbulence forming inside the nozzle.
Figure 5.18. Isosurfaces of Mach 0.5 from the WALE simulation.
Figure 5.19. Mean µSGS
µLaminar
ratio flow visualisation across the minor
axis plane.
82
5.7. CLOSURE CHAPTER 5: RECTANGULAR NOZZLES
5.7. Closure
The chapter reviews the literature available surrounding experimental investiga-
tions and computational modelling of high-speed jets through circular and rectangular
nozzles as well as lower speed jets through complex nozzle geometries. A valida-
tion study, based upon the experimental work of Behrouzi and McGuirk[11, 13] and
Behrouzi, McGuirk and Wang [14], is subsequently undertaken to assess the capabil-
ities and limitations of the Rolls Royce Hydra code for flows of this nature.
For a high-speed jet through a high-aspect ratio nozzle the Hydra CFD code pro-
duces a reasonably good agreement with the data for both RANS and LES methods.
However, the RANS modelling of the flow produces an over predicted potential core
length and corresponding over prediction of the axial-velocity across cross-section of
the jet plume from three Dh downstream of the nozzle exit.
The LES predictions of the the jet plume structure, including axial velocity pre-
dictions and shock cell structures, show an improvement over the RANS predictions.
An immediate transition to small scale turbulence at the nozzle exit is also seen for
the LES predictions using the WALE SGS model, a significant improvement over the
typical highly-laminar region found after the nozzle exit when using the Smagorinsky
SGS model[117].
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CHAPTER 6
Unconventional Aero-engine Exhaust System
In line with the objectives of this thesis, outlined in Section 1.3, this chapter will
explore the concept of coupling a convoluted duct to a high aspect ratio convergent-
divergent nozzle. For the specific example covered in this chapter the divergent section
of the nozzle from the RRLU1 test duct[11, 13, 14] is coupled to a convergent S-bend
duct. The complete, coupled geometry, regardless of the circumferential extent of
the S-bend section, is known from herein as an Unconventional Aero-engine Exhaust
System (UAES).
The duct width and the convergence ratio along the S-bend is kept constant
throughout the different versions of the UAES and remains in line with the width
and convergence ratio of the RRLU1 test duct. This is done in order to maintain
approximately consistent flow conditions through the nozzle; therefore only varying
the circumferential extent of the upstream duct instead of multiple parameters.
Three variations of S-Duct Circumferential extent (SDC) are considered in this
chapter: a 53.1◦ circumferential extent emulating the S-bend of Ng et al., a 70◦ circum-
ferential extent and a 90◦ circumferential extent. Each of these three circumferential
extents lead to a 1.09Dh offset between the centre of the upstream duct and that of
the nozzle. This offset limits the chance of a direct line of sight from being drawn to
inside the engine; the only available lines of sight come from a shallow angles above the
centreline of the nozzle. Available lines of sight can be further limited by increasing
the circumferential extent of the contraction and by 70◦ it is impossible to draw a line
of sight past the S-duct contraction.
The geometry and mesh details for the three versions of the UAES are initially
outlined in the first section along with the results and comparisons for both RANS
and LES methodologies in Section 6.2 and Section 6.3 respectively. In both of these
sections the results for the straight contraction used in the validation of a rectangular
nozzle (Chapter 5) are also included in this chapter for comparative purposes.
A further numerical study is explored in Section 6.4 where realistic inlet conditions
are implemented at the start of the LES simulation for the 70◦ UAES case using the
synthetic eddy method developed in Chapter 3.
6.1. Computational Setup
The initial set of geometries used for the analysis of the UAES are shown in Fig-
ure 6.1 and Figure 6.2. The inlet section is 97.62mm long, with a rectangular cross-
section 91.68mm×25mm, in line with the RRLU1 experiment described in Section 5.3;
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this is followed by one of the four test sections. The first test section, 0◦ SDC, is shown
purely for comparative reasons; it is the contraction section of the RRLU1 experiment.
As previously mentioned, this test section is a 67.6mm duct which reduces the height
by 47.6% to 13.1mm at the throat. The alternate test sections, specifically modelled
for this work, couple the contraction with a convolution, distorting the contraction into
an S-bend such that the inlet is offset from the nozzle exit. The three centreline cir-
cumferential extents of the contracting S-bend duct are 53.1◦ (matching the centreline
angle of curvature of the Ng et al.[72] S-bend duct experiment used in the validation
study of Chapter 4), 70◦ and 90◦. All three test sections maintain a 1.09Dh offset
between the centreline of the inlet and the centreline of the throat of the nozzle along
with a contraction ratio in line with the RRLU1 experiment.
The divergent section of the nozzle remains constant through the three separate test
sections and, similarly to the divergent section in Section 5.3, comprises of a 55.78mm
duct with an increase in duct height of 16.2% to 15.74mm. The final element of the
geometry is the coflow domain, starting at the throat and continuing 15Dh after the
nozzle exit. This has a radius of 4Dh at the coflow inlet and a radius of 5Dh at the
edge of the domain, the coflow exit. As noted previously in Section 5.4.1, whilst the
spanwise domain limits are quite small preliminary calculations have shown that it is
sufficient for such calculations.
A second set of meshes for the UAES geometries were also created for the LES
simulations where the duct has realistic inlet conditions. The alternate meshes are
more refined, with approximately 170 million nodes per mesh. Further details of these
alternate meshes are outlined in Section 6.4.1.
The initial UAES series of simulations uses a hexahedral mesh comprising of ap-
proximately 65.5− 67.5 million nodes dependent on the test section. The same mesh
is used for both RANS simulations and LES with basic inlet conditions. Although
the mesh is significantly finer than is necessary for a RANS calculation it eliminates
any possibility of mesh dependency influencing the results and also allows the RANS
results to be used for the initialisation of the LES, thus reducing the time necessary
to achieve a developed flow over which mean sampling can occur.
The inlet section, as seen in Figure 6.3a, is 153 nodes long with a cross-section of
150× 220 nodes. This is followed by one of the test sections, Figures 6.3c- 6.3f, which
comprise of a uniform distribution of nodes spaced approximately 0.5mm apart along
the major curves. Due to the severity of the circumferential extent, the 90◦ test section
includes transition sections between inner and outer curves to allow for a more gradual
change in streamwise node spacing. The nozzle section contains 220 nodes along the
length and can be seen in Figure 6.3b, the y+ at the nozzle exit is approximately 1.2.
The coflow, Figure 6.3g, is split in to three parts in the streamwise direction. The first
section surrounds the nozzle and the second extends 2.5Dh downstream of the nozzle
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requiring 230 nodes. The rest of the coflow is then covered by 150 nodes. The radial
component of the coflow contains 40 nodes.
6.1.1. Boundary Conditions and Processing. The boundary conditions used
for the UAES simulations are the same as those used for the validation of the rect-
angular nozzle (outlined in Table 5.1 of Section 5.5). The RANS simulations were
run for 30 000 iterations using a three stage multi-grid approach. This was to ensure
that any vorticies formed by the S-bend had stabilised in line with the validation work
of Chapter 4. The simulations were run across 72 cores and took approximately 150
hours to run per case.
The initial LES calculations (without synthetic inlet conditions) were sampled over
400 000 timesteps. As in the validation case each time step is 0.114 × 10−6 s giving
an equivalent of 28.5 flow through lives of the domain at fully expanded jet velocity.
These simulations were parallelised across 312 cores, taking approximately three weeks
of run time to achieve a meaningful average for the first 5Dh to 8Dh downstream of
the nozzle exit.
For the LES calculations which used the SEM on the jet inlet plane the refined
mesh used (outlined in further detail in Subsection 6.4.1) drastically increased the
computational time required. Each simulation was run for 0.5 million timesteps across
640-900 cores. This took approximately sixty days of computational time, with an
extra 20 days taken for writing out intermediate files and an approximate total of
1.5 million CPU hours. On the midlands-HPC supercomputer this equates to roughly
£150 000 at a cost of £0.10 per CPU hour.
The number of timesteps for this simulation equates to 40 000 samples for the mean
averaging and about 77 flow throughs of the domain with a timestep of 0.25717×10−6 s.
As with the previous LES calculations, the number of samples for the mean is
sufficient to achieve a meaningful average for the first 5Dh to 8Dh downstream of the
nozzle exit; about 1
3
of the number that would be required to get a meaningful average
to the end of the domain, 15Dh downstream of the nozzle exit.
6.2. RANS modelling of the UAES
Initial predictions of the three UAES geometries were conducted using the k-
RANS model. Although the results of Chapter 4 suggest that the Spallart-Almaras
turbulence model may provide a better representation of the flow through the S-duct
the model is less accurate for free shear layers and jet flows[10]. Therefore the preferred
RANS model for this case is the standard k- model.
The key metrics from the nozzle exit are presented in Table 6.1. The effective
NPR at the nozzle exit is calculated from the mass-weighted average over the nozzle
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exit of the Mach number, M , static pressure, p, and the ambient pressure, p∞ using
Equation 6.2.1. A small (1.7%) reduction in the effective NPR due to losses in the
upstream duct is seen with the inclusion of an S-bend with a 53.1◦ angle of curvature
to the contraction duct. This loss in effective NPR is then seen to reduce more rapidly
when moving to 70◦ and 90◦ S-bends which produce 6% and 11% reductions respect-
ively. The mass flow and total pressure were both measured and averaged over the
nozzle exit for each UAES geometry and subsequently compared to the initial straight
duct case. The percentage losses (for these metrics) are given by Equation 6.2.2. As
might be expected, when increasing the severity of the S-bend angle of curvature there
is a reduction in both mass flow and total pressure, a portion of which is due to losses
caused by the (rapid) change in direction of the flow.
effective NPR =
p
p∞
×
(
1 +
γ − 1
γ
×M2
) γ
γ−1
(6.2.1)
loss =
Xstraight −XUAES
Xstraight
where X is the considered metric. (6.2.2)
From the measured mass flow, m˙, static pressure, p, and streamwise velocity, u,
the thrust was calculated such that
Thrust = m˙u+ (p− p∞)Ae
where Ae denotes the nozzle exit area and p∞ the ambient static pressure. Similarly
to the previous metrics the thrust losses are seen to become more severe with the
changing circumferential extents. The initial thrust loss observed from introducing
an S-bend with a 53.1◦ angle of curvature to the contraction duct could be somewhat
mitigated by optimisation of the duct. However, the losses observed for both 70◦ to 90◦
would be completely unacceptable in the aeronautical industry. It suffices to say that
the thrust losses due to introducing a convolution such as an S-bend to the contraction
section of the nozzle are significant.
SDC Total Pressure Effective NPR Mass Flow Rate Thrust
0◦ 242 103 Pa 2.35 0.7155 kg/s 248.8 Pa ·m2
53.1◦ -1.99% 2.31 -3.57% -5.35%
70◦ -5.98% 2.21 -9.65% -15.02%
90◦ -10.28% 2.09 -12.31% -20.13%
Table 6.1. Numerical effects of altering the SDC on the flow at the
nozzle exit plane for RANS modelling.
Figure 6.4 (page 95) shows the Mach number on the minor axis plane along with
the Mach 1 sonic line (dashed line). Although there is little difference in the 53.1◦ case
there is a clear trend seen in the greater circumferential extents. Both 70◦ and 90◦
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S-bend geometries see an obvious shortening of the potential core length as well as a
deflection in the aerodynamic centreline of the potential core which is raised above the
geometric centreline of the nozzle by approximately 2◦. The latter due to the turning
effect of the oblique shocks found in the nozzle (see Figure 6.8). The deflection is more
obviously seen in the streamlines of Figure 6.5.
Whilst Mach number is typically used to show the flow of a high speed jet, visu-
alisations of axial velocity are used in Figure 6.6 to highlight the changes occurring
in the flow around the exit of the S-bend and the throat of the nozzle. Figure 6.6
displays strong evidence that the boundary layer has the potential to separate from
the lower wall. For the 53.1◦ circumferential extent case the impact of the contracting
S-bend only shows as a slight thickening of the lower boundary layer, and thinning
of the upper. This effect is heightened when increasing circumferential extent; with
the 70◦ case showing a significant thickening and the 90◦ case showing clear signs of
separation and secondary flow of the first kind.
This separation effectively reduces the throat area and consequently alters the
design specifications for supersonic flow. For the 90◦ circumferential extent, analysis
of the mean streamwise velocity in this local region showed that the effective throat
height had decreased by around 10%. This causes the area of the effective throat to
similarly decrease and consequently the design Mach number to change; increasing
from Mach 1.56 to Mach 1.7.
Due to the upward deflection of the potential core in the 70◦ and 90◦ cases the
geometric centreline velocity profile would not be appropriate for a comparison of
the flow. Consequently measurements are taken along the aerodynamic centre of the
plume in order to compare the velocity profiles (shown in Figure 6.7). Here we see
that the potential core length is reduced as the circumferential extent of the S-bend
duct section increases; likewise, a reduction in the ‘fully expanded’ velocity is observed
as the circumferential extent increases.
It is interesting to note that the change in ‘fully expanded’ jet velocity between
the straight duct and 53.1◦ circumferential extent is quite small, approximately 5m/s,
and a similar loss is found when moving from 53.1◦ to 70◦. However, when increasing
the circumferential extent by another 20◦, from 70◦ to 90◦, we see no further loss in
the ‘fully expanded’ jet velocity.
The wavelength of the velocity profiles shown in Figure 6.7, corresponding to the
locations of the shock cells in each case, decrease as the severity of the circumferential
extents increase. This change in wavelength is indicative of a change in NPR and
together with the decrease in ‘fully expanded’ jet velocity confirms the existence of a
reduction in effective NPR as calculated earlier in Table 6.1.
The effect of the upstream duct curvature on the shock cells are shown in Figure 6.8
using the pseudo-schlieren images given by analysing the axial density gradient. Here
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we see, as expected, a decrease in the number of shock cells as well as a reduction in the
length of each individual cell. The reduction in cell length aligns with the decreasing
wavelength of the velocity profiles as the circumferential extent of the S-bend increases
(see Figure 6.7).
The images seen in Figure 6.8 also include the divergent nozzle in comparison to
those shown earlier in Figure 5.15. The imbalances within the fluid profile caused by
the S-bend also cause the shock structures to alter within the divergent section of the
nozzle. In the straight contraction a series of faint crosses from the expansion waves
of the jet are seen inside the duct. When an S-bend is introduced to the contraction
section of the nozzle these crosses are replaced by a single oblique shock wave that
then reflects between the upper and lower surface of the nozzle. Curiously, the shock
wave is strongest for the case with a 70◦ circumferential extent whilst both the 53.1◦
and 90◦ cases are very similar with a weak oblique shock wave structure.
In Figure 6.9 a series of cut planes along the length of the domain are presented
showing the percentage total pressure coefficient based on inlet total and ambient
static pressure. A transverse total pressure gradient exists for the three circumferential
extents across both S-duct and nozzle exit planes. Along the upper edge of the S-duct
exit plane there is a band of high total pressure, this then decreases towards the lower
edge. On the S-duct exit plane the lowest 20% of the duct then sees a sharp rise in
total pressure again however this is not seen in the nozzle exit plane. This transverse
total pressure gradient is caused by the oblique shock waves found in the nozzle and is
particularly noticeable at the throat where not all of the jet profile is supersonic. The
impact of the oblique shocks within the nozzle influences the development of the flow
causing the plume to move and change shape.
The shape of the jet plume is seen to drastically alter between the four cases shown
in Figure 6.9. In the straight duct case, 0◦, we see an octagonal shape emerge from the
nozzle exit which quickly collapses down to a hexagonal shape within the first 5Dh.
This shape subsequently smooths to form an ellipse with the major axis aligned with
the long edge of the duct (we do not see any form of axis switching as investigated
in Section 5.2). The long edges of the plume ‘bow’ slightly towards the centre of the
plume; causing the middle section of the plume to be thinner than its minor edges.
The development of the plume for the smallest circumferential extent case, 53.1◦,
is very similar to that of the straight duct case. The hexagonal shape of the plume is
formed more quickly in the 53.1◦ case; by 1Dh downstream the lower half of the plume
has developed faster, appearing closer to the shape of the lower half of the plume 2Dh
downstream in the 0◦ case, which causes the sloped edges to merge earlier. The faster
development of the lower half of the plume can be attributed to the impact of the
oblique shocks seen in the nozzle. The ‘bowing’ of the long edges seen in the straight
contraction case is again seen here, slightly emphasised on the lower half of the plume
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in comparison to the 0◦ case. As the plume develops further a more trapezoidal shape
is formed by 5Dh. However, by the end of the domain the resulting plume is very
similar to that of the 0◦ case, almost within a computational error margin.
In both 70◦ and 90◦ cases the stronger oblique shocks present in the nozzle are
seen to impact the development of the flow more aggressively than the 53.1◦ case. The
edges of the lower half of the plume completely dominate the development of the short
edges of the plume with both 70◦ and 90◦ cases forming a trapezoidal shape by 1Dh
downstream. The combination of the drop in axial velocity (due to thrust losses) and
the deflection of the plume by the oblique shocks lead to the upper half of the plume
being sustained much longer than the lower half. This exaggerates the effect of the
‘bowing’ of upper and lower long edges seen earlier; forming a ‘horn-like’ structure
at the four corners of the trapezoidal plume shape in both S-bend circumferential
extent cases. Furthermore, the swifter mixing of the central region means that by
15Dh downstream of the nozzle exit the jet plume has become more circular, around
two thirds of the width of the plume emanating from the nozzle with the straight
contraction.
Visualisations of turbulent kinetic energy are given in Figure 6.10 and Figure 6.11
for the minor axis plane and the cut plane 5Dh downstream of the nozzle exit re-
spectively. In the minor axis plane we see very similar features to the Mach number
visualisations (Figure 6.4) seen earlier. The ‘deflection’ of the aerodynamic centreline
of the plume from the geometric centreline is quite obvious for the higher circumferen-
tial extent cases whilst in the cut planes we again see the trapezoidal structure of the
jet plume found in the percentage total pressure coefficient visualisations (Figure 6.9).
In the 90◦ circumferential extent case it can also be seen that the severity of the S-
bend has increased levels of turbulent kinetic energy in the nozzle along the lower wall;
indicative of separation occurring at the throat.
6.2.1. Overview. The impact of introducing a convolution, in the shape of an
S-bend, to the contraction section of a convergent-divergent nozzle using RANS has
shown that:
(i) A decrease in thrust output is observed as the circumferential extent of the
S-bend increases;
(ii) A drop in effective NPR is observed as the circumferential extent of the S-bend
increases;
(iii) The shape and length of the nozzle plume is significantly altered by high
circumferential extent S-bend ducts;
(iv) For high circumferential extent S-bend ducts a separation occurs at the throat
of the nozzle, reducing the throat area and increasing the design Mach number;
(v) An oblique shock wave is formed within the divergent section of the nozzle
due to the S-bend shape introduced to the contracting section.
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(vi) . . . which causes a deflection of the jet plume away from the centreline.
The most important point to note here is that the decrease in thrust output is prohib-
itively high for all S-bend ducts examined here however, with some optimisation the
53.1◦ case may become viable. In general, when introducing such convolutions to an
exhaust system the S-bend curve required to achieve the desired offset must be shallow
and over a long length of duct.
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(a) RRLU1 nozzle (0◦ SDC)
(b) UAES nozzle (53.1◦ SDC)
(c) UAES nozzle (70◦ SDC)
(d) UAES nozzle (90◦ SDC)
Figure 6.1. Dimensions of the RRLU1 nozzle and three UAES nozzles
of differing circumferential extents.
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Inlet duct 0◦ SDC Nozzle and coflow domain
53.1◦ SDC 70◦ SDC 90◦ SDC
Figure 6.2. Geometry of the UAES Nozzle Series.
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(a) Inlet and straight duct section
(b) Nozzle outer geometry
(c) 0◦ S-bend and divergent section (d) 53.1◦ S-bend and divergent section
(e) 70◦ S-bend and divergent section (f) 90◦ S-bend and divergent section
(g) Outlet and coflow sections.
Figure 6.3. Mesh of the UAES series nozzles.
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(a) 0◦ circumferential extent S-duct
(b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct
(d) 90◦ circumferential extent S-duct
Figure 6.4. RANS flow visualisation of Mach number across the minor
axis plane. The dashed line represents the sonic line, where Mach 1
occurs.
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(a) 0◦ circumferential extent S-duct
(b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct
(d) 90◦ circumferential extent S-duct
Figure 6.5. RANS visualisation of streamlines from the exhaust sys-
tem, aligned to the minor axis plane. The horizontal red line denotes
the geometric centreline of the duct whilst the vertical red line marks
the position of the throat.
96
6.2. RANS MODELLING OF THE UAES CHAPTER 6: UAES
(a) 0◦ circumferential extent S-duct
(b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct
(d) 90◦ circumferential extent S-duct
m/s
Figure 6.6. RANS flow visualisation of axial velocity at the nozzle
throat, across the minor axis plane.
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Figure 6.7. Axial-velocity comparison along the aerodynamic centre
of the plume using the k- turbulence model.
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(a) 0◦ circumferential extent S-duct
(b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct
(d) 90◦ circumferential extent S-duct
Figure 6.8. RANS axial density gradient CFD visualisations of the
minor axis plane.
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Figure 6.9. RANS cross-section flow visualisations of percentage total pressure coefficient.
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(a) 0◦ circumferential extent S-duct
(b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct
(d) 90◦ circumferential extent S-duct
m2/s2
Figure 6.10. RANS flow visualisation of turbulent kinetic energy
across the minor axis plane.
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(a) 0◦ circumferential extent S-duct (b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct (d) 90◦ circumferential extent S-duct
m2/s2
Figure 6.11. RANS flow visualisation of turbulent kinetic energy at
5Dh downstream of the nozzle exit.
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6.3. LES modelling of the UAES
Although RANS is widely used in the aeronautical industry it has been shown in
Chapter 4 that it is unsuitable for flows through S-bend ducts. The unusual features
seen in the RANS simulations of the preceding section, such as the deflection of the
potential core or the trapezoidal shape of the cross-section of the plume, may be an
artifact of the RANS approach and not the flow. Consequently a study was undertaken
using LES and the WALE sub-grid scale model.
Similar to the RANS results, a reduction in the potential core length can be seen
in the Mach profiles taken on the minor axis plane of the three UAES cases; shown
in Figure 6.12, page 108. All three cases show substantially shorter core lengths than
their corresponding RANS cases, however, since the RANS modelling has been shown
to over predict the potential core length of a jet in Section 5.6, this behaviour is
entirely expected. In contrast to the RANS predictions, the centre of the potential
core in the LES simulations is seen to be deflected in the opposite direction to that
observed in the RANS predictions and to a similar magnitude for the 70◦ and 90◦
circumferential extent S-duct cases. This is likewise emphasised in the streamline
traces of Figure 6.13 however the cause is a little less obvious. Whilst the oblique
shocks are again present in the nozzle, it is the laminar-like separation found near the
end of the nozzle that has the greatest impact on the direction of the plume. Since the
laminar-like separation occurs on the lower edge before the upper the plume behaves
as if an aft-deck is present; decelerating the flow on one side due to friction and hence
deflecting the plume towards that edge.
For the 70◦ and 90◦ cases it can be seen that the flow inside the nozzle separates
from the nozzle walls just prior to the nozzle exit. This can be indicative of a drop
in NPR, creating an even more over-expanded flow from the nozzle, which is in part
confirmed by the corresponding metrics of the flow in Table 6.2. However, the drop in
NPR is also combined with the low turbulence found in the nozzle flow which leads to
a laminar-like separation of the boundary layer from the walls.
The metrics discussed in the RANS modelling (total pressure loss, effective NPR,
reduction in mass flow rate and thrust loss) are given for the LES cases in Table 6.2.
There are a few differences between the LES and RANS simulations. The effective NPR
is slightly higher for the LES cases and for both the 70◦ and 90◦ circumferential extent
S-ducts a greater reduction in mass flow rate is observed in comparison to the RANS
simulations. The most notable difference, however, is the reduction in thrust loss seen
in the 53.1◦ S-duct LES case which is less than three quarters of that found in the
RANS simulation. Whilst the thrust losses for the two greater S-bend circumferential
extents, 70◦ and 90◦, are still far from being acceptable losses in the aeronautical
industry the 53.1◦ case could quite feasibly be used with some optimisation.
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SDC Total Pressure Effective NPR Mass Flow Rate Thrust
0◦ 242 889 Pa 2.35 0.7120 kg/s 248.5 Pa ·m2
53.1◦ -0.85% 2.34 -2.82% -3.89%
70◦ -6.02% 2.18 -10.01% -14.99%
90◦ -7.88% 2.14 -13.92% -20.41%
Table 6.2. Numerical effects of altering the SDC on the flow at the
nozzle exit plane for LES modelling.
Figure 6.14 compares the velocity along the aerodynamic centre of the plume
between the RANS and large eddy simulations for the three S-duct cases (as stated in
Section 6.2, due to the deflection of the potential core in the RANS simulations the
centre of the plume is used for the comparison data). In all three S-duct curvatures
we see a similar reduction in the potential core length as well as a shift in the shock
cell location that was also seen in the equivalent comparison in the validation study
(Section 5.4, Figure 5.12). The amplitude of the waves is also seen to be different
with the three LES calculations. Initially, the first drop in axial velocity is reduced,
however, the subsequent peaks are all higher until the potential core begins to end
(around the penultimate peak of the profile).
In Figure 6.15 we combine the three UAES LES cases with the corresponding LES
validation case of Section 5.6 to produce a comparison similar to Figure 6.7. As before
we see that there the velocity profiles form two pairs with similar features, the small
circumferential extent (straight duct 0◦ and 53.1◦) cases and the large circumferential
extent (70◦ and 90◦) cases. All four cases show almost no change in ‘fully expanded’
jet velocity unlike the RANS cases, however, between the pairs there is a significant
difference in potential core length and wavelength of the velocity profile during region
where the shock cells occur.
The wavelength of the 53.1◦ case is slightly smaller than that of the 0◦ case, in-
dicative of a small drop in effective NPR, similar to the behaviour seen in the RANS
cases and reflected in the metrics of Table 6.2. The 70◦ case likewise shows a reduction
in wavelength, but to a greater extent than that of the 53.1◦ case. This is again quite
similar to that found with the RANS cases, however, the wavelength of the 90◦ case
appears to be the same as the 70◦ case. Instead, the amplitude of the waves change
so that by the second peak the 90◦ case is around half the height of the corresponding
peak for the 70◦ case.
It should be noted here that there were some issues in keeping the 70◦ case simula-
tion stable for the LES calculations. It would be beneficial for the mesh to receive the
same treatment as the mesh for the 90◦ case did in future work, namely adapting the
S-bend section to include transition sections of mesh between inner and outer curves in
order to give a more gradual change to the node spacing. Due to this instability 30%
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fewer samples were obtained for the mean of the 70◦ case, too few to provide a statist-
ically meaningful average beyond the potential core region (around 4Dh downstream
of the nozzle exit).
The axial density gradient visualisations for LES (Figure 6.16) also show similar
trends to those of the RANS simulations. Fewer shock cells are seen with increasing
circumferential extent as well as a shift in location corresponding to the drop in effective
NPR. As with the RANS cases, the occurrence of an oblique shock wave is seen inside
the nozzle for the three UAES cases. For the 53.1◦ case the shock structure inside the
nozzle is very similar to that found in the equivalent RANS case however both 70◦ and
90◦ cases differ from from the RANS results. The two greater circumferential extent
cases show evidence of two oblique shock waves, starting together just after the throat
and separating as they are reflected from the upper surface of the nozzle. Unlike with
the RANS results, the 90◦ case has a shock cell structure similar (in both shape and
intensity) to that of the 70◦ case inside the nozzle instead of the 53.1◦ case.
In Figure 6.17 we again see a series of cut planes along the length of the domain
showing percentage total pressure coefficient, similar to those in Figure 6.9. Although
the evolution of the profiles for the validation, straight duct, case match reasonably
well against the RANS predictions seen earlier (allowing for the effects of a shorter
potential core) there is a significant difference between the solutions of the two CFD
methods. The most obvious difference lies in the shape of the potential core. The
distinct octagonal and hexahedral shape seen in the RANS visualisations of the 0◦ case
is notably absent from the corresponding LES visualisations. Instead, the rectangular
shape of the nozzle is sustained throughout the first 2Dh downstream before the corners
smooth to form an ellipse by 5Dh downstream. The bowing of the edges of the plume
is again seen, however this is limited to the core of the plume where the exit total
pressure is maintained. By the end of the domain, 15Dh downstream of the nozzle,
the plume has mostly mixed with the free stream with only a small circular region of
above ambient pressure remaining.
In the three alternate circumferential extent S-ducts the band of low pressure pre-
viously observed at the S-bend exit and Nozzle exit of the RANS visualisations is
absent. At the S-bend exit a uniform total pressure profile is seen for all three LES
cases, likewise a symmetric total pressure profile is seen at the nozzle exit. Whilst the
53.1◦ profile at the nozzle exit is similar to that of the 0◦ case both 70◦ and 90◦ cases
show a band of lower total pressure (around 15% of the nozzle height) at the edges of
the upper and lower halves of the plume. This is in contrast to the RANS simulations
where much of the lower half of the profile had a lower total pressure. In the case of the
LES simulations, this band of lower total pressure is due to the laminar-like separation
of the plume from the divergent section of the nozzle and the drop in effective NPR
seen previously in Figure 6.12, however, it has the knock on effect of reducing the area
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of the high total pressure region of the plume; thus reducing the length downstream
before the core is mixed out.
For all cases the shape of the plume remains roughly the same at each of the five
axial stations downstream of the nozzle exit. In the first two axial stations, 1Dh and
2Dh downstream, the plumes are rectangular with slightly rounded corners in the two
greater circumferential extent cases) and by 5Dh the plume from each of the cases
has turned into a ellipse. This ellipse is seen to continue beyond 10Dh downstream
and at the edge of the domain, 15Dh, the plume has almost completely mixed out,
leaving a small circle of higher than ambient total pressure. However, the number of
samples available for the mean and the lower velocities found outside the potential
core region (much beyond 5Dh downstream) implies that there will be potentially
insufficient samples for the mean visualisations, hence the lack of resolution found
from 5Dh onwards.
Visualisations of turbulent kinetic energy are given in Figure 6.18 and Figure 6.19
for the minor axis plane and the cut plane 5Dh downstream of the nozzle exit respect-
ively. Similarly to the RANS cases we see that in the minor axis plane there are very
similar features to the those seen in the Mach number visualisations (Figure 6.12).
The shortening of the potential core and the lack of a ‘deflection’ as seen in the RANS
cases. Likewise, in the cut planes we again see the more uniform, ellipsoidal struc-
ture of the jet plume found in the percentage total pressure coefficient visualisations
(Figure 6.17).
In the 90◦ circumferential extent case it can again be seen that the severity of the
S-bend has increased levels of turbulent kinetic energy in the nozzle along the lower
wall; indicative of separation occurring at the throat. This can also be seen for both
the 53.1◦ case and 70◦ case, with both upper and lower walls subject to the increased
levels of turbulent kinetic energy in the latter.
It should be noted that the 70◦ case appears to have a lot of ‘noise’ in the flow
visualisations. This is due to the instability in the 70◦ case mentioned previously
that has caused 30% fewer samples for the mean averaging and therefore creates a
‘non-converged’ look to the visualisation.
6.3.1. Overview. Similar to what was seen in Section 6.2, the LES predictions
show some of the same key features for the flow through a convoluted convergent-
divergent nozzle:
(i) A decrease in thrust output is observed as the circumferential extent of the
S-bend increases;
(ii) A drop in effective NPR is observed as the circumferential extent of the S-bend
increases;
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(iii) For high circumferential extent S-bend ducts a separation occurs at the throat
of the nozzle, reducing the throat area and increasing the design Mach number;
(iv) An oblique shock wave is formed within the divergent section of the nozzle
due to the S-bend shape introduced to the contracting section.
However, the multi-sided and unique shape to the developed plumes of all RANS
cases are not replicated by the LES calculations. Likewise the transverse total pres-
sure gradients observed in the RANS cases at the nozzle exit are absent from the
LES results. This suggests that using RANS to perform this type of calculation is
inadvisable as, not only are the potential core lengths incorrectly simulated, but the
shape and development of the plume are highly sensitive to potentially incorrect total
pressure profiles inside the nozzle.
The laminar like separations found at the nozzle exit and deflections in the plume
for the LES of the high circumferential extent cases clearly show that the results of
the simulations are highly sensitive to the choice of CFD approach.
Although relatively minor differences were found in the results of the S-bend val-
idation between the LES with and without the artificial inlet conditions the case
considered did not take into account the high curvatures seen in this chapter. S-bend
curvatures of this magnitude, above 53.1◦ to 90◦, may be much more sensitive to the
inclusion of realistic inlet conditions. The addition of realistic turbulence to the inlet
plane will potentially help stop the unrealistic laminar-like separation found in the
nozzle from occurring.
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(a) 0◦ S-Duct Curvature
(b) 53.1◦ S-Duct Curvature
(c) 70◦ S-Duct Curvature
(d) 90◦ S-Duct Curvature
Figure 6.12. LES flow visualisation of Mach number across the minor
axis plane. The dashed line represents the sonic line, where Mach 1
occurs.
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(a) 0◦ S-Duct Curvature
(b) 53.1◦ S-Duct Curvature
(c) 70◦ S-Duct Curvature
(d) 90◦ S-Duct Curvature
Figure 6.13. LES visualisation of streamlines from the exhaust sys-
tem, aligned to the minor axis plane. The horizontal red line denotes
the geometric centreline of the duct whilst the vertical red line marks
the position of the throat.
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Figure 6.14. Mean axial velocity comparison along the aerodynamic
centre of the plume between RANS and LES.
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Figure 6.15. Mean axial velocity comparison along the aerodynamic
centre of the plume using the WALE SGS model.
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(a) 0◦ S-Duct Curvature
(b) 53.1◦ S-Duct Curvature
(c) 70◦ S-Duct Curvature
(d) 90◦ S-Duct Curvature
Figure 6.16. Mean LES axial density gradient CFD visualisation of
the minor axis plane.
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Figure 6.17. LES cross-section flow visualisations of total pressure coefficient.
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(a) 0◦ circumferential extent S-duct
(b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct
(d) 90◦ circumferential extent S-duct
m2/s2
Figure 6.18. LES flow visualisation of mean turbulent kinetic energy
across the minor axis plane.
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(a) 0◦ circumferential extent S-duct (b) 53.1◦ circumferential extent S-duct
(c) 70◦ circumferential extent S-duct (d) 90◦ circumferential extent S-duct
m2/s2
Figure 6.19. LES flow visualisation of mean turbulent kinetic energy
at 5Dh downstream of the nozzle exit.
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6.4. LES modelling of the UAES using artificial inlet conditions
Given the improvements of using synthetic inlet conditions for LES of S-bend
ducts shown in Section 4.5 an additional simulation was conducted for the UAES
geometry series. However, in order to retain the turbulent fluctuations produced by
the Synthetic Eddy Method from Chapter 3 the mesh of the UAES requires significant
further refinement.
6.4.1. UAES Computational Setup Modifications. To ensure that the mesh
was of high enough quality for the turbulence produced by the SEM to propagate
downstream into the S-bend it was decided that the mesh used should be refined
further. The aim of the refinement would be to match the mesh statistics (wall normal
and corresponding streamwise cell lengths) to those used in the validation case of the
SEM (Subsection 3.2.4). As the simulations are expensive and time consuming, this
refinement would limit the risk involved in the synthetic fluctuations being damped
out by the sub-grid scale model as well as keeping consistant with the earlier tests
involving the S-bend duct in Chapter 4. In future, coarser grids should be investigated
in order to reduce the time and costs involved in these simulations.
Due to the expense and time involved in performing the simulations as well as
some preliminary work in using the SEM for generating inlet conditions for higher
Reynolds number flows it was decided that the mesh used should be refined further.
The aim of the refinement would be to match the mesh statistics (wall normal and
corresponding streamwise cell lengths) to those used in the validation case of the SEM
(Subsection 3.2.4). This would limit the risk involved in synthetic fluctuations being
damped out by the sub-grid scale model and keep consistancy with the earlier tests.
In future, coarser grids should be investigated in order to reduce the time and costs
involved in these simulations.
In order to refine the mesh to the levels used in the S-bend duct validation of
Chapter 4 approximately 350 million nodes would be required. This would require sig-
nificant computing power not only in order to conduct the simulations (at a minimum
of six months over 500 cores) but also with regards to the storage and post-processing
of those simulations as the data files for the mean and stresses would exceed 100GB.
The software, as used, introduced a further (unintentional) limitation to these cal-
culations which meant that the maximum mesh size possible for pre-processing was
175 million nodes.
Bearing these limitations and constraints in mind, the inlet section of the mesh,
as shown in Figure 6.3a, was removed in order to reduce the number of elements.
The mesh for the remaining domain was then refined such that the overall number
of elements within the domain of the UAES was increased approximately three-fold.
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Although this failed to achieve a similar mesh density to that found in the S-bend
validation study, the maximum number of mesh elements available had been reached.
As mentioned previously in Section 6.1.1 the LES calculations using the SEM for
the jet inlet on a refined mesh will drastically increase the computational time required.
In order to run a single simulation for 0.5 million timesteps across 640 cores would take
approximately at least sixty days of continuous running without any time for writing
out intermediate files and an approximate total of one million CPU hours. On the
midlands-HPC supercomputer this equates to roughly £100 000 at a cost of £0.10 per
CPU hour.
Due to the computational costs associated with running such a simulation and lim-
itations of software and hardware it was decided that only one of the UAES geometry
cases would be run. Whilst it is interesting to note the issue of the deflections seen in
both 70◦ and 90◦ cases, the 53.1◦ case is more applicable to the aeronautical industry.
This is due to the unacceptable thrust losses of seen in both 70◦ and 90◦ cases for
the previous RANS and LES calculations. Consequently, the 53.1◦ S-bend curvature
case was chosen to be simulated using the artificial inlet turbulence generated by the
synthetic eddy method outlined in Chapter 3.
The refined mesh of the chosen case had an inlet face comprised of 649×248 nodes,
and the number of nodes along the length of the 53.1◦ contraction section was increased
from 119 to 204 nodes, lowering the axial cell spacing by 25%. In order to lessen the
impact of the y+ and z+ refinements, the number of nodes in the divergent section
of the nozzle and the following 2.5Dh was reduced to 186 and 146 respectively. This
allowed for an approximately uniform axial cell size to be used throughout the nozzle
and through the first 2.5Dh downstream; producing a mesh of 172 million nodes.
The cross-section of the exhaust duct and the streamwise node spacing along the
S-bend contraction were the main focus of the refinement. The minimum wall normal
spacing at the inlet plane in the vertical axis was reduced from z+ = 20 to z+ = 1
whilst the streamwise spacing along the contraction section (in wall units) reduced
from x+ = 80 at the start of the contraction and x+ = 50 at the throat to a constant
of x+ = 24.
As the axial cell size around the nozzle increased (and ‘fully expanded’ jet velocity
remained unchanged) the timestep was increased in line with Equation 5.5.1.
6.4.2. Results. The initial impact of adding realistic turbulence to the inlet is
seen in Figure 6.20 (page 121) and Figure 6.21. The first depicts the instantaneous
snapshots of the normalised span-wise velocity component at the inlet plane (where
the fluctuations are added) and at the nozzle throat immediately after the S-bend. It is
clear that the fluctuations caused by the synthetic eddies have been sustained through
the entirety of the S-bend despite the contraction. This shows that the synthetic
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turbulence introduced over the inlet plane has a realistic structure as well as implying
that the numerics of the CFD code and mesh do not show any spurious dissipation
and consequently are suitable for LES calculations. Figure 6.21 shows the Q-criterion
on the minor axis plane of the S-bend. Again we see that the turbulence formed at the
inlet propagates through the S-bend and into the contraction; the top of the S-bend
is then dominated by the change in direction and velocity of the flow.
Similarly to the previous sections, the Mach profiles taken on the minor axis plane of
the 53.1◦ curvature UAES are shown in Figure 6.22 for all three computation methods
and the corresponding streamlines in Figure 6.23. The LES using the SEM artificial
inlet conditions shows the same traits as the previous LES calculation in Section 6.3,
a shortened potential core length in comparison to the RANS simulation along with
the corresponding reduction in the number of shock cells and very slight deflection
from the geometric centreline. The higher speed of the potential core can be seen to
be sustained longer in the SEM case, beginning to deteriorate 5 − 6Dh downstream
instead of 4Dh seen in the previous LES cases.
This is similarly seen in Figure 6.24 where a comparison of the aerodynamic centre
of the plume is shown for the 53.1◦ curvature UAES between the RANS, LES and
LES with SEM cases. Whilst the original LES calculations were found to shorten the
wavelength and overall increase the amplitude, the LES calculations using artificial
inlet conditions have an elongated wavelength and reduced amplitude. The latter
matching closely with that seen in the RANS simulations, however, the wavelength is
greater. As mentioned in relation to the Mach profiles of Figure 6.22, the end of the
potential core is found to be longer when using the SEM inlet conditions (however,
still shorter than the RANS simulation).
Due to the elongated wavelengths found in the LES with SEM case, a comparison
to the experimental data was made in Figure 6.15. Whilst not directly comparable
using the 53.1◦ curvature contraction instead of a straight contraction it is interesting
to note that the wavelength of the LES with SEM case is almost identical to that of
the experiment. Likewise, the amplitude of the waves are very close to the experiment
despite the addition of the upstream convolution. Indeed, a near perfect match is seen
between the two sets of data for the first three hydraulic diameters.
The metrics discussed originally in the RANS modelling (effective NPR, reduction
in mass flow rate and thrust loss) are given for the three 53.1◦ curvature cases in
Table 6.3. Whilst there is a noticeable improvement in the thrust and mass flow rates
for the SEM case the total pressure loss and effective NPR are more similar to the
RANS predictions. This change is due to an increase in the mass flow and velocity
of the jet, thus increasing the relative thrust output. However, since a comparable
straight duct case was not performed with the addition of artificial turbulence at the
inlet the metrics include a margin of error (approximately 10%).
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CFD Approach Total Pressure Effective NPR Mass Flow Rate Thrust
RANS -1.99% 2.31 -3.57% -5.35%
LES -0.85% 2.34 -2.82% -3.89%
LES with SEM2 -2.07% 2.32 -0.99% -2.78%
Table 6.3. Numerical effects of the different CFD approaches on the
flow at the nozzle exit plane for the 53.1◦ curvature UAES geometry.
The RANS data is referenced to the RANS straight duct case whilst
both the LES data sets are referenced to the LES data set.
The axial density gradient visualisations for the 53.1◦ UAES is shown in Fig-
ure 6.26. In line with the outcomes from Figure 6.24, the LES with SEM visualisation
is seen to have slightly larger shock cells than the previous RANS and LES visual-
isations, however, at a slightly lower intensity. The number of visible shock cells and
overall plume length are found to be between the previous RANS and LES simula-
tions. Inside the nozzle we see that the oblique shock wave is still found in the LES
with SEM as is the secondary oblique shock wave only observed in the LES results of
Section 6.3.
Figure 6.27 shows a series of cut planes along the length of the domain. The
computational time required to perform these simulations, as mentioned earlier, has
led to too few samples available to make a statistically meaningful average further
downstream in the LES with SEM case. However, enough are present to perform a
comparison with the previous results of the 53.1◦ curvature UAES.
Similarly to the results of the LES, the rectangular shape of the nozzle is sustained
throughout the development of the plume. Likewise, the lower pressure regions found
on the upper and lower edges of the nozzle exit plane of the LES case are seen to
exist (unlike the transverse total pressure gradient found in the RANS simulations),
however, this is found to be thinner in the LES with SEM case. As the length of the
potential core has been found to be sustained longer than the original LES case we can
also see here that the rectangular shape of the plume has also been sustained as well.
At 5Dh downstream the plume still maintains a mostly rectangular shape instead of
becoming an ellipse. The ‘bowing’ of the long edges is seen once more in the LES with
SEM case, however, to a lesser extent than that seen in the previous LES case; a sign
of the longer potential core length.
Further downstream, at the 10Dh and 15Dh axial stations we see a very good
agreement with the LES results of the previous section (given that the potential core
length is longer with the addition of realistic inlet turbulence). At 10Dh the plume
2The LES with SEM 53.1◦ case was compared against the LES straight duct case. Consequently
there is an element of error within these calculations as a like-for-like comparison is not possible with
respect to the inlet conditions simulated.
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takes on an ellipsoidal shape, as in the LES calculations, and by 15Dh it has become
circular in shape.1
Visualisations of turbulent kinetic energy are given in Figure 6.28 and Figure 6.29
for the minor axis plane and the cut plane 5Dh downstream of the nozzle exit respect-
ively. The addition of the SEM to LES simulation has done little to the development of
turbulent kinetic energy for the 53.1◦ case except reduce the levels of turbulent kinetic
energy found on the lower wall of the nozzle and immediately after the nozzle exit.
The overall structure of the plume, both along the minor axis plane and over the cut
plane are very similar to the WALE case, although the fluctuations within the region
of effect suggest that the SEM simulation could have been run longer for a more stable
mean profile.
6.4.3. Overview. The introduction of realistic inlet conditions to the large eddy
simulation of the 53.1◦ curvature UAES has shown that the prediction of potential
core length, as well as the wavelength and amplitude of the axial velocity are highly
sensitive to its inclusion. When using the SEM for inlet conditions it has been found
that the predicted potential core length was 25% longer than when using a uniform
profile at the inlet. Whilst this may have a minimal effect for a straight contraction
section, when a convolution is included there is a noticeable effect.
All three simulations of the 53◦ curvature UAES agree with the occurrence and
magnitude of a deflection. The jet plume has a small upward deflection of around 1◦,
whilst this appears significant it should be within the allowed tolerances and potentially
could be corrected with optimisation.
1The faint rectangular shape 15Dh downstream is an artifact of the mesh density.
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(a) Inlet
(b) Throat
Figure 6.20. Normalised v-velocity across two axial axial locations (v/ui).
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Figure 6.21. The Q-criterion visualisations across the centreplane of
the converging S-bend section of the UAES nozzle.
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(a) RANS (k-)
(b) Mean LES (WALE SGS)
(c) Mean LES (WALE SGS) with Synthetic Inlet Conditions
Figure 6.22. Flow visualisation of Mach number across the minor axis
plane of the 53.1◦ S-bend UAES. The dashed line represents the sonic
line, where Mach 1 occurs.
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(a) RANS (k-)
(b) Mean LES (WALE SGS)
(c) Mean LES (WALE SGS) with Synthetic Inlet Conditions
Figure 6.23. Visualisation of streamlines from the 53.1◦ S-bend
curvature exhaust system, aligned to the minor axis plane. The ho-
rizontal red line denotes the geometric centreline of the duct whilst the
vertical red line marks the position of the throat.
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Figure 6.24. Mean axial-velocity comparison along the aerodynamic
centre of the plume between RANS, LES and LES with artificial inlet
conditions of the 53.1◦ S-bend UAES.
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Figure 6.25. Axial-velocity comparison along the aerodynamic centre
of the plume between the experimental data of the straight contraction
section and the mean LES of the 53.1◦ curvature UAES using the WALE
SGS model and SEM artificial inlet conditions.
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(a) RANS
(b) LES
(c) LES with SEM
Figure 6.26. Mean LES axial density gradient CFD visualisation of
the minor axis plane of the 53.1◦ S-bend UAES.
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Figure 6.27. Cross-section flow visualisations of percentage total pressure coefficient for the 53.1◦ curvature UAES.
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(a) RANS
(b) LES
(c) LES with SEM
m2/s2
Figure 6.28. Flow visualisation of mean turbulent kinetic energy
across the minor axis plane for the 53.1◦ S-bend UAES.
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(a) RANS
(b) LES
(c) LES with SEM
m2/s2
Figure 6.29. LES flow visualisation of mean turbulent kinetic energy
at 5Dh downstream of the nozzle exit for the 53.1
◦ S-bend UAES.
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6.5. Closure
As mentioned in Section 6.4, the computational time of a simulation of this com-
plexity is approximately 1.5× 106 CPU hours. On the HPC-midlands supercomputer,
Hera, this equates to around £150 000. Although this seems a significant cost for
a single simulation it is still an order of magnitude cheaper than experimental test-
ing; consequently allowing for a number of simulations, potentially covering multiple
geometry changes, to be undertaken instead of a single experiment.
This fact is of great significance when we consider the outcomes of the chapter as,
in an industrial context, there will be a need to fine tune such a geometry as small
changes can lead to larger consequences for the plume development.
The impact of introducing a convolution, in the shape of an S-bend, to the con-
traction section of a convergent-divergent nozzle has shown that:
(i) A decrease in thrust output is observed as the curvature of the S-bend in-
creases (initially a 3-5% decrease for the 53.1◦ curvature up to a 20% loss for
the 90◦ curvature);
(ii) A drop in effective NPR is observed as the curvature of the S-bend increases
(initially a 1% decrease for the 53.1◦ curvature up to a 10% loss for the 90◦
curvature);
(iii) For high curvature S-bend ducts a separation occurs at the throat of the
nozzle, reducing the throat area and increasing the design Mach number;
(iv) An oblique shock wave is formed within the divergent section of the nozzle
due to the S-bend shape introduced to the contracting section.
As previously noted, the most important factor is that of the decrease in thrust output
as this is prohibitively high for both 70◦ and 90◦ curvature cases. However, with some
optimisation the 53.1◦ case may become viable as (when using LES and artificial inlet
conditions) the thrust loss is ‘only’ 2.78% (along with a mass flow loss of less than
1%).
A considerable emphasis must also be placed on the choice of CFD method. The
use of LES has shown that the multi-sided and unique shapes initially observed in the
development of the plumes of all RANS cases are likely to be an artifact caused by the
RANS solver, as would the transverse total pressure gradients observed in the RANS
cases at the nozzle exit as they are absent from all of the LES results.
Similarly, a substantial change in the results of the 53.1◦ LES has been observed
when introducing realistic flow conditions to the nozzle inlet. The length of the po-
tential core was seen to increase by over 25% and both the wavelength and amplitude
of the axial velocity were seen to be highly sensitive the inclusion of realistic inlet
conditions.
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The deflection of the plume, originally seen in the RANS cases, has similarly been
seen when using LES and realistic inlet conditions. Whilst also seen in the LES
without realistic inlet conditions no emphasis should be placed on the direction of the
resulting plume due to the occurance of laminar-like separation towards the end of the
nozzle. It appears that the directions of the plumes indicated by the RANS results
are potentially correct judging by the fact that both the direction and magnitude
of deflection were replicated in the 53.1◦ case when using LES with realistic inlet
conditions. However, since the 53.1◦ case is the only one in agreement throughout the
different CFD approaches it would be inadvisable to have an S-bend curvature greater
than this without further investigation due to the inconsistencies found between the
RANS and LES results.
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Conclusion
This thesis has investigated the effects of coupling a rectangular cross-section con-
verging S-bend duct with to a diverging rectangular nozzle using numerical simulations.
Research into the area of the upstream duct convolution of convergent-divergent
nozzles, known within this thesis as an Unconventional Aero-engine Exhaust System
(UAES), has been motivated by both the civilian and military sectors of the aerospace
industry for the next generation of aircraft engines.
In addition, continued development of the Rolls Royce Hydra code was undertaken
through the implementation of the WALE LES sub-grid scale model and a method
for generating artificial turbulence at the inlet plane. A validation of the Rolls Royce
Hydra CFD code for flow separation in S-bend ducts and for plume development of
high speed flows emanating from high aspect ratio convergent-divergent nozzles was
also completed.
7.1. Synthetic Eddy Method
As part of investigation into UAES it was deemed necessary for realistic turbu-
lence to be modelled at the inlet plane of the convoluted exhaust duct. In order to
achieve a modelled turbulence with time varying, coherent structures the synthetic
eddy method by Jarrin et al. [40, 41, 42, 43] was considered and improved upon
(including correcting an inconsistency in the equation dimensions).
The revised methodology was subsequently statistically and computationally val-
idated in Section 3.2.4. A comparison between the revised methodology and the im-
plementation within the Rolls Royce Hydra CFD code was also undertaken. Although
signs of damping were seen in the CFD results for the magnitude of recovered Reynolds
stresses immediately inside of the domain, attributed to the non-reflecting boundary
conditions of the Hydra code, it was noted that this had a minimal impact on the
development of a fully turbulent flow from the inlet plane; an important feature for
preventing laminar separation and achieving accurate flow characteristics.
7.2. Validation
Due to a lack of available experimental data for UAES, nor any numerical investig-
ations in the open literature for a similar geometry, a study into the two main features
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(an S-bend Duct and a supersonic, rectangular nozzle) was undertaken. In both areas
the simpler RANS CFD methodology performed poorly, failing to accurately model
the pressure recovery in the second bend of the S-bend duct and over-predicting the
potential core length of a high speed jet from a rectangular nozzle. Consequently the
RANS solver should be thought of as unsuitable for this type of flow and LES should
ideally be used with realistic inlet conditions.
For modelling a rectangular nozzle, previous work[117] had shown that the LES
CFD methodology using the Smagorinsky-Lilly SGS was insufficient for achieving a
turbulent flow at the nozzle exit. Through the use of the WALE SGS model the
predictions of the exhaust plume were significantly improved and a flow exiting from
the nozzle exit was achieved with small scale turbulent fluctuations created at the
nozzle lip.
The validation of the S-bend duct also showed an improvement in accuracy between
the Smagorinsky-Lilly and WALE SGS models however both struggled to model the
vortical structures and total pressure fields at the exit of the test duct. Introducing the
SEM to this problem showed a significant improvement in the position and number of
vorticies as well as slightly improving the total pressure field.
The overall outcome from the validation work showed that it was necessary for
simulations of such a complex nature to use the LES methodology with a suitable
SGS model and have realistic inlet conditions in order to achieve a good degree of
accuracy in modelling the flow. However, for modelling somewhat simpler geometries
(such as a straight, convergent-divergent rectangular nozzle) the use of the WALE SGS
in the LES methodology is sufficient.
7.3. UAES
A series of three different convolutions were added to the contraction section of the
rectangular convergent-divergent nozzle validation case. The three convolutions took
the shape of an S-bend with three different circumferential extents (53.1◦, 70◦ and 90◦)
and with a constant offset of 1Dh.
By increasing the angle of curvature it has been shown that:
(i) A decrease in thrust output is observed (initially a 3-5% decrease for the 53.1◦
curvature up to a 20% loss for the 90◦ curvature);
(ii) A drop in effective NPR is observed (initially a 1% decrease for the 53.1◦
curvature up to a 10% loss for the 90◦ curvature);
(iii) A separation can potentially occur at the throat of the nozzle for higher
degrees of curvature which leads to reducing the throat area and increasing
the design mach number;
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(iv) An oblique shock wave is formed within the divergent section of the nozzle
due to the S-bend in the contracting section
(v) . . . leading to a deflection of the jet plume away from the S-bend origin.
The most important factor is the decrease in thrust output as this is prohibitively high
for both 70◦ and 90◦ curvature cases. However, with some optimisation the 53.1◦ case
may become viable as (when using LES and LES with artificial inlet conditions) the
thrust loss is ‘only’ 2.78% along with an acceptable plume deflection of under 1% and
a mass flow reduction of under 1%. Alternatively, the curvature of the S-bend could
be reduced further, allowing for a smaller loss in thrust and likely a smaller angle of
deflection from the horizontal for the exhaust plume; this would eliminate a direct line
of sight to the engine core whilst maintaining a viable exhaust/propulsion system.
The costs involved in performing even the most complex of the simulations presen-
ted here are still an order of magnitude cheaper than experimental testing. Con-
sequently, for the same cost as a single experiment, a number of simulations, poten-
tially covering multiple geometry or environmental changes, can be undertaken (at the
same time with sufficient computational resources).
It should, however, be noted that whilst the RANS simulations are the cheapest
to conduct they do not necessarily give answers accurate enough to be used in an
industrial context and may well include spurious results that, if believed, could vastly
alter the design of an exhaust system. Consequently, a considerable emphasis must
also be placed on the choice of CFD method. The use of LES has shown that the
multi-sided and unique shapes initially observed in the development of the plumes of
all RANS cases are likely to be an artifact caused by the RANS solver, as would the
transverse total pressure gradients observed in the RANS cases at the nozzle exit as
they are absent from all of the LES results.
Similarly, a substantial change in the results of the 53.1◦ LES has been observed
when introducing realistic flow conditions to the nozzle inlet. The length of the po-
tential core was seen to increase by over 25% and both the wavelength and amplitude
of the axial velocity were seen to be highly sensitive the inclusion of realistic inlet
conditions.
In the near term (∼ 5 years) LES will be a competitive alternative to model scale rig
tests. Although in scale rig tests a large range of pressure ratios could be investigated
in one test (something that would require several LES simulations) the LES results
would provide significantly more information about the flow features and properties.
In flight conditions, where the Reynolds number can be between 2 million for small,
slow speed aircraft as typified by UAVs, to 20 million for highspeed aircraft, the mesh
needed to resolve LES boundary layers would be up to two orders of magnitude higher
than seen within this thesis (where the Reynolds number of the flow was ∼ 105 as the
number of grid points needed scales at roughly Re1.857[21, 22].
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This would require the ability of the CFD code to scale well on 10 000s of CPU
cores and/or the use of a wall-modelled LES approach that avoids the requirement for
very fine cells near the wall and so reduces the mesh size for such simulations.
7.4. Future Directions
The following research could be considered as direct expansions of the present work:
Investigation into ambient and under-expanded jet plumes: The work
presented within this thesis has focused solely on the pressure ratio corresponding
to the over-expanded jet of the RRLU1 convergent-divergent rectangular nozzle[11].
Expanding this research to include under-expanded jets could provide valuable in-
formation for high speed, low altitude flight; as might be applicable to the military
sector.
Simultaneously, it will be useful to investigate the plume development at the design
pressure ratio, particularly due to the fact that the flow separation at the nozzle throat
causes a potentially varying reduction in throat height. Consequently, this may create
a range of design pressure ratios that are dependant upon the degree of flow separation
found at the relevant pressures. This could be harnessed by engine designers to improve
the efficiency of such engines in flight.
Experimental Validation of Results: As there are currently no experimental
investigations into a UAES available in the open literature a numerical validation based
on the separate components of the UAES was performed. Ideally the investigation into
the viability of CFD for such flows, and the accuracy of the results presented within
this thesis would be better compared to actual experimental data. This data could
also be used for further improvements to the CFD models with the Rolls Royce Hydra
code for flows of a complex nature.
Further Investigation of Turbulent Inlet Condition Methods: Given that
the synthetic eddy method was both slower than anticipated and could not fully rep-
licate the Reynolds stresses it is worth considering alternative methods for creating the
artificial inlet conditions as, at the very least, they might reduce the computational
overheads found with the current implementation of the synthetic eddy method.
Improvement of the Synthetic Eddy Method: The magnitude of the Reyn-
olds stresses calculated at the inlet plane by the SEM implemented within Hydra
suffers from a damping effect due to the non-reflecting boundary conditions applied.
An alternative approach would be to impose the fluctuations within a region of the
flow by the use of a body force. In addition, the current implementation of the SEM
applies only to a defined inlet plane.
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The SEM model could be further expanded to apply to a specified region of the
geometry in order to encourage the development of a turbulent boundary layer. This
could be used for a coupled RANS-LES implementation or in the investigation flows
where turbulence initialised at the inlet plane could dissipate prematurely; such as in
wing surface studies.
Additional improvements to the model, such as implementing a more complex
shape function and improving the methodology to create multi-dimensional shapes,
could also be undertaken.
Improving the Efficiency of the Rolls Royce Hydra CFD package: The
LES version of the Rolls Royce CFD package, Hydra, used within this thesis is an ad-
aptation of a industrial code. Consequently, there are overheads in terms of memory
and run-time for Hydra that a block-structured methodology would avoid due to Hy-
dra’s ability to simulate unstructured meshes. An unstructured spatial discretization
scheme such as this is generally limited to second order spatial accuracy and adds
further to the overheads of the Hydra CFD package.
For simulations such as those computed in this thesis this extra functionality is
unnecessary and could therefore be bypassed in order to improve the overall efficiency
of the code. Further improvements could also be made to the implementation of LES
within the code, allowing for additional improvements in process and Input/Output
efficiency.
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