We present a Bayesian approach for modeling multivariate, dependent functional data. To account for the three dominant structural features in the data-functional, time dependent, and multivariate components-we extend hierarchical dynamic linear models for multivariate time series to the functional data setting. We also develop Bayesian spline theory in a more general constrained optimization framework.
Introduction
We consider a multivariate time series of functional data. Functional data analysis (FDA) methods are widely applicable, including diverse fields such as economics and finance (e.g., Hays et al., 2012 ); brain imaging (e.g., Staicu et al., 2012) ; chemometric analysis, speech recognition, and electricity consumption (Ferraty and Vieu, 2006) ; and growth curves and environmental monitoring (Ramsay and Silverman, 2005) . Methodology for independent and identically distributed (iid) functional data has been well-developed, but in the case of dependent functional data, the iid methods are not appropriate. Such dependence is common, and can arise via multiple responses, temporal and spatial effects, repeated measurements, missing covariates, or simply because of some natural grouping in the data (e.g., Horváth and Kokoszka, 2012) . Here, we consider two distinct sources of dependence: time dependence for time-ordered functional observations and contemporaneous dependence for multivariate functional observations. Suppose we observe multiple functions Y (c) of the borrowing period, or time to maturity, τ . Yield curves are important in a variety of economic and financial applications, such as evaluating economic and monetary conditions, pricing fixed-income securities, generating forward curves, computing inflation premiums, and monitoring business cycles (Bolder et al., 2004) . We are particularly interested in the relationships among yield curves for the aforementioned globally-influential economies, and in how these relationships vary over time. However, existing FDA methods are inadequate to model the dynamic dependencies among and between the yield curves for different economies, such as (time-varying) contemporaneous dependence, volatility clustering, covariates, and change points. Our approach resolves these inadequacies, and provides useful insights into the interactions among multi-economy yield curves (see Section 4.1).
Multivariate Time-Frequency Analysis: For multivariate time series, the periodic behavior of the process is often the primary interest. Time-frequency analysis is used when this periodic behavior varies over time, which requires consideration of both the time and frequency domains (e.g., Shumway and Stoffer, 2000) . Typical methods segment the multivariate time series into (overlapping) time bins within which the periodic behavior is approximately stationary; within each bin, standard frequency domain or spectral analysis is performed, which uses the multivariate discrete Fourier transform of the time series to identify dominant frequencies. Interestingly, although the raw signal in this setting is a multivariate time series, time-frequency analysis produces a MFTS: the multivariate discrete Fourier transform is a function of frequency τ for time bins t = 1, . . . , T , where c = 1, . . . , C index the multivariate components. We analyze local field potential (LFP) data collected on rats, which measures the neural activity of local brain regions over time (Ljubojevic et al., 2013) . Our interest is in the time-dependent periodic behavior of these local brain regions under different stimuli, and in particular the synchronization between brain regions. Our novel MFTS approach to time-frequency analysis provides the necessary multivariate structure and inference-which is unavailable in standard time-frequency analysis-to precisely characterize brain behavior under certain stimuli (see Section 4.2).
To model MFTS, we extend the hierarchical dynamic linear model (DLM) framework of West and Harrison (1997) and Gamerman and Migon (1993) for multivariate time series to the functional data setting. For smooth, flexible, and optimal function estimates, we extend Bayesian spline theory to a more general constrained optimization framework, which we apply for parameter identifiability. Our constraints are explicit in the posterior distribution via an exponential tilt of the standard Bayesian spline posterior distribution, and the corresponding posterior mean is the solution to an appropriate optimization problem. We implement an efficient Gibbs sampler to obtain samples from the joint posterior distribution, which provides exact (up to MCMC error) inference for any parameters of interest. The proposed hierarchical Bayesian Multivariate Functional Dynamic Linear Model has greater applicability and utility than related methods. It provides flexible modeling of complex dependence structures among the functional observations, such as time dependence, contemporaneous dependence, stochastic volatility, covariates, and change points, and can incorporate application-specific prior information.
The paper proceeds as follows. In Section 2, we present our model in its most general form. We develop our (factor loading) curve estimation technique in Section 3. In Section 4, we apply our model to the two applications discussed above and interpret the results. We provide the details of our Gibbs sampling algorithm in the appendix.
A Multivariate Functional Dynamic Linear Model
Suppose we observe functions Y (c) t : T → R at times t = 1, . . . , T for outcomes c = 1, . . . , C, where T ⊆ R is compact. We refer to the following model as the Multivariate Functional Dynamic Linear Model (MFDLM):
where Y t (τ ) = Y
(1)
t (τ ), . . . , Y (C) t (τ ) is the C-dimensional vector of multivariate functional observations at time t evaluated at τ ∈ T ; F(τ ) is the C × KC block diagonal matrix of K-dimensional row vectors of factor loading curves evaluated at τ ∈ T , with K the number of factors per outcome; β t = β
1,t , . . . , β
is the KC-dimensional vector of factors that serve as the time-dependent weights on the factor loading curves;
X t is the known KC × p matrix of covariates at time t, where p is the total number of covariates; θ t is the p-dimensional vector of regression coefficients associated with X t ; G t is the p × p evolution matrix of the regression coefficients θ t at time t; and t (τ ), ν t , and ω t are mutually independent error vectors with variance matrices E t , V t , and W t , respectively.
We can immediately obtain a useful submodel of (1) by excluding covariates, X t = I CK×CK , and removing a level of the hierarchy, V t = 0 CK×CK , so that setting G t = G models β t (= θ t , almost surely) with a vector autoregression (VAR).
To understand (1), first note that the observation level of the model combines the functional component F(τ ) with the multivariate time series component β t . In scalar notation, we can write the observation level as
in which (c) t (τ ) are the elements of the vector t (τ ). In our construction, we can always write the observation level of (1) as (2); simplifications for the other levels will depend on the choice of submodel. Nonetheless, there are three primary interpretations of the model, which provide insight into useful extensions and submodels.
First, we can view (2) as a basis expansion of the functional observations Y (c) t , with a (multivariate) time series model for the basis coefficients β (c) k,t to account for the additional dependence structures, such as common trends (see Section 4.1.1), stochastic volatility (see Section 4.1.2), and covariates. Using (2), our identifiability constraint on F(τ ) simplifies to
j (τ ) = 1(k = j) for all outcomes c, where 1(·) is the indicator function and k, j ∈ {1, . . . , K}. Since this constraint expresses orthonormality with respect to the L 2 inner product, we can interpret f t . In contrast to common basis expansion procedures that assume the basis functions are known and only the coefficients need to be estimated (e.g., Bowsher and Meeks, 2008) , we allow our basis functions f (c) k to be estimated from the data. As a result, the f (c) k will be more closely tailored to the data, which reduces the number of functions K needed to adequately fit the data. Conditional on the f (c) k , we can specify the β t -and θ t -levels of (1) to appropriately model the remaining dependence among the Y (c) t . Using this interpretation, we also note that (1) may be described as a multivariate dynamic (concurrent) functional linear model, and therefore extends a highly useful model in FDA (Cardot et al., 1999) .
Similarly, we can interpret (1) as a dynamic factor analysis, which is a common approach in yield curve modeling (e.g., Hays et al., 2012; Jungbacker et al., 2013) . Under this interpretation, the β (c) k,t are dynamic factors and the f (c) k are factor loading curves (FLCs); we will use this terminology for the remainder of the paper. Compared to a standard factor analysis, (1) has two major modifications: the factors β Naturally, (1) has strong connections to a hierarchical DLM. Standard hierarchical DLM algorithms for sampling β t and θ t assume that {F, G t , X t , E t , V t , W t } is known (e.g., Durbin and Koopman, 2002; Petris et al., 2009 ). Within our Gibbs sampler, we may condition on this set of parameters, and then use existing DLM algorithms to efficiently sample β t and θ t with minimal implementation effort. Unconditionally, F is unknown, but we impose the necessary identifiability constraints; see Section 3 for more details. G t may be known or unknown depending on the application, but in general supplies the time series structure of the model (along with the time-dependent error variances): in Section 4.1.1, G t is unknown to allow for data-driven time-varying dependence among the multi-economy yield curves; in the VAR submodel suggested above, G t = G is unknown yet time-invariant; and in Section 4.2.1, G t = I CK×CK is chosen to provide parsimonious time-domain smoothing. We assume that X t is known, and may consist of covariates relevant to each outcome or can be chosen to provide additional shrinkage of β t through θ t . Although Gamerman and Migon (1993) suggest that dim(θ t ) < dim(β t ) for strict dimension reduction in the hierarchy, we relax this assumption to allow for covariate information. Finally, we treat the error variance matrices as unknown, but typically there are simplifications available depending on the application and model choice. We discuss some examples in Section 4.
We must also specify a choice for K. In the yield curve application, two natural choices are K = 3 and K = 4 for comparison with the common parametric yield curves models:
the Nelson-Siegel model (Nelson and Siegel, 1987 ) and the Svensson model (Svensson, 1994) , both of which can be expressed as submodels of (1). More formally, we can treat K as a parameter and estimate it using reversible jump MCMC methods (Green, 1995) , or select K based on relevant information criteria, such as DIC.
Estimating the Factor Loading Curves
We would like to model the FLCs f (c) k in a smooth, flexible, and computationally appealing manner. Clearly, the latter two attributes are important for broader applicability and larger data sets-including larger T , larger C, and larger m t denotes the number of observation points for outcome c at time t. The smoothness requirement is fundamental as well: as documented in Jungbacker et al. (2013) , smoothness constraints can improve forecasting, despite the small biases imposed by such constraints. Smooth curves also tend to be more interpretable, since gradual trends are usually easier to explain than sharp changes or discontinuities.
However, there are some additional complications. First, we must incorporate the identifiability constraints, preferably without severely detracting from the smoothness and goodnessof-fit of the FLCs. We also have K curves to estimate for each outcome-or perhaps K curves common to all outcomes (see Section 3.4)-similar to the varying-coefficients model of Hastie and Tibshirani (1993) , conditional on the factors β 
Splines
A common approach in nonparametric and semiparametric regression is to express each unknown function f (c) k as a linear combination of known basis functions, and then estimate the associated coefficients by maximizing a (penalized) likelihood (e.g., Wahba, 1990; Eubank, 1999; Ruppert et al., 2003) . We use B-spline basis functions for their numerical properties and easy implementation, but our methods can accommodate other bases as well. For now, we ignore dependence on c for notational convenience; this also corresponds to either the univariate case (C = 1) or C > 1 with E t diagonal and the FLCs assumed to be a priori independent for c = 1, . . . , C (see Section 3.4 for an important alternative). Following Wand and Ormerod (2008) , we use cubic splines and the knot sequence
the associated cubic B-spline basis, M the number of interior knots, and T = [a, b]. While we could allow each f k to have its own B-spline basis and accompanying sequence of knots, there is no obvious reason to do so. For knot placement, we prefer a quantile-based approach such as the default method described in Ruppert et al. (2003) , which is responsive to the location of observation points in the data yet is computationally inexpensive; however, equally-spaced knots may be preferable in some applications.
Explicitly, we write f k (τ ) = φ (τ )d k , where d k is the (M + 4)-dimensional vector of unknown coefficients. Therefore, the function estimation problem is reduced to a vector estimation problem. In classical nonparametric regression, d k is estimated by maximizing a penalized likelihood, or equivalently solving
where [Y|d k ] is a likelihood, P is a convex penalty function, and λ k > 0. We express (3) as a log-likelihood multiplied by −2 so that for a Gaussian likelihood, (3) is simply a penalized least squares objective. For greater generality, we leave the likelihood unspecified, but later consider the likelihood of model (2). To penalize roughness, a standard choice for P is the L 2 -norm of the second derivative of f k , which can be written in terms of d k :
wheref k denotes the second derivative of f k and Ω φ = Tφ (τ )φ (τ ) dτ , which is easily computable for B-splines. With this choice of penalty, (3) balances goodness-of-fit with smoothness, where the trade-off is determined by λ k .
Since P is a quadratic in d k , for fixed λ k (3) is straightforward to solve for many likelihoods, in particular a Gaussian likelihood. Lettingd k be this solution, we can estimate
For a general knot sequence, the resulting estimatorf k is an O'Sullivan spline, or O-spline, introduced by O'Sullivan (1986) and explored in Wand and Ormerod (2008) . In the special case of M = T in which there is a knot at every observation point,f k is a natural cubic smoothing spline (e.g., Green and Silverman, 1993) . Alternatively, if we choose a sparser sequence of knots (M < T ) and take λ k → 0,f k is a regression spline (e.g., Ramsay and Silverman, 2005) . O-splines are numerically stable, possess natural boundary properties, and can be computed efficiently, especially for M < T (cf. Wand and Ormerod, 2008) .
Bayesian Splines
Splines also have a convenient Bayesian interpretation (e.g., Wahba, 1978 Wahba, , 1983 Wahba, , 1990 Gu, 1992; Van der Linde, 1995; Berry et al., 2002 natural Bayesian approach is therefore to construct a prior for d k based on the penalty P, in particular so that the posterior mode of d k is the solution to (3). For the most common settings in which the likelihood is Gaussian and the penalty P is (4), the posterior distribution of d k will be Gaussian, so the posterior mean will also solve (3).
To construct a prior from P, we use the partially informative normal distribution of Speckman and Sun (2003) . A random vector z is partially informative normal, written (4), we select the prior
, for which the resulting posterior mode is clearly the solution to (3).
Note that this prior is improper: constant and linear functions are unpenalized by P, so the prior is flat over this space and thus Ω φ is not full rank. We could instead place a diffuse but proper distribution over the space of constant and linear functions to obtain a proper prior for d k , but in practice the effect on the posterior distribution, which is proper in both cases, is negligible.
Since we assume conditional independence between levels of (1), our conditional likelihood for the FLCs is simply that of model (2), but we ignore dependence on c for now:
where t (τ )
iid ∼ N (0, σ 2 ) for simplicity; the results are similar for more sophisticated error variance structures. In particular, (5) describes the distribution of the functional data Y t given the FLCs f k (or d k ), also conditional on β k,t and σ 2 .
Under the likelihood of model (5) and the penalty (4), the solution to (3) conditional
, and T t ⊆ T denotes the discrete set of |T t | = m t observation points for Y t at time t. Note that if T t = T 1 for t = 2, . . . , T , then B k and b k may be rewritten more conveniently in vector notation. Most importantly for our purposes, under the same likelihood induced by (5) and the prior
the posterior distribution of d k is multivariate Gaussian with meand k and variance B k . For convenient computations, Wand and Ormerod (2008) provide an exact construction of Ω φ and suggest efficient algorithms ford k based on the Cholesky decomposition; we provide more details in the appendix.
In the Bayesian setting, the smoothing parameter λ k has a natural interpretation: it is the prior precision associated with the penalty P. In our case, λ k is the prior precision that f k is smooth. Therefore, we can model λ k as a precision, which provides a natural and data-driven method for estimating the smoothing parameter, and notably does not inhibit inference. The associated likelihood is P IN (0, λ k Ω φ ); details on the sampling and choice of prior are provided in the appendix.
Constrained Bayesian Splines
We extend the Bayesian spline approach to accommodate the necessary identifiability constraints for the MFDLM. For each k = 1, . . . , K, we impose the sequential orthonormality constraints T f k (τ )f j (τ ) = 1(k ≤ j) for j = 1, . . . , k, which satisfies the joint orthonormality of (1) (consider k = K). The unit-norm constraint preserves identifiability with respect to scaling, i.e., relative to the factors β k,t (up to changes in sign). The sequential orthogonality constraints distinguish between pairs of FLCs, and in our approach identify the FLCs with distinct posterior distributions. Furthermore, the sequential constraints impose a hierarchy among the f k , which helps guard against label-switching problems in the MCMC sampling.
At the same time, the number of constraints on each f k is kept small: instead of the K constraints associated with joint orthonormality, we have only k constraints for each f k .
While other identifiability constraints are available for the f k , orthonormality is appealing for a number of reasons. As discussed in Section 2, the orthonormality constraints suggest that we can interpret {f 1 , . . . , f K } as an orthonormal basis for the functional observations Y t . As such, the orthogonality constraints help eliminate any information overlap between FLCs, which keeps the total number of necessary FLCs to a minimum. Furthermore, the unit norm constraint allows for easier comparisons among the f k . Of course, the f k will be weighted by the factors β k,t , so they can still have varying effects on our estimation of Y t .
Finally, we can write the constraints conveniently in terms of the vectors d k and d j :
for j = 1, . . . , k, where J φ = τ ∈T φ(τ )φ (τ ) dτ is easily computed for B-splines. As with Ω φ , J φ only needs to be computed once, prior to any MCMC sampling.
The addition of an orthogonality constraint to a (penalized) least squares problem has an intuitive regression-based interpretation, which we present in the following theorem:
Theorem 1. Consider the penalized least squares objective σ
where
, Ω is a known (M + 4) × (M + 4) positive-definite matrix, and σ 2 , λ > 0 are known scalars. The solution isd = Bb, where Proof. The optimality ofd is a well-known result. For the constrained case, the Lagrangian The result is interpretable: to incorporate linear constraints into a penalized least squares regression, we findb nearest to b under the inner product induced by B among vectors in the space orthogonal to Col(L). In our setting, extending (3) under a Gaussian likelihood to accommodate the (linear) sequential orthogonality constraints d k J φ d j = 0 for j < k may be described via a regression of the unconstrained solution on the constraints. However, the unit norm constraint is nonlinear. This constraint affects the scaling but not the shape of f k .
Therefore, a reasonable approach is to construct a posterior distribution for d k that respects the (linear) sequential orthogonality constraints only, and then normalize the samples from this posterior to preserve identifiability. We provide more details in the appendix.
To extend the unconstrained Bayesian splines of Section 3.2 to incorporate the sequential orthogonality constraints, we write the constraints
from Theorem 1 that the solution to (3) under the likelihood of model (5), the penalty (4), and subject to the linear constraints d k L 1:(k−1) = 0 is given byd k = B kbk , wherẽ
of Lagrange multipliers associated with the orthogonality constraints. Therefore, akin to Section 3.2, a natural full conditional posterior distribution for d k is multivariate Gaussian with meand k and variance B k .
The posterior has a fascinating interpretation: we can think of the standard posterior distribution for Bayesian splines as being exponentially tilted by the orthogonality constraints from the Lagrangian. Recall that for a density function h 0 (y) and its corresponding (finite)
is in the exponential family of distributions. Hence, if we take any density with a finite cumulant generating function and exponentially tilt it by some parameter, we will obtain a density from the exponential family of distributions. In particular, tilting a Gaussian distribution by η simply results in another Gaussian distribution with the mean shifted by η-similar to the shift in mean by −B k L 1:(k−1) Λ 1:(k−1) above to account for the orthogonality constraints.
Common Factor Loading Curves for Multivariate Modeling
Reintroducing dependence on c for the FLCs f (c) k , suppose that C > 1, so that our functional time series Y (c) t is truly multivariate. If we wish to estimate a priori independent FLCs for each outcome c (with E t diagonal), then we can sample from the relevant posterior distributions independently for c = 1, . . . , C using the methods of Section 3.3. The more interesting case is the common factor loading curves model given by f (c) k = f k , so that all outcomes share a common set of FLCs. In the basis interpretation of the MFDLM, this corresponds to the assumption that the functional observations for all outcomes Y (c) t , c = 1, . . . , C, t = 1, . . . , T share a common basis. We find this approach to be useful and intuitive, since it pools information across outcomes and suggests a more parsimonious model. Equally important, the common FLCs approach allows for direct comparison between factors β 
However, since the FLCs for each outcome are identical, it is reasonable to assume that they have the same vector of basis functions φ, so f 
For full generality, we allow the (discrete) set of times T (c) to vary for each outcome c and the (discrete) set of observation points T (c) t to vary with both time t and outcome c, with
t . Note that we reuse the same notation from Section 3.3 to emphasize the similarity of the multivariate results to the univariate (or a priori independent FLC) results; for example,
is defined as before, but with the new values of B k and b k . The common notation also allows for a more concise description of the sampling algorithm, which we present in the appendix.
Data Analysis and Results

Multi-Economy Yield Curves
We jointly analyze weekly yield curves provided by the Federal Reserve (Fed), the Bank of England (BOE), the European Central Bank (ECB), and the Bank of Canada (BOC; Bolder et al. 2004 ) from late 2004 to early 2014 (T = 491 and C = 4). These data are publicly available and published on the respective central bank websites-and as such, we treat them as reliable estimates of the yield curves. For each outcome, the yield curves are estimated differently: the Fed uses quasi-cubic splines, the BOE uses cubic splines with variable smoothing parameters (Waggoner, 1997) , the ECB uses Svensson curves, and the BOC uses exponential splines (Li et al., 2001) . Therefore, the functional observations have The literature on yield curve modeling is extensive. Yield curve models commonly adopt the Nelson-Siegel parameterization (Nelson and Siegel, 1987) , often within a state space framework (e.g., Diebold and Li, 2006; Diebold et al., , 2008 Koopman et al., 2010) . t ), which may not be reasonable for some applications.
The Common Trend Hidden Markov Model
To investigate the similarities and relationships among the C = 4 economy yield curves, we extend the autoregressive regime switching models of Albert and Chib (1993) and McCulloch and Tsay (1993) to allow for multivariate dependence within the MFDLM. Specifically, we implement the following parsimonious model for time-dependent commonality among the factors β (c)
for k = 1, . . . , K, where ∆ is the differencing operator, D is the degree of differencing,
∈ R is the economy-specific slope term for each factor, and s k,t , we use independent AR(r) models with time-dependent variances, which we discuss in more detail in Section 4.1.2.
Note that if D = 0, it may be appropriate to include an intercept.
Letting D = 1 with c = 1 corresponding to the Fed yield curve, we can use (7) to investigate how the week-to-week fluctuations of the factors ∆β (1) k,t ; i.e., the periods for which the week-to-week changes in the features of the yield curves described by f k are similar for economy c and the Fed. When s k,t at time t, then we may perhaps infer something about their relative behavior at time t + 1. Following the construction of Albert and Chib (1993) , the distribution of s (1) k,t , at time t. As in Albert and Chib (1993) and McCulloch and Tsay (1993) , we use conjugate Beta priors for the transition probabilities. Sampling from the posterior distribution of s 
Stochastic Volatility Models
For the errors ω (c) k,t in (7), we use independent AR(r) models with time-dependent variances, i.e., ω Figure 8 ). This latter component is important: in applications of financial time series, it is very common-and often necessary for proper inference-to include a model for the volatility (e.g., Taylor, 1994; Harvey et al., 1994) . It is reasonable to suppose that applications of financial functional time series may also require volatility modeling; the weekly yield curve data provide one such example. Notably, our hierarchical Bayesian approach seamlessly incorporates volatility modeling, since, conditional on the volatilities, DLM algorithms require no additional adjustments for posterior sampling.
Within the Bayesian framework of the MFDLM, it is most natural to use a stochastic volatility model (e.g., Kim et al., 1998; Chib et al., 2002) . Stochastic volatility models are parsimonious, which is important in hierarchical modeling, yet are highly competitive with more heavily parameterized GARCH models (Daníelsson, 1998) . We use the Kim et al. (1998) approach, which models the log-volatility log(σ 2 (c),k,t ) as a stationary AR(1) process (for fixed c and k); more details are provided in the appendix.
Results
We fit model (7) to the multi-economy yield curve data, using the common FLCs model of Section 3.4 and the Kim et al. (1998) model for the volatilities. We find that r = 1 sufficiently models the time dependence of the factors, and select K = 4. The choice of K = 4 conveniently corresponds to the number of curves in the Svensson model, which is useful for interpretation. As previously mentioned, we set D = 1, which also satisfies the stationarity requirements of Albert and Chib (1993) for sampling the states s In Figure 2 , we plot the posterior means of the common FLCs f k . We can interpret these f k as estimates of the time-invariant underlying functional structure of the yield curves shared by the Fed, the BOE, the ECB, and the BOC. The FLCs are very smooth, and the dominant hump-like features occur at different maturities-following from the orthonormality constraints-which allows the model to fit a variety of yield curve shapes. Interestingly, the estimated f 1 , f 2 , and f 3 are similar to the level, slope, and curvature functions of the Nelson-Siegel parameterization described by Diebold and Li (2006) , and f 4 vaguely resembles the additional curvature term of the Svensson parameterization for short to medium maturities. Since the factors β In Figure 3 , we plot the estimated P (s We can summarize the paths in Figure 3 using the invariant or limiting probability of Table 1 , we compute posterior means and 95% highest posterior density (HPD) intervals for this quantity, which estimates the long-term probability of dependence between the week-to-week changes of economy c and the Fed for each factor k. Notably, the BOE and BOC invariant probabilities are very similar for each k while the ECB invariant probabilities are much different. Surprisingly, the slope term k = 2 for the ECB is about as likely to be correlated with the Fed as is the level term k = 1.
In Table 2 , we present posterior means and 95% HPD intervals for 1/q (c) 01,k , which is the expected duration of state 0 given that the current state is 0. This quantity estimates the average number of additional weeks that the week-to-week changes in factor k for economy c will remain uncorrelated with those for the Fed, given that they are currently uncorrelated. The posterior means suggest that such uncorrelated behavior is relatively short-lived, and typically lasts only a few weeks. However, the upper endpoints of the HPD intervals indicate that the uncorrelated behavior may persist for months, even for the yield curve level k = 1.
We are currently investigating an extension of model (7) to incorporate several important financial predictors as covariates, with a particular focus on the weeks during the recession.
Multivariate Time-Frequency Analysis for Local Field Potential
Local field potential (LFP) data were collected on rats to study the neural activity involved in feature binding, which describes how the brain amalgamates distinct sensory information into a single neural representation (Botly and De Rosa, 2009; Ljubojevic et al., 2013) . LFP uses electrodes implanted directly in the brain to record the neural activity over time of local brain regions of interest; in this case, the prefrontal cortex and the posterior parietal cortex. The rats were given two sets of tasks: one that required the rats to synthesize multiple stimuli in order to receive a reward (called feature conjunction, or FC), and one that only required the rats to process a single stimulus in order to receive a reward (called feature singleton, or FS). FC involves feature binding, while FS may serve as a baseline.
The tasks were repeated in 20 trials each for FS and FC, during which electrodes implanted in the prefrontal cortex (PFC) and the posterior parietal cortex (PPC) recorded the neural activity. Therefore, the raw data signal is a bivariate time series with 20 replications for each rat; we show an example of the bivariate signals for one such replication in Figure 4a .
Each signal replicate is 3 seconds long, and has been centered around the behavior-based laboratory estimate of the time at which the rat processed the stimuli, which we denote by
Our interest is in the time-dependent behavior of these bivariate signals and the interaction between them. A natural approach is to use time-frequency analysis; however, exact inference for standard time-frequency procedures is not available. An appealing alternative is to use time-frequency methods to transform the bivariate signal into a MFTS, which makes available the multivariate modeling and inference of the MFDLM.
Since the MFDLM provides smoothing in both the frequency domain T and the time 
is the complex conjugate of q
t . The cross-periodogram is generally complex-valued, and if the periodograms are unsmoothed, then |I
t (τ ) is real-valued but clearly fails to provide new information (Bloomfield, 2004 ). This does not imply that the cross-periodogram is uninformative, but rather that some frequency domain smoothing of the periodograms is necessary. (2000), we use a modified Daniell kernel to obtain the smoothed periodograms, or spectra. We subdivide each time bin into five segments, compute
Following Shumway and Stoffer
ing because it is the variance-stabilizing transformation for the periodogram (Shumway and Stoffer, 2000) . To account for the periodic dependence between signals, one choice is the logcross-spectrum, log |Ĩ
2 . An appealing alternative is the squared coherence defined
t (τ )), which satisfies the constraints 0 ≤ κ 2 t (τ ) ≤ 1 and is the frequency domain analog to the squared correlation (Bloomfield, 2004) . Since (1) More generally, this procedure is applicable to -dimensional time series, which, including either the squared coherence or the cross-spectra, yields a C = ( +1)/2-dimensional MFTS.
We show an example of the resulting MFTS from a rat during an FS trial in Figure 4b . For completeness, we include the log-cross-spectrum, which is not a component of the MFTS.
MFDLM Specification
We use the common FLCs model of Section 3.4 accompanied by a random walk model for the factors:
i,s,t are the log-spectra for c = 1, 2 and the probittransformed squared coherences for c = 3, i = 1, . . . , 8 index the rats, s = 1, . . . , 40 index the trials for each rat, and t = 1, . . . , 15 index the time bins for each trial. The joint indices (i, s, t) in (8) correspond to the time index t in (1), and are used to specify independence of the residuals ω k,i,s,t between rats and between trials. The C × C factor covariance matrices W k do not depend on the rat or the trial, and can help summarize the overall dependence among factors. For simplicity and parsimonious modeling, (8) assumes independence between ω k,i,s,t and ω j,i,s,t for j = k ∈ {1, . . . , K}, but allows for correlation between outcomes for fixed k. The W k control the amount of time domain smoothing for the factors and therefore for
k,i,s,t f k (τ ). We discuss distributional assumptions for W k in the appendix. To determine the effects of feature binding, we compare the values of µ (c) i,s,t (τ ) between the FS and FC trials. Letting S i,F C (respectively, S i,F S ) be the subset of FC (respectively, FS) trials for which rat i received the reward, we estimate posterior distributions for the sample meansμ (c)
i,s ,t (τ ) for c = 1, 2 and µ
i,s ,t (τ ) . Therefore, we examine the difference in the log-spectra and the squared coherences between the FC and the FS trials, which we average over all rats and over all trials for which the rat responded correctly to the stimuli. This restriction is important, since it filters out unrepresentative trials, in particular FC trials for which feature binding may not have occurred.
Results
Since we observe functions in 15 time bins for 40 trials for 8 rats, the time-dimension of our 3-dimensional MFTS is T = (15)(40)(8) = 4800. We restrict the frequencies to T = [0. 1, 80] Hz, which is the range of interest for this application and yields m (c) t = 30 for all c, t. Guided by DIC, we select K = 10. Alternatively, we could use a smaller value of K by increasing the initial smoothing of the log-spectra and the squared coherences, but would risk smoothing over important features.
We compute 95% pointwise HPD intervals and posterior means forμ (c) t (τ ), c = 1, 2, 3 and display the results as spectrogram plots; the plots for c = 1, 2 are in the appendix, while c = 3 is in Figure 5 . Regions of red or orange in the lower 95% HPD interval plots indicate a significant positive difference between the FC and FS trials, while regions of blue in the upper 95% HPD interval plots indicate a significant negative difference. We are particularly interested in the time bins around t * , which indicates the approximate time at which the stimuli were processed, and frequencies up to 40-50 Hz.
The averages of the differenced log-spectraμ
t (τ ) describe how the distinct regions of the brain-the PFC and PPC, respectively-respond differently to stimuli that do or do not require feature binding. By comparison, the average of the differenced squared coherencesμ (3) t (τ ) describes how these regions of the brain interact with each other under the different stimuli. Based on Figure 5 , feature binding appears to be most strongly associated with greater squared coherence at frequencies in the Theta range (4-8 Hz), the Alpha range (8-13 Hz), and the Beta range (13-30 Hz) around t * . This pattern persists in the power of both the PFC and PPC log-spectra plots, which suggests that these ranges of frequencies are important to the process of feature binding. Therefore, using the inference provided by the MFDLM, we conclude that during feature binding, the Theta, Alpha, and Beta ranges are associated with increased brain activity in both the PFC and the PPC, as well as greater synchronization between these regions. 
Conclusions
The MFDLM provides a general framework to model complex dependence among functional observations. Because we separate out the functional component through appropriate conditioning and include the necessary identifiability constraints, we can model the remaining dependence using familiar scalar and multivariate methods. The hierarchical Bayesian approach allows us to incorporate interesting and useful submodels seamlessly, such as the common trend hidden Markov model of Section 4.1.1, the stochastic volatility model of Section 4.1.2, and the random walk model of Section 4.2.1. We incorporate Bayesian spline theory, convex optimization, and the theory of exponential families to model the functional component as a set of smooth and optimal curves subject to (identifiability) constraints.
Using a Gibbs sampler, we obtain posterior samples of all of the unknown parameters in (1), which allows us to perform inference on any parameters of interest, such asμ (c) t in the LFP example.
Our two diverse applications demonstrate the flexibility and wide applicability of our model. The common trend hidden Markov model of Section 4.1.1 provides useful insights into the interactions among multi-economy yield curves, and our LFP example suggests a novel approach to time-frequency analysis via MFTS. In these applications, the MFDLM adequately models a variety of functional dependence structures, including time dependence, (time-varying) contemporaneous dependence, and stochastic volatility, and may readily accommodate additional dependence structures, such as covariates, repeated measurements, and spatial dependence. We are currently developing an R package for our methods. k by normalizing the full conditional posterior expectation given in the main paper; i.e., solving the relevant quadratic program and then normalizing the solution. Initializations for the remaining levels proceed similarly as conditional MLEs, but depend on the form chosen for X t , V t , G t , and W t . In our applications, this conditional MLE approach produces reasonable starting values for all variables.
A.1.1 Common Factor Loading Curves
If we wish to implement the common FLCs model f . Then, similar to before, we set β Durbin and Koopman (2002) ; Durbin (2003, 2000) , the latter of which is optimized when E t is diagonal. For general hierarchical models, we may modify the hierarchical DLM algorithms of Gamerman and Migon (1993) .
For the prior distributions, we only need to specify the distribution of β 0 (and θ 0 ); the remaining distributions are computed recursively using F, X t , G t and the error variances. For simplicity, we let β
6 ), which is a common choice for DLMs.
Alternatively, we could use past data not included in our analysis to estimate these initial values. However, the resulting estimates for t > 1 in our applications are not noticeably different.
3. Sample the state evolution matrix G t (if unknown). G t may have a special form (see Section A.2.2) or provide a more common time series model such as a VAR. In the latter case, we may choose some structure for G t = G, e.g. diagonality to allow dependence between β β k,i,s,t − β k,i,s,t−1 is conditional on the factors and T = (15)(40)(8) = 4800 counts the indices (i, s, t). We let R −1 = I C×C , which is the expected prior precision, and
For the stochastic volatility model of Section 4.1.2, we use the distributions given in Kim et al. (1998) . In particular, letting σ Kim et al. (1998) propose the model h
2 )) with |ξ k are from the previous MCMC iteration, which does not affect the full conditional distributions of step 2. in the current MCMC iteration.
The subsequent steps 3., 4., and 1. are then conditional on the newly sampled factors β (c) k from step 2., which have not been rescaled.
A.2.2 Sampling the Common Trend Hidden Markov Model
Recall the common trend hidden Markov model for the factors, k = 1, . . . , K:
for c = 2, . . . , C, where ∆ is the differencing operator, D is the degree of differencing, γ
k ∈ R is the economy-specific slope term for each factor, s We specify iid N (0, 10 6 ) priors for γ (c) k , which are conjugate to the likelihood in (9). We can express (9) as the β t = θ t -level in (1) with X t = I CK×CK and V t = 0 CK×CK . Let Many of these matrix multiplications involve diagonal matrices, and therefore may be computed quickly. The error variance is not a proper variance matrix, but is commonly used for sampling DLMs with multiple lags or differencing. Note that to write (1) in this form, we must also append CK columns of zeros to F(τ ), since Y t (τ ) depends on β t but not on β t−1 .
Inverting the block diagonal matrixL β t = bdiag(L β t , I CK×CK ), we obtainL β 
where the error variance has the same block form as previously, but with W t replaced by 
