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CONNECTIVE C∗-ALGEBRAS
MARIUS DADARLAT AND ULRICH PENNIG
Abstract. Connectivity is a homotopy invariant property of separable
C
∗-algebras which has three notable consequences: absence of nontriv-
ial projections, quasidiagonality and a more geometric realization of
KK-theory for nuclear C∗-algebras using asymptotic morphisms. The
purpose of this paper is to further explore the class of connective C∗-
algebras. We give new characterizations of connectivity for exact and for
nuclear separable C∗-algebras and show that an extension of connective
separable nuclear C∗-algebras is connective. We establish connectivity
or lack of connectivity for C∗-algebras associated to certain classes of
groups: virtually abelian groups, linear connected nilpotent Lie groups
and linear connected semisimple Lie groups.
1. Introduction
Connectivity of separable C∗-algebras was introduced in our earlier paper
[10] under different terminology, see Definition 2.1 below. The initial mo-
tivation for studying it stemmed from our search for homotopy-symmetric
C∗-algebras. By a result of Loring and the first author [9], these are precisely
the separable C∗-algebras for which one can unsuspend in the E-theory of
Connes and Higson [6]. Using a result of Thomsen [34], we proved in [10]
that connectivity is equivalent to homotopy-symmetry for all separable nu-
clear C∗-algebras. Moreover, we showed that connectivity has a number of
important permanence properties. These facts allowed us to exhibit new
classes of homotopy-symmetric C∗-algebras.
The purpose of this paper is to further explore the class of connective
C∗-algebras. We are motivated by the following three properties they share:
(i) If A is a separable nuclear C∗-algebra, then KK(A,B) is isomorphic
to the homotopy classes of completely positive and contractive (cpc) asymp-
totic morphisms from A to B ⊗K for any separable C∗-algebra B.
(ii) Connective C∗-algebras are quasidiagonal. In fact, if A is connective,
then A ⊗ B is quasidiagonal for any C∗-algebra B. (A ⊗ B denotes the
minimal tensor product.)
M.D. was partially supported by NSF grant #DMS–1362824.
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(iii) Connective C∗-algebras do not have nonzero projections. In fact,
if A is connective, then A ⊗ B does not have nonzero projections for any
C∗-algebra B.
Connectivity is of particular interest in the case of group C∗-algebras. A
countable discrete group G is called connective if the augmentation ideal
I(G) defined as the kernel of the trivial representation ι : C∗(G) → C is
a connective C∗-algebra. In view of properties (ii) and (iii) connectivity
of G may be viewed as a stringent topological property that accounts si-
multaneously for the quasidiagonality of C∗(G) and the verification of the
Kadison-Kaplansky conjecture for certain classes of groups. Examples of
nonabelian connective groups were exhibited in [10] and [11].
In this paper we give new characterizations of connectivity for exact and
nuclear separable C∗-algebras, see Prop. 2.2, 2.3. We prove that connectivity
of separable nuclear C∗-algebras is preserved under extensions, see Thm. 2.4.
This is a key permanence property which does not hold for quasidiagonal
C∗-algebras.
There is a close connection between the topology of the spectrum and
connectivity, which we employ to reveal an obstruction to connectivity by
using work of Blackadar and Cuntz [1] and Pasnicu and Rørdam [30]. In
particular, we show that a countable discrete group G is not connective if
the trivial representation ι is a shielded point of the unitary dual of G in
the sense of Def. 2.9.
Motivated by this, we give a complete description of the neighborhood
of ι in the spectrum of the Hantzsche-Wendt group G, which is a torsion
free crystallographic group with holonomy Z/2Z × Z/2Z, in Sec. 3.1. This
allows us to prove that G is not connective in this case (Cor. 3.2). Moreover,
we show that this group provides a counterexample to a conjecture from
[8]. Specifically, we prove that the natural map [[I(G),K]] → K0(I(G)) is
not an isomorphism (Lem. 3.3). In contrast, we show that all torsion free
crystallographic groups with cyclic holonomy are connective (Thm. 3.8).
Next, we investigate connectivity for C∗-algebras associated to Lie groups.
We show that all noncompact linear connected nilpotent Lie groups have
connective C∗-algebras (Thm. 4.3). Using classic results from representation
theory in conjunction with permanence properties of connectivity, we show
that if G is a linear connected complex semisimple Lie group, then C∗r (G)
is connective if and only if G is not compact (Thm. 4.5). Moreover, if G is
a linear connected real reductive Lie group, then C∗r (G) is connective if and
only if G does not have a compact Cartan subgroup (Thm. 4.6).
A common denominator of our results concerning group C∗-algebras is
that in all the cases we analyzed, C∗(G) contains a large connective ideal.
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2. Connective C∗-algebras
2.1. Definitions and background. For a C∗-algebra A, the cone over A
is defined as CA = C0[0, 1) ⊗A the suspension of A as SA = C0(0, 1) ⊗A.
The first of the following two notions was introduced in [10, Def. 2.6
(i)], under a different terminology which we have abandoned. We use the
abbreviation cpc map for a completely positive and contractive map.
Definition 2.1. Let A be a C∗-algebra.
(a) A is connective if there is a ∗-monomorphism
Φ: A→
∏
n
CL(H)/
⊕
n
CL(H)
which is liftable to a cpc map ϕ : A→
∏
nCL(H).
(b) A is almost connective, if there is a (not necessarily liftable) ∗-monomor-
phism Φ: A→
∏
nCL(H)/
⊕
nCL(H).
For a discrete group G, we define I(G) to be the augmentation ideal, i.e.
the kernel of the trivial representation C∗(G) → C. We will sometimes say
that a discrete amenable group G is connective if the C∗-algebra I(G) is
connective. Note that (almost) connective C∗-algebras do not have nonzero
projections. Thus any connective C∗-algebra is nonunital. Our definition
allows that the zero C∗-algebra {0} is connective.
Let A and B be C∗-algebras. An asymptotic morphism is a family of
maps {ϕt : A→ B}t∈[0,∞) such that
a) for each a ∈ A the map t 7→ ϕt(a) is norm-continuous and bounded,
b) for all a, b ∈ A and λ ∈ C, we have
lim
t→∞
‖ϕt(a+ λ b)− (ϕt(a) + λϕt(b))‖ = 0
lim
t→∞
‖ϕt(ab)− ϕt(a)ϕt(b)‖ = 0
lim
t→∞
‖ϕt(a
∗)− ϕt(a)
∗‖ = 0 .
A discrete asymptotic morphism (ϕn)n∈N between A and B is a family of
maps ϕn : A→ B that satisfies the analogous conditions as a) and b) above
with the index set replaced by N. A homotopy between two (discrete) asymp-
totic morphisms (ϕ0t )t∈I and (ϕ
1
t )t∈I is a (discrete) asymptotic morphism
Ht : A → C[0, 1] ⊗ B, such that evi ◦Ht = ϕ
i
t for all t ∈ I, where I either
denotes [0,∞) or N. We will say that a (discrete) asymptotic morphism
(ϕt)t∈I is completely positive and contractive (cpc) if each of the maps ϕt
is cpc. The corresponding homotopy classes will be denoted as follows:
• [[A,B]] – homotopy classes of asymptotic morphisms,
• [[A,B]]N – homotopy classes of discrete asymptotic morphisms,
• [[A,B]]cp
N
– homotopy classes of discrete cpc asymp. morphisms
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2.2. Characterizations of connectivity. In the following we give two
more characterizations of connectivity for exact and respectively nuclear
C∗-algebras.
Proposition 2.2. Let A be a separable exact C∗-algebra. Then A is connec-
tive if and only if there is an injective ∗-homomorphism π : A → O2 which
is null-homotopic as a discrete cpc asymptotic morphism. This means that
[[π]] = 0 in the set [[A,O2]]
cp
N
.
Proof. (⇒) By assumption, there is a cpc discrete asymptotic morphism
{ϕn : A→ C[0, 1]⊗O2}n such that ϕ
(0)
n = π is an injective ∗-homomorphism
and ϕ
(1)
n = 0. Thus, we can view {ϕn}n as an injective discrete asymptotic
morphism {ϕn : A→ C0[0, 1) ⊗O2 ⊂ CL(H)}n and hence A is connective.
(⇐) Suppose that A is a separable exact connective C∗-algebra. By [10,
Prop. 2.11] it follows that [[A,O2⊗K]]
cp
N
is an abelian group. By Kirchberg’s
embedding theorem, there is an injective ∗-homomorphism π : A→ O2⊗K.
Moreover π⊕π : A→ O2⊗K is unitarily homotopy equivalent to π. It follows
that [[π]]⊕ [[π]] = [[π]] in the group [[A,O2⊗K]]
cp
N
and hence [[π]] = 0. After
embedding O2 ⊗K into O2 we obtain the desired conclusion. 
Proposition 2.3. Let A be a separable nuclear C∗-algebra. The following
properties are equivalent.
(i) A is connective.
(ii) A ⊗ B is connective for some C∗-algebra B that contains a nonzero
projection.
(iii) A⊗B is connective for all C∗-algebras B
(iv) [[A,O2 ⊗K]] = 0.
(v) [[A,L(H) ⊗K]] = 0.
Proof. The equivalences (i) ⇔ (ii) ⇔ (iii) were established in [10]. (For
(ii) ⇒ (i) observe that A is a subalgebra of A ⊗ B if B contains a nonzero
projection.)
(i) ⇒ (iv) and (i) ⇒ (v). Let B be a σ-unital C∗-algebra such that
KK(A,B) = 0, for instance B = O2 or B = L(H). If A is connective, then
A is homotopy symmetric and hence [[A,B ⊗ K]] ∼= KK(A,B) = 0 by [10,
Thm. 3.1]. Note that even though [10, Thm. 3.1] was stated for separable
C∗-algebras B it is routine to extend the result to general C∗-algebras using
the separability of A.
(iv) ⇒ (i) and (v) ⇒ (i). Fix an embedding π : A → O2 ⊂ L(H) ⊗ K
and regard it as a constant asymptotic morphism {πt : A→ L(H)⊗K}t. By
assumption, [[πt]] = 0 in [[A,L(H)⊗K]] and hence by restriction, [[πn]] = 0
in [[A,L(H)⊗K]]N. We shall view L(H)⊗K as a subalgebra of L(H). The
corresponding homotopy from the constant discrete morphism {πn}n to zero
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will induce an embedding Φ: A→
∏
nCL(H)/
⊕
nCL(H) which is liftable
to a cpc map ϕ : A→
∏
nCL(H) by the nuclearity of A. 
2.3. Extensions of connective C∗-algebras. Connectivity of C∗-algebras
has a plethora of permanence properties as proven in [10, Thm. 3.3]. In par-
ticular, it is inherited by split extensions [10, Thm. 3.3 (d)]. In the following
theorem this result is extended to non-split extensions as well.
Theorem 2.4. Let 0→ J → A→ B → 0 be an exact sequence of separable
nuclear C∗-algebras. If J and B are connective, then A is connective.
Proof. Since connectivity passes to nuclear subalgebras we may replace the
given extension by
0→ J ⊗O2 ⊗K → A⊗O2 ⊗K → B ⊗O2 ⊗K → 0.
Adding to this extension a trivial absorbing extension, using the addition in
Ext-theory, we obtain an absorbing extension
(1) 0→ J ⊗O2 ⊗K → E → B ⊗O2 ⊗K → 0,
which by construction has the property that A ⊂ A ⊗ O2 ⊗ K ⊂ E, see
for instance [4, Lemma 2.2]. Since Ext(B ⊗O2, J ⊗O2) = 0 as O2 is KK-
contractible and we are dealing with an absorbing extension, it follows that
the extension (1) splits by [24, Sec. 7] and so E is connective by [10, Thm.
3.3]. We conclude that A ⊂ E is connective. 
In the sequel we will need to use the following result from [10], which is
based on [2].
Theorem 2.5 ([10], Cor. 3.4.). Let A be a separable continuous field of
nuclear C∗-algebras over a compact connected metrizable space X. If one of
the fibers of A is connective, then A is connective.
Corollary 2.6. Let A be a separable continuous field of nuclear C∗-algebras
over a locally compact metrizable space X that has no compact open subsets.
Then A is connective.
Proof. Let Y = X ∪ {y0} be the one-point compactification of X. Then Y
is a compact metrizable space which must be connected. Indeed, arguing
by contradiction, say that Y = U ∪ V with U , V open and nonempty with
y0 ∈ U and U ∩ V = ∅. Then V = V ∩ X is both an open and compact
subset of X.
We can view A as a continuous field over Y (see the remark on page 145
of [2]) and the fiber over y0 satisfies A(y0) = {0}. It follows that A is
connective by Thm. 2.5. 
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2.4. Obstructions to connectivity. If A is a C∗-algebra, we denote by
Â the spectrum of A, which consists of all unitary equivalence classes of
irreducible representations and by Prim(A) the primitive spectrum of A
consisting of kernels of irreducible representations. The unitary dual Ĝ of a
group G identifies with Ĉ∗(G). Recall that Â is topologized by pulling-back
the Jacobson topology of Prim(A) under the natural map Â → Prim(A),
π 7→ kerπ, [14]. Let π and (πn)n be irreducible representations of A acting
on the same separable Hilbert space H. Suppose that ‖πn(a)ξ−π(a)ξ‖ → 0
for all a ∈ A and ξ ∈ H. Then the sequence (πn)n converges to π in the
topology of Â, see [14, Sec. 3.5].
Proposition 2.7. Let A be a separable C∗-algebra.
(i) If Prim(A) contains a non-empty compact open subset, then A is not
connective.
(ii) If A is nuclear and Prim(A) is Hausdorff, then A is connective if and
only if Prim(A) does not contain a non-empty compact open subset.
Proof. (i) Set X = Prim(A). If X has a non-empty compact open subset,
then A ⊗ O2 contains a nonzero projection by [30, Prop. 2.7] and hence A
cannot be connective.
(ii) One implication follows from (i). For the other implication suppose
that X = Prim(A) does not contain a non-empty compact open subset.
Since X is Hausdorff by assumption, A is a nuclear separable continuous
field over the locally compact space X, [16]. This is explained in detail in
[3, Sec. 2.2.2]. Now we apply Cor. 2.6. 
We would like thank Gabor Szabo for pointing out the following invariance
property of connectivity.
Proposition 2.8. Let A and B be separable nuclear C∗-algebra with home-
omorphic primitive spectra. Then A is connective if and only if B is con-
nective.
Proof. Kirchberg’s classification theorem [26] implies that if A and B are as
in the statement, then A⊗O2 ⊗ K ∼= B ⊗O2 ⊗ K. The desired conclusion
follows now from Proposition 2.3. 
Definition 2.9. Let A be a separable C∗-algebra. A point π ∈ Â is called
shielded, if Â \ {π} 6= ∅ and any sequence (πn)n in Â \ {π} which converges
to π has a subsequence that converges to another point η ∈ Â \ {π}.
Lemma 2.10. Let A be a unital separable C∗-algebra. If a point π ∈ Â is
closed and shielded, then I = ker π is not connective.
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Proof. Observe that I 6= {0}, since Â \ {π} 6= ∅ and {π} is closed. By
Proposition 2.7 it suffices to show that Prim(I) = Prim(A) \ {I} is a
nonempty compact-open subset of Prim(A). Since {π} is closed, it follows
that q−1(I) = {π} and hence q(Â\{π}) = Prim(A)\{I}. The quotient map
q : Â→ Prim(A) is continuous and open, since the topology of Â is defined
as the preimage of the topology of Prim(A). Therefore, the lemma follows
if we show that Â \ {π} is compact and open. Â \ {π} is open because {π}
is closed. Since Â is compact and satisfies the second axiom of countability
[14], it suffices to show that Â \ {π} is sequentially compact, [25, p. 138].
Let (πn)n be a sequence in Â \ {π}. By compactness of Â it contains a
subsequence (πnk)k converging in Â. If it converges to π ∈ Â, then it has a
subsequence that converges to some other point η ∈ Â \ {π}, because π is
shielded. Hence Â \ {π} is also compact. 
Corollary 2.11. Let G be a countable discrete group. If the trivial repre-
sentation ι ∈ Ĝ is shielded, then I(G) is not connective.
Proof. Since ι is a one-dimensional representation, it follows that {ι} is
closed in Ĝ. Thus, the statement follows from Lemma 2.10. 
3. Connectivity of crystallographic groups
It is known that there are precisely 10 closed flat 3-dimensional manifolds.
Conway and Rossetti [7] call these manifolds platycosms (“flat universes”).
The Hantzsche-Wendt manifold [17], or the didicosm in the terminology of
[7], is the only platycosm with finite homology. Its fundamental group G,
known as the Hantzsche-Wendt group, is generated by two elements x and
y subject to two relations:
x2yx2 = y, y2xy2 = x.
The group G is one of the classic torsion free 3-dimensional crystallographic
groups, [17, 7]. It is useful to introduce the notation z = (xy)−1.
A concrete realization of G as rigid motions of R3 is given by the following
transformations X, Y , Z that correspond to the group elements x, y and z.
X(ξ) = Aξ + a, Y (ξ) = Bξ + b, Z(ξ) = Cξ + c, ξ ∈ R3,
where
A =
1 0 00 −1 0
0 0 −1
 , B =
−1 0 00 1 0
0 0 −1
 , C =
−1 0 00 −1 0
0 0 1
 ,
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and
a =
1/21/2
0
 , b =
 01/2
1/2
 , c =
1/20
1/2
 .
The transformations X2, Y 2 and Z2 are just translations by unit vectors
in the positive directions of the coordinate axes.
One shows (independently of the previous concrete realization) that the
elements x2, y2 and z2 commute. Moreover one has the following relations
in G:
xx2x−1 = x2, xy2x−1 = y−2, xz2x−1 = z−2
yx2y−1 = x−2, yy2y−1 = y2, yz2y−1 = z−2
zx2z−1 = x−2, zy2z−1 = y−2, zz2z−1 = z2
The subgroup N of G generated by x2, y2 and z2 is normal in G and it
is isomorphic to Z3 ∼= Zx2 ⊕ Zy2 ⊕ Zz2. Let q : G→ H = G/N denote the
quotient map.
1 // N // G
q // H // 1
H is isomorphic to Z/2⊕ Z/2 with generators are q(x) and q(y).
For later use, we will need the following identities that hold in G.
x−1y = yxy2z−2 = zx2z−2, x−1z = yz2,(2)
y−1x = zx2, y−1z = x(x−2y2).
3.1. Induced representations and the unitary dual of G. Based on
Corollary 2.11 we will show that I(G) for the Hantzsche-Wendt group G is
not connective. This requires a thorough analysis of the spectrum Ĝ.
Our basic reference for this section is the book of Kaniuth and Taylor [23].
The unitary dual of G consists of unitary equivalence classes of irreducible
unitary representations of G and is denoted by Ĝ. G acts on N̂ ∼= T3
by g · χ = χ(g · g−1). If we identify the character χ ∈ N̂ with the point
(χ(x2), χ(y2), χ(z2)) = (u, v, w) ∈ T3, then the action of G is described as
follows:
x · (u, v, w) = (u, v¯, w¯), y · (u, v, w) = (u¯, v, w¯), z · (u, v, w) = (u¯, v¯, w).
The stabilizer of a character χ is the subgroup Gχ of G defined by Gχ = {g ∈
G : χ(g · g−1) = χ(·)}. It is clear that N ⊂ Gχ and that there is a bijection
from G/Gχ onto the orbit of χ. In particular, the orbits of the action of G
on N̂ can only have length 1, 2 or 4. Mackey has shown that each irreducible
representation π ∈ Ĝ is supported by the orbit of some character χ ∈ N̂ ,
in the sense that the restriction of π to N is unitarily equivalent to some
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multiple mπ of the direct sum of the characters in the orbit of χ.
π|N ∼ mπ
⊕
g∈G/Gχ
χ(g · g−1).
In the sum above g runs through a set of coset representatives.
Mackey’s theory has a particularly nice form for virtually abelian discrete
groups. Let Ω ⊂ N̂ be a subset which intersects each orbit of G exactly
once. For each χ ∈ N̂ , let Ĝχ be the unitary dual of the stabilizer group
Gχ and denote by Ĝχ
(χ)
the subset of Ĝχ consisting of classes of irreducible
representations σ of Gχ such the restriction of σ to N is unitarily equivalent
to a multiple of χ. Then, according to [23, Thm. 4.28]
Theorem 3.1. Ĝ =
{
indGGχ(σ) : σ ∈ Ĝχ
(χ)
, χ ∈ Ω
}
.
Let ι be the trivial representation of G. We will prove that ι ∈ Ĝ is
shielded by showing that any sequence (πn)n of points in Ĝ \ {ι} that con-
verges to ι has a subsequence which is convergent to a point η 6= ι.
Let Rℓ ⊂ Ĝ consist of those classes of irreducible representations which
lie over ℓ-orbits, i.e. the orbits of length ℓ. Write Ĝ as the disjoint union
Ĝ = R1 ∪R2 ∪R4. It suffices to assume that all the elements πn belong to
the same subset Rℓ. We distinguish the three possible cases for ℓ:
1-orbits. Consider the characters of N of the form χ = (ε1, ε2, ε3), where
ε1, ε2, ε3 ∈ {±1}. These are precisely the points in N̂ which are fixed under
the action of G. In other words Gχ = G. Let (πn)n be a sequence of elements
in R1 ⊂ Ĝ and such that (πn)n is convergent to ι. Since the restriction of
πn to N is a multiple of a character χn = (ε1(n), ε2(n), ε3(n)), it follows
that ε1(n) = ε2(n) = ε3(n) = 1 for all sufficiently large n and hence since
πn is irreducible, there is m such that πn = ι for n ≥ m. Hence there is no
sequence in R1 \ {ι} which converges to ι.
2-orbits. The characters χ ∈ N̂ with orbits of length two are those χ =
(u, v, w) where precisely only one of the coordinates is not equal to ±1. Let
us argue first that if (πn)n is a sequence of elements in R2 ⊂ Ĝ such that πn
lies over the orbit of χn = (un, vn, wn) and (πn)n is convergent to ι, then two
of the coordinates un, vn, wn must be equal to 1 for all sufficiently large n.
Suppose that each πn lies over the orbit of a character χn of the form
χn = (un, ε2(n), ε3(n)) where un 6= ±1 and ε2(n), ε3(n) ∈ {±1}. Then Gχn
is generated by x, y2, z2 and {e, y} are coset representatives for G/Gχn .
Since πn|N ∼ mn(χn(·)⊕ χn(y · y
−1)), it follows that
πn(y
2) ∼ mn
(
ε2(n) 0
0 ε2(n)
)
, πn(z
2) ∼ mn
(
ε3(n) 0
0 ε3(n)
)
10 MARIUS DADARLAT AND ULRICH PENNIG
and hence if (πn)n converges to ι, then we must have ε2(n) = ε3(n) = 1 for
all sufficiently large n. The cases χn = (ε1, vn, ε3) and χn = (ε1, ε2, wn) are
treated similarly.
In view of the discussion above, it suffices to focus on characters of N
the form χ = (u, 1, 1). The orbit of χ consists of two points, (u, 1, 1) and
(u¯, 1, 1). The corresponding stabilizer Gχ is generated by x, y
2 and z2. In
particular Gχ = N ∪ xN and G = Gχ ∪ y Gχ. The exact sequence
1 // N // Gχ // Z/2Z // 1
does not split since G is torsion free. The quotient G/Gχ is generated by
the coset of y. Let σ ∈ Ĝχ be an irreducible representation of Gχ whose
restriction to N is a multiple of χ. Since χ(y2) = χ(z2) = 1, it follows that
σ factors through Gχ/Z
2. Moreover we have a nontrivial central extension
1 // Z // Gχ/Z
2 // Z/2Z // 1
where the normal subgroup is generated by the image of x2 under the map
N → N/〈y2, z2〉 and the quotient group is generated by the image of q(x)
under the map H → H/〈q(y)〉. Since Gχ/Z
2 is an abelian group, σ must be
a character such that σ(x)2 = σ(x2) = χ(x2) = u. Thus σ(x) = a ∈ T with
a2 = u. Let us compute the representation π = indGGχ(σ) of G induced by
σ. It acts on the Hilbert space
Hπ = {ξ : G→ C : ξ(gh) = σ(h
−1)ξ(g), g ∈ G,h ∈ Gχ}.
Since G = Gχ ∪ y Gχ, we can identify Hπ with C
2 via the isometry ξ 7→
(ξ(e), ξ(y)). Then π(g)ξ = ξ(g−1·) can be described using (2) as follows:
π(x)ξ(e) = ξ(x−1) = σ(x)ξ(e) = aξ(e)
π(x)ξ(y) = ξ(x−1y) = ξ(yxy2z−2) = σ(z2y−2x−1)ξ(y) = a¯ξ(y)
π(y)ξ(e) = ξ(y−1) = ξ(y · y−2) = σ(y2)ξ(y) = ξ(y)
π(y)ξ(y) = ξ(y−1 · y) = ξ(e)
which produces the following matrices with respect to the basis given above:
(3) π(x) =
(
a 0
0 a¯
)
, π(y) =
(
0 1
1 0
)
, π(z) =
(
0 a
a¯ 0
)
Corresponding to the characters (1, v, 1) and (1, 1, w) we obtain the irre-
ducible representations, where we use the isometries ξ 7→ (ξ(e), ξ(x)) and
ξ 7→ (ξ(e), ξ(y)) respectively:
(4) π(x) =
(
0 1
1 0
)
, π(y) =
(
b 0
0 b¯
)
, π(z) =
(
0 b¯
b 0
)
, b2 = v,
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and
(5) π(x) =
(
0 c¯
c 0
)
, π(y) =
(
0 1
1 0
)
, π(z) =
(
c 0
0 c¯
)
, c2 = w.
Let (πn)n be a sequence in R2 that converges to ι in Ĝ. Arguing by
symmetry, we may assume that each πn is given by the formulas (3) cor-
responding to a sequence of points un ∈ T with un /∈ {±1}. Since πn → ι
it follows from the equation (3) that un → 1. Again from (3) we can com-
pute the limits of the sequences πn(x) and πn(y) in U(2). This gives the
representation π : G→ U(2):
π(x) =
(
1 0
0 1
)
, π(y) =
(
0 1
1 0
)
It is clear that π is a representation of G that factors through the left
regular representation of Z/2. Decompose π into a direct sum of characters
π ∼ ι⊕ η. Then η is not equivalent to ι and πn → η in Ĝ.
4-orbits. Let χ = (u, v, w) ∈ T3 be a character of N with u, v, w /∈ {±1}.
Its orbit under the action of G consists of four points and Gχ = N . Let
us compute the representation π = indGN (χ) of G induced by σ. It acts
on the Hilbert space Hπ = {ξ : G → C : ξ(gh) = χ(h
−1)ξ(g), g ∈
G,h ∈ N}. Thus one can identify Hπ with C
4 via the isometry ξ 7→
(ξ(e), ξ(x), ξ(y), ξ(z)). Using the identities (2), we verify that π(g)ξ =
ξ(g−1·) is described as follows:
π(x)ξ(e) = ξ(x−1) = ξ(x · x−2) = χ(x2)ξ(x) = uξ(x)
π(x)ξ(x) = ξ(e)
π(x)ξ(y) = ξ(x−1y) = ξ(zx2z−2) = χ(z2x−2)ξ(z) = wu¯ξ(z)
π(x)ξ(z) = ξ(x−1z) = ξ(yz2) = χ(z−2)ξ(y) = w¯ξ(y)
π(y)ξ(e) = ξ(y−1) = ξ(y · y−2) = χ(y2)ξ(y) = vξ(y)
π(y)ξ(x) = ξ(y−1x) = ξ(zx2) = χ(x−2)ξ(z) = u¯ξ(z)
π(y)ξ(y) = ξ(e)
π(y)ξ(z) = ξ(y−1z) = ξ(x · x−2y2) = χ(y−2x2)ξ(x) = v¯uξ(x)
producing the matrices:
(6) π(x) =
(
0 u 0 0
1 0 0 0
0 0 0 u¯w
0 0 w¯ 0
)
, π(y) =
(
0 0 v 0
0 0 0 u¯
1 0 0 0
0 uv¯ 0 0
)
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It follows that
π(x2) =
(
u 0 0 0
0 u 0 0
0 0 u¯ 0
0 0 0 u¯
)
, π(y2) =
(
v 0 0 0
0 v¯ 0 0
0 0 v 0
0 0 0 v¯
)
, π(z2) =
(
w 0 0 0
0 w¯ 0 0
0 0 w¯ 0
0 0 0 w
)
(7)
Let (πn)n be a sequence in R4 converging to ι in Ĝ. Each πn is given
by the formulas (6) corresponding to a sequence of points (uk, vk, wk) ∈ T
3
with uk, vk, wk /∈ {±1}. Since πn → ι it follows from equation (7) that
uk, vk, wk → 1. Again from (6) we can compute the limits of the sequences
πn(x) and πn(y) in the space of unitary operators U(4). This gives the
representation π : G→ U(4):
π(x) =
(
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
)
, π(y) =
(
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
)
It is clear that π is a representation of G that factors throughH = Z/2×Z/2.
Decompose π into a direct sum of characters ηi. Since π is not equivalent to
a multiple of the trivial representation, it follows that at least one of these
characters is not equivalent to ι. On the other hand πn → ηi in Ĝ for all i.
Combining the above analysis with Corollary 2.11 we obtain immediately
Corollary 3.2. If G is the Hantzsche-Wendt group, then I(G) is not con-
nective.
It was conjectured in [8] that if G is a torsion free discrete amenable
group, then [[I(G),K]] ∼= KK(I(G),C). We argue now that this conjecture
fails for the Hantzsche-Wendt group. Indeed this follows from the previous
corollary in conjunction with the following lemma.
Lemma 3.3. Let G be a residually finite torsion free discrete amenable
group which admits a classifying space with finitely generated K-homology
group K1(BG). Then [[I(G),K]] ∼= KK(I(G),C) if and only if I(G) is
connective.
Proof. Suppose first that [[I(G),K]] ∼= KK(I(G),C). Since G is amenable
and residually finite it follows that C∗(G) is residually finite dimensional.
Since G is amenable, G satisfies the Baum-Connes conjecture and C∗(G)
satisfies the UCT by results of Higson and Kasparov [22] and Tu [35]. In
particular we have a short exact sequence
0→ Ext1(K1(C
∗(G)),Z)→ KK(C∗(G),C)→ Hom(K0((C
∗(G)),Z)→ 0
Let πn : C
∗(G) → Md(n)(C) be a separating sequence of finite dimen-
sional representations. The restriction of πn to I(G) will be denoted by σn.
By [8, Prop. 3.2] (πn)∗ = d(n)ι∗ : K0(C
∗(G)) → Z and hence [σn] ∈
Ext1(K1(I(G)),Z) ⊂ KK(I(G),C) is a torsion element since K1(I(G)) ∼=
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K1(BG) is finitely generated. After replacing πn by a suitable multiple of
itself we have arranged that [σn] = 0 in KK(I(G),C) and hence [[σn]] = 0 in
[[I(G),K]]. Since the sequence (σn) separates the elements of I(G) it follows
that I(G) is connective.
The converse is contained in the main result of [10] which shows that if A
is a separable nuclear connective C∗-algebra, then [[A,K]] ∼= KK(A,C). 
3.2. Crystallographic groups with cyclic holonomy. In this section
we are going to show that torsion free crystallographic groups with cyclic
holonomy are connective. Apart from this we isolate a lemma, which proves
that I(G) for a group G which is a finite extension of a connective group
always contains a “big” connective ideal. In particular, the lemma also holds
for the Hantzsche-Wendt group.
The proof of both results uses some tools from the index theory of C∗-
subalgebras. A reference is [39]. Let Γ and G be discrete groups and let H
be a finite group. Suppose that they fit into an exact sequence
1 // Γ // G
q // H // 1 .
Let E : C∗(G)→ C∗(Γ) be the faithful conditional expectation [39, Ex. 1.2.3]
given on group elements by
E(g) =
{
g if g ∈ Γ
0 else
.
Choose a lift gh ∈ G for each h ∈ H. The pairs (g
−1
h , gh) form a quasi-basis
in the sense of [39, Def. 1.2.2]. Let E = C∗(G) considered as a right Hilbert
C∗(Γ)-module, where the right action is induced by the inclusion C∗(Γ)→
C∗(G) and the inner product is given by 〈a, b〉 = E(a∗b) [39, Sec. 2.1]. Note
that E is complete [39, Prop. 2.1.5]. The quasi-basis induces an isometric
isomorphism of right Hilbert C∗(Γ)-modules u : E → ℓ2(H)⊗ C∗(Γ) with
u(a) =
∑
h
δh ⊗ E(gha)
and inverse u∗ : ℓ2(H)⊗ C∗(Γ)→ E with u∗(δh ⊗ b) = g
−1
h b. Let LC∗(Γ)(E)
be the bounded adjointable operators on E and denote by KC∗(Γ)(E) the
compact ones. Then we have LC∗(Γ)(E) ∼= KC∗(Γ)(E) ∼= K(ℓ
2(H)) ⊗ C∗(Γ).
The left multiplication of C∗(G) on E induces a ∗-homomorphism
ψ : C∗(G)→ K(ℓ2(H))⊗ C∗(Γ)
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with matrix entries ψh′,h(a) = E(gh′ a g
−1
h ). Suppose we have a ∈ C
∗(G)
with ψ(a) = 0. Then
a =
1
|H|
∑
h,h′
g−1h′ E(gh′ a g
−1
h )gh = 0 .
Hence, ψ is injective.
Lemma 3.4. Let Γ be a connective group and let H be a finite group. Sup-
pose that the group G fits into a short exact sequence of the form
1 // Γ // G
q // H // 1 .
Then I(G,H) = ker(I(q) : I(G)→ I(H)) is connective as well.
Proof. Let ι : C∗(Γ) → C be the trivial representation and let ψ be the
injective ∗-homomorphism constructed above. For all b ∈ C∗(Γ) ⊂ C∗(G) we
have ψh′,h(b) = δh′,h gh b g
−1
h . In particular, ψ embeds the ideal J generated
by I(Γ) into ker(id⊗ ι) = K(ℓ2(H))⊗ I(Γ), which is connective. Hence J is
connective as well. It is clear that J ⊆ I(G,H). Let x ∈ I(G,H). By the
property of the quasi-basis
0 = q(x) =
∑
h∈H
q(E(x g−1h ))h ⇒ q(E(x g
−1
h )) = 0 ∀h ∈ H .
Since I(G,H) ∩C∗(Γ) = I(Γ) we obtain that E(x g−1h ) ∈ I(Γ) for all h ∈ H
and therefore x =
∑
hE(x g
−1
h )) gh ∈ J , hence J = I(G,H). 
The proof of the second result uses an induction over the rank of the free
abelian subgroup based on the following observation.
Lemma 3.5. Let m > 1 and let Γ and G be countable discrete groups that
fit into the following short exact sequence
1 // Γ // G
π // Z/mZ // 1 .
Suppose that Γ is connective and there are group homomorphisms ϕ : G→ Z
and q : Z→ Z/mZ, such that π = q ◦ ϕ. Then G is connective as well.
Proof. Let ψ : C∗(G)→ K(ℓ2(H))⊗C∗(Γ) be the injective ∗-homomorphism
constructed above and let ι : C∗(Γ) → C be the trivial representation. Ob-
serve that ρ = (id⊗ ι) ◦ ψ satisfies
ρ(g γ)h′,h = ι(E(gh′g γ g
−1
h )) = ι(E(gh′g g
−1
h ) gh γ g
−1
h ) = ι(E(gh′g g
−1
h ))
for all g ∈ G and γ ∈ Γ. In particular, ρ factors through the ∗-homomorphism
C∗(G)→ C∗(Z/mZ) induced by π. By assumption this decomposes as
C∗(G)
ϕ // C∗(Z)
q // C∗(Z/mZ) .
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Altogether we obtain that ρ decomposes into a direct sum of one-dimensional
representations, each of which is homotopic through representations to the
trivial one. Hence, to show that G is connective, it suffices to construct a
path through discrete asymptotic morphisms connecting a faithful morphism
with a direct sum of copies of ρ.
Choose a path witnessing the connectivity of Γ, i.e. a discrete asymptotic
morphism
Hn : C
∗(Γ)→ C([0, 1]) ⊗Mn(C)
such that for H
(t)
n = evt ◦Hn : C
∗(Γ) → Mn(C) we have that H
(0)
n is faith-
ful and H
(1)
n is a multiple of ι. Then (idMm(C) ⊗ Hn) ◦ ψ has the desired
properties. Hence, G is connective. 
We need the following elementary fact:
Lemma 3.6. Let a, b > 1 be integers and consider the exact sequence
0 // Z/aZ
·b // Z/abZ
π // Z/bZ // 0
with π(x) = x mod b. Any generator of Z/bZ lifts to a generator of Z/abZ.
Proof. Let y¯ ∈ Z/bZ be a generator and let y ∈ {0, . . . , b−1} be a representa-
tive. Let p1, . . . , ps be the disctinct prime factors of ab, such that p1, . . . , pr
for r ≤ s are the ones not dividing y and pr+1, . . . , ps divide y. Since
gcd(y, b) = 1, the primes pr+1, . . . , ps do not divide b. Let x = y+p1 . . . pr b.
We have for i ∈ {1, . . . , r} and j ∈ {r + 1, . . . , s}
x ≡ y 6≡ 0 mod pi ,
x ≡ p1 . . . pr b 6≡ 0 mod pj .
Hence gcd(x, ab) = 1 and x ∈ Z/abZ is a generator with π(x) = y¯. 
To start the induction we need the following lemma.
Lemma 3.7. Let G be a countable torsion free discrete group, which fits
into an exact sequence
0 // Z // G // Z/mZ // 0
Then G is isomorphic to Z, hence in particular connective.
Proof. This can be proven by calculating H2(Z/mZ,Z) for all Z/mZ-module
structures on Z, but we give a direct argument here.
Let x ∈ G be a lift of 1 ∈ Z/mZ. Then G is generated by x and Z.
Moreover, xm ∈ Z ∩ Z(G), where Z(G) denotes the center of G. We have
Aut(Z) ∼= GL1(Z) ∼= Z/2Z. If t ∈ Z denotes a generator, we therefore can
only have xtx−1 = t−1 or xt = tx. Suppose the first is true, then
xm = xxm x−1 = x−m ⇒ x2m = e
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contradicting that G is torsion free. Thus, t and x commute and xm = tn
for some n ∈ Z. Without loss of generality we can assume gcd(m,n) = 1.
Indeed, if m = m′ ℓ and n = n′ ℓ with ℓ > 1, then (xm
′
t−n
′
)ℓ = e and
therefore xm
′
= tn
′
also holds in G. Consider
α : G→ Z ; xktℓ 7→ k n+ ℓm .
This is a well-defined group homomorphism, which is easily seen to be bi-
jective as a consequence of gcd(m,n) = 1. 
Theorem 3.8. Let G be a countable, torsion free, discrete group, which fits
into an exact sequence of the form
0 // Zn // G
π // Z/mZ // 0
for some n,m ∈ N. Then G is connective.
Proof. This will be proven by induction over the rank of the free abelian
subgroup. The case n = 1 follows from Lemma 3.7.
Observe that Z(G) 6= {e}. Indeed, let x ∈ G be a lift of the generator
of Z/mZ. Then G is generated by Zn and x. Moreover, xm 6= e since G is
torsion free and π(xm) is trivial, hence xm ∈ Zn. Thus, xm commutes with
Zn and x, hence with all elements of G, i.e. xm ∈ Z(G).
This implies that the transfer homomorphism T : G → Zn associated to
the finite index subgroup Zn is non-trivial. Therefore there exists a surjective
group homomorphism ϕ : G → Z. Let q : Z → Z/mZ be the canonical
quotient homomorphism and let ϕ¯ = q ◦ ϕ. Let H = ker(ϕ). We have the
following commutative diagram with exact rows and columns:
0

0

H //

Z/aZ //

0
0 // Zn

// G
π //
ϕ

Z/mZ //

0
0 // bZ // Z
π′ //

Z/bZ //

0
0 0
The value of a is chosen in such a way that Im(π|H)
∼= Z/aZ and b satisfies
m = ab. The homomorphism π′ is surjective since π and Z/mZ → Z/bZ
are. The vertical arrow on the left hand side is induced by ϕ|Zn .
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Suppose H ⊂ ker(π) = Zn. Then a = 1, b = m and π = π′ ◦ ϕ. By
Lemma 3.5, G is then connective. So we may assume a > 1.
We claim that there is an element g ∈ G such that ϕ(g) = 1 and π(g)
is a generator of Z/mZ. This is constructed as follows: If b = 1, we can
choose g ∈ G, such that ϕ(g) = 1 and modify it by an element in H to
achieve that π(g) becomes a generator. Otherwise, choose g′ ∈ G such that
ϕ(g′) = 1 and note that π′(ϕ(g′)) is a generator of Z/bZ by surjectivity.
We can lift π′(ϕ(g′)) to a generator x ∈ Z/mZ by Lemma 3.6. Note that
π(g′)−x ∈ Z/aZ and lift this difference to an element h ∈ H. Let g = g′ h−1.
Then ϕ(g) = ϕ(g′) = 1 and π(g) = π(g′)− π(h) = π(g′)− π(g′) + x = x.
Let G′ = ker(ϕ¯) = {g ∈ G | ϕ(g) = ℓ · m for ℓ ∈ Z} ⊃ H. Hence, the
following diagram has exact rows.
(8) 1 // G′
ϕ|G′

// G
ϕ¯ //
ϕ

Z/mZ //
=

0
1 // mZ // Z
q
// Z/mZ // 0
The group G is generated by Zn and the element g constructed above. We
have gm ∈ Zn ∩ Z(G) and ϕ(gm) = m. In particular, gm ∈ Z(G′). Let
ψ : H × Z→ G′ ; (h, k) 7→ h · gmk .
This is a group homomorphism, since gm is central and it fits into the
commutative diagram with exact upper and lower part
G′
ϕ|G′/m
##❋
❋❋
❋❋
❋❋
❋❋
1 // H
i ##●
●●
●●
●●
●●
;;✇✇✇✇✇✇✇✇✇
Z // 0
H × Z
pr
<<①①①①①①①①①
ψ
OO
proving that ψ is in fact an isomorphism. By the upper row in diagram
(8) and Lemma 3.5, the connectivity of G follows if H × Z, hence H, is
connective [10, Thm. 4.1]. But H fits into a short exact sequence of the
form
0→ A→ H → Z/aZ→ 0
where A is the free abelian kernel of the nonzero homomorphism Zn → bZ
from above, which has rank (n− 1). This completes the induction step. 
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4. Connectivity of Lie group C∗-algebras
In this section we determine which linear connected nilpotent Lie groups
and which linear connected reductive Lie groups have connective reduced
C∗-algebras. Let us recall that nilpotent connected Lie groups are liminary
as shown by Dixmier [13] and Kirillov [27] and semisimple connected Lie
groups are liminary as shown by Harish-Chandra [18].
4.1. Solvable and nilpotent Lie groups. A locally compact group N is
compactly generated if N =
⋃
n V
n for some compact subset V of N . Every
connected locally compact group is automatically compactly generated. The
structure of abelian compactly generated locally compact groups is known.
If N is such a group, then N ∼= Rn × Zm ×K for integers n,m ≥ 0 and K
a compact group, [12, Thm. 4.4.2].
Proposition 4.1. If G is a second countable locally compact amenable group
(for example a solvable Lie group) whose center contains a noncompact
closed connected subgroup, then C∗(G) is connective.
Proof. Let N be a noncompact closed connected subgroup of Z(G). Then,
by the structure theorem quoted above, N must have a closed subgroup
isomorphic to R. Consider the central extension:
0→ R→ G→ H → 0.
Since G is amenable, by [29, Thm. 1.2] (as explained in [15, Lemma 6.3]),
C∗(G) has the structure of a continuous field of C∗-algebras over R̂ ∼= R.
The desired conclusion follows from Cor. 2.6 since R has no compact open
subsets. 
Example 4.2. We give here two examples that complement Proposition 4.1.
(i) Simply connected solvable Lie groups can have discrete noncompact
centers. This is the case for G = C ⋊α R where α : R → Aut(C)
is defined by α(t)(z) = eitz for t ∈ R and z ∈ C. In this case
Z(G) = {0} × 2πZ.
Nevertheless in this case C∗(G) is connective. Consider the ex-
tension
0→ Z(G)→ G→ G/Z(G) ∼= C× T→ 0.
Then C∗(G) is a continuous C(T)-algebra whose fiber at 1 is the
algebra C∗(C×T). Since C∗(C×T) ∼= C0(R
2)⊗ c0(Z) is connective,
so is C∗(G).
(ii) Both the real and the complex “ax+ b” groups
G =
{(
a b
0 1
)
: a ∈ F×, b ∈ F
}
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where F = R or F = C are solvable with trivial center and their
C∗-algebras contain a copy of the compacts K, see [33], and so they
are not connective.
Theorem 4.3. Let G be a (real or complex) linear connected nilpotent Lie
group. Then C∗(G) is connective if and only if G is not compact.
Proof. We view G as a real Lie group. By [37, Chap. 2, Thm. 7.3], if G
is a linear connected nilpotent Lie group, then G decomposes as a direct
product G = T × N of a torus T and a simply connected nilpotent group
N . If G is compact, then G = T and C∗(G) is isomorphic to a direct sum of
C so that it is not connective. If G is noncompact, then N is nontrivial and
so the center of G is given by Z(G) = T × Z(N), where the center Z(N) of
N is isomorphic to Rn for some n ≥ 1. We conclude the proof by applying
Proposition 4.1. 
Remark 4.4. It is not true that a liminary (CCR) C∗-algebra is connective
if and only if does not have nonzero projections. Indeed
A =
{
f ∈ C([0, 1],M2(C)) : f(0) =
(
λ 0
0 λ
)
, f(1) =
(
λ 0
0 0
)
, λ ∈ C
}
does not contain nonzero projections but is not connective since Prim(A) is
homeomorphic to a circle S1 and hence it is compact (and open in itself).
4.2. Reductive Lie groups. A linear connected reductive group G is a
closed group of real or complex matrices that is closed under conjugate
transpose. In other words G is a closed and selfadjoint subgroup of the
general linear group over either R or C. A linear connected semisimple
group is a linear connected reductive group with finite center [28].
Say G ⊂ GL(n,R) or GL(n,C). Define K = G ∩O(n), or K = G ∩U(n)
in the complex case. If G is linear connected reductive, then K is compact,
connected and is a maximal compact subgroup of G [28, Prop.1.2].
Let G = KAN be the Iwasawa decomposition of the linear connected
semisimple Lie group G. A is abelian and N is nilpotent and both are
closed simply connected subgroups of G, [28, Thm. 5.12].
First we consider the case of complex Lie groups.
Theorem 4.5. If G is a linear connected complex semisimple Lie group,
then C∗r (G) is connective if and only if G is not compact.
Proof. If G is compact, C∗r (G) is isomorphic to a direct sum of matrix alge-
bras and hence it is not connective as it contains nonzero projections.
Conversely, suppose now that G is a non-compact linear connected semi-
simple complex Lie group. Note that from the Cartan decomposition G =
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KAK [28, Thm. 5.20] it follows that since G is non-compact, so is A and
therefore A ∼= Rn, for some n ≥ 1.
Let M be the centralizer of A in K. By Lemma 3.3 and Proposition 4.1
of [31], it follows that
C∗r (G) ⊂ C0(M̂ × Â,K).
Since M̂ × Â ∼= M̂ × Rn does not have nonempty compact open subsets,
it follows from Proposition 2.7(ii) that C0(M̂ × Â,K) is connective. This
completes the proof since connectivity passes to C∗-subalgebras. 
Next we consider the case of linear connected real reductive Lie groups.
An element g ∈ G is semisimple if it can be diagonalized over C when viewed
as a matrix g ∈Mn(C).
A closed subgroup H of G is called a Cartan subgroup if it is a maximal
abelian subgroup consisting of semisimple elements, [21, p.67]. If G is either
compact or a complex Lie group, then all Cartan subgroups of G are con-
nected and they are conjugated inside G. In the general case G has finitely
many Cartan subgroups up to conjugacy and Cartan subgroups can have
finitely many connected components.
We denote by Ĝd ⊂ Ĝ the discrete series representations. It consists of
unitary equivalence classes of square-integrable representations
σ : G→ U(Hσ).
Harish-Chandra has shown that the discrete series representations of a semi-
simple Lie group G are parametrized by compact Cartan subgroups and in
particular G has discrete series representations if and only if it has a compact
Cartan subgroup, [19, 20].
We recall the following facts from [21, p.72] concerning cuspidal parabolic
subgroups. Let H be a Cartan subgroup of G. Then H decomposes as a
direct product H = TA = T ×A, where T is an abelian compact group and
A is a vector group isomorphic to Rn for n ≥ 0. The case n = 0 occurs when
H is a compact Cartan subgroup. The centralizer of A in G denoted by
L = CG(A) = {g ∈ G : ga = ag, ∀a ∈ A}
is a Levi subgroup of G. This means that there is a parabolic subgroup of
G of the form P = LN (not unique) with L as Levi subgroup. Since A is
central in L, H is a relatively compact Cartan subgroup of L, i.e. H/Z(L)
is compact. This implies that L has discrete series representations. Such a
parabolic subgroup P = LN is called cuspidal.
One can further decompose L =MA to obtain a Langlands decomposition
P =MAN =MA⋉N,
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with N a unipotent group. If H is a compact Cartan subgroup, then L =
P = G by [21, p.72].
We will write P = MPAPNP whenever we want emphasize the compo-
nents of P .
The description of C∗r (G) relies on the analysis of the unitary principal
series representations of G associated to parabolic cuspidal subgroups P
(also called the P -principal series). They are of the form
IndGP (σ ⊗ ω ⊗ 1N ),
where σ ∈ M̂d and ω ∈ Â and 1N is the trivial representation of N .
Consider two pairs (Pi, σi), i = 1, 2 consisting of cuspidal parabolic sub-
groups of G and irreducible square-integrable unitary representations of the
subgroupsMi, i = 1.2. We say that the pairs are associated if there is g ∈ G
such that gP1g
−1 = P2 and σ1(g · g
−1) is unitarily equivalent to σ2. This
is an equivalence relation [5, Def. 5.2]. We denote by [P, σ] the equivalence
class of the pair (P, σ).
The following statement is based on the calculation of C∗r (G) by A. Wasser-
mann [38] although we don’t really use the full strength of his results. An
expanded treatment of the structure of C∗r (G) appears in [5].
Let J(G) =
⋂
π∈Ĝd
ker(π) ⊂ C∗r (G) be the common kernel of the discrete
series representations. The following theorem shows that the K-homology of
C∗r (G) can be described in terms of homotopy classes asymptotic morphisms
C∗r (G)→ K which factor through J(G) and discrete series representations.
Theorem 4.6. Let G be a linear connected real reductive Lie group. Then
C∗r (G)
∼= J(G) ⊕
⊕
σ∈Ĝd
K(Hσ) and J(G) is a connective liminary C
∗-
algebra. Moreover, the following assertions are equivalent:
(i) C∗r (G) is connective,
(ii) G does not have discrete series representations,
(iii) G does not have a compact Cartan subgroup,
(iv) There are no nonzero projections in C∗r (G).
Proof. As explained in [38, p.560], [5, p.1306] the reduced C∗-algebra of a
linear reductive connected Lie group admits an embedding
C∗r (G) →֒
⊕
[P,σ]
C0(ÂP ,K(Hσ)),
where the direct sum is over equivalence classes [P, σ] as above. It is impor-
tant to emphasize that if G has a compact Cartan subgroup, then G itself
is one of the cuspidal parabolic subgroups and we have:
C∗r (G) →֒
⊕
[P,σ]
C0(ÂP ,K(Hσ))⊕
⊕
σ∈Ĝd
K(Hσ),
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where the first direct sum involves proper cuspidal parabolic subgroups P =
MPAPNP and hence dim(ÂP ) > 0. Moreover by [38], [5]:
(9) C∗r (G)
∼= J(G) ⊕
⊕
σ∈Ĝd
K(Hσ)
where
J(G) →֒
⊕
[P,σ]
C0(ÂP ,K(Hσ)) .
Hence, J(G) is connective being a subalgebra of a connective C∗-algebra.
The first part of the statement follows now from the decomposition (9).
The equivalence (ii)⇔ (iii) is Harish-Chandra’s result mentioned earlier.
In view of the decomposition (9), (ii) implies that C∗r (G) = J(G) and hence
(i) since J(G) is always connective. Connective C∗-algebras do not contain
nonzero projections and hence (i)⇒ (iv). Finally by using (9) again, we see
that (iv)⇒ (ii) since K(Hσ) contains nonzero projections if Hσ 6= 0. 
4.3. A remark on full C∗-algebras of Lie groups. The full C∗-algebra
C∗(G) of a property (T) Lie group G contains nonzero projections and hence
it is not connective, see [36]. Nevertheless, inspection of several classes of
examples indicates that C∗(G) has interesting connective ideals that arise
naturally from the representation theory of G. We postpone a detailed
discussion of what is known for another time, but would like to mention two
examples.
If G is a connected semisimple Lie group with finite center, then C∗(G)
is liminary (or CCR), see [40, p.115].
Proposition 4.7. (a) C∗(SL2(C)) is connective.
(b) C∗(SL3(C)) = I(SL3(C))⊕ C and I(SL3(C)) is connective.
Proof. (a) C∗(SL2(C)) was computed by Fell [16, Thm. 5.4]. We describe
now his result. Let Z be the subspace of R2 defined by Z =
⋃∞
n=0{n} × Ln
where L0 = (−1,∞) and Ln = (−∞,∞) for all n ≥ 1. Endow Z with
the induced topology from R2. Let H0 be a separable infinite dimensional
Hilbert space, let H = H0 ⊕ C and fix a unitary operator V : H0 → H.
Then C∗(SL2(C)) is isomorphic to
{F ∈ C0(Z,K(H)) : F (0,−1) = V
∗F (2, 0)V ⊕ λ, for some λ ∈ C}
Since Z has no nonempty open compact subsets it follows that C0(Z,K(H))
is connective and therefore so is its subalgebra C∗(SL2(C)).
(b) This will be obtained as a consequence of the following result on the
structure of C∗(SL3(C)) obtained by Pierrot [32]. Let G = SL3(C) and
denote by λG : C
∗(G) → C∗r (G) the morphism induced by the left regular
representation and by ιG : C
∗(G) → C the trivial representation. Pierrot
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proved that the kernel J of the morphism λG ⊕ ιG : C
∗(G) → C∗r (G) ⊕ C
is a contractible C∗-algebra. The representation ιG is isolated since G has
property (T). Therefore there is an exact sequence
0→ J → I(G)→ C∗r (G)→ 0
where J is contractible and C∗r (G) is connective by Theorem 4.5. We con-
clude that I(G) is connective by applying Theorem 2.4.

Acknowledgements We would like to thank Andrzej Szczepan´ski for
pointing out a glitch in the formulation of Definition 2.9.
References
[1] B. Blackadar and J. Cuntz. The stucture of stable algebraically simple
C∗-algebras. American J. Math., 104:813–822, 1982.
[2] E´. Blanchard. Subtriviality of continuous fields of nuclear C∗-algebras.
J. Reine Angew. Math., 489:133–149, 1997.
[3] E´. Blanchard and E. Kirchberg. Non-simple purely infinite C∗-algebras:
the Hausdorff case. J. Funct. Anal., 207:461–513, 2004.
[4] N. P. Brown and M. Dadarlat. Extensions of quasidiagonal C∗-algebras
and K-theory. In Operator algebras and applications, volume 38 of Adv.
Stud. Pure Math., pages 65–84. Math. Soc. Japan, Tokyo, 2004.
[5] P. Clare, T. Crisp, and N. Higson. Parabolic induction and restriction
via C∗-algebras and Hilbert C∗-modules. Compos. Math., 152(6):1286–
1318, 2016. ISSN 0010-437X. doi: 10.1112/S0010437X15007824. URL
http://dx.doi.org/10.1112/S0010437X15007824.
[6] A. Connes and N. Higson. De´formations, morphismes asymptotiques
et K-the´orie bivariante. C. R. Acad. Sci. Paris Se´r. I Math., 311(2):
101–106, 1990.
[7] J. H. Conway and J. P. Rossetti. Describing the platycosms. Preprint
2003, arXiv:math/0311476v1.
[8] M. Dadarlat. Group quasi-representations and almost flat bundles. J.
Noncommut. Geom., 8(1):163–178, 2014.
[9] M. Dadarlat and T. A. Loring. K-homology, asymptotic representa-
tions, and unsuspended E-theory. J. Funct. Anal., 126(2):367–383,
1994.
[10] M. Dadarlat and U. Pennig. Deformations of nilpotent groups
and homotopy symmetric C∗-algebras. Mathem. Ann., 2016.
ISSN 1432-1807. doi: 10.1007/s00208-016-1379-0. URL
http://dx.doi.org/10.1007/s00208-016-1379-0.
24 MARIUS DADARLAT AND ULRICH PENNIG
[11] M. Dadarlat, U. Pennig, and A. Schneider. Deformations of wreath
products. to appear in Bull. London. Math. Soc., Preprint (2016),
arXiv:1609.00604, 2016.
[12] A. Deitmar and S. Echterhoff. Principles of harmonic analysis. Uni-
versitext. Springer, Cham, second edition, 2014. ISBN 978-3-319-
05791-0; 978-3-319-05792-7. doi: 10.1007/978-3-319-05792-7. URL
http://dx.doi.org/10.1007/978-3-319-05792-7.
[13] J. Dixmier. Sur les repre´sentations unitaires des groupes de Lie nilpo-
tents. V. Bull. Soc. Math. France, 87:65–79, 1959. ISSN 0037-9484.
[14] J. Dixmier. C∗-algebras. North Holland, Amsterdam, 1982.
[15] S. Echterhoff and D. P. Williams. Crossed products by C0(X)-actions.
J. Funct. Anal., 158(1):113–151, 1998. ISSN 0022-1236. doi: 10.1006/
jfan.1998.3295. URL http://dx.doi.org/10.1006/jfan.1998.3295.
[16] J. M. G. Fell. The structure of algebras of operator fields. Acta Math.,
106:233–280, 1961.
[17] W. Hantzsche and H. Wendt. Dreidimensionale euklidische Raumfor-
men. Math. Ann., 110(1):593–611, 1935. ISSN 0025-5831. doi: 10.1007/
BF01448045. URL http://dx.doi.org/10.1007/BF01448045.
[18] Harish-Chandra. Representations of semisimple Lie groups. III. Trans.
Amer. Math. Soc., 76:234–253, 1954. ISSN 0002-9947.
[19] Harish-Chandra. Discrete series for semisimple Lie groups. I. Construc-
tion of invariant eigendistributions. Acta Math., 113:241–318, 1965.
ISSN 0001-5962.
[20] Harish-Chandra. Discrete series for semisimple Lie groups. II. Explicit
determination of the characters. Acta Math., 116:1–111, 1966. ISSN
0001-5962.
[21] R. A. Herb. An elementary introduction to Harish-Chandra’s work.
In The mathematical legacy of Harish-Chandra (Baltimore, MD, 1998),
volume 68 of Proc. Sympos. Pure Math., pages 59–75. Amer. Math.
Soc., Providence, RI, 2000. doi: 10.1090/pspum/068/1767892. URL
http://dx.doi.org/10.1090/pspum/068/1767892.
[22] Nigel Higson and Gennadi G. Kasparov, E-theory and KK-theory for
groups which act properly and isometrically on Hilbert space, Invent.
Math. 144 (2001), no. 1, 23–74. MR 1821144
[23] E. Kaniuth and K. F. Taylor. Induced representations of locally compact
groups, volume 197 of Cambridge Tracts in Mathematics. Cambridge
University Press, Cambridge, 2013. ISBN 978-0-521-76226-7.
[24] G. G. Kasparov. The operatorK-functor and extensions of C∗-algebras.
Izv. Akad. Nauk SSSR Ser. Mat., 44(3):571–636, 719, 1980. ISSN 0373-
2436.
CONNECTIVE C∗-ALGEBRAS 25
[25] J. L. Kelley. General topology. D. Van Nostrand Company, Inc.,
Toronto-New York-London, 1955.
[26] E. Kirchberg. Das nicht-kommutative Michael-Auswahlprinzip und die
Klassifikation nicht-einfacher Algebren. In C∗-algebras, pages 92–141,
Berlin, 2000. Springer. (Mu¨nster, 1999).
[27] A. A. Kirillov. Unitary representations of nilpotent Lie groups. Uspehi
Mat. Nauk, 17(4 (106)):57–110, 1962. ISSN 0042-1316.
[28] A. W. Knapp. Representation theory of semisimple groups, volume 36 of
Princeton Mathematical Series. Princeton University Press, Princeton,
NJ, 1986. ISBN 0-691-08401-7. An overview based on examples.
[29] J. A. Packer and I. Raeburn. On the structure of twisted
group C∗-algebras. Trans. Amer. Math. Soc., 334(2):685–
718, 1992. ISSN 0002-9947. doi: 10.2307/2154478. URL
http://dx.doi.org/10.2307/2154478.
[30] C. Pasnicu and M. Rørdam. Purely infinite C∗-algebras of
real rank zero. J. Reine Angew. Math., 613:51–73, 2007.
ISSN 0075-4102. doi: 10.1515/CRELLE.2007.091. URL
http://dx.doi.org/10.1515/CRELLE.2007.091.
[31] M. G. Penington and R. J. Plymen. The Dirac operator and the prin-
cipal series for complex semisimple Lie groups. J. Funct. Anal., 53(3):
269–286, 1983. ISSN 0022-1236. doi: 10.1016/0022-1236(83)90035-6.
URL http://dx.doi.org/10.1016/0022-1236(83)90035-6.
[32] F. Pierrot. La K-the´orie de la C∗-alge`bre pleine de SL3(C). J. Funct.
Anal., 193(2):261–277, 2002. ISSN 0022-1236. doi: 10.1006/jfan.2001.
3907. URL http://dx.doi.org/10.1006/jfan.2001.3907.
[33] J. Rosenberg. The C∗-algebras of some real and p-adic solvable groups.
Pacific J. Math., 65(1):175–192, 1976. ISSN 0030-8730.
[34] K. Thomsen. Discrete asymptotic homomorphisms in E-theory and
KK-theory. Math. Scand., 92(1):103–128, 2003. ISSN 0025-5521.
[35] J.-L. Tu. La conjecture de Baum-Connes pour les feuilletages
moyennables. K-Theory, 17(3):215–264, 1999.
[36] A. Valette. Projections in full C∗-algebras of semisimple Lie groups.
Math. Ann., 294(2):277–287, 1992. ISSN 0025-5831. doi: 10.1007/
BF01934326. URL http://dx.doi.org/10.1007/BF01934326.
[37] E`. B. Vinberg, editor. Lie groups and Lie algebras, III, volume 41 of
Encyclopaedia of Mathematical Sciences.
[38] A. Wassermann. Une de´monstration de la conjecture de Connes-
Kasparov pour les groupes de Lie line´aires connexes re´ductifs. C. R.
Acad. Sci. Paris Se´r. I Math., 304(18):559–562, 1987. ISSN 0249-6291.
[39] Y. Watatani. Index for C∗-subalgebras. Mem. Amer. Math. Soc., 83
(424):vi+117, 1990. ISSN 0065-9266. doi: 10.1090/memo/0424. URL
26 MARIUS DADARLAT AND ULRICH PENNIG
http://dx.doi.org/10.1090/memo/0424.
[40] J. A. Wolf, M. Cahen, and M. De Wilde, editors. Harmonic analysis
and representations of semisimple Lie groups, volume 5 ofMathematical
Physics and Applied Mathematics.
MD: Department of Mathematics, Purdue University, West Lafayette, IN
47907, USA
E-mail address: mdd@purdue.edu
UP: School of Mathematics, Cardiff University, Senghennydd Road, Cardiff
CF24 4AG, UK
E-mail address: PennigU@cardiff.ac.uk
