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We investigate theoretically indirect exchange interaction between magnetic impurities mediated
by one-dimensional gapped helical states. Such states, containing massive Dirac fermions, may
be realized on the edge of a two-dimensional topological insulator when time-reversal symmetry is
weakly broken. We find that the indirect exchange interaction consists of Heisenberg, Dzyaloshinsky-
Moriya, in-plane and out-of-plane Ising terms. While these terms become vanishingly small when
Fermi level lies inside the bandgap, outside the energy gap the massive helical states modify os-
cillatory behaviors of the range functions so that their periods decrease near the edge of band in
terms of energy gap or Fermi energy. In addition, the out-of-plane Ising term vanishes in the case
of zero-gap structure but its oscillation amplitude increases versus energy gap and decreases as a
function of Fermi energy whereas the oscillation amplitudes of other components remain constant.
Analytical results are also obtained for subgap and over gap regimes.
Quantum nature of phenomena becomes more pro-
nounced at low dimensional systems [1]. Especially, in
recent years much attention in condensed matter physics
has been paid to two-dimensional systems [2] due to
synthesis of graphene [3] and related materials [4] with
Dirac-like dispersion relation. Materials with linearly
dispersing spectrum have attracted considerable amount
of attentions due to providing new opportunities for
both fundamental aspects and potential applications.
Moreover, the existence of Weyl fermions has been pre-
dicted [5] and reported [6] in Weyl semimetals that are
three-dimensional analogs of graphene. However, one-
dimensional (1D) Dirac materials provide a promising al-
ternative to studying exotic characteristics of chiral quan-
tum states. It may raise an interesting perspective in a
variety of contexts. In particular, since features of indi-
rect exchange interactions between magnetic impurities
depend on both the dimensionality and the band disper-
sion of host materials, one may expect a unique behavior
in 1D Dirac materials.
The study of indirect exchange interactions between
magnetic impurities in one-, two- and three-dimensional
materials with parabolic band structure goes back to the
seminal works by Ruderman, Kittel, Kasuya, and Yosida
(RKKY) [7]. This interaction, known also as RKKY in-
teraction, has been investigated in new systems whose
band structures disperse linearly with chiral feature, for
instance, graphene [8] and phosphorene [9] in two di-
mensions and Weyl/Dirac semimetals [10] in three di-
mensions. Moreover, exotic spin textures due to spin-
momentum locking on the surface of three-dimensional
[11, 12] and at the edge of two-dimensional [13, 14] topo-
logical insulators have been predicted as another example
of nontrivial RKKY interaction. Another work has dis-
cussed RKKY interaction near the helical edge by taking
into account of both bulk and edge modes [15]. Further-
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more, it has been shown that magnetic exchange interac-
tion is adjustable by a vertical bias in thick films [16] or a
thin slab of topological insulators [16, 17]. Recently, the
RKKY interaction mediated by surface states [18] and
helical Majorana edge states [19] in a topological super-
conductor was also investigated.
On the other hand, several experimental and theoreti-
cal studies [20] on promising topological insulator candi-
date materials such as HgTe quantum wells [21], Bi2Se3
[22], and Sb2Te3[23] reveal that there exist spinful nuclei
or magnetic impurities in these materials. So, the spins of
magnetic impurities or nuclear may be coupled to helical
edge states in topological insulator [24]. It is also demon-
strated that magnetic doping develops a ferromagnetic
ordering on the surface states [25] at low enough tem-
perature [12]. Therefore, one may expect that the effect
of ferromagnetism generated by the magnetic impurities
[26] gaps out the surface states spectrum. Nevertheless,
in spite of being 1D Dirac dispersion in some states of
matter [21, 27] its properties has not been demonstrated
fully with broken time-reversal symmetry in other as-
pects. It, thus, deserves to investigate indirect interac-
tion between magnetic moments in such systems with
gapped structure resulted from breaking of time-reversal
symmetry due to spin polarization of topological edge
states [28].
The purpose of this research is to study indirect ex-
change interactions between magnetic impurities medi-
ated by 1D helical carriers of a two-dimensional topo-
logical insulator with weakly broken time-reversal sym-
metry. Here, we focus on the role of gapped spectrum
of helical edge states. We find that unlike usual 1D
quantum wire case [29], the RKKY exchange interac-
tion in our system is strongly anisotropic and includes
the Heisenberg, Dzyaloshinsky-Moriya, and Ising terms
which is somewhat similar to gapless spin-orbit-coupled
quantum wire [30]. However, in contrast with spin-orbit-
coupled quantum wire case, here, the Ising terms are
comprised of in-plane and out-of-plane interactions. The
corresponding range functions decay in a staggered way
2(exponentially) with a spatial separation of magnetic mo-
ments if chemical potential is in the band (bandgap).
Furthermore, all the range functions are significantly af-
fected by the energy gap, in particular, near the band
edge leading to decreasing of oscillation period as a func-
tion of energy gap or Fermi energy. Moreover, in com-
parison with Heisenberg, Dzyaloshinsky-Moriya, and in-
plane Ising terms having constant oscillation amplitude
with respect to both energy gap and Fermi energy, the
oscillation amplitude of out-of-plane Ising term increases
(decreases) as a function of energy gap (Fermi energy).
For both subgap and over gap regimes analytical expres-
sions are presented for asymptotic behaviors of the range
functions.
FIG. 1. (Color online) (a) Two-dimensional topological in-
sulator with 1D edge states at two boundaries including two
magnetic impurities on one of the edges separated by a dis-
tance R. The system is also influenced by Zeeman exchange
field B. (b) Dispersion relation of the system edge states with
gap 2∆.
The setup we consider throughout the paper is
schematically depicted in Fig. 1(a). It is composed
of a two-dimensional topological insulator with 1D he-
lical edge state and two magnetic impurities located on
the edges of the topological insulator in the presence
of Zeeman exchange field. Helical edge states of two-
dimensional topological insulators can be thought of as
1D Dirac states. Also, inclusion of exchange field which
is perpendicular to the surface gaps out the metallic edge
states at the boundaries by violating time-reversal sym-
metry. Thus, we focus on the following Hamiltonian de-
scribing 1D gapped Dirac states [31],
H0(k) = vfkσx +∆σy, (1)
and the corresponding edge spectrum reads
ελk = λ
√
(vfk)2 +∆2, (2)
where the Pauli matrices σx,y represent the physical spin
of the electron, k is a wave vector along the 1D channel,
the band index λ = ±, and vf is Fermi velocity. Since
the spin quantization axis of edge states is along the x
direction, the exchange field induced by out-of-plane spin
polarization opens up gap 2∆ in the edge spectrum (see
Fig. 1(b)). Thus, this lifts two-fold degeneracy of the
so-called Dirac point.
Two localized magnetic impurities with moments
Sj(j = 1, 2) can be coupled to itinerant spin-polarized
Dirac fermions with spin density s(Rj) = δ(r − Rj)σ at
position Rj . This coupling can be modeled by
Hint = J
∑
j=1,2
Sj · s(Rj), (3)
where J denotes coupling strength of magnetic impurities
with the host Dirac fermions. Using the second-order
perturbation theory and treating Hint as a perturbation,
the RKKY interaction between two magnetic impurities
mediated by host carriers can be obtained by [7]
HRKKY =− J
2
π
Tr[
∫ ǫf
−∞
dǫ Im{(S1 · σ)
×G0(R, ǫ+)(S2 · σ)G0(−R, ǫ+)}],
(4)
where Tr stands for trace over spin degree of freedom, Im
is imaginary part, ǫf is the Fermi energy measured from
the Dirac point. G0(R, ǫ+) denotes the Green’s function
matrix in real-space with R = R2 − R1 being a distance
between the two magnetic centers and ǫ+ = ǫ + iη with
η → 0+. The real-space Green’s function can be written
as,
G0(R, ǫ+) =
∫
dk
2π
eikRG0(k, ǫ+), (5)
with
G0(k, ǫ+) =
ǫ+ +H0(k)
(ǫ+)2 − (vfk)2 − (∆)2 , (6)
where G0(k, ǫ+) is the momentum space Green’s function
associated with Eq. (1). Substituting Eq. (6) into Eq.
(5) and using the residue theorem, we derive a closed
form expression for the real-space Green’s function as
G0(±R, ǫ+) = − ie
i
√
α
vf
R
2vf
√
α
(ǫ+σ0 ±
√
ασx +∆σy), (7)
where α = (ǫ+)2− (∆)2 and σ0 is the unit matrix. Com-
bining the result in Eq. (7) with Eq. (4), yields a formula
for HRKKY as follows:
HRKKY =F1 (R, ǫf )S1 · S2 + F2(R, ǫf)(S1 × S2)x
+ F3(R, ǫf)S
x
1S
x
2 + F4(R, ǫf )S
y
1S
y
2 , (8)
where the range functions are
F1 = Im
∫ ǫf
−∞
dǫf(α), (9)
F2 = −Im
∫ ǫf
−∞
dǫ
iǫ√
α
f(α), (10)
F3 = −F1, (11)
F4 = Im
∫ ǫf
−∞
dǫ
∆(2i
√
α+∆)
4α
f(α), (12)
3with f(α) = J
2
πv2
f
e
2i
√
α
vf
R
. As one can see from Eq. (8),
the RKKY interaction consists of the Heisenberg, the
Dzyaloshinsky-Moriya, and two component Ising interac-
tions whose range functions are given by F1, F2, F3, and
F4, respectively. The Heisenberg, x- and y-component
Ising interactions favor collinear magnetic spin alignment
while the Dzyaloshinsky-Moriya imposes in-plane non-
collinear magnetic spin orientation. Notably, the Heisen-
berg, Dzyaloshinsky-Moriya and x-component of Ising
terms come from helical nature of the edge states and
their range functions are modified due to gap opening
[see Eqs. (9)-(11)]. In contrast, interestingly, Eq. (12)
implies that the y-component of Ising term originates
from the gap term. It should also be noted that by set-
ting ∆ = 0, we recover the previously obtained results
[13]. Furthermore, in the gap region, the integrand of the
range functions become pure real functions, whereby all
these terms will be suppressed, resulting actually from
the lack of available states for itinerant carriers. How-
ever, if chemical potential lies within the gap region then,
for sufficiently small energy gap, virtual interband transi-
tions of electrons can mediate the indirect exchange inter-
action, which is known as Bloembergen-Rowland mecha-
nism [32].
In what follows, due to particle-hole symmetry, with-
out loss of generality, we assume that ǫf > 0. In general,
although there are no analytical expressions for the range
functions [Eqs. (9)-(12)], it would be possible to estimate
analytical statements for them in some limiting cases. In
the small gap regime, i.e., ǫf ≫ ∆, Eqs. (9)-(12) can be
approximated by
F1 ≈ − J
2
πv2f
[
1
2R
cos(γ) +
∆2R
v2f
Ci(γ)], (13)
F2 ≈ − J
2
2πv2f
[
1
R
sin(γ)− ∆
2
v2f ǫF
cos(γ)], (14)
F3 = −F1, (15)
F4 ≈ J
2
2πv2f
∆Ci(γ), (16)
where γ =
2Rǫf
vf
and Ci(x) is cosine integral function
[33]. We note that the first term of range functions of the
Heisenberg, Dzyaloshinsky-Moriya, and in-plane Ising in-
teractions, having dominant contribution, decay as R−1
reminiscing the range function behavior of usual 1D elec-
tron gas. Also, exploiting the asymptotic form of cosine
integral function [33],
Ci(x) ≈ 1
x
[sin(x) − cos(x)
x
], (17)
for long distance limit, i.e., x,R≫ 1, we identify that the
spatial dependence of y-component of Ising interaction
falls off similar to the other interactions.
In the subgap limit, i.e., ǫf ≪ ∆, for long distance
case, on the other hand, using steepest descent method
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FIG. 2. (Color online) Range functions versus R for ǫf = 4
with different values of ∆. Main panels are for ǫf > ∆ while
for the insets ǫf < ∆.
[34] we can determine leading-order asymptotic approxi-
mations to Eqs. (9)-(12) as,
F1 ≈ − J
2
2v
3
2
f
√
∆
πR
e
−
2∆R
vf , (18)
F2 ≈ −J
2ηǫf
πv2f∆
e
−
2∆R
vf , (19)
F3 = −F1, (20)
F4 ≈ − J
2
8v
3
2
f
√
∆
πR
e
−
2∆R
vf . (21)
Note that, in this regime, the above obtained range func-
tions have an exponentially decaying amplitude deter-
mined by the energy gap.
Generally, behaviors of the range functions can be ex-
plored by numerical evaluation. We set vfa
−1
B = 1 by
introducing Bohr radius aB and J = 1. The range func-
tions F1, F2, F3, and F4 are plotted as a function of R in
Fig. 2 for different values of ∆ with ǫf = 4. As shown in
the main panels of Fig. 2, for ǫf > ∆ the oscillations of
all the range functions are damped by increasing R and
the period of oscillations is increased with the increase
of ∆. In the meanwhile, the amplitude of all the range
functions decreases with the increment of band gap, in-
terestingly, except for the case of out-of-plane Ising term
that increases. Moreover, for ǫf < ∆, as shown in the in-
sets of Fig. 2, all the range functions decay exponentially
with the distance of two magnetic impurities. Moreover,
F2 takes infinitesimally small values compared to the oth-
ers. We also observe that the rate of exponential decay
becomes faster as increasing ∆ arising from suppression
of the excitations of massive carriers across the gap.
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FIG. 3. (Color online) Range functions as a function of ǫf
with different values of ∆ for R = 1.
The dependence of range functions on Fermi energy for
various values of ∆ with R = 1 is depicted in Fig. 3. For
ǫf < ∆ the absolute values of range functions of both
Heisenberg and in-plane Ising interactions gradually in-
crease from small values with the enhancement of ǫf until
reach a maximum at ǫf = ∆ as shown in Figs. 3(a) and
3(c). In the energies below ∆, however, the magnitudes
of Dzyaloshinsky-Moriya and out-of-plane Ising interac-
tions are vanishingly small [see Figs. 3(b) and 3(d)]. But
the latter case shows a sharp dip at ǫf = ∆ which can
be attributed to the high spin-polarized density of states
available at the band edge. Moreover, all the range func-
tions exhibit oscillatory behaviors for ǫf > ∆ except that
the envelope of F4 is damped simultaneously. Also, F1,
F2, and F3 demonstrate constant amplitudes for differ-
ent values of ∆ while the amplitude of oscillations of F4
increases as a function of ∆.
The gap dependence of F ’s for different values of ǫf
is illustrated in Fig. 4. One can see that except for
F4 which is zero at ∆ = 0 [see Fig. 4(d)] the other
range functions can take various values depending on
both Fermi energy and R [see Figs. 4(a), 4(b), and 4(c)].
By increasing ∆ the values of F ’s change with small mod-
ulations at first. Then, as ∆ increases further the range
functions begin to oscillate in ∆ . ǫf . As already men-
tioned above, from Fig. 4 it is also visible that the oscilla-
tion amplitude of y-component of Ising term is enhanced
by increasing band gap while the amplitude of oscillations
of the other range functions remains unchanged even for
different values of ǫf . Note, interestingly, that the range
function of Dzyaloshinsky-Moriya interaction is identi-
cally zero for ǫf = 0 irrespective of ∆, as illustrated in
Fig. 4(b).
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FIG. 4. (Color online) Dependence of Range functions on ∆
with different values of ǫf for R = 1.
In both Figs. 3 and 4, the period of oscillatory part of
the range functions decreases by approaching to the band
edge and, as a result, takes smallest values near band
edge. When the Fermi energy is so small that ∆ > ǫf
the range functions tend to zero rapidly. This is as a
consequence of vanishing of Fermi surface. Finally, it
is worthwhile noting that the above-presented numerical
behaviors are in agreement with the analytical ones quite
well in the two limits of ǫf ≫ ∆ and ǫf ≪ ∆.
In summary, the RKKY interaction of interacting spins
is investigated in the edge of time-reversal broken two-
dimensional topological insulators. The resulting inter-
action is composed of Heisenberg, Dzyaloshinsky-Moriya,
in-plane and out-of-plane Ising terms. The correspond-
ing range functions fall off with a power-law decay R−1
and exponentially in the over gap and subgap regimes,
respectively, at large distance. As the energy gap in-
creases, the rate of spatial exponential decay and the
spatial periodicity of the range functions increase. The
range functions of these interactions are significantly in-
fluenced through gapped band structure providing small
periods near the band edge as a function of Fermi energy
or energy gap. We found if the Fermi energy lies inside
the bandgap then the range functions of Dzyaloshinsky-
Moriya has much smaller values than those of Heisenberg,
x- and y-component of Ising interactions. Also, the am-
plitude of range function of out-of-plane Ising interaction
increases as gap increases for finite Fermi surface while
the amplitudes of the other interactions do not change.
In the some limiting cases analytical results are approx-
imately extracted for the range functions supporting the
numerical results.
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