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Abstract
We present a hierarchical neurodynamical system for object recognition based on attentional control of the spatial resolution
with which an object is analyzed during an iterative hypothesis testing cycle. Psychophysical evidence strongly suggests that
attentional processing results in the enhancement of the spatial resolution in the input region corresponding to the focus of
attention. We adopt a computational neuroscience approach in order to analyze this attentional enhancement of the spatial
resolution for object recognition. The system consists of a where- and a what-module which include networks with feedforward
and feedback interconnections describing the mutual links between different areas of the visual cortex. © 2000 Elsevier Science
Ltd. All rights reserved.
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1. Introduction
The construction of explicit mechanistic models to
capture the computational aspects of visual perception
can provide a conceptual framework for establishing
and understanding its basic principles. Computational
neuroscience is intended to take into account several
levels of abstraction by constraining the mechanistic
models by psychophysical (macroscopic functional
level), neurophysiological (system level) and neurobio-
logical (microscopic level of networks and neurons)
facts. We introduce an explicit mechanistic model of
selective attention for active object recognition. We
assume that selective attention posits a serial processing
of visual information corresponding to localized regions
of the input-space as a strategy for managing the
enormous amount of available information contained
in the sensorial input (Broadbent, 1958; Neisser, 1967;
Treisman & Gelade, 1980). The aim of this paper is to
develop a systemic model that considers only one as-
pect of the selective visual attention, namely the role of
attention in the so-called ‘resolution hypothesis’. The
‘resolution hypothesis’ predicts that attention can actu-
ally enhance spatial resolution, so that one can resolve
finer details at the attended location (Yeshurun & Car-
rasco, 1998; Lee, Itti, Koch & Braun, 19991). Contrary
to the standard interpretation of selective attention as a
spotlight which focally gates a local region of the visual
field to a higher level of processing while inhibiting the
remaining ‘not illuminated’ regions (e.g. Eriksen and
Hoffmann, 1973; Treisman, 1982; Crick 1984), we as-
sume that the spotlight also enhances successively the
spatial resolution with which the ‘illuminated’ local
region is further processed. The herein presented system
is motivated and constrained by neuropsychological,
neurophysiological and neurobiological evidence.
Psychophysics provides experimental evidence of the
resolution hypothesis by proving that attention can
affect performance by signal enhancement. Yeshurun
and Carrasco (1999) demonstrate that when spatial cue
directs covert attention to an upcoming target location,
observer’s performance improves for stimuli designed
to measure spatial resolution. Shulman and Wilson
(1987) study the relationship between spatial frequency
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and selective attention to local and global structures by
an experiment in which observers had to respond to the
global level of hierarchical stimuli, followed by a detec-
tion response to sinusoidal gratings that differed in
spatial frequency. They report that high-frequency grat-
ings were better detected when observers had just re-
sponded to a local feature of the hierarchical stimulus,
whereas low-frequency gratings were better detected
when observers had just responded to a global feature
of the stimulus. Consequently, they show that attention
at least adapts to a specific spatial resolution. Badcock,
Whitworth, Badcock and Lovegrove (1990) confirm
also the role of low spatial-frequency information in the
processing of global aspects of hierarchical patterns by
finding that the usual speed advantage (i.e. reaction
time) of global over local processing was lost after a
selective removal of low spatial frequencies of the hi-
erarchical stimuli. Similarly, experiments have been
done by Rafal and Robertson (1997) in a neuropsycho-
logical context by studying the global precedence effect
in patients with brain damage.
Neurophysiology postulates two main neural streams
that are engaged with the visual processing of the
object’s intrinsic and spatial properties, respectively
(Ungerleider & Mishkin, 1982). The object’s properties
pathway computing shape, color, etc., runs from the
occipital lobe down to the inferior temporal lobe (areas
V1, V2, V4 and inferotemporal areas TEO and TE).
This pathway is commonly called the ‘what’ — or
ventral path and is involved with identification of ob-
jects or parts of objects. The second pathway, associ-
ated with the extraction of spatial properties like
location, size, etc., is called ‘where’ — or dorsal path
and runs from the occipital lobe up to the parietal lobe
(areas V1, V2, V3, middle temporal area MT, medial
superior temporal MST, and further stations in inferior
parietal and superior temporal sulcal cortex). In fact,
neurons in the temporal lobes show large receptive
fields that span wide regions on the retina and are
view-invariant, being sensitive to the location of a
feature within an object (Olson & Gettner, 1995). On
the other hand, neurons in the parietal lobes are sensi-
tive to the location of the stimulus with regard to the
animal’s head (Graziano & Gross, 1993).
Neurobiology recently supplied experiments that
have shown an attentional dynamic control of the
visual resolution by adaptation of the receptive fields of
V1 neurons (Wo¨rgo¨ter, Suder, Zhao, Kerscher, Eysel &
Funke, 1998).
Taking all these facts into account, we consider in
this paper a computational model that consists of two
modules associated with the ‘where’ and ‘what’ path of
the visual system that analyses the visual input with
different levels of spatial resolution associated with
different networks of 2D-Gabor wavelets-based neu-
rons. We posit a selective object-based attention mecha-
nism (c.f. Kramer & Watson, 1995; Lavie & Driver,
1996; Behrmann, Zemel & Mozer, 1998). The focus of
attention iteratively enhances the resolution at the loca-
tion of an object until it is identified. The feature
information, i.e. the activity of the coding Gabor neu-
rons at the different levels of spatial resolution, is
stored in the recognition module during a learning
phase.
2. Theoretical model
In this section, we present a hierarchical neurody-
namical model for object recognition which is based on
attentional control of the spatial resolution with which
an object is analyzed during an iterative hypothesis
testing cycle. The system is autonomous and fully de-
scribed in the mathematical framework of dynamical
neural networks. Fig. 1 shows a systemic representation
of the model.
The system is essentially composed of modules per-
forming feature extractions at different levels of spatial
frequency resolution and recognition of the possible set
of objects that are compatible with the extracted fea-
tures at that level. The system operates in two different
modes: the learning mode and the recognition mode.
During the learning mode the different objects have to
be analyzed by extracting for each object the corre-
sponding features at all levels. The recognition module
stores the extracted feature vectors for each level sepa-
rately. During the recognition mode the objects are first
localized by the where-module. Hypotheses about the
identity of the object are iteratively tested in the what-
module by successively increasing the degree of detail
with which the features are extracted. In other words,
the where-module analyzes the visual field at the coars-
est level of spatial resolution which only allows the
detection of the position of the objects but not details
about its form and features, i.e. the where-module
shrinks the focus of attention from the whole visual
field to the location of the object. On the other hand,
the what-module starts the analysis also at a level of
very low spatial resolution and generates a group of
candidate objects that fit the observed features at that
level. From this group an element is selected as a
hypothesis about the identity of the object. The atten-
tional mechanism in the what-module is able to dynam-
ically increase the level of spatial resolution with which
just the object is analyzed each time that the previously
assumed hypothesis is confirmed, and until the highest
level of resolution confirms the identity of the object. If
at a given level of resolution the hypothesis is rejected,
the what-module generates a new hypothesis by select-
ing another member of the initially selected group and
starts again to test by enhancing the resolution from the
initial low spatial resolution level. The attentional
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mechanism is therefore object-based and is responsible
for the enhancement of the spatial resolution with
which the features of the object are extracted.
Let us now discuss thoroughly the mathematical
formulation of the system. We consider a pixelized
grey-scaled image given by a nn matrix I ijorig. The
subindices ij denote the spatial position of the pixel.
Each pixel value is given a grey value coded in a scale
between 0 (black) and 255 (white). The first step in the
preprocessing consists in removing the DC component
of the image (i.e. the mean value of the grey-scaled
intensity of the pixels) which is probably done in the
lateral geniculate nucleus (LGN) of the thalamus. The
visual representation in LGN is essentially a contrast
invariant pixel representation of the image, i.e. each
neuron encodes the relative brightness value at one
location in visual space referred to the mean value of
the image brightness. We denote this contrast invariant
LGN representation by the nn matrix Iij defined by
the equation
IijI ijorig
1
n2
%
n
i1
%
n
j1
I ijorig (1)
In our experiments the images were pixelized in a
128128 matrix (n128). Feedforward connections
to a layer of V1 neurons perform the extraction of
simple features. The theoretical investigations of Daug-
man (1980, 1985, 1988) and Marcelja (1980) have pro-
posed that simple cells in the primary visual cortex can
be modeled by 2D-Gabor functions. The 2D-Gabor
functions are local spatial bandpass filters that achieve
the theoretical limit for conjoint resolution of spatial
and frequency information, i.e. in the 2D-spatial and
2D-Fourier domains (Daugman, 1997). The Gabor re-
ceptive fields have five degrees of freedom given essen-
tially by the product of an elliptical Gaussian and a
complex plane wave. The first two degrees of freedom
are the 2D-location of the receptive field’s center, the
third is the size of the receptive field, the fourth is the
orientation of the boundaries separating excitatory and
inhibitory regions, and the fifth is the symmetry. This
fifth degree of freedom is given in the standard Gabor
transformation by the real and imaginary part, i.e. by
the phase of the complex function representing it,
whereas biologically this can be done by combining
pairs of neurons with even or odd receptive fields
(Daugman, 1988). Moreover, Daugman (1988) has pro-
posed that an ensemble of simple cells is best modeled
as a family of 2D-Gabor wa6elets sampling the fre-
quency domain in a log-polar manner. Each sampled
frequency is called octa6e. This design is confirmed by
the experimental work of Pollen and Ronner (1981)
where the existence of simple cells in quadrature-phase
pairs is found. Let us consider the experimental neuro-
Fig. 1. Systemic scheme of the hierarchical neurodynamical system based on an attentional mechanism for enhancement of object-based spatial
resolution.
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Fig. 2. 2D-Gabor wavelet module. A recurrent neural network optimizes on-line the reconstruction of the image.
physiological constraints (De Valois, Albrecht &
Thorell, 1982; Kulikowski & Bishop, 1981; Daugman,
1985; Webster & De Valois, 1985; De Valois & De
Valois, 1988). There are three constraints fixing the
relation between width, height, orientation and spatial
frequency. The first constraint postulates that the as-
pect ratio of the elliptical Gaussian envelope is 2:1. The
second constraint postulates that the orientation is
aligned with the long axis of the elliptical Gaussian.
The third constraint assumes that the half-amplitude
bandwidth of the frequency response is about 1–1.5
octaves along the optimal orientation. Further, we as-
sume that the mean is zero in order to have an admissi-
ble wavelet basis. Lee (1996) derived a family of
discretized 2D-Gabor wavelets that satisfies the wavelet
theory and the neurophysiological constraints for sim-
ple cells given by
Gkpql(x,y)akcul(a
kxpb, akyqb) (2)
where
culc(x cos(lu0)y sin(lu0),x sin(lu0)y cos(lu0))
(3)
and the mother wavelet is given by
c(x,y)
1

2p
e1:8(4x2y
2) · [eikxek
2:2] (4)
In the above equations u0p:L denotes the step size
of each angular rotation, l the index of rotation corre-
sponding to the preferred orientation ul lp:L, k de-
notes the octave (from 0 to K), and pq the position of
the receptive field center (cxpbak and cyqbak).
Consequently, spatially narrower wavelets are sepa-
rated by finer steps, and wider wavelets by largest steps.
In this form, the receptive fields at all levels cover the
spatial domain in the same way, i.e. by overlapping
always the receptive field in the same fashion. For a
given octave k, the maximal values of and p and q are
P [n:(bak)] and Q [n:(bak)], respectively ([x ] de-
notes the larger integer smaller than x).
The neurons in V1 have receptive fields performing a
Gabor wavelet transform. Let us denote by rkpql the
activity of a neuron in V1 which is sensitive to a
determined spatial frequency given at octave k, to a
preferred orientation defined by the rotation index l
and to stimuli at the center location specified by the
indices pq. The activity of a neuron in V1 is therefore
defined by the convolution between the corresponding
receptive fields and the image, i.e.
rkpqlGkpql,I %
n
i1
%
n
j1
Gkpql(i, j)Iij gij (5)
where gij is the attentional gating control for the input
pixels ij. Note that rkpql is a complex number, and
therefore we use in fact two V1 neurons for coding this
quantity, one for the real part and one for the imagi-
nary part (Daugman, 1988).
In order to reduce the redundancy in the 2D-Gabor
based representation due to the nonorthogonality of
this wavelet basis, we use a predictive-coding based
method for obtaining an optimal reconstruction by
linear superposition of wavelet kernels which basically
finds projection coefficients to the dual frame by itera-
tively minimizing the reconstruction error. The neural
implementation of this technique is graphically shown
in Fig. 2. The basic idea is to use of a recurrent neural
network that dynamically feeds back the information
about the reconstruction error of the input stimulus
through the same feedforward Gabor receptive fields of
the coding neurons.
In a predictive coding framework, the internal repre-
sentation given by the activity of neurons in V1 should
be able to achieve a good reconstruction of the input
image, i.e. the reconstruction error:
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E %
n
i1
%
n
j1
gijIijI. ij2 (6)
should be minimized. In Eq. (6),  denotes the Eu-
clidean norm and I. ij is the reconstructed image hypoth-
esized by the internal representation in the V1 layer
given by the activities rkpql. The most simple purely
feedforward strategy would consist in coding the image
by just performing the Gabor wavelet transform. This
can be done by using neurons with feedforward connec-
tions that correspond to the Gabor receptive fields, i.e.
the reconstruction is given by
I. ijC %
K
k0
%
P
p0
%
Q
q0
%
L1
l0
rkpqlGkpql(i, j) (7)
where K is the maximal level of resolution considered,
i.e. we consider the reconstruction corresponding to the
module at level K. The constant C is associated with the
tightness of the wavelet basis used (Lee, 1996). Due to
the nonorthogonality of the Gabor wavelet basis the
linear superposition given by Eq. (7) does not guarantee
minimization of the reconstruction error (6). A correc-
tion to this formula can be obtained by a dynamical
optimization of the reconstruction error through feed-
back connections. Let us assume that we can dispose of
an extra dynamical correction term for each internal V1
neuron. Let us denote these dynamical corrections by
rkpqlcorr. We can determine the dynamics of a recurrent
network such that the reconstruction error
E %
n
i1
%
n
j1
gij
*
Iij
C %
K
k0
%
P
p0
%
Q
q0
%
L1
l0
{rkpqlrkpqlcorr}Gkpql(i, j)
*2
(8)
is minimized. This can be achieved by adapting dynam-
ically the correction terms rkpqlcorr as follows:
(rkpqlcorr
(t

h
2
(E
(rkpqlcorr
h %
n
i1
%
n
j1
gij Eij Gkpql(i, j)
hGkpql,E (9)
where
Eij

IijC %
K
k0
%
P
p0
%
Q
q0
%
L1
l0
{rkpqlrkpqlcorr}Gkpql(i, j)

(10)
and h is the adaptation coefficient (in our case h0.1).
In our simulation we define the constant C such that
max(Iij) where max( ) denotes the maximum value. This
dynamics can be interpreted as follows: if the signal
error E is fed back and convolved through the same
Gabor receptive fields (Gkpql,E), the whole dynamical
system converges to an attractor that corresponds to a
minimum of the reconstruction error. Feeding back the
error through the same feedforward receptive fields
creates a dynamical system that has a Lyapunov func-
tion given by the reconstruction error which is mini-
mized during its evolution. The advantage of our
method is that the feedforward Gabor connections
rapidly find an acceptable wavelet-based representation,
and the coding is successively improved by the recur-
rent dynamical analysis of the reconstruction error so
that with a lower number of iterations the minimum is
found. Our architecture resembles the model of Rao
and Ballard (1999) where the coding neurons evaluate
iteratively only the reconstruction error in order to
perform an optimal prediction of the input image.
Contrary to the model of Rao and Ballard (1999), in
our system we combine a modulatory feedforward
strategy and a feedback subtractive correction for ob-
taining an optimal coding (Koch & Poggio, 1999). The
feedback error is used in our system for a dynamical
improvement of the feedforward Gabor representation
of the images, in the sense that the above-mentioned
problem of redundant representation due to the
nonorthogonality of the Gabor wavelets is dynamically
corrected. The dynamics introduce therefore a nonlin-
ear correction to the standard linear representation of
Gabor filters, generating a more efficient predictive
coding. The number of iterations required to obtain an
optimal predictive coding can be even reduced by using
an overcomplete set of Gabor features coding neurons.
An overcomplete basis allows a greater number of basis
vectors than inputs, and have been proposed because
they achieve sparsity in the representation (Chen,
Donoho & Saunders, 1996; Lee, 1996; Olshausen &
Field, 1996; Lewicki & Olshausen, 1998). For a module
at a level of spatial resolution K we consider for the
reconstruction the internal representation of Gabor
neurons with wavelet features corresponding to octaves
equal or larger than the one given at that level K. We
use in our simulation an overcomplete basis of Gabor
coding neurons. In fact we use six octaves (N6), eight
orientations (L8), b1 and a2, so that when all
levels of resolution are used, we have k0N L(n:(bak))2
coding neurons. We analyze images with 16 384 pixels
(n128), and therefore the number of coding neurons
of our overcomplete basis is 174 080.
In a first stage each object is individually learnt.
Learning means that we generate for each individual
object an appropriate internal representation based on
the outputs of the V1 neurons after convergence of the
recurrent dynamics in the corresponding wavelet mod-
ule. During the learning phase each object is presented
one at a time at the retina and at an arbitrary position.
We consider that a recognition neuron stores the
internal wavelets-based representation associated to one
object at a certain level of spatial resolution and at a
certain position of the object in the retina. We consider
that the orientation sensitive V1 neurons are organized
in columns, so that V1 is topographically organized.
The receptive fields of the recognition neurons are
defined so that only a limited square region of the V1
inputs around a certain center is transmitted. The size
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of the square receptive fields of the recognition neurons
are constant and such that they consider only V1
neurons associated with input regions which cover the
whole object. For a given position, i.e. a center with
pixel coordinates (cx,cy), there are two recognition neu-
rons for each learned object, one for saving the real
part of the internal wavelet representation and one for
the imaginary part. The internal representation of neu-
rons V1 after convergence of the recurrent dynamics, is
stored in the two quantities
wkpqRe
 %L1
l0
(rk(pcx)(qcy)lrk(pcx)(qcy)l
corr )

, (11)
w˜kpqIm
 %L1
l0
(rk(pcx)(qcy)lrk(pcx)(qcy)l
corr )

, (12)
where Re( ) and Im( ) mean the real and imaginary
parts, respectively, and the indices p and q range from
R to R, R being the width of the receptive field. In
our simulation we consider R32. In the learning
phase the center (cx,cy) is defined by the center of
brightness of the corresponding object given by
cx
 %n
i1
Iij i

:
 %n
i1
Iij

,
cy
 %n
i1
Iij j

:
 %n
i1
Iij

. (13)
Translation invariance is obtained by creating for
each learned object identical recognition neurons, i.e.
neurons that share the weights, but with different cen-
ters, spread over the whole retina. Rotation invariance
is obtained by storing at each position the sum of the
wavelet coefficients over the different orientations (sum
over the index l). A graphical representation of the
recognition module and its connections with the V1
layer of the wavelet module is shown in Fig. 3.
The implementation adopted in this paper for achiev-
ing translation invariance is neurobiologically implausi-
ble, due to the combinatorial problems associated with
the fact that for each position a new recognition neuron
is required. On the other hand, the global copy of the
shared weights is of course also not realistic at all.
There already exist neurobiologically realistic imple-
mentation of translation, rotation and scaling invari-
ance which can be achieved by a neural circuit that can
be trained even with very simple local Hebbian rules.
The approach of Salinas and Abbott (1997) for exam-
ple could be integrated into our system by replacing our
recognition module with a more realistic implementa-
tion. Anyway, in this paper we are interested in the
integration of the functional role of attention for the
regulation of the spatial resolution as a top–down
mechanism for achieving object recognition. The way
how invariance and the recognition module are imple-
mented is irrelevant for our analyzes, and therefore we
chose pragmatically the most simple implementation of
this functional module.
The output of a recognition neuron in the recogni-
tion phase is given by the correlation coefficient be-
tween its weight and the V1 input. Concretely, the
output of a recognition neuron for the object On in the
recognition module at spatial resolution level k. , associ-
ated with the real parts of V1 neurons at that level and
sensitive to the center (zx,zy), is given by
rk.
(On ,zx ,zy ) %
K
kk.
! %R
p R
%
R
q R
(wkpqwk)
 (6kpq
(zx ,zy )6˜k):sw˜ks6˜k". (14)
The output of the corresponding imaginary recogni-
tion neuron is
r˜ k.
(On ,zx ,zy ) %
K
kk.
! %R
p R
%
R
q R
(w˜kpqw˜k)
 (6˜kpq
(zx ,zy )6˜k):sw˜ks6˜k". (15)
In the last two equations, 6 corresponds to the out-
puts of the V1 neurons during the recognition phase, w
are the previously stored weights corresponding to the
object On, and a and sa denote the mean value and
the standard deviation of the variable a over the recep-
tive field (i.e. over the indices pq). From the last two
equations it is also clear that neurons that are sensitive
to the detection of the same object but sensitive to
different positions share the same stored weights corre-
sponding to that object.
During the recognition mode, first the where-module
analyzes the whole scene with the lowest level of resolu-
tion and generates a priority map, which is basically
given by the level of activities of recognition neurons in
the where-module. Concretely, the priority map saves
all positions and identity hypotheses of objects at thoseFig. 3. Schematic implementation of the recognition module.
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positions which are associated with recognition neurons
that have an activity larger than a threshold A. In this
particular case, due to the fact that with the lowest level
of resolution practically only the position and the size
of the object are determined, the recognition neurons in
the where-module only ‘recognize’ the spatial position
of the potential objects. During the recognition mode,
the potential positions are serially analyzed by the
what-module, i.e. one candidate position is selected and
the what-module increases sequentially the resolution
level with which the region is analyzed until the object
is identified or not, and then continues processing the
next candidate position indicated by the priority map
until the last one. The different levels of spatial resolu-
tion (octaves) will be serially activated by the atten-
tional control. Attention is modeled by a gating input
mechanism that allows or does not allow further trans-
mission of information from the pixelized LGN image
input to the cortex. Only the input information of the
pixel positions which correspond to a low error recon-
struction and to sufficiently activated pixels in the
reconstructed image space will be further analyzed at
the next level of processing. This information is there-
fore automatically transmitted by the same feedback
connections utilized in the 2D-Gabor wavelet based
recurrent neural networks. At a first step, in the where-
module, only the coarse localization (corresponding
only to the octave K) of the object is detected and gated
to the what-module. The what-module starts the analy-
sis at a low level of spatial resolution (octave K1),
generates a hypothesis which corresponds to the object
with the greatest activation at that level and iteratively
increases the spatial resolution by considering smaller
octaves until the finest resolution corresponding to the
octave level k0. If at all resolutions the level of
activation of the corresponding recognition neuron is
always larger than a given threshold u, the hypothesis is
confirmed and the object is recognized. If at any level
the corresponding recognition neuron does not reach
the threshold, the hypothesis is rejected and a new
hypothesis from the original selected group is tested.
This process continues until the object is recognized or
hypotheses are not disposable anymore in which case
the object is not recognized at all. The attentional
mechanism is described by a matrix gij (cf. Eq. (5))
whose elements could adopt the value 1 for the case of
transmission and 0 for the case of no-transmission. For
the first coarsest level of analysis (kK) the whole
retina is analyzed, i.e. gij1 for all i, j. During the
learning phase, the attentional mechanism selects the
input pixels corresponding to a receptive field at center
cx,cy where the object is presented on a black back-
ground for learning, i.e. the gating gij is defined as
follows:
gijnew1 if {(Rcx)B iB (Rcx) and
(Rcy)B jB (Rcy)}
gijnew0 otherwise (16)
During the recognition phase and after the determi-
nation for further analysis of a concrete center (X,Y) by
the priority map, the gating is initialized by Eq. (16) but
now with cxX and cyY. At the first level of analy-
sis of the what-module an hypothesis is determined.
For the further analysis of the what-module the atten-
tional feedback between level k and the following level
k1 (i.e. larger resolution) is regulated by the condi-
tion that the reconstruction error Eij(H) calculated with
the stored Gabor coefficients of the current hypothesis
is not larger than a certain threshold. A new gating
value gij is therefore defined for the activation of the
next level k1 as follows:
gijnew1 if Eij(H)Ba
gijnew0 otherwise (17)
3. Neurophysiological homology
In this section, we give a description of the neuro-
physiological background of our system. Of course, the
suggested homology between the different modules of
our computational model and the different brain re-
gions is speculative but is done with the aim of guiding
future fMRI experiments, e.g. for discovering the neu-
ral correlates associated with the process involved in
object recognition.
Let us start by considering the wavelet modules. The
pixelized and contrast invariant input of the retinal
image is essentially coded in the thalamus, specifically
in the lateral geniculate nucleus of the thalamus (Kan-
del, Schwartz & Jessell, 1991). The internal feature
representation (wavelet based) of the image is encoded
in the striate visual cortex (V1 area) where neurons with
2D-Gabor receptive fields were experimentally found
(Kulikowski & Bishop, 1981; De Valois et al., 1982;
Daugman, 1985; Webster & De Valois, 1985). On the
other hand, a dynamic control of visual resolution at
the level of individual cells in the primary visual cortex
were already found (Sillito, Grieve, Jones, Cudeiro &
Davis, 1995; Zipser, Lamme & Schiller, 1996; Gilbert,
1998; Wo¨rgo¨tter et al., 1998). Wo¨rgo¨tter et al. (1998)
demonstrate a dynamical response of V1 neurons that
correlates with the behavioral states. The dynamical
circuits which they describe consist essentially of recur-
rent connections coming from V1 to LGN neurons and
top–down regulation of the activity of the neurons in
the perigeniculate nucleus (PGN) of the thalamus.
These recurrent connections could correlate with our
feedback connections that mediate the attentional en-
hancement of the spatial frequency resolution.
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Neurophysiological studies have shown that several
cortical and subcortical structures are involved in visual
attention processes (Desimone & Duncan, 1995). Infor-
mation from the retino-geniculo-striate pathway enters
the visual cortex through area V1 in the occipital lobe
and proceeds into two processing streams (Ungerleider
& Mishkin, 1982). The occipital-temporal stream (the
so-called ‘what’ pathway) leads ventrally through V2,
V4 and IT (inferotemporal cortex) and is mainly con-
cerned with object recognition, independently of posi-
tion and scaling. The occipito-parietal stream (the
so-called ‘where’ pathway) leads dorsally into PP (pos-
terior parietal complex) and is concerned with the
location and spatial relationships between objects. The
‘where’ pathway, i.e. neurons in the posterior parietal
cortex (PP) show an enhanced response to attended
targets within their receptive fields, even when no eye
movements are made (Bushnell, Goldberg & Robinson,
1981). Robinson, Bowman and Kertzman (1991) and
Steinmetz, Connor and MacLeod (1992) have reported
a relative suppression for attended items as opposed to
unattended items, which suggests that PP is represent-
ing the location of potential attentional items. The
fMRI study of Corbetta and Shulman (1998) suggests
that the dorsal fronto-parietal network controls the
allocation of spatial attention. These facts give hints
that PP could be the site of the priority map module in
our system.. Furthermore, in experiments that involve
object discrimination (see Corbetta & Shulman, 1998),
the dorsal fronto-parietal network is active concur-
rently with the ventral occipito-temporal regions in-
volved in object analysis. Connor, Gallant and Van
Essen (1993) demonstrate that the effective receptive
field of neurons in V4 can be dynamically modulated to
the location of the attentional focus. Consequently, we
relate the object-based analysis performed by the lower
octave modules (from K1, …, 0) of our model with
the ventral ‘what’-path. Moreover, we think that the
attentional regulation of these ‘what’ lower octave
modules by the ‘where’ module (highest octave) in our
computational model reflects the attentional modula-
tion in the ventral visual system caused by a selective
location signal from the fronto-parietal spatial network
proposed by Corbetta and Shulman (1998).
4. Simulations
4.1. Single object recognition
In order to illustrate the dynamics of the system
during the recognition of object, we have tested our
system with real images consisting in different types of
faces, different types of donuts and several different
types of toy objects. The faces were taken from the
faces database of the vision group in Carnegie–Mellon
and the images of the other object were taken from the
image database of Koch’s lab at Caltech.
In the present simulations, we spread the center of
the recognition neurons such that they cover the retina
and they are half overlapped (i.e. for and we place nine
centers at positions (32,32) (32,64) (32,96) (64,32)
(64,64) (64,96) (96,32) (96,64) (96,96)).
Fig. 4 shows the results obtained when a particular
face should be recognized. In a first step the where-
module localizes the position and coarse form of the
object to be identified by shrinking the focus of atten-
tion from the whole input field to the region adjacent to
the object (top of Fig. 4).
A group of hypotheses is generated. The what-mod-
ule tests an hypothesis by serially enhancing the spatial
resolution with which the Gabor-based features are
extracted for recognition, i.e. by each iteration higher
resolution octaves of the wavelet transform are acti-
vated. In order to visualize the internal representation
of the what-module, we plot at the bottom of Fig. 4 at
each iteration step the reconstruction of the image
obtained by the internal representation at that step of
processing.
Fig. 4 shows a typical example in which at a coarse
resolution level a wrong hypothesis is chosen and in a
short number of iterations is rejected. When the right
hypothesis is selected the system confirms its recogni-
tion when the finest level of resolution is reached. If the
object belongs to a category containing several individ-
uals, generally more false hypotheses are checked be-
fore finding the correct one. This is what is happening
in our case by the recognition of faces and of donuts
(see Fig. 5), because both categories contain several
individuals (in the case of donuts they can be distin-
guished by the texture which can be only extracted by a
high level of spatial resolution. On the other hand, if
some objects are individuals not belonging to any cate-
gory, as is the case in or example for the object shown
in Fig. 6, than generally the right hypothesis is immedi-
ately found and confirmed. Consequently, the recogni-
tion of objects which are members of a large category
take more time than the identification of rare very
specific individuals. This conclusion is psychophysically
plausible.
4.2. Object recognition with partial occlusion
A partially occluded object can still be recognized if
at each resolution level the internal Gabor representa-
tion corresponding to the visible part is sufficient for
reaching the recognition threshold u. Consequently,
only small occlusions will not degrade the recognition
capabilities of the system. The object based attentional
mechanism described by Eq. (17) provides more robust-
ness to the recognition what-modules in the cases of
occlusion because only the well reconstructed part, i.e.
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Fig. 4. Example of identification of an individual face.
only the visible parts, will be gated and therefore taken
into account by the recognition neurons. In other
words, the attentional mechanism selects only the visi-
ble parts of an object which are compatible with the
corresponding stored feature information of the previ-
ous learned objects.
Fig. 7 shows the results obtained by a simple experi-
ment in which we occluded a single object (donut) by
an artificial black rectangle. If the occluded region is
small enough the system has no problem with recogniz-
ing the object. Note that in this case the attentional
gating mask set by the successive iterations in the
what-modules isolates the visible regions of the object.
Fig. 8 analyzes a slightly more complicated case in
which two previously learned objects (a donut and a
toy-dragon) are overlapped such that the where-module
determines a priority map that signalizes the possible
presence of known objects in two different receptive
fields (in Fig. 8 denoted as RF1 and RF2, respectively).
The what-module analyzes first one of the receptive
fields (RF1) and identifies the object which is maxi-
mally visible at this receptive field by ignoring the part
of the other overlapping object. In a second step the
second receptive field RF2 is analyzed in the same way
by detecting now the other object.
4.3. Multiple object recognition in realistic natural
scenes
We show in this section the behavior of the system in
a natural environment. Fig. 9 shows a scene where two
objects were selected for training the system. In this
case we used 28 recognition neurons distributed along
the whole input field of 128128 pixels and with
overlapping receptive fields.
In the recognition phase, the where-module generates
a priority map which determines four different possible
receptive fields as candidates of known objects (shown
in the bottom of Fig. 8 and denoted by RF1, Rf2, RF3
and RF4). The reconstruction associated with the cor-
responding resolution with which the where-module
generates the priority map is plotted at the left-bottom
of Fig. 8. The what-module analyzes sequentially these
four receptive fields, finding the two objects in the right
position (tower-top at RF1 and horse-sculpture at RF4)
and rejecting the assumed hypothesis in the position
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where similar but not learned objects were present
(RF2 and RF3).
5. Comparison with related work on computer vision
Considerable work has been done in recent years on
the computational mechanisms of the cortex and the
brain involved in visual perception and recognition
(Palmer, 1999). While an exhaustive survey is beyond
the scope of this paper, we briefly outline below rela-
tionships of the present model with some closely re-
ported models for visual object recognition based on
top–down hypothesis testing, multi-scale feature repre-
sentation and:or attentional feedbacks.
In contrast to the most standard implementation of
artificial vision systems which are based on Marr’s
feedforward approach (Marr, 1982), in our formulation
we consider the influence of top–down feedback infor-
mation as one crucial point in visual cognition. Several
previous papers (Mumford, 1991, 1992, 1994; Kosslyn,
1996) formulated and remarked already the importance
and the role of the neurophysiologically observed mas-
sive feedback connections for the active use of top–
down information. Mumford’s formulation (Mumford,
1991, 1992, 1994) offers an elegant and consistent com-
putational implementation of this philosophy. Mum-
ford’s model of the cortex based on Grenander’s
Pattern Theory (Grenander, 1976–1981) is based in an
essential way on a relaxation between feed-forward and
feed-back processes. At the first stage, if there is no
expected pattern, the features of the actual input are
extracted and passed bottom-up to a recognition mod-
ule. Next, the recognizer draws on its database of
prototypes to synthesize a standard instantiation of the
hypothetical object being seen. In subsequent iterations,
the hypothesis will be refined by computing features of
the difference between the synthesized hypothesis and
the true image. Mumford (1994) even proposes that
having this analysis, we can go directly to neu-
roanatomy and neurophysiology and ask if there are
structures in the brain that suggest being designed to
implement one or more of these basic computational
building blocks. In the present work, we speculate that
these mechanisms of top–down feedback information
act at a local V1-LGN level and at a global level
Fig. 5. Example of identification of a particular donut.
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Fig. 6. Recognition of a single individual.
Fig. 7. Example of identification of an artificially occluded donut.
between modules in the ventral and dorsal visual path-
ways (i.e. IT-V1 and PP-V1). At the local level, we
utilized the V1-LGN feedback connections for dynami-
cally improving the reconstructed images and for guid-
ing object based gating attention which influences the
global level. At the global level, we assume that the
attentional feedback refines iteratively the assumed
hypothesis by increasing the level of spatial resolution
with which the gated portion of the input image is
analyzed, until the hypothesis is confirmed or rejected.
Other theories on the role of feedbacks and the
processing of top–down information are the Edels-
man’s ‘re-entrant’ signaling theory (Edelman, 1978),
Carpenter and Grossberg’s adaptive resonance theory
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Fig. 8. Example of identification of two overlapped objects.
Fig. 9. Recognition of two objects in a natural scene.
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(Carpenter & Grossberg, 1987), and the Helmholtz
machine (Dayan, Hinton, Neal & Zemel, 1995; Hinton,
Dayan, Frey & Neal, 1995).
The subject of modeling visual selective attention has
been intensively studied within the computational neu-
roscience and psychology communities. In particular,
an attentional gating mechanism based on a neural
‘shifter circuit’ has been proposed by Olshausen, An-
derson and Van Essen (1992). They present a model of
how visual attention can solve the object-recognition
problem of position and scale invariance. The model
relies on a set of control neurons to dynamically modify
the synaptic strengths of intracortical connections so
that information from a windowed region of primary
visual cortex (V1) is selectively routed to higher cortical
areas. Other alternatives, ‘shifter circuits’, have been
proposed by Humphreys and Heinke (1997, 1998). The
paper of Salinas and Abbott (1997) presents an other
way of obtaining translation-invariance receptive fields,
like those of IT neurons, from the responses of V4
neurons. They model a recently reported form (Connor,
Preddie, Gallant & Van Essen, 1997) of attention-gain
modulation in V4 that produces IT receptive fields that
shift so they are centered at the point where attention is
directed. They apply the same mechanism for obtaining
rotation and scaling invariance. In our formulation, we
implement selective attention by means of a gating
mechanism which for further refining analysis
selects the regions of the input space that are well
reconstructed according to the synthesized image corre-
sponding to the currently assumed hypothesis. The
gating mechanisms of Olshausen et al. (1992) or Salinas
and Abbott (1997) could be integrated into our system
in order to obtain translation, rotation and scaling
invariance as an extra functional role of the attention.
In the present work, we concentrated only on the
functional role of attention as a means for integrating
top–down hypothesis testing with the resolution hy-
pothesis.
The multi-scale representation that we adopt for
modeling our V1 module has been extensively used in
computer vision in the past decades. The portion of the
image occupied by the objects to be recognized is
frequently quite small. Consequently, the great majority
of the image data represents irrelevant information that
must be ignored. Multi-resolution image pyramid (Burt,
1988) is a representation which allows for the separa-
tion of image features which occur at different scales,
such that a coarse-to-fine analysis can be consistently
performed. We adopt in our formulation the represen-
tation given by the multi-resolution Gabor wavelets due
to its optimality in the sense of the Heisemberg’s spatial
frequency-spatial domain trade-off and to its neurobio-
logical realism (Daugman, 1988; Lee, 1996). A crucial
difference between the present approach and the stan-
dard one of Daugman (1988) is the way in which we
improve the feedforward Gabor representation of the
images by a predictive coding strategy which is realized
by dynamically eliminating the redundant representa-
tion due to the nonorthogonality of the Gabor wavelets
via the feedback connections at the local level of V1. In
this sense we integrate in our approach the standard
multi-scale Gabor representation (Daugman, 1988)
with the predictive coding approach of Rao and Ballard
(1999) and with the ideas of Koch and Poggio (1999) of
combining a modulatory feedforward strategy with a
feedback subtractive correction.
To summarize, we formulate a multimodular system
based on primate vision that integrates at different
global and local levels multi-scale feature representa-
tion, selective attention and top–down hypothesis
testing.
6. Conclusions
We have introduced a computational hierarchical
model for object recognition which considers the role of
active control of the spatial resolution by selective
attention. The attentional mechanism that we propose,
consists of a serial enhancement of the spatial resolu-
tion of the area containing the object of interest. For
recognition of an object, we consider two main streams
of processing which are neuropsychologically inspired,
namely a ‘what’ and a ‘where’-stream. The ‘where’-
stream analyzes initially the whole visual field at the
coarsest level of spatial resolution which only allows the
detection of the position of the object, but no details
about its form and features. The ‘what’-stream further
analyzes the region corresponding to the location of the
objects by dynamically increasing the level of spatial
resolution via the attentional mechanism. The system is
designed such that hypotheses are generated recur-
sively. The attentional control tests iteratively the as-
sumed hypotheses. In this sense hypotheses are
dynamically corroborated or rejected by including by
each iteration finer and more detailed feature informa-
tion. This analysis-synthesis loop runs until a hypothe-
sis is successfully accepted, meaning that an object is
matched. This philosophy corresponds to the conjecture
that intelligent behavior can be regarded as an iterative
process which searches for extra finer information in
order to prove successively assumed hypotheses. The
cognition required for object identification therefore
implies the modeling of an active visual system.
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