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INVERSE FREE BOUNDARY PROBLEMS 
V.G. DOVi’ , H. PREISIGZ and 0. PALADINO’ 
Abstract - Estimation problems involving partial differential equations with unknown 
boundary conditions ate examined A general theory for the linear case is proposed and possible 
generalizations to the non linear case are discussed 
1. INTRODUCTION 
Free boundary problems are defined as partial differential equations whose boundary 
conditions are perfectly defined but in which the boundary itself is not known and has 
to be computed as part of the solution. Further they are generally “direct” problems in 
that all parameters contained in them are already known. 
In estimation problems, i.e. in problems containhing unknown parameters tobe esti- 
mated from experimental data, the problem often arises of theoretical models being 
defined by partial differential equations with unknown parameters and boundary condi- 
tions. Thus parameters and boundary conditions are to be estimated from data. It seems 
therefore natural to call these problems inverse free boundary problems. 
2. THE LINEAR CASE 
Let the experimental data a 
the partial differential equation 
with the boundary conditions 
be connected by a linear mapping to the solution u of 
&(u) = 0 (la) 
Al*+ B$ = f(t) on the boundary D defined by coordinates e
* 
Azu+ Bze = g(f) on the boundary D’ defined by coordinates 6’ (lb) 
where the subscript B indicates the unknown parameters in the differential equations 
and D and D’ the domains on which boundary conditions are defined or unknown 
respectively, n and n' indicate directions normal to D and D’ respectively. Expressions 
(lb) correspond to the usual mixed boundary conditions which include as special cases 
the Dirichlet (B = 0) and the Neumann (A = 0) boundary conditions. The usual 
continuity and differentiability conditions will be assumed. 
Let F be the linear mapping 
F:ue+& (2) 
where & is to be compared with the experimental data y to carry out the regression 
analysis by minimizing some convenient objective function 4 e.g. 
4 = IId - ul12 (3) 
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The formal solution of problem (1) is given by [ 11 
where Gf indicates the B-dependent Green’s function of the second kind and z the 
independent variables of the domain on which u is defined. 
Suppose the first integral can be computed analitically. 
This gives 
W(Z) = P(Z) + / G:‘(z, ‘)g(‘)d{’ (3 
D’ 
In order to carry out the regression analysis let us divide the domain D’ into a certain 
number of subdomains Zi in each of which the function g($) can be approximated by 
a simple function with a certain number of unknown linear coefficients cr. 
Continuity conditions for the function u and its derivatives up to a certain degree 
depending on the approximation chosen at subdomain boundaries must be taken into 
account. 
The approximating function should be chosen so as to make the integral in the right 
hand side of relation (5) amenable to analytic solution, whereas the numbers of subdo- 
mains and coefficients are a trade-off between accuracy and numerical stability as will 
be shown briefly later. 
If this approximation is made we obtain 
k 
where i indicates the i - th subdomain. 
Continuity conditions at the boundary of Zi makes it possible to eliminate a number 
of linear coefficients depending on the degree of differentiability of g(e). 
Comb&g (2), (5) and (6) gives 
where &, is given by az&,. 
~je and aj can be computed from ski and tie which is defined as 
after elimination of redundancy given by continuity. 
The regression problem is given now by the minimization of 
C(W- $4 - Cajwji)' 
i j 
(where the subscript B has been dropped for clarity) or in vector notation 





with obvious meaning of the symbols used. 
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The main feature of relation (10) is the presence of linear coefficients & and non 
linear parameters Q contained in tJ and n. 
Following Golub and Pereyra [2] theiinear parameters can be expressed as functions 
of the non linear ones to ,jve 
a=g+(UI-$) (11) 
where a+ is the pseudoinverse of Q. 
Using the Fn5chet derivative of p we can compute a typical Gauss-Newton iteration 
of the non linear parameters [2] 
Q ““=Q”-DP&-$J+P+cjr (12) 
where D indicates the FrChet derivative and P& the projector on the ortogonal comple- 
ment of the column spece of fl. 
In relation (12) account is taken of how p. changes as the non linear parameters do. 
Once convergence has been reached equation (11) enables us to construct the boundary 
condition using relation (6). 
A simple example will clarify the whole procedure. 
1.1. NUMEFWXL EXAMPLE 
In this example the procedure described above is used for the estimation of diffusion 
coefficient from mass sorption experiments, in which the interface absorption kinetics 
is not known. The diffusion coefficient of gas in a solid is generally measured from the 
data of kinetics of equilibration of a sample subjected to a sudden change of the gas 
pressure at constant emperature. 
The samples are generally in the form of thin disks, so that equation (la) can be 
rewritten as a one dimensional parabolic equation 
& Dalc 
at’ a22 (1W 
where c is the gas concentration i the solid, 2 is the direction in which diffusion takes 
place and the origin of the z axis coincides with the center of the sample. 
This kind of simplification is frequent in data analisys in which the experimental 
conditions can be designed to take advantage of simmetries, limiting conditions and 
invariance properties. 
Due to the simmetry with respect o the point 2 = 0 it is possible to limit ourselves 
to finding the solution of (13a) in the interval (0 - I), after assigning the value 21 to the 
sample tickness. 
Thus the domain D coincides with the point z = 0 at which 
ac 
az ==o = 
0 (13b) 
and the time t = 0 because we assume an initial uniform concentration distribution 
c(z,O) = co (13c) 
The domain D’ coincides with the point ZE = fl where the unknown interface adsorption 
kinetics takes place. 
AML 2:1-G 
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We can replace this unknown reaction with the boundary condition 
c(fU) = f(t) (134 
where f(t) is the unknown kinetics at the interface. 
Measured data are given by weight changes of the sample that are linear functions of 
the concentration c in the solid. 
The linear mapping F of equation (2) is 
F : c(z, t) + Q(t) 
where Q(t) is defined as 
Q(t) = (~1 - W)/(cl - co) 
where cl is the final concentration i the sample and c(t) is given by 
(14) 
I 
z(t) = f 
/ 
C(Z, t)dz (15) 
0 
The estimation problem consists to determine the most likely value of parameter D from 
measured values of Q. 
To carry out the regression analysis we minimize the objective function 
4 = IIS’ - 911” 
Applying @en’s function theory, equation (5) gives 
t 
z(t) = -Da'(2n+l)'t/4l' 
/ 
CDn'(2n+1)'r/41" 
. f (4dr 
0 
(16) 
The unknown function f(t) can be expressed according to equation (6) as 
f(t)=fr(t,arl,a12,...,a,i); T,-lStIT, (17) 
which means that in each arbitrairly chosen subinterval of domain T,- 1 a . . T, we choose 
f(t) to be approximated by a known function which depends on a certain number of 
parameters * js 
The approximating function chosen so as to make the integral of relation (16) ame- 
nable to analytical solution is 
with the conditions 
d’fr I dPfr+l dtP T, = -p-y I P = 0, 1, * * -8 - 2 
In the numerical example we considered apiecewise linear approximation to r(t): 
(18) 
f(t) = 4r + bd T r-1 I tl T, 
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In this case parameters CJ~ are eliminated by using function continuity ( p = o) conditions 
and equation (7) becomes 
Q@j) = biVi(D, Tj) 
where vi can bc. computed from f, after elimination of redundancy given by continuity 
conditions of functions f(t). 
The regression problem of equation (9) is now given by 
(I91 
j i 
and the linear parameters bi(; = 1, . . . , r) can be expressed as functions of the non linear 
one D to give 
b = (V=V)-’ V=Q (20) 
where Vi, is the matrix whose elements are vi(D, 2”) and Q is the vector of the expe- 
rimental data Q( tk) . 
Fig.1 shows how the interface concentration was reconstructed ( ashed line) using 
simulated ata generated from equations (13a), (13b), (13~) with D = lo- 6 cm2/8 and 
a “true” interface concentration given by an exponential function (full line) of the type 
c&l, t) = co + (Cl - co) (1 - c-7’) 
with 7 = 9. 
Similar curves can be obtained by letting 7 vary in the range .Ol$ 2 7 5 1009. 
In all cases D, the estimated value of D, does not differ from the “true” value by 
more than 108, whereas other regression techniques [3] can lead to a difference larger 
than an order of magnitude. 
As can be seen from this example the number of interva.ls i strictly connected with 
the number of coefficients a. 
Increasing the degree a of the approximating polynomial (18) would not change the 
number of the independent linear coefficients ince we would add simultaneously the 
same number of linear unknowns (i.e. the coefficients of higher degree terms of the 
polynomial) and continuity conditions of higher order derivatives. 
Clearly increasing the number of intervals increases accuracy but the matrix VTV 
would approach more and more singularity, so that a reasonable tradeoff between ac- 
curacy and stability has to be searched [33. 
3. THE NON LINEAR CASE 
Linear models are particularly important in data analysis because the experimental 
conditions can be often forced to keep in the linear domain (relaxation experiments). 
Anyway non-linearities are sometimes unavoidable. 
As there are no general solution methods for nonlinear partial differential equations, 
it is not possible to provide a general procedure for the solution of inverse free boundary 
problems, when the theoretical model is a non linear partial differential equation. 
Broadly speaking most techniques used for the exact or approximate analytical ao- 
lution of non linear partial differential equations can be adopted to the solution of non 
linear inverse free boundary problems. 
An important class of exact solution methods includes transformation of variables 
which can change the non linear problem into a linear one. Into this class falls the 
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Kirckhoff transformation which we are presently using in inverse free boundary problems 
for the determination of the magnetic permeability in magnetostatics when the boundary 
conditions are not known [4]. The results will be published elsewhere [5]. 
Similarly approximate procedures can also be used. Thus the method of Yamada and 
Pujita [6] is presently being tested for the estimate of concentration dependant diffusion 
coefficients from mass sorption experiments with unknown interface reaction. 
In case the “direct” problem can not be solved by exact or approximate analytical 
methods, the inverse problem has to be solved numerically. Anyway the theory deve- 
lopped in the previous paragraph can be used to determine quickly the solution of a 
linear approximation to the non linear problem. This approximate solution can then be 
used as a first trial in the iterative scheme for numerical solution. 
4. CONCLUSIONS 
A new clss of estimation problems, i.e. inverse free boundary problems has been 
defined. The theoretical model is given by a partial differential equation with partially 
unknown boundary conditions. 
A general procedure for the solution of linear inverse free boundary problems has 
been presented and possible ways for tackling more complex non linear problems have 
also been discussed. 
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