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ON INVARIANT SUBSPACES
OF SUBDECOMPOSABLE OPERATORS
JUNFENG LIU AND SONGXIAO LI
Abstract. In this paper, we prove the Mohebi-Radjabalipour Conjecture
under a little additional condition, and obtain a new invariant subspace the-
orem for subdecomposable operators. Our main results contain known re-
sults in this topic as special cases. Moreover, the condition in our theorem
is really much weaker, much simpler and much more nature than that in the
known results.
Keywords: Banach space, subdecomposable operator, invariant subspace,
Hardy space H∞(G), spectral theory.
1. Introduction and the main result
The mathematician P. Halmos ([8], Problem 191) said, “one of the most im-
portant, most difficult, and most exasperating unsolved problems of operator
theory is the problem of invariant subspaces.”
As stated in [1], it was the mathematician and computer scientist Von Neu-
mann who initiated the research work of the invariant subspace problem in
the early thirties of the twentieth century. More specifically, Von Neumann
proved that every compact operator on a Hilbert space H has a (nontrivial) in-
variant subspace. In 1954, N. Aronszajn and K. Smith [1] extended this result
from Hilbert spaces to Banach spaces.
We now recall some results which are directly and closely related to the
present paper. In 1987, S. Brown [4] showed that if T is a hyponormal opera-
tor on a Hilbert space such that the set σ(T ) is dominating in some nonempty
open set G in the complex plane C, then T has a (nontrivial) invariant sub-
space. As pointed out in [10] and [12], the work initiated by S. Brown [4] has
been generalized by J. Eschmeier and B. Prunaru [6]. More specifically, in
1990, J. Eschmeier and B. Prunaru [6] proved that if T is a subdecomposable
operator on a (general) Banach space such that the set σ(T ) is dominating in
some nonempty open set G in the complex plane C, then T has a (nontrivial)
invariant subspace.
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In 1994, H. Mohebi and M. Radjabalipour [12] raised the following con-
jecture.
The Mohebi-Radjabalipour Conjecture (see [12] p.236). Assume the op-
erators T ∈ B(X) and B ∈ B(Z) on Banach spaces X and Z, and the nonempty
open set G in the complex plane C satisfy the following conditions:
(1) qT = Bq for some injective q ∈ B(X, Z) with a closed range qX.
(2) There exist sequences {G(n)} of open sets and {M(n)} of invariant sub-
spaces of B such thatG(n) ⊂ G(n+ 1),G = ∪nG(n), σ(B|M(n)) ⊂ C\G(n) and
σ(B/M(n)) ⊂ G(n), n = 1, 2, · · · .
(3) σ(T ) is dominating in G.
Then T has a (nontrivial) invariant subspace.
It is particularly worth mentioning that it can be seen from [10] (and so on)
that the above conjecture, if true, will contain the main result of [2], [4],[6]
and others as special cases.
In order to prove the above conjecture, H. Mohebi and M. Radjabalipour
[12] obtained an important invariant subspace theorem in reflexive Banach
spaces under a additional spectral condition, which is Theorem I.1 in [12] and
is also the main result in [12].
Also, in [9], M. Liu proved the above conjecture under the spectral condi-
tion that the set σ(T ) \ {λ ∈ C : (λ − B∗)Z∗ , Z∗} is dominating in G. In
[10], M. Liu and C. Lin proved the above conjecture under another spectral
condition that the set
σ0 := σ(T )\(σp(B∗∗) ∩ {λ ∈ C : (λ − B∗) ker q∗ , ker q∗})
is dominating in G. Moreover, in [10], the authors obtained the result of
richness of the invariant subspace Lat(T ) for the operator T under the spectral
condition that σ0 ∩ σe(T ) is dominating in G.
By the way, main results of [9] and [10] contain the main result of [12]
as a special case (for details, see [9] and [10]). In particular, the reflexivity
condition of the spaces in [12] is removed in [9] and [10]. Moreover, in [10],
a concrete example is given to illustrate that there are an operators A that A
has infinitely many invariant subspaces, while its invariant subspace lattice
Lat(A) is not rich.
In this paper, we prove the Mohebi-Radjabalipour Conjecture under a little
additional condition, and obtain a new invariant subspace theorem for sub-
decomposable operators. In particular, we weaken and simplify the spectral
conditions in [9] and [10]. More precisely, we obtain the following invariant
subspace theorem.
Theorem 1. Assume the operators T ∈ B(X) and B ∈ B(Z) on Banach spaces
X and Z, and the nonempty open set G in the complex plane C satisfy the
following conditions:
ON INVARIANT SUBSPACES OF SUBDECOMPOSABLE OPERATORS 3
(1) qT = Bq for some injective q ∈ B(X, Z) with a closed range qX.
(2) There exist sequences {G(n)} of open sets and {M(n)} of invariant sub-
spaces of B such thatG(n) ⊂ G(n+ 1),G = ∪nG(n), σ(B|M(n)) ⊂ C\G(n) and
σ(B/M(n)) ⊂ G(n), n = 1, 2, · · · .
(3′) The set σ(T )\σr(B∗) is dominating in G.
Then T has infinitely many invariant subspaces.
Moreover, if the set σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)) is dominating in G,
then the invariant subspace lattice Lat(T ) for the operator T is rich.
It can be seen from the definition of the residual spectrum that Theorem 1
contains main results of [9] and [10] as special cases, and that the condition in
Theorem 1 is really much weaker, much simpler and much more nature than
that in [9] and [10]. Also, since main results of [9] and [10] contain the main
result of [12] as a special case, Theorem 1 contains main results of [9], [10]
and [12] as special cases.
2. Preliminary
In order to prove Theorem 1, we first recall some basic concepts and related
results from [5], [6], [7], [9] and [10].
As usual, we denote by H∞(G) the Hardy space of all bounded analytic
functions in G equipped with the norm ‖ f ‖ = sup {| f (λ)|; λ ∈ G}. We now
recall some properties of the Hardy space H∞(G) from [5].
(a) H∞(G) is a w∗-closed subspace of L∞(G) with respect to the duality
〈L1(G), L∞(G)〉.
(b) A sequence { fn} in H∞(G) converges to zero with respect to the w∗-
topology if and only if it is norm-bounded and converges to zero uniformly
on each compact subset of G.
(c) The quotient space Q := L1(G)/⊥H∞(G) is a separable Banach space.
(d) H∞(G) can be identified with the dual space of the quotient space Q.
(e) For every λ ∈ G, the point evaluation Eλ : H∞(G) → C, f → f (λ) is a
w∗-continuous linear functional.
For each f ∈ H∞(G) and each λ ∈ G, we denote by fλ the unique function
in H∞(G) such that
(λ − z) fλ(z) = f (λ) − f (z) (1)
for all z ∈ G.
A subset S of the complex plane C will be called dominating in the open
set G if ‖ f ‖ = sup{| f (λ)| : λ ∈ G ∩ S } holds for all f ∈ H∞(G).
Let E be a nonempty set. Let n and m be positive integers. We define
En = {(x1, x2, · · · , xn) : x1, x2, · · · , xn ∈ E},
M(n × m, E) = {(x jk)1≤ j≤n,1≤k≤m : x jk ∈ E}.
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Ifm = n, we simply writeM(n, E) forM(n×n, E). It is clear thatM(1×m, E) =
Em. Moreover, we write M(∞, E) for the set of all infinite matrices (x jk) j,k≥1
with entries x jk( j, k = 1, 2, · · · ) in E.
If E is a linear space, then En, M(n × m, E) and M(∞, E) are linear spaces
in a natural way. If E is a normed space, then M(n × m, E) is a normed space
and its norm is defined by
‖(x jk)1≤ j≤n,1≤k≤m‖ = max{‖x jk‖ : j = 1, 2, · · · , n, k = 1, 2, · · · ,m}
for all (x jk)1≤ j≤n,1≤k≤m ∈ M(n × m, E).Moreover, if U and V are closed linear
spaces of E, then we write
α(U,V) = inf{‖u − v‖; u ∈ U with ‖u‖ = 1 and v ∈ V}. (2)
Let E and F be Banach spaces. Then the Banach space of all bounded
linear operators from E into F is denoted by B(E, F). If F = E, then we
write B(E) for B(E, E). If A ∈ B(E), then we denote by σ(A), σp(A), σr(A),
σe(A) and ρ(A) the spectrum, the point spectrum, the residual spectrum, the
essential spectrum and the resolvent set of A, respectively.
The invariant subspace lattice Lat(A) for an operator A ∈ B(E) is called to
be rich if there exists an infinite dimensional Banach space Y such that Lat(A)
contains a sublattice order isomorphic to the lattice Lat(Y) of all closed linear
subspace of Y .
3. Proof of the main result
Hereafter, we shall assume that X, Z, T, B, q,G,G(n) and M(n) satisfy the
conditions (1) and (2) in Theorem 1. It is easy to show (see also Lemma 1
and 2 in [9]) that q∗B∗ = T ∗q∗ and q∗ ∈ B(Z∗, X∗) is surjective. Moreover, for
every positive integer n, M(n)⊥ is an invariant subspace of B∗ and
M(n)⊥ ⊂ M(n + 1)⊥, σ(B∗|M(n)⊥) ⊂ G(n), σ(B∗/M(n)⊥) ⊂ C\G(n).
We write M(G) = ∪nM(n)⊥. It is easy to see that for any x ∈ X, z∗ ∈ M(G),
there is a positive integer n such that z∗ ∈ M(n)⊥. Define a functional x ⊗ z∗
on H∞(G) as follows:
x ⊗ z∗( f ) = 〈x, q∗ f (B∗n)z∗〉, f ∈ H∞(G), (3)
where B∗n denotes B
∗|(M(n)⊥), and f (B∗n) is defined by the Riesz Functional
Calculus. By the properties of the Riesz Functional Calculus and the w∗-
topology of the Hardy space H∞(G), we can see that x⊗z∗ is a well-definedw∗-
continuous linear functional on H∞(G) which is independent of the particular
choice of n.
Moreover, if x = (x1, x2, · · · , xl) ∈ Xl and z∗ = (z∗1, z∗2, · · · , z∗m) ∈ (M(G))l,
then we define
x ⊗ z∗ = (x j ⊗ z∗k)1≤ j≤l, 1≤k≤m.
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Lemma 1. If λ ∈ σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)), then for any finite codi-
mensional subspace X∗
0
of X∗, there exists a sequence {z∗n} in Z∗ such that
q∗z∗n ∈ X∗0, ‖q∗z∗n‖ = 1 for every positive integer n, and
lim
n→∞
‖(λ − B∗)z∗n‖ = 0.
Proof. First of all, we may assume without loss of generality that λ = 0.
Secondly, it is easy to see that ker q∗ is an invariant subspace for B∗, and so that
the quotient operator B∗/ ker q∗ induced by B∗ on Z∗/ ker q∗ is well-defined.
Consequently, the operator B∗/ ker q∗ defined by
(B∗/ ker q∗)(z∗ + ker q∗) = B∗z∗ + ker q∗, z∗ + ker q∗ ∈ Z∗/ ker q∗,
is a bounded linear operator on Z∗/ ker q∗.
We now define an operator q˜∗ from Z∗/ ker q∗ to X∗ as follows:
q˜∗(z∗ + ker q∗) = q∗z∗, z∗ ∈ Z∗.
It is not difficult to prove that q˜∗ is a linear bijection. Thus by the definition of
the quotient norm ‖z∗ + ker q∗‖ and the Inverse Mapping Theorem, it can be
shown that q˜∗ is a (topologically linear) isomorphism from the Banach space
Z∗/ ker q∗ onto the Banach space X∗. Therefore we can assume without loss
of generality that X∗ = Z∗/ ker q∗. This implies that q∗ is the quotient map
from Z∗ onto Z∗/ ker q∗, and that T ∗ is the quotient operator induced by B∗ on
Z∗/ ker q∗. That is
q∗z∗ = z∗ + ker q∗, z∗ ∈ Z∗, (4)
and
T ∗(z∗ + ker q∗) = B∗z∗ + ker q∗, z∗ + ker q∗ ∈ Z∗/ ker q∗. (5)
Since X∗
0
is a finite codimensional subspace of X∗ , there is a finite dimen-
sional subspace X∗00 of X
∗ such that X∗ = X∗0 ⊕ X∗00.
We write Z∗q = B
∗(ker q∗) (⊂ ker q∗) and define an operator B˜∗ from Z∗/ ker q∗
to Z∗/Z∗q as follows:
B˜∗(z∗ + ker q∗) = B∗z∗ + Z∗q , z
∗ + ker q∗ ∈ Z∗/ ker q∗. (6)
Then it can be verified that B˜∗ is a well-defined bounded linear operator from
Z∗/ ker q∗ to Z∗/Z∗q .
We first prove that B∗ has dense range, i.e.,
B˜∗(Z∗/ ker q∗) = Z∗/Z∗q.
In fact, since
λ = 0 ∈ σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)),
we have λ = 0 ∈ σ(T ), λ = 0 < σp(B∗) and λ = 0 < σr(B∗). Since
σr(B
∗) = {λ ∈ C : λ − B∗ is injective and (λ − B∗)Z∗ , Z∗},
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it follow that B∗Z∗ = Z∗. This implies that for every vector z∗+Z∗q ∈ Z∗/Z∗q and
every real number ε > 0, there is a vector z∗
′ ∈ Z∗ such that ‖B∗z∗′ − z∗‖ < ε.
Therefore it follows from (6) that
‖B˜∗(z∗′ + ker q∗) − (z∗ + Z∗q)‖ = ‖(B∗z∗
′
+ Z∗q) − (z∗ + Z∗q)‖
= ‖(B∗z∗′ − z∗) + Z∗q‖ ≤ ‖B∗z∗
′ − z∗‖ < ε.
This implies B˜∗(Z∗/ ker q∗) = Z∗/Z∗q .
We now show that ranB˜∗ is not a closed subspace in the space Z∗/Z∗q . In-
deed, assume ranB˜∗ is a closed subspace in the space Z∗/Z∗q . Then by the above
result we have B˜∗(Z∗/ ker q∗) = Z∗/Z∗q. Thus for every w
∗+ker q∗ ∈ Z∗/ ker q∗,
it follows from the relation
w∗ + Z∗q ∈ Z∗/Z∗q = B˜∗(Z∗/ ker q∗)
that there exists z∗ + ker q∗ ∈ Z∗/ ker q∗ such that
w∗ + Z∗q = B˜
∗(z∗ + ker q∗) = B∗z∗ + Z∗q .
This implies B∗z∗ − w∗ ∈ Z∗q ⊂ ker q∗. Thus by (5) we have
w∗ + ker q∗ = B∗z∗ + ker q∗ = T ∗(z∗ + ker q∗).
This implies that T ∗ is a surjection.
On the other hand, since
λ = 0 ∈ σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)),
it follows that λ = 0 ∈ σ(T ) and λ = 0 < σp(T ∗). Hence T ∗ is a injection,
and so that T ∗ is a bijection. Thus by the Inverse Mapping Theorem we have
λ = 0 ∈ ρ(T ∗), which contradicts λ = 0 ∈ σ(T )(= σ(T ∗)).
Since B˜∗ is a bounded linear operator from Z∗/kerq∗(= X∗) to Z∗/Z∗q, it is
clear that we can define a bounded linear operator B∗ from the subspace X∗
0
of
X∗ to Z∗/Z∗q as follows:
B∗x∗ = B˜∗x∗, x∗ ∈ X∗0. (7)
We now show that ranB∗ is not a closed subspace of the Banach space
Z∗/Z∗q . In fact, since X
∗ = X∗0 ⊕ X∗00, it follows that
B˜∗X∗ = B˜∗X∗0 + B˜
∗X∗00 = B
∗X∗0 + B˜
∗X∗00.
Since B˜∗X∗
00
is a finite dimensional subspace of Z∗/Z∗q , it follows that if B∗X
∗
0
were a closed subspace of Z∗/Z∗q, then B˜∗X
∗ would be a closed subspace of
Z∗/Z∗q , which contradicts that ranB˜∗ is not closed.
Then, we show that there is a sequence {x∗n} of unit vectors in X∗0 such that
limn→∞ B∗x∗n = 0.
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(a). To this end we first show that it is impossible that there is a constant
c > 0 such that
‖B∗x∗‖ ≥ c‖x∗‖ (8)
for all x∗ ∈ X∗0. If not, then it would follows that ranB∗ is closed (which
contradicts the conclusion in preceding paragraph). In fact, it suffice to show
that for every sequence {x∗n} in X∗0, if ‖B∗x∗n − y∗‖ → 0 as n → ∞, then y∗ ∈
ranB∗. Indeed, by (8), we have
‖x∗n − x∗m‖ ≤
1
c
∥∥∥B∗(x∗n − x∗m)∥∥∥ = 1c
∥∥∥B∗x∗n − B∗x∗m∥∥∥
for all positive integers n and m. Also, since the sequence {B∗x∗n} is conver-
gent, the sequence {x∗n} is a cauchy sequence in X∗0. Since X∗0 is complete, there
is a vector x∗ ∈ X∗
0
such that ‖x∗n − x∗‖ → 0 as n →∞. Since B∗ is continuous,
it follows that ‖B∗x∗n − B∗x∗‖ → 0 as n → ∞. Also since ‖B∗x∗n − y∗‖ → 0 as
n → ∞, it follows that y∗ = B∗x∗ ∈ ranB∗.
(b). By the conclusion in (a), for each positive integer n, there is an x∗
′
n ∈ X∗0
with x∗
′
n , 0 such that
‖B∗x∗′n ‖ <
1
n
∥∥∥x∗′n ∥∥∥ , n = 1, 2, · · ·.
Set x∗n =
1
‖x∗′n ‖
x∗
′
n , n = 1, 2, · · ·, then ‖x∗n‖ = 1 and ‖B∗x∗n‖ < 1/n, n = 1, 2, · · ·.
This implies that limn→∞ B∗x∗n = 0.
Since x∗n ∈ X∗0 ⊂ X∗ = Z∗/kerq∗, we can suppose that x∗n = u∗n + ker q∗ for
some u∗
n
∈ Z∗. Thus by (6) and (7) we have
B∗x∗n = B˜
∗x∗n = B
∗u∗n + Z
∗
q.
Consequently we can obtain
lim
n→∞
‖B∗u∗n + Z∗q‖ = lim
n→∞
‖B∗x∗n‖ = 0.
On the other hand, it follows from the definition of the quotient norm ‖z∗ +
Z∗q‖ that for every positive integer n, there exists z
′∗
n ∈ Z∗q such that
‖B∗u∗n − z
′∗
n ‖ < ‖B∗u∗n + Z∗q‖ +
1
n
.
Since z
′∗
n ∈ Z∗q = B∗(kerq∗), there exists v∗n ∈ kerq∗ such that ‖z
′∗
n −B∗v∗n‖ < 1/n,
Consequently we can obtain
lim
n→∞
‖B∗u∗n − B∗v∗n‖ = 0.
For every positive integer n, we write z∗
n
= u∗
n
− v∗
n
, then we have z∗
n
∈ Z∗,
and limn→∞ ‖B∗z∗n‖ = 0. Moreover, by (4) we can obtain
q∗z∗
n
= q∗u∗
n
= u∗
n
+ kerq∗ = x∗
n
∈ X∗
0
.
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Therefore we have ‖q∗z∗
n
‖ = ‖x∗
n
‖ = 1 for every positive integer n. The proof
is complete.
Lemma 2. Let m be a positive integer. If limn→∞(λ − B∗)z∗n = 0 for some
λ ∈ G(m) and some sequence {z∗n} in Z∗, then there is a sequence {z˜∗n} in
M(m)⊥ such that limm→∞(z∗n − z˜∗n) = 0.
Proof. Since limn→∞(λ − B∗)z∗n = 0, it follows that
‖(λ − B∗/M(m)⊥)(z∗n + M(m)⊥)‖ = ‖(λ − B∗)z∗n + M(m)⊥‖
≤ ‖(λ − B∗)z∗n‖ → 0
as n → ∞, where λ − B∗/M(m)⊥ denotes the quotient operator induced by
λ − B∗ on Z∗/M(m)⊥. Since λ ∈ G(m) and σ(B∗/M(m)⊥) ⊂ C \ G(m), it
follows that λ ∈ ρ(B∗/M(m)⊥), and so that
inf{‖z∗n − z∗‖ : z∗ ∈ M(m)⊥} = ‖z∗n + M(m)⊥‖
= ‖(λ − B∗/M(m)⊥)−1(λ − B∗/M(m)⊥)(z∗n + M(m)⊥)‖ → 0
as n → ∞. This implies that there exists a sequence {z˜∗n} in M(m)⊥ such that
lim
n→∞
‖z∗n − z˜∗n‖ = 0.
The proof is complete.
The proof method of Lemmas 3 to 7 below is similar to the corresponding
part in [5], [6], [7], [9] and [10], but the context and notations in those paper
are different, thus we still give full proof of these lemmas for the convenience
of the reader.
Lemma 3. Let r and s be positive integers. Let c1, c2, · · · , cr be nonnegative
real numbers with c1 + c2 + · · · + cr = 1. If complex numbers λ1, λ2, · · · , λr ∈
(σ(T )\(σp(T ∗)∪σp(B∗)∪σr(B∗)))∩G, vectors x1, x2, · · · , xs ∈ X, z∗1, z∗2, · · · ,
z∗s ∈ M(G) and the real number ε > 0 are given, then there are vectors x ∈ X
and z∗ ∈ M(G) such that ‖x‖ ≤ 3, ‖q∗z∗‖ ≤ 2 and
(1) ‖∑rk=1 ckEλk − x ⊗ z∗‖ < ε;
(2) max{‖x⊗ z∗
j
‖ : j = 1, 2, · · · , s} < ε, max{‖x j ⊗ z∗‖ : j = 1, 2, · · · , s} < ε.
Proof. First of all, by the hypothesis, we have
λ1, λ2, · · · , λr ∈ G = ∪nG(n), z∗1, z∗2, · · · , z∗s ∈ M(G) = ∪nM(n)⊥.
Also, sinceG(n) ⊂ G(n+1) and M(n)⊥ ⊂ M(n+1)⊥, n = 1, 2, · · · , there exists
a positive integer n such that λ1, λ2, · · · , λr ∈ G(n), z∗1, z∗2, · · · , z∗s ∈ M(n)⊥.
Next, by the w∗-topological property of H∞(G), it can be shown that the set
X∗c = {q∗ f (B∗n)z∗j : f ∈ H∞(G) with ‖ f ‖ ≤ 1, j = 1, 2, · · · , s} (9)
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is a compact subset of X∗. Let δ be an arbitrary real number with 0 < δ < 1,
then there exist vectors x∗−m, · · · , x∗−1, x∗0 in X∗ such that the inequality
min{‖x∗ − x∗−k‖ : k = 0, 1, · · · ,m} < δ (10)
holds for all x∗ ∈ X∗c .
By Lemma III.1.1 in [14], there exists a finite codimensional subspace X∗1
of X∗ such that
α(span{x∗−m, · · · , x∗−1, x∗0}, X∗1) > 1 − δ,
where α is defined by (2), or equivalently, such that (span{x∗−m, · · · , x∗−1, x∗0})∩
X∗
1
= {0} and the canonical projection P from the space
span{x∗−m, · · · , x∗−1, x∗0} ⊕ X∗1
onto its subspace span{x∗−m, · · · , x∗−1, x∗0} has norm less than 1/(1− δ). That is,
‖P‖ < 1
1 − δ. (11)
Let
X∗0 = {x1, x2, · · · , xs}⊥ ⊂ X∗. (12)
Then X∗0 is a finite codiemensional subspaces of X
∗, so X∗0 ∩ X∗1 is. Thus by
Lemmas 1 and 2, there are vectors x∗1 ∈ X∗0 ∩ X∗1, ẑ∗1 ∈ Z∗, z˜∗1 ∈ M(n)⊥ such that
x∗1 = q
∗ẑ∗
1
, ‖x∗1‖ = 1, ‖(λ1 − B∗)ẑ∗1‖ < δ, ‖ẑ∗1 − z˜∗1‖ < δ.
Again by Lemma III.1.1 in [14], there is a finite codimensional subspace X∗
2
in X∗ such that
α(span{x∗−m, · · · , x∗−1, x∗0, x∗1}, X∗2) > 1 − δ.
Then X∗0∩X∗1∩X∗2 is a finite codimensional subspace of X∗. Again by Lemmas
1 and 2, there are vectors x∗2 ∈ X∗0 ∩ X∗1 ∩ X∗2, ẑ∗2 ∈ Z∗, z˜∗2 ∈ M(n)⊥ such that
x∗2 = q
∗ẑ∗
2
, ‖x∗2‖ = 1, ‖(λ2 − B∗)ẑ∗2‖ < δ, ‖ẑ∗2 − z˜∗2‖ < δ.
Continuing in this way we can obtain vectors x∗
k
∈ X∗
0
∩ X∗
1
∩ · · · ∩ X∗
k
with
k = 1, 2, · · · , r, and vectors ẑ∗
1
, ẑ∗
2
, · · · , ẑ∗r ∈ Z∗, z˜∗1, z˜∗2, · · · , z˜∗r ∈ M(n)⊥ such that
x∗k = q
∗ẑ∗
k
, ‖x∗k‖ = 1, ‖(λk − B∗)ẑ∗k‖ < δ, ‖ẑ∗k − z˜∗k‖ < δ, (13)
and
α(span{x∗−m, · · · , x∗−1, x∗0, x∗1, · · · , x∗k−1}, span{x∗k, · · · , x∗r }) > 1 − δ, (14)
where k = 1, 2, · · · , r.Moreover, by (14), the inequality
max{|αk| : k = 1, 2, · · · , r} ≤
2
1 − δ
∥∥∥∥∥∥∥
r∑
k=1
αkx
∗
k
∥∥∥∥∥∥∥ (15)
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holds for any α1, α2, · · · , αr ∈ C. By (11) and x∗k ∈ X∗1 (k = 1, 2, · · · , r), the
canonical projection from the space
L = span{x∗−m, · · · , x∗−1, x∗0, x∗1, · · · , x∗r }
onto its subspace span{x∗1, x∗2, · · · , x∗r} has norm less than 2/(1 − δ). Thus by
Zenger Lemma [15], there is a bounded linear functional l on L with ‖ l ‖<
2/(1 − δ) and there are complex numbers µ1, µ2, · · · , µr such that
∥∥∥∥∥∥∥
r∑
k=1
µkx
∗
k
∥∥∥∥∥∥∥ ≤ 1, l(µkx∗k) = ck (k = 1, 2, · · · , r), l(x∗k) = 0 (k = 0,−1, · · · ,−m).
(16)
By the canonical isometric isomorphism L∗  X/⊥L (notice dim L < ∞),
there is a vector x ∈ X such that ‖x‖ < 2/(1 − δ) and
l(x∗k) = 〈x, x∗k〉, k = −m, · · · ,−1, 0, 1, · · · , r. (17)
Hence ‖x‖ ≤ 3 if δ is chosen sufficiently small.
Set z∗ =
∑r
k=1 µkz˜
∗
k
. Then z∗ ∈ M(G). Moreover, it follows from (13), (15)
and (16), that if δ is chosen sufficiently small, then
‖q∗z∗‖ =
∥∥∥∥∥∥∥
r∑
k=1
µkq
∗z˜∗
k
∥∥∥∥∥∥∥ ≤
∥∥∥∥∥∥∥
r∑
k=1
µkq
∗ẑ∗
k
∥∥∥∥∥∥∥ +
∥∥∥∥∥∥∥
r∑
k=1
µkq
∗(z˜∗
k
− ẑ∗
k
)
∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥
r∑
k=1
µkx
∗
k
∥∥∥∥∥∥∥ + ‖q∗‖δ
r∑
k=1
|µk| ≤ 1 + ‖q‖δr ·
(
2
1 − δ
)
≤ 2.
Furthermore, it follows from (1) and (13) as well as the definition of B∗n and
f (B∗n) that
‖( f (λk) − f (B∗n))z˜k‖ = ‖ fλk(B∗n)(λk − B∗n)z˜∗k‖
≤ ‖ fλk(B∗n)‖ ‖(λk − B∗n)z˜∗k‖ = ‖ fλk(B∗n)‖ ‖(λk − B∗)z˜∗k‖
≤ ‖ fλk(B∗n)‖(‖(λk − B∗)ẑ∗k‖ + ‖(λk − B∗)(z˜∗k − ẑ∗k)‖)
≤ ‖ fλk(B∗n)‖(δ + ‖λk − B∗‖δ),
where f ∈ H∞(G) and k = 1, 2, · · · , r. Thus by (3), (13), (16) and (17), it can
be obtained that if δ is chosen sufficiently small, then
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∥∥∥∥∥∥∥
r∑
k=1
ckEλk − x ⊗ z∗
∥∥∥∥∥∥∥
= sup
f∈H∞(G),‖ f ‖≤1
∣∣∣∣∣∣∣
r∑
k=1
ckEλk( f ) − x ⊗ z∗( f )
∣∣∣∣∣∣∣
= sup
f∈H∞(G),‖ f ‖≤1
∣∣∣∣∣∣∣
r∑
k=1
µk〈x, q∗ f (λk)ẑ∗k〉 −
r∑
k=1
µk〈x, q∗ f (B∗n)z˜∗k〉
∣∣∣∣∣∣∣
≤ sup
f∈H∞(G),‖ f ‖≤1

∣∣∣∣∣∣∣
r∑
k=1
µk〈x, q∗ f (λk)(ẑ∗k − z˜∗k)〉
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣
r∑
k=1
µk〈x, q∗( f (λk) − f (B∗n))z˜∗k〉
∣∣∣∣∣∣∣

≤ sup
f∈H∞(G),‖ f ‖≤1
r∑
k=1
|µk| ‖x‖ ‖q∗‖(‖ f ‖δ + ‖ fλk(B∗n)‖(δ + ‖λk − B∗‖δ))
< ε. (18)
Now it follows from (3), (9),(10),(16) and (17) that if δ is chosen suffi-
ciently small, then
‖x ⊗ z∗j‖ = sup
f∈H∞(G),‖ f ‖≤1
|x ⊗ z∗j( f )| = sup
f∈H∞(G),‖ f ‖≤1
|〈x, q∗ f (B∗n)z∗j〉|
= sup
f∈H∞(G),‖ f ‖≤1
min
0≤k≤m
|〈x, q∗ f (B∗n)z∗j − x∗−k〉|
≤ sup
f∈H∞(G),‖ f ‖≤1
min
0≤k≤m
‖x‖ ‖q∗ f (B∗n)z∗j − x∗−k‖ ≤ ‖x‖δ
< ε,
where j = 1, 2, · · · , s.
Finally, since x∗
k
∈ X∗
0
(k = 1, 2, · · · , r), it follows from (12) and (13) that
〈x j, q∗ẑ∗k〉 = 〈x j, x∗k〉 = 0,
where j = 1, 2, · · · , s and k = 1, 2, · · · , r. Thus, if δ is chosen sufficiently
small, then by the same calculation as in (18), we get
‖x j ⊗ z∗‖ = sup
f∈H∞(G),‖ f ‖≤1
|x j ⊗ z∗( f )| = sup
f∈H∞(G),‖ f ‖≤1
∣∣∣∣∣∣∣
r∑
k=1
µk〈x j, q∗ f (B∗n)z˜∗k〉
∣∣∣∣∣∣∣
= sup
f∈H∞(G),‖ f ‖≤1
∣∣∣∣∣∣∣
r∑
k=1
µk〈x j, q∗ f (λk)ẑ∗k〉 −
r∑
k=1
µk〈x j, q∗ f (B∗n)z˜∗k〉
∣∣∣∣∣∣∣
< ε,
where j = 1, 2, · · · , s. The proof is complete.
Lemma 4. Let r and s be positive integers. Let c1, c2, · · · , cr be complex
numbers with |c1| + |c2| + · · · + |cr | ≤ 1. If complex numbers λ1, λ2, · · · , λr ∈
(σ(T )\(σp(T ∗)∪σp(B∗)∪σr(B∗)))∩G, vectors x1, x2, · · · , xs ∈ X, z∗1, z∗2, · · · ,
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z∗s ∈ M(G) and the real number ε > 0 are given, then there are vectors x ∈ X
and z∗ ∈ M(G) such that ‖x‖ ≤ 12, ‖q∗z∗‖ ≤ 8 and
(1) ‖∑rk=1 ckEλk − x ⊗ z∗‖ < ε;
(2) max {‖x⊗ z∗j‖ : j = 1, 2, · · · , s} < ε, max{‖x j ⊗ z∗‖ : j = 1, 2, · · · , s} <
ε.
Proof. Write ck = c1k − c2k + ic3k − ic4k with cmk ≥ 0, k = 1, 2, · · · , r, m =
1, 2, 3, 4, i =
√
−1. Then 0 ≤ cmk ≤ |ck| and
r∑
k=1
cmk ≤
r∑
k=1
|ck| ≤ 1, m = 1, 2, 3, 4.
For each given m = 1, 2, 3, 4, if
∑r
k=1 cmk = 0, then we take c
′
mk
= 0 (k =
1, 2, · · · , r), x(m) = 0, z∗(m) = 0. If∑rk=1 cmk , 0, then we put c′mk = cmk/∑rk=1 cmk
for all k = 1, 2, · · · , r. Consequently c′
mk
≥ 0, and c′
m1 + c
′
m2 + · · · + c
′
mr = 1.
By Lemma 3, we can choose successively pairs (x(m), z∗(m))1≤m≤4 of vectors
x(m) ∈ X and z∗(m) ∈ M(G) such that ‖x(m)‖ ≤ 3, ‖q∗z∗(m)‖ ≤ 2, and∥∥∥∥∥∥∥
r∑
k=1
c
′
mkEλk − x(m) ⊗ z∗(m)
∥∥∥∥∥∥∥ < ε16 ,
‖x(m) ⊗ z∗j‖ <
ε
16
, ‖x j ⊗ z∗(m)‖ <
ε
16
, ‖x(m) ⊗ z∗(l)‖ < ε
16
for every j = 1, 2, · · · , s, and all m, l = 1, 2, 3, 4 with l , m.
Set
x =
 r∑
k=1
c1k

1/2
x(1) −
 r∑
k=1
c2k

1/2
x(2) + i
 r∑
k=1
c3k

1/2
x(3) − i
 r∑
k=1
c4k

1/2
x(4),
z∗ =
 r∑
k=1
c1k

1/2
z∗(1) +
 r∑
k=1
c2k

1/2
z∗(2) +
 r∑
k=1
c3k

1/2
z∗(3) +
 r∑
k=1
c4k

1/2
z∗(4).
Then ‖x‖ ≤ 12, ‖qz∗‖ ≤ 8 and∥∥∥∥∥∥∥
r∑
k=1
ckEλk − x ⊗ z∗
∥∥∥∥∥∥∥
≤
 r∑
k=1
|ck|


4∑
m=1
∥∥∥∥∥∥∥
r∑
k=1
c
′
mkEλk − x(m) ⊗ z∗(m)
∥∥∥∥∥∥∥ +
∑
1≤m,l≤4,l,m
‖x(m) ⊗ z∗(l)‖
 < ε,
and the inequalities
‖x ⊗ z∗j‖ ≤
 r∑
k=1
|ck|

1/2  4∑
m=1
‖x(m) ⊗ z∗j‖
 < ε,
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and
‖x j ⊗ z∗‖ ≤
 r∑
k=1
|ck|

1/2  4∑
m=1
‖x j ⊗ z∗(m)‖
 < ε
hold for every j = 1, 2, · · · , s. The proof is complete.
We now denote by Q0 the set of those vectors L in Q = L
1(G)/⊥H∞(G)
with the following property:
For any given positive integer s, vectors
x1, x2, · · · , xs ∈ X, z∗1, z∗2, · · · , z∗s ∈ M(G)
and the real number ε > 0, there are vectors x ∈ X and z∗ ∈ M(G) such that
‖x‖ ≤ 1, ‖q∗z∗‖ ≤ 1, ‖L − x ⊗ z∗‖ < ε and
max {‖x ⊗ z∗j‖ : j = 1, 2, · · · , s} < ε, max{‖x j ⊗ z∗‖ : j = 1, 2, · · · , s} < ε.
It is easy to show that the space Q0 is a (norm) closed linear subspace of Q.
Lemma 5. If the set σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)) is dominating in G,
then {L ∈ Q : ‖L‖ ≤ 1/96} ⊂ Q0.
Proof. By Lemma 4 the absolutely-convex of the set{
1
96
Eλ : λ ∈ (σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗))) ∩G
}
is contained in Q0, that is
aco
{
1
96
Eλ : λ ∈ (σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗))) ∩G
}
⊂ Q0. (19)
Since the set σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)) is dominating in G, it follows
from Proposition 2.8 in [3] that
aco{Eλ : λ ∈ (σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗))) ∩G} = {L ∈ Q : ‖L‖ ≤ 1}.
(20)
Since Q0 is a closed subset of Q, it follows from (19) and (20) that{
L ∈ Q : ‖L‖ ≤ 1
96
}
= aco
{
1
96
Eλ : λ ∈ (σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗))) ∩G
}
⊂ Q0.
The proof is complete.
Lemma 6. Let n be a positive integer. Let vectorsM = (M jk)1≤ j,k≤n ∈ M(n,Q),
x0 ∈ Xn, z∗0 ∈ (M(G))n and the real number ε > 0 be given. If the set
σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)) is dominating in G, then there are vectors
x ∈ Xn and z∗ ∈ (M(G))n such that
(1)‖M − x ⊗ z∗‖ < ε;
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(2)max(‖x − x0‖, ‖q∗(z∗ − z∗0)‖) ≤ 10n‖M − x0 ⊗ z∗0)‖1/2,
where x ⊗ z∗ = (x j ⊗ z∗k)1≤ j,k≤n and q∗z∗ = (q∗z∗1, q∗z∗2, · · · , q∗z∗n) whenever
x = (x1, x2, · · · , xn) ∈ Xn and z∗ = (z∗1, z∗2, · · · , z∗n) ∈ (M(G))n.
Proof. Set c =‖ M − x0 ⊗ z∗0 ‖. If c = 0, then we take x = x0, z∗ = z∗0. If
c > 0, then we write
L =
(
1
100n2c
(M − x0 ⊗ z∗0)
)
= (L jk)1≤ j,k≤n.
Therefore ‖L‖ = 1/(100n2), this implies ‖n2L jk‖ ≤ 1/100 for all j, k =
1, 2, · · · , n. Thus by Lemma 5, we have n2L jk ∈ Q0 for all j, k = 1, 2, · · · , n.
Let δ be an arbitrary real number with 0 < δ < 1. Then by the definition of
Q0, we can choose successively (in an arbitrary order) pairs (x jk, z
∗
jk
)1≤ j,k≤n of
vectors x jk ∈ X and z∗jk ∈ M(G) such that max(‖x jk‖, ‖q∗z∗jk‖) ≤ 1 and
‖n2L jk − x jk ⊗ z∗jk‖ < δ, ‖x jk ⊗ z∗lm‖ < δ,
‖x jk ⊗ z∗0‖ < δ, ‖x0 ⊗ z∗jk‖ < δ, (21)
where j, k, l,m = 1, 2, · · · , n with (l,m) , ( j, k).Write
x j =
1
n
n∑
l=1
x jl, z
∗
k =
1
n
n∑
m=1
z∗mk, j, k = 1, 2, · · · , n.
x˜ = (x1, x2, · · · , xn), z˜∗ = (z∗1, z∗2, · · · , z∗n).
Then it follows from (21) that
‖L jk − x j ⊗ z∗k‖
=
∥∥∥∥∥∥∥ 1n2
n2L jk −
n∑
l,m=1
x jl ⊗ z∗mk

∥∥∥∥∥∥∥
≤ 1
n2
‖n2L jk − x jk ⊗ z∗jk‖ + ∑
( j,l),(m,k)
∥∥∥x jl ⊗ z∗mk∥∥∥

< δ,
where j, k = 1, 2, · · · , n, so that∥∥∥∥∥ 1100n2c(M − x0 ⊗ z∗0) − x˜ ⊗ z˜∗
∥∥∥∥∥ = ‖L − x˜ ⊗ z˜∗‖ = max1≤ j,k≤n ‖L jk − x j ⊗ z∗k‖ < δ.
(22)
Moreover, it follows from (21) that
‖x˜ ⊗ z∗0‖ < δ, ‖x0 ⊗ z˜∗‖ < δ, (23)
and ‖x˜‖ ≤ 1, ‖q∗z˜∗‖ ≤ 1.
Define x = x0 + 10nc
1/2
x˜, z∗ = z∗0 + 10nc
1/2
z˜∗. Then we have
‖x − x0‖ = 10nc
1/2‖x˜‖ ≤ 10n‖M − x0 ⊗ z∗0‖
1/2
,
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and
‖q∗(z∗ − z∗0)‖ = 10nc
1/2‖q∗z˜∗‖ ≤ 10n‖M − x0 ⊗ z∗0‖
1/2
.
Moreover by (22) and (23) we can see that the inequality
‖M − x ⊗ z∗‖
≤ ‖M − x0 ⊗ z∗0 − 100n2cx˜ ⊗ z˜∗‖ + 10nc
1/2
(‖x0 ⊗ z˜∗‖ + ‖x˜ ⊗ z∗0‖)
≤ 100n2c
∥∥∥∥∥ 1100n2c(M − x0 ⊗ z∗0) − x˜ ⊗ z˜∗
∥∥∥∥∥ + 20nc1/2δ
< ε
holds if δ is chosen sufficiently small. The proof is complete.
Lemma 7. If the set σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)) is dominating in G,
then for each infinite matrix L = (L jk) j,k≥1 ∈ M(∞,Q), there are sequences
{xn} and {z∗n} such that
(1) xn ∈ Xn and z∗n ∈ (M(G))n;
(2) for each positive integer j, the limits x( j) = limn→∞ xn( j) ∈ X and
x∗( j) = limn→∞ q∗z∗n( j) ∈ X∗ exist, where xn( j) and z∗n( j) denote the jth com-
ponents of xn and z
∗
n, respectively;
(3) for all positive integers j and k, we have L jk = limn→∞ xn( j) ⊗ z∗n(k),
where the limit is taken in Q, while Q = L1(G)/⊥H∞(G).
Proof. For every positive integer n, write
αn =
1
n6(max{‖L jk‖ : j, k = 1, 2, · · · , n} + 1)
,
M = (α jαkL jk) j,k≥1 = (M jk) j,k≥1 ∈ M(∞,Q).
Take x0 = 0 ∈ X1, z∗0 = 0 ∈ (M(G))1. By Lemma 6 and the definition of α1,
there are vectors x1 ∈ X1 and z∗1 ∈ (M(G))1 such that
(a) ‖M11 − x1 ⊗ z∗1‖ < 1/26,
(b) max(‖x1 − x0‖, ‖q∗(z∗1 − z∗0)‖) ≤ 10‖M11 − 0‖
= 10α1α1‖L11‖ ≤ 10α1‖L11‖ < 10.
By induction, assume that there are vectors xn−1 ∈ Xn−1 and z∗n−1 ∈ M(G)n−1
such that
(a′) ‖(M jk)1≤ j,k≤n−1 − xn−1 ⊗ z∗n−1‖ <
1
n6
, (24)
(b′) max(‖xn−1 − xn−2‖, ‖q∗(z∗n−1 − z∗n−2)‖) ≤
10
(n − 1)2 .
Then by Lemma 6, there are vectors xn ∈ Xn and z∗n ∈ M(G)n such that
(a′′) ‖(M jk)1≤ j,k≤n − xn ⊗ z∗n‖ <
1
(n + 1)6
, (25)
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(b′′)max(‖xn− xn−1‖, ‖q∗(z∗n−z∗n−1)‖) ≤ 10n‖(M jk)1≤ j,k≤n− xn−1⊗z∗n−1‖1/2, (26)
where
xn−1 = (xn−1(1), xn−1(2), · · · , xn−1(n−1))  (xn−1(1), xn−1(2), · · · , xn−1(n−1), 0) ∈ Xn,
z∗n−1 = (z
∗
n−1(1), z
∗
n−1(2), · · · , z∗n−1(n−1))  (z∗n−1(1), z∗n−1(2), · · · , z∗n−1(n−1), 0) ∈ (M(G))n.
Moreover, by the definition of αn we can obtain
‖M jn − 0‖ = α jαn‖L jn‖ < αn‖L jn‖ <
1
n6
,
‖Mn j − 0‖ = αnα j‖Ln j‖ < αn‖Ln j‖ <
1
n6
,
where j = 1, 2, · · · , n. Thus by (24) and (26) we have
‖xn − xn−1‖ ≤ 10n‖(M jk)1≤ j,k≤n − xn−1 ⊗ z∗n−1‖1/2
= 10n(max(‖(M jn)1≤ j,k≤n−1 − xn−1 ⊗ z∗n−1‖),max
1≤ j≤n
(‖M jn − 0‖, ‖Mn j − 0‖))1/2
<
10
n2
.
Similarly, ‖q∗(z∗n − z∗n−1)‖ < 10/n2. Thus for each positive integer j, we have
‖xn( j) − xn−1( j)‖ ≤ ‖xn − xn−1‖ <
10
n2
and
‖q∗z∗n( j) − q∗z∗n−1( j)‖ ≤ ‖q∗(z∗n − z∗n−1)‖ <
10
n2
,
where n = 1, 2, · · · . This implies that {xn( j)} and {q∗z∗n( j)} are Cauchy se-
quences in Banach spaces X and X∗, respectively. Also, since X and X∗ are
Banach spaces, there are vectors x( j) ∈ X and x∗( j) ∈ X∗ such that
lim
n→∞
xn( j) = x( j), lim
n→∞
q∗z∗n( j) = x
∗( j), (27)
where xn( j), x( j), z
∗
n( j) and x
∗( j) denote the jth components of xn, x, z∗n and
z∗, respectively.
On the other hand, it follows from (25) that
‖(α jαkL jk)1≤ j,k≤n − (xn( j) ⊗ z∗n(k))1≤ j,k≤n‖ <
1
(n + 1)6
.
So
‖L jk − (xn( j)/α j) ⊗ (z∗n(k)/αk)‖ <
1
α jαk
· 1
(n + 1)6
→ 0
as n → ∞, where j, k = 1, 2, · · · , n. That is,
lim
n→∞
(xn( j)/α j) ⊗ (z∗n(k)/αk) = L jk (28)
for all positive integers j and k, where the limit is taken in Q.
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In order to obtain the conclusion, we write
x˜n( j) = xn( j)/α j, z˜∗n( j) = z
∗
n( j)/α j, x˜( j) = x( j)/α j, z˜
∗( j) = z∗( j)/α j
and
x˜n = (x˜n(1), x˜n(2), · · · , x˜n(n)), z˜∗n = z˜∗(1), z˜∗(2), · · · , z˜∗(n).
Then by (27) and (28), we have
(1) x˜n ∈ Xn and z˜∗n ∈ (M(G))n, n = 1, 2, · · · ,
(2) x˜( j) = x( j)/α j = limn→∞ xn( j)/α j = limn→∞ x˜n( j), j = 1, 2, · · · , and
x˜∗( j) = x∗( j)/α j = limn→∞(q∗z∗n( j))/α j = limn→∞ q
∗z˜∗n( j), j = 1, 2, · · · ,
(3) L jk = limn→∞(xn( j)/α j) ⊗ (z∗n(k)/αk) = limn→∞ x˜n( j) ⊗ z˜∗n(k), j, k =
1, 2, · · · .
The proof is complete.
We are now in a position to prove the main result of this paper.
Proof of Theorem 1. The proof is divided into two steps.
Step 1. we first prove that if X, Z, T, B, q, G, G(n), and M(n) satisfy the
conditions (1) and (2) in Theorem 1, and if the set σ(T )\(σp(T ∗) ∪ σp(B∗) ∪
σr(B
∗)) is dominating in G, then the invariant subspace lattice Lat(T ) for the
operator T is rich. By means of Lemma 7, the proof can be completed. More-
over, the specific structure of the invariant subspace lattice Lat(T ) can be seen
from the proof. To this end, fix a complex number λ ∈ G. Since the set
σ(T )\(σp(T ∗)∪σp(B∗)∪σr(B∗)) is dominating in G, it follows from Lemma
7 that there are sequences {xn}, {z∗n}, {x( j)} and {x∗(k)} which satisfy (1),(2) and
(3) in Lemma 7 with respect to the matrix
L = (L jk) j,k≥1 = (δ jkEλ) j,k≥1 ∈ M(∞,Q),
where δ jk denotes the Kronecker delta. Since z
∗
n(k) ∈ M(G) for all positive
integers n and k, it follows that for any given positive integers n and k, there is
a positive integerm = m(n, k) such that z∗n(k) ∈ M(m(n, k))⊥. Consequently for
each polynomial p ∈ C[z] in one complex variable, and all positive integers
j, k, by the relation q∗B∗ = T ∗q∗, we get
δ jkp(λ) = δ jkEλ(p) = lim
n→∞
〈xn( j), q∗p(B∗|M(m(n, k))⊥)z∗n(k)〉
= lim
n→∞
〈xn( j), p(T ∗)q∗z∗n(k)〉 = 〈x( j), p(T ∗)x∗(k)〉
= 〈p(T )x( j), x∗(k)〉. (29)
We now define two subspaces in X as follows:
U = span{p(T )x( j) : p ∈ C[z], j = 1, 2, · · · },
V = span{p(T )(λ − T )x( j) : p ∈ C[z], j = 1, 2, · · · }.
It is easy to see that U,V ∈ Lat(T ), and V ⊂ U. Moreover, it follows from
(29) that the equality
〈y, x∗(k)〉 = 〈p(T )(λ − T )x( j), x∗(k)〉 = δ
jk
p(λ)(λ − λ) = 0
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holds for every vector of the form y = p(T )(λ − T )x( j) in V and every k =
1, 2, · · ·. This implies that the equality 〈y, x∗(k)〉 = 0 holds for every y ∈ V and
every k = 1, 2, · · ·. Hence
(U/V)∗ = V⊥ ⊃ span{x∗(k)|k = 1, 2, · · ·}.
On the other hand, by (29), 〈x( j), x∗(k)〉 = δ
jk
. This implies that {x∗(k)|k =
1, 2, · · ·} is a linearly independent subset in X∗. Consequently,
dim(U/V)∗ ≥ dim(span{x∗(k)|k = 1, 2, · · ·}) = ∞.
Therefore U/V is a infinite dimensional Banach space. Let pi : U → U/V be
the quotient map. Then the map
ψ : Lat(U/V) → Lat(T ),W → pi−1(W)
is a lattice embedding, where Lat(U/V) denotes the the lattice of all closed
linear subspaces of the Banach space U/V . Consequently the invariant sub-
space lattice Lat(T ) for the operator T is rich.
Step 2. Now we show that if X, Z, T, B, q, G, G(n), and M(n) satisfy the
conditions (1), (2) and (3′) in Theorem 1, then T has infinitely many invariant
subspaces. Indeed, by the spectral theory, we have
σp(T
∗) ⊂ σp(T ) ∪ σr(T ).
Therefore if there is a complex number λ ∈ σp(T ∗), then we have λ ∈
σp(T ) ∪ σr(T ). This implies that λ ∈ σp(T ) or λ ∈ σr(T ). If λ ∈ σp(T ),
then M
λ
:=ker(λ − T ) is a (nontrivial) invariant subspace for T . If λ ∈
σr(T ), then Mλ := ran(λ − T )(, X) is a (nontrivial) invariant subspace for
T . Consequently if σp(T
∗) is a infinite set, then T has a infinitely many in-
variant subspaces. By using the condition (1) in Theorem 1, it is easy to
show in a similar way that if σp(B
∗) is a infinite set, then T has a infin-
itely invariant subspaces. According to the above result, we can assume that
σp(T
∗) ∪ σp(B∗) is a finite set. Since σ(T )\σr(B∗) is dominating in G, it fol-
lows from the maximum modulus principle for the analytic function that the
set σ(T )\(σp(T ∗) ∪ σp(B∗) ∪ σr(B∗)) is dominating in G. Thus by the result
of Step 1, the invariant subspace lattice Lat(T ) for T is rich, and so that T has
a infinitely many invariant subspaces. The proof is complete.
Acknowledgment. The authors are deeply grateful to the referee for many
valuable suggestions.
References
[1] N. Aronszajn and K. Smith, Invariant subspaces of completely continuous operators, Ann.
Math. 60 (1954), 345–350.
[2] S. Brown, Some invariant subspaces for subnormal operators, Integr. Equ. Oper. Theory
1 (1978), 310-333.
[3] S. Brown, B. Cheveau and C. Pearcy, Contractions with rich spectrum have invariant
subspaes, J. Operator Theory 1 (1979), 123-136.
ON INVARIANT SUBSPACES OF SUBDECOMPOSABLE OPERATORS 19
[4] S. Brown, Hyponormal operators with thick spectra have invariant subspaces, Ann. Math.
125 (1987), 93–103.
[5] J. Eschmeier, Operators with rich invariant subspace lattices, J. Reine. Angew. Math. 396
(1989), 41–69.
[6] J. Eschmeier and B. Prunaru, Invariant subspaces for operators with Bishop’s property
(β) and thick spectrum, J. Funt. Anal. 94 (1990), 196–222.
[7] J. Eschmeier, Bishop’s condition (β) and joint invariant subspaces, J. Reine. Angew.Math.
426 (1992), 1–22.
[8] P. Halmos, A Hilbert Space Problem Book, Second ed., Springer-Verlag, New York, 1982
(First ed., 1967).
[9] M. Liu, Invariant subspaces for sequentially subdecomposable operators, Sci. China, Ser.
A 46 (2003), 433–439.
[10] M. Liu and C. Lin, Richness of invariant subspace lattices for a class of operators,
Illinois J. Math. 47 (2003), 581–591.
[11] R. Megginson, An introduction to Banach Space Theory, Springer-Verlag, New York,
1998.
[12] H. Mohebi andM. Radjabalipour, Scott Brown’s techniques for perturbations of decom-
posable operators, Integr. Equ. Oper. Theory 18 (1994), 222–241.
[13] H. Radjavi and P. Rosenthal, Invariant Subspaces, Second ed., Dover Publications Inc.,
New York, 2003.
[14] I. Singer, Bases in Banach spaces II, Springer-Verlag, Berlin, Heidelberg, New York,
1981.
[15] C. Zenger, On convexity properties of the Bauer field of Values of a matrix,Numer.Math.
12 (1968), 96-105.
Junfeng Liu, Faculty of InformationTechnology, MacauUniversity of Science and Tech-
nology, AvenidaWai Long, Taipa, Macau.
E-mail address: jfliu997@sina.com
Songxiao Li, Institute of Fundamental and Frontier Sciences, University of Electronic
Science and Technology of China, 610054, Chengdu, Sichuan, P.R. China.
Institute of Systems Engineering, Macau University of Science and Technology, Avenida
Wai Long, Taipa, Macau.
E-mail address: jyulsx@163.com
