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In this thesis, a novel class of wavelet packet frame (WPF)-based image
restoration models will be studied, which generalizes a variety of existing
models, including the balanced model and a notable inf-convolution model.
For this purpose, the theory of wavelet packet frames, which refines that of
wavelet frames in time-frequency analysis, will be reviewed and adequately
developed. Simultaneously, the method of asymptotic analysis, a theoreti-
cal framework that validates a comprehensive and heuristic investigation of
a discrete model together with its continual counterpart, will be introduced
and applied to establish the connection between a classical setting of the
WPF model (the generalized analysis WPF model) and a total generalized
variational (or TGV) model, which in particular provides an asymptotic
characterization of the model’s minimizers at rising resolution levels. Im-
age restoration experiments will be conducted based on algorithms that
are formulated according to the particular type of the WPF model and the
results will be exhibited and discussed.
vi
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Z, Zd: The collection of 1-dimensional resp. d-dimensional integers.
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The history of sciences had long been going concurrently with the devel-
opement of scientific measurement and corresponding interpretation meth-
ods. Amongst numerous historical examples, the accumulative astronomi-
cal data of planet movements obtained by sixteenth century lead to the dis-
covery of the Kepler’s orbit laws, and consequently the famous Newtonian
gravitation law. With generations of technological renovations, especially
with the invention of electronic devices in the last century, both the preci-
sion and the variety of the data obtained from experimental observations
had been developed drastically. Contemporarily, scientific measurement
are not only emphasized in the scope of natural sciences such as physics
or chemistry, but also in that of technological fields like computer science,
medicine and civil engineering. They can be measured (and recorded)
either in spatial, temporal, spectral domain, or in a hybrid of some of
them [29]. More generally, an abstract configuration space coordinated by
several controlled parameters can accommodate them as well.
A signal can be understood as a data recording that (potentially) pos-
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sesses significance. The procedure leading to its significance usually relies
on a systematics of explication that is related to the intrinsic and/or ex-
trinsic nature of the signal. As a consequence, two data measurements
that are distinct in the primitive sense, for instance, in the sense of their
integrated square-difference, may be close to each other as signals, that is,
they signify things that are essentially similar. The frames that are adja-
cent in a motion sequence without scene alternation or a noisy image and
its noise-free counterpart are of the most common examples. The qualities
of a signal, such as being meaningful or merely noise-like, being natural or
artificial (if so, by what kind of instrument), should also be regarded as a
judgement that is to be made in this context.
In particular, an image is a two-dimensional (or three-dimensional) sig-
nal that is defined in a specified spatial domain. The overall significance
of an image, in general, depends on its specific features, which includes its
(brightness) magnitude, occurrences of edges, textures amongst others. In
this thesis the emphasis is placed on the processing of digital image signals,
or simply images, which are defined in terms of their brightness on a square
grid.
In order to identify features of a signal, in particular an image, certain
transform is often applied which translates primitive measurements into a
domain that incorporates prescribed qualitative and quantitative descrip-
tions of them, usually the coefficients’ domain with respect to a collection
of spline functions, for instance, (windowed) trigonomic functions [29] or
B-splines [19, 37]. The transform, or sometimes the procedure itself, is
refered to as an analysis of the signal (not to be confused with notions
like ”signal analysis”). Conversely, that which composes the signal back
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from a collection of descriptions are refered to as a synthesis. Most often,
certain processings (i.e. modifications, restorations or extractions) are in-
volved together with these two procedures. In cases where the signals and
their transformed counterparts are in one-to-one correspondence, there is
no much difference whether the signal is actually processed in transformed
or untransformed domain. For instance, applying a Fourier multiplier to
a signal in the Fourier transformed domain is equivalent to convolving the
signal in the time/space domain with the corresponding kernel, since the
Fourier transform is unitary (therefore one-to-one). However, when the
transformed domain contains more components than necessitated to de-
scribe the signals, they diverge into two different approaches: the analysis-
based and the synthesis-based approaches. As is indicated by their names,
they respectively treat a signal (that can be analyzed into coefficients) and
a collection of coefficients (that can be synthesized into a signal) as the
central object in the processing, which is usually formulated as an opti-
mization problem. Designing an appropriate transform to investigate the
properties of signals as well as assigning proper processes to a proper do-
main (i.e. the domain of primitive signals, that of transformed signals,
or both) have been one of the most important problems in mathematical
signal processing.
In this aspect, Fourier analysis and its application in signal analysis
have had a long history. The Fourier series applied for periodic signals and
the Fourier transform for square-integrable signals supply respectively as
a machinery to directly observe and process the fundamental oscillation
patterns, namely the trigonomic patterns. However, the signals that one
encounters in applications do not necessarily fit into classical Fourier anal-
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ysis: treating them as periodic signals may generate boundary artifacts
and compromise extensibility of its domain (e.g. when new measurements
are conjuncted to the original signal), while regarding them as infinitely
long signals may result in negligence of local features. To make remedy
for this problem, a mixed and balanced localization in the time and fre-
quency domains was enforced [13, 29], which leads to the developement
of time-frequency analysis. Additionally, if one incorporates the concept
of scale (e.g. spatial dilations), even more abundant characterizations of
the signals are made available [29]. This is exemplified by wavelet analy-
sis [14, 19, 29, 31], where an artfully constructed collection of localized os-
cillation patterns, that is, wavelets, are applied to study signals’ behaviour
at different scales. There are orthogonal systems of wavelets [29,31], which
lead to pairs of analysis and synthesis procedures that are inverse to each
other, as well as non-orthogonal (i.e. redundant) ones [14, 19, 37], which
essentially allow one signal to be synthesized (or, to be attributed sig-
nificance) in various ways. Theoretical devices for describing redundancy
include the notion of frames [14], which has been proved useful in the study
and utilization of wavelets among others.
Though having been witnessed remarkable success in signal science, the
time-frequency analysis, or specifically, wavelet analysis, was not the only
method in this field. In order to treat genuine features and artifacts/noise
separately, one may also wish to associate certain kinetic behaviour to
the signal that is under consideration (even the signal was merely a static
recording in the first place). If the signal is modeled on a continuum do-
main, which allows the application of calculus, then variational problems
as well as evolution PDEs will be attained [1, 5, 7, 17,34,35,38].
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In a recent series of works in mathematical image restoration [5, 6, 17],
a systematic connection was established between contemporary develope-
ments in wavelet-based methods and function space-based (PDE-based)
methods. The perspective of regarding images as piecewise smooth com-
ponents separated by jumps, that is, singularities, of different orders was
made precise and proved to be successful in practice. It was also seen to
have generalized some notable historic models such as the Mumford-Shah
model [18, 33].
Inspired by those works, the author addresses in this thesis a class of im-
age restoration models, that is, wavelet packet frame-based models (WPF
models), which permits and technically adapts to varied degrees of regu-
larity resp. singularity in different areas of an image which will be shown
to be closely related to traditional wavelet-based models like the balanced
model, inf-convolution-based models as well as a continuum-type (contin-
ual) model defined by variational calculus, namely the total generalized
variation model [2,3,26], which treats function value’s and derivatives’ dis-
continuities in an integrated manner (cf. also [5, 7]). Also, conceptual as
well as numerical comparisons will be made amongst settings of this class
of models, such as the ordinary, semi-generalized and generalized analysis
WPF models and balanced WPF models.
In Chapter 2, fundamental constructions and facts from the theory of
wavelet frames (WFs) and wavelet packet frames (WPFs) will be repro-
duced. In contrast to orthonormal systems of a Hilbert space, the frames
provide a characterization of the space’s elements in a redundant but often
more natural way, which has been known to foster theoretical flexibility as
well as numerical robustness of relevant modeling and analysis. With the
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multi-resolution analytic (MRA) structure of the function spaces defined
by wavelets, which is reflected as the refinability with respect to the low-
frequency generator, or scaling function, at the element (function) level,
both analysis and algorithms are made convenient. In particular, it avoids
the direct numerical manipulation of the splines themselves, which simul-
taneously provides a more reliable ground for one to handle the problems
from a coefficient oriented perspective.
In Chapter 3, discrete image restoration methods based on wavelet
frames as well as continual methods based on total variation will be pre-
sented. In Section 3.1, the discrete wavelet frame-based methods will be
comprehensively introduced with the emphasis placed on two aspects: the
utilization of wavelet frames’ redundancy by analysis, synthesis, and bal-
anced approaches, which will be addressed in Subsection 3.1.1, and the
framework of inf-convolution-based modelings, which will be ellaborated
in Subsection 3.1.2. In Section 3.2 that follows, continual models, more
specifically those that are conceptually based on total variations will be
introduced both for the purpose of comparison and as a major element of
asymptotic model analysis which is to be extensively treated in the coming
chapter. The discrete and continual approaches, though being witnessed to
have been developed in rather different technological contexts, are shown
in recent years to be related to each other intimately in optimization theory
and numerical analysis of PDEs, which provide a broader perspective for
model analyses. Necessary tools and contexts for model analyses will also
be provided here throughout the remaining two sections.
In Chapter 4, the concept of wavelet packet frame models (WPF mod-
els) will be systematically introduced and ellaborated. In Section 4.1, this
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class of models’ settings themselves (which are divided into two major
groups, analysis-based and balanced WPF models) will be carefully in-
vestigated from the perspective of discrete signal processing. In Section
4.2, algorithms that solve different settings of the model (i.e. the gener-
alized, semi-generalized and ordinary analysis WPF model, and the bal-
anced WPF model) will be derived/reviewed and applied to two classical
image restoration problems, namely, the deblurring-denoising problem with
a known convolution kernel and the impainting-denoising problem with a
controlled damage rate of pixels. A qualitative interpretation of the results
from these numerical experiments will be provided. In Section 4.3, after re-
viewing relevant theoretical aspects of variation analysis, more specifically,
total generalized variation (TGV), it will be shown that one notable setting,
i.e. the generalized analysis-based setting, of the WPF model Γ-converges
to a TGV model. The Γ-convergence, which is also colloquially known
as the variational convergence, has its profound origin from the investiga-
tion of optimization problems involving functionals defined by variational
analysis. Its implication on the behaviours of the optimization problems
defined by discrete and continual approaches of image processing will be
discussed either, in particular, their solutions’ asymptotic property.
Finally, in Chapter 5, main results and observations of this thesis will
be summarized and evaluated.
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Chapter 2
Wavelet Frames and Wavelet
Packet Frames
In this Chapter, a comphrehensive introduction to the theory of wavelet
frames and its generalization, wavelet packet frames, is provided. After
reviewing the motivation and facts of the redundant system that is called a
frame, a number of sections will be devoted to the theory and constructions
that are extensively applied in this thesis, literally, the MRA-based wavelet
frames and wavelet packet frames, which will be ellaborated from mathe-
matical as well as from signal-theoretical (image-processing) perspectives.
2.1 Frames
Qualitatively, a frame is a discrete collection of functions that are not
(generally) orthogonal, but has certain key features that characterizes an
orthogonal or orthonormal function system, for instance, a reconstruction
formula for functions to be reconstructed/composed from its (frame) coef-
ficients (i.e. inner-products with respect to the elements in the collection).
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The study of such non-orthogonal function systems started from [21] in
the investigation of function systems of the form {eiλnξ}n∈N, and later be-
came an active component of both mathematical analysis and data sci-
ence. In particular, systems that contain elements with specified spatial-
frequential features play a key role in signal (e.g. audio and image) pro-
cessings [11, 19,29].
2.1.1 Introduction
For a given signal f ∈ L2(R) (resp. L2([0, 2pi])), (where the spatial dimen-
sion is fixed at one for simplicity,) it is important to find a representation
of it in a domain that encodes its temporal and/or frequential information.
The classical (variational) calculus and Fourier analysis supply as examples
of the two extremes in the sense that full concentration of the analysis is
placed on the either temporal or, respectively, frequential domain with lit-
tle effort made to balance the information extracted from the two domains.





provides a method for measuring different frequential component of the
signal function f ∈ L2(R), which can be simultaneously regarded as an







This measuring or decomposition is forced to be global in the time domain
and point-localized in the frequency domain due to the property of the
9
trigonomic functions eiξx.
Efforts of reconciliating these two aspects of analysis had been exempli-
fied in the early history of the subject by windowed Fourier transform (or,
Gabor transform) [13,14,29] which is regarded as a spatially localized ver-
sion of the ordinary (resp. discrete) Fourier transform. In order to extract
and utilize the spatially local features of the signal functions, one keeps the
oscillation pattern defined by the trigonomic function eixξ (resp. einx in the
periodic setting), but restricts its spatial extension by multiplying a usu-
ally [13] (but not necessarily) piecewise smooth function g with compact
support which is refered to as a window function in this context.
Fix a function g ∈ L2(R), which is called the window function, the
windowed Fourier transform Ξg of a signal function f ∈ L2(R), that is, a









This transform is unitary [13,14], and has an inverse transform Ξ−1g . Denote














Instead of applying frequential modulation to the spline (the window),
one may utilize dilations together with the spatial translations and ob-
tain another prominent example of time-frequency analysis, the continuous
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The continuous (that is, continual) wavelet transform W of a signal func-
























where a and s are real numbers. Like the windowed Fourier transform, the
transform W has an inverse transform W−1 [13]. Let c = c(a, s) ∈ L2(R2)






























The above examples provide an illustration how signals can be repre-
sented in, and recovered form a domain that incorporates both the temporal
and the frequential features, literally, the time-frequency plane. However,
in practical cases it is not realistic for one to obtain and manipulate a sig-
nal’s representation that is itself of continuum cardinality. Instead, through
digital detectors or other devices, such transforms are usually applied on a
lattice in the domain, which shall be formulated as follows when the lattice
shape is taken to be rectangular.
Let θZ × hZ be a rectangular lattice on the spatial-frequential plane
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and the window function g be defined as before. The windowed trigonomic
function system (or Gabor system) [13,14,29] with respect to this lattice is
defined as
Γ(g) = {eimθxg(x− kh)|m, k ∈ Z}. (2.8)




f(x), eimθxg(x− kh)〉 . (2.9)
The indexed numbers that result from this transform are refered to as
(windowed Fourier or Gabor) coefficients of f . In general, an indexed
collection
(c[m, k])m,k∈Z (2.10)
is also refered to as coefficients even in case it is not the transform of any
function f ∈ L2(R)
Similarly, there exists a discretized version of the wavelet transform. In-
stead of performing the transform with its parameters defined on a rectan-
gular lattice, one enforces a dyadic discretization that suits the dilated/affine
structure of the parameters of the continuous transform.
Let k ∈ Z and n ∈ Z and ψ ∈ L2(R) such that ∫ ξ−1|ψ̂(ξ)|dξ < ∞.
The affine wavelet system (generated by ψ ∈ L2(R)) [13, 14, 19, 29, 31, 37]
is defined as
X(ψ) = {2nd2 ψ(2nx− k)|n ∈ Z, k ∈ Z} (2.11)









Likewise, the resulting indexed numbers or collections that are indexed by
the same set (in this case, Z× Z) are called (affine wavelet) coefficients.
In general, the systems such as Γ(g) and X(ψ) are not orthogonal,
therefore the function f ’s coefficients may not represent the signal f . In
particular, the energy of the signal f , which is measured by its two norm
‖f‖L2(R), is not reflected by the two norm (that is, the discrete `2-norm)
of its coefficients. Moreover, it may not be possible for the original signal
to be recovered from those coefficients, which is easily seen when one takes
g = χ[0,1] and h = 2, in which case there does not exist any information to
reconstruct the part of the signal that falls outside the windows [14].
2.1.2 Definition and Properties
Mathematically, the requirement that the energy of the coefficients controls
and characterizes that of the signal necessitates the definition of frames,
which generalizes and includes as a particularity the concept of an orthonor-
mal system. For the convenience of this definition as well as the purpose of
later utilizations, here it shall start with the definition of the analysis and
synthesis operators, which formalizes the idea of collecting a function f ’s
coefficients with respect to a given set of other functions X and, respec-
tively, that of recovering/composing a function from a given collection of
coefficients.
Definition 2.1.1. [23, 36, 37] Let H denote a Hilbert space of countable
(i.e. at most countable, here and in what follows) dimension, for instance,
H = L2(Rd) where d ≥ 1. Fix a countable set of functions X = {ψi}i∈I ,
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one defines the analysis operator TX : H → `2(I) as
TXf = (〈f, ψi〉)i∈I , (2.13)






where c denotes the array (ci)i∈I in (2.14). One shall omit the symbol X
and denote these operators as T and T ∗ when the context is clear.
Note that in many papers, the synthesis operator, rather than the anal-
ysis operator, is denoted by T or TX [13, 37]. The convention taken here
conforms with [5, 40], since the perspective of regarding discrete images
as samplings from natural images, thus the role of the analysis operator
is emphasized. Note that the sampling operator, which is a restriction of
certain sort of frames, is denoted by T (such as Tn, cf. Definition 2.2.10).
Definition 2.1.2. Let H be a Hilbert space of countable dimension. A
countable set of functions X = {ψi}i∈I is called a frame [19,21,23,29,31,37]
of H if
a ‖f‖2H ≤ ‖Tf‖2`2(I) ≡
∑
ψi∈X
| 〈f, ψi〉 |2 ≤ b ‖f‖2H . (2.15)
where the positive constants a and b are called the (lower- and upper-)
frame bounds. The system Ψ is said to form a tight frame if a = b = 1 in
(2.15), that is
‖f‖2H = ‖Tf‖2`2(I) ≡
∑
ψi∈X
| 〈f, ψi〉 |2. (2.16)
The set {〈f, ψi〉}i∈I is called the canonical frame coefficients of f with
14
respect to the system X.
Unlike the cases with orthonormal systems, in which the analysis oper-
ator (or the synthesis operator) is unitary, for frames there generally does
not exist a bijective correspondence between functions f ∈ L2(Rd) and
coefficients c ∈ `2(X). Consequently, there does exist coefficients other
than the canonical one (namely, non-canonical coefficients) that produce
f through the synthesis operator.
In order to provide a mathematical characterization of the concept of a
perfect signal reconstruction, one enforces the following definition.
Definition 2.1.3. [36] Let X = {ψi}i∈I be a frame of the Hilbert space
H = L2(Rd), and let X˜ denote a system of functions indexed by the same
indexing set I, that is,
X˜ = {ψ˜i}i∈I , (2.17)





〈f, ψi〉 ψ˜i ≡ T ∗X˜TXf (2.18)
for f ∈ L2(Rd). The original system X is also dual to (any one of) its
dual system, X˜, which is seen by taking inner-products with f at both
sides of Equation (2.18) and applying the adjointness (T ∗
X˜
TX)
∗ = T ∗XTX˜
to the right-hand-side. Therefore, the duality between frames is a mutual
relation.
The following construction leads to the realization of such dual systems.




| 〈f, ψi〉 |2 = ‖Tf‖2`2(I) = 〈T ∗Tf, f〉 . (2.19)
Note that the self-adjoint operator T ∗T is bounded below and over by con-
stants a and b on H = L2(Rd) according to Equation (2.15). By functional
analysis, it has a self-adjoint, bounded inverse (T ∗T )−1 with lower- and
upper-bounds b−1 and a−1 respectively. Utilizing (T ∗T )−1 enables one to
construct a system that is dual to the original one.
Proposition 2.1.1. [13, 23, 36, 37] Let X = {ψi}i∈I be a frame of the





and the function system
X˜ = {ψ˜i}i∈I . (2.21)
Then the system X˜ forms a dual frame of X which is called its canonical
dual (frame). The canonicality of this X˜ is characterized by
‖TX˜f‖`2 ≤ ‖TX˜′f‖`2 , (2.22)
where X˜ ′ denotes any dual frame to X by Definition 2.1.3.
Denote the lower and upper frame bounds of X by a and b, then b−1 and
a−1 are the lower and upper bounds of X˜. If the frame X is a tight frame,
then ψ˜i = ψi for each ψi ∈ X and one obtains X itself as its canonical dual.
This is seen in light of the following simple fact.
Lemma 2.1.1. The system X forms a tight frame if and only if T ∗XTX is
equal to identity.
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Proof. Let f ∈ L2(Rd). If T ∗XTX = I, then
‖TXf‖`2 = 〈TXf, TXf〉
= 〈T ∗XTXf, f〉
= 〈f, f〉
= ‖f‖L2(Rd). (2.23)
Conversely, if X forms a tight frame, then by the same chain of equalities,
〈T ∗XTXf, f〉 = 〈f, f〉 (2.24)
for any f ∈ L2(Rd). Since T ∗XTX is self-adjoint and semi-definite, basic
functional analysis tells that it is equal to identity.
It is seen from definition that the collection of frame coefficients of a
function measures the amplitude of this function up to a range controlled
by constants a and b. In particular, it properly describes the closeness of
two signals as is desired. The above proposition further establishes the fact
that when the frame itself is known, the original function (resp. difference
of two functions) is perfectly reconstructable from its coefficients, in partic-
ular, the constant of each of them is immediately computed. The formula
(2.18) illuminates how various signals (as well as other functions of inter-
est) defined on Rd can be decomposed into atoms defined at distinguished
spatial-frequential locales with intended overlappings.
When the frame is tight, the operators TX and T
∗
X provides an isometry
between L2 and `2, which is practically interpreted as the fact that the
encoding is energy preserving. By definition, the concept of tight frames
further includes the case of orthonormal function systems (orthonormal
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bases) as a particularity, and this inclusion is strict. Many wavelet systems,
such as a B-spline with its order greater than two (cf. Definition 2.2.9
and [19,37]), are non-orthonormal examples of frames.
2.1.3 Sufficient Conditions for Gabor and Wavelet
Frames
There are many approaches to the construction of such a redundant (non-
orthogonal, two-norm preserving) system, such as the aforehand defined
windowed Fourier transform [13, 29], and, still earlier in the history, the
Fourier frame for 2pi-periodic functions [21]. In general, a sufficiently
dense and homogenized tiling [29] of the time-frequency plane (or the phase
space [13]) is required for the system to form a frame. In the case of the
windowed trigonomic function system (the Gabor system), the following
theorem describes a criterion for it to form a frame.
Theorem 2.1.1. [14] Assume the orthogonal lattice Γ = θZ × hZ ⊂ R2
satisfy
θh < 2pi. (2.25)
If g ∈ L2(R) is a unit-normed function (i.e. ‖g‖L2(R) = 1) such that
0 < C1 ≤
∑
n∈Z
g(x− nh) ≤ C2 (2.26)
for some constants C1 and C2, then the function system ΞΓ defined by
Equation (2.8) forms a frame. Moreover, its dual frame takes the form
Ξ˜Γ = {eimθxg˜(x− nh)|m,n ∈ Z} (2.27)
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with g˜ ∈ L2(R), which realizes the reconstruction formula concisely as a
sum over the indices m,n ∈ Z.
For the case of a discrete wavelet transform, that is, the case with an
affine wavelet system, one has corresponding results. The affine wavelet
system X(ψ) defined by Equation (2.11), like its Gabor counterpart, re-
quires some conditions on ψ in order to form a (tight) frame. On the other
hand, it is worth noting that even in case that X(ψ) does form a frame
(and therefore possesses a dual frame), its dual does not necessarily take
the form of an affine system generated by a single function like the system
itself [13].
For completeness as well as for the purpose of later references, the
general affine wavelet systems (that is, in the space L2(Rd) of d-dimensional
square integrable functions, and with multiple generators) will be defined
as follows, with relevant results stated.
Definition 2.1.4. [19, 37] Given a finite collection of functions,
Ψ¯ = {ψ1, . . . , ψJ} ⊂ L2(Rd), (2.28)
the affine wavelet system X(Ψ¯) generated by Ψ¯ is defined as






are called the affine transform of ψj indexed by (n, k). In particular, n is
called the dilation index (which is sometimes refered to as the scale), and
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k is called the translation index.
Since the system X(Ψ¯) does not possess translation invariance, tools
that are designed for translation invariant systems are therefore not directly
applicable for constructing and analysing them. In [37], the following 2−N -
translation invariant system that contains a larger number of translations
is implemented in order to establish the frame theoretical characterizations
of X(Ψ¯).
Definition 2.1.5. [19, 37] Let the set Ψ¯ = {ψ1, . . . , ψJ} be defined as
before, the quasi-affine (wavelet) system refers to the following system
XN(Ψ¯) = {ψNj,n,k|1 ≤ j ≤ J, n ∈ Z, k ∈ Zd}, (2.31)




n · −k) , if n ≥ N
2(n−N/2)dψj(2n · −2n−Nk) , if n < N
(2.32)
with the channel index j ∈ {0, 1, . . . , J}.
It is observed that in the quasi-affine setting, the translation unit (that
is, the distance between two nearest translation of the wavelet in each
dimension) will be kept 2−N instead of becoming larger when n approaches
−∞.












nξ)ψ̂j(2n(ξ + η)) = 0 (2.33)
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where η ∈ 2piZd \ 4piZd, then the system XN(Ψ¯) and X(Ψ¯) form tight
frames of L2(Rd) at most up to a multiple constant.
It is noted that in the original paper [37] the more general dilation
matrix (cf. also [25]) is applied in place of the dilation-by-two, which
is potentially useful for modeling anisotropic phenomena that are scale-
dependent.
2.2 MRA-based Wavelet Frames
The concept of wavelets provides mathematical signal processing with new
insights. Instead of performing space-frequency tiling using constant shifts
and modulations and thus constant rectangles in the plane, one (shifts and)
dilates the collection of wave-forms and enforces a dyadic tiling [13,29]. The
idea of dyadic tiling (or dyadic decomposition) had its motivation from har-
monic analysis [31,32], and on the other hand, it provides an intuitive pic-
ture in the signal-theoretical context when one is interested in the distinct
behaviour that the signal exhibits at different dyadic scales rather than
homogeneously divided areas/stripes in the time-frequency domain. The
concept of refinability (cf. Definitions 2.2.2 and 2.2.6), which essentially
formalizes the idea of self-similarity, plays an important role not only in
ensuring the mathematical consistence of the theory, but also enables fast
decomposition and reconstruction algorithms for models based on them.
Constructions and theoretical analyses of wavelet frames can be found
in [13, 14, 19, 29, 37]. In particular, the unitary extension principle (UEP),
which deforms construction of wavelet frame systems into trigonomic ma-
trix completions, are established first in [37] and developed in [15,36]. The
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difficulty with matrix completion itself is much resolved in light of [23].
For a general treatment that does not much rely on languages deviced for
analysis and synthesis operators (e.g. Gramian and dual-Gramian analy-
ses [36, 37]), one may refer to [19], from which some constructions/results
that are stated in this section are adapted.
2.2.1 Multi-Resolution Analysis
Given a Hilbert space of countable dimensionality, in the cases that shall be
relevant to this thesis, L2(Rd), one may be interested in finding finite scale
(or, when restricted to functions that vanish outside a fixed locality, finite-
dimensional) approximations of this space of successively higher precision.
Since the domain Rd itself is structuralized with symmetry and hierachy
(e.g. those defined by the lattice 2nZd), one may wish these structures to
be respected when the approximation and related analyses are performed.
Definition 2.2.1. [19] A sequence of subspaces of L2(Rd), 0 ⊂ · · · ⊂
Vn−1 ⊂ Vn ⊂ Vn+1 ⊂ · · · ⊂ L2(Rd) forms a multi-resolution analysis if the





(ii) They have a trivial intersection,
∞⋂
n=−∞
Vn = {0}; (2.35)
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(iii) They satisfy the dilation relation, that is,
f(2·) ∈ Vn+1 (2.36)
if and only if
f ∈ Vn; (2.37)
(iv) The level-zero space V0 is linearly generated by one function φ ∈ L2(Rd)
by integer translation up to a procedure of taking closure, that is,
V0 = span{φ(· − k)|k ∈ Zd}. (2.38)
Consider the implication of the above definition by inspecting the dila-
tion of the generator φ itself. By property (iii), one has φ
( ·
2
) ∈ V−1. Note
that V−1 ⊂ V0 by assumption, and apply the characterization (iv) of the









for some array h defined on the lattice Zd. Fundamentally, it states that a
function of the coarser level V−1 can be expressed as a linear superposition of
its counterparts living in the finer level V0. By enforcing (iii), it is observed
that this relation also applies to functions in Vn−1 and Vn respectively. This
provides a background for the following definition.
Definition 2.2.2. [19] A function φ ∈ L2(Rd) is said to be refinable if
there exists an array h ∈ `2(Zd), which is called a ”refinement mask” in
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Equivalently, this condition shall be stated in the frequency domain as
φ̂(2ξ) = ĥ(ξ)φ̂(ξ), (2.41)
where ĥ is 2pi-periodic (with respect to all variables) with ĥ ∈ L2([−pi, pi]d).
It will then be natural to provide a characterization of the elements in
Vn in general. By definition, the space Vn consists of the rescaled version of
the functions in V0 with the scaling factor 2
n, with the translation unit in
each dimension also accordingly rescaled in particular. That is, Vn contains
functions of the form φ(2n ·−k). Implementing a constant factor that keeps
the L2-norm of each element of this form unchanged, one reaches at the
following definition.
Definition 2.2.3. [19] The affine transforms (or affine translation-dilations)
of a function φ ∈ L2(Rd) are defined as
φn,k = 2
nd/2φ(2n · −k), (2.42)
where n ∈ Z is called the dilation index and k ∈ Zd is called the translation
index.
By part (iii) of the definition, these are all the elements that are con-
tained in Vn up to a closed linear span, that is,
Vn = span{φn,k|k ∈ Zd}. (2.43)
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According to the following result [19], the condition for the function φ
to generate the MRA in Definition 2.2.1 is rather mild.
Theorem 2.2.1. [19] Let φ ∈ L2(Rd) be a compactly supported function
with its integral (which is well-defined)
∫
Rd φ 6= 0. The collection of function
spaces {Vn}n∈Z defined by φ then satisfy both (i) and (ii) in Definition 2.2.1.
By construction, they obviously satisfy (iii) and (iv) and therefore form an
MRA.
For the purpose of later application, here the following ”(2−NZ-)translation-
invariant version” of the affine transforms, resp. of an MRA, shall also be
introduced.
Definition 2.2.4. [5,19,37] Fix a level index N , one defines the quasi-affine
transforms of a function φ ∈ L2(Rd) at each level n as
φNn,k =
 2
nd/2φ(2n · −k) , if n ≥ N
2(n−N/2)dφ(2n · −2n−Nk) , if n < N
(2.44)
If one defines
V Nn = span{φNn,k|n ∈ Z, k ∈ Zd} (2.45)
using the above-defined φNn,k, by definition, {V Nn }n∈Z does not form an
MRA. In particular, regarding condition (iii), f(2·) ∈ V Nn does imply f ∈
V Nn−1 but the converse does not stand for n ≤ N .
For both cases, one defines the following operators that interpolate a
function f with the splines φn,k’s.
Definition 2.2.5. [19] Associated to each level Vn of an MRA {Vn}n∈Z,
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for φNn,k’s. Note that in general these operators are not projections. They
may fail to satisfy the idempotence, that is, (Pn)
2 6= Pn (resp. (PNn )2 6=
PNn ).
One naturally expect these interpolations Pnf (resp. P
N
n f) to approx-
imate the original function f when the resolution n goes to infinity. On
the other hand, when the n goes down to negative infinity, it should shrink
gradually to zero. These are established and summarized as follows.
Lemma 2.2.1. [19] Assume φ ∈ L2(Rd) satisfies the following conditions
on its refinement mask h ∈ `2(Zd)
(i) ĥ(ξ) ∈ L∞([0, 2pi]) and |ĥ(ξ)− 1| ≤ C|ξ| for a constant C;
(ii) C1 ≤
∑
k∈Zd |φ̂(ξ + 2kpi)|2 ≤ C2 for positive constants C1 and C2;
then there exist the following formulae
lim
n→∞




Pnf = 0, (2.49)
concerning Pn’s convergence (in the L
2-sense) as n approaches positive
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resp. negative infinity. The equalities hold also when PL is replaced by its
quasi-affine counterpart PNL .
The following examples show classic MRAs constructed from functions
that are piecewise constant, respectively piecewise linear, on dyadic inter-
vals, which provides a prototypical illustration of the idea [14].
Example 2.2.1. Denote the dilation-translations of the unit interval







, and the characteristic function of a (measur-
able) set A as χA. Assume φ = χ[0,1), then one shall express its dilation-






It is apparent from the construction that Vn+1 contains the functions that








the next coarser level Vn contains functions that take constant values on







, which each contains two intervals
of the former, namely, In+1,2k and In+1,2k+1. It is verified that the spaces
{Vn}n∈Z satisfy the definition of an MRA. In particular, the generator φ is
refinable by observing
















h[0] = h[1] = 1
2
).
Example 2.2.2. Another example of MRA defined by a refinable function
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is the piecewise linear splines. Let φ ∈ L2(R) be defined as
φ(x) =
1− |x| , if |x| ≤ 1,0 , if |x| > 1. (2.52)
































. The translation-dilations of this function φ form an
MRA.
Abundant examples of refinable functions are made available by the
methods introduced in [36, 37]. By manipulating trigonomic polynomials,
a class of refinable splines called B-splines will be made available. This
construction will be presented in Section 2.2.2.
2.2.2 Unitary Extension Principle
In this section, a particular kind of affine systems, namely, affine or quasi-
affine systems with an underlying MRA, will be considered. After providing
detailed definitions related to these systems, in the latter half of the sec-
tion, constructive issues will be accordingly addressed with the help of the
unitary extension principle which is established and developed in [36, 37].
The author applied also [19] as a major reference.
It is clarified in the last section that the pivotal object in an MRA
is a refinable function φ, the function that generates the whole structure
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{Vn}n∈Z by affine transforms. Recall that the refinability entails the func-
tion φ to be expressed as linear combinations of translations of its own
next-level dilation (cf. Equation (2.40)). In a similar manner, one consid-
ers constructions of the (high-frequency) wavelets Ψ = {ψ1, . . . , ψJ} also
from linear combinations of these next-level translations.
Definition 2.2.6. For a refinable function φ and arrays hj ∈ `2(Zd) (where






Equivalently, this equality shall be stated in the frequency domain as
ψ̂j(2ξ) = ĥj(ξ)φ̂(ξ), (2.55)
and the square summability condition for hj is translated as ĥj ∈ L2([0, 2pi]).
Also, since zero channel index is often reserved, one shall then denote
ψ0 := φ and h0 := h for the simplicity of notation.




n · −k) (2.56)
in L2(Rd). In the current setting with the presence of φ, the range of
the channel index j ∈ {0} ∪ {1, · · · , J} is understood (compare Definition
2.1.4).
By calculus, it is verified that the above defined functions ψj,n,k satisfy
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the L2-normalization condition
‖ψj,n,k‖L2(Rd) = ‖ψj‖L2(Rd), (2.57)
in particular, ‖φn,k‖L2(Rd) = ‖φ‖L2(Rd). This is natural in the context of the
Hilbert space L2(Rd). Other normalizing conventions may also be helpful
when a different context is of interest, for instance, the sampling func-
tions that will be applied in defining the sampling operator (cf. Definition
2.3.10) will essentially be subject to an L1-normalization, which shall be
regarded as a non-point-mass counterpart of the sampler δ(·−k) (the delta
generalized function centered at k).
Definition 2.2.7. Fix a collection of functions Ψ = {φ} ∪ {ψ1, . . . , ψJ}.
(Note that in the context of MRA-based wavelets, that is, from now on,
the symbol Ψ should always denote the collection that includes the MRA
generator φ.) The affine wavelet system associated to Ψ is defined as the
affine wavelet system generated by {ψ1, . . . , ψJ} (cf. Definition 2.1.4), that
is,
X(Ψ) = {ψj,n,k|1 ≤ j ≤ J, n ∈ Zd, k ∈ Zd}, (2.58)
and its level-L (where L ∈ Z) cut-off version,
XL(Ψ) = {φL,k|k ∈ Zd} ∪ {ψj,n,k|1 ≤ j ≤ J, n ≥ L, k ∈ Zd}. (2.59)
Corresponding to the above defined systems are the frame operators































For the quasi-affine system, one correspondingly has the following defi-
nition.
Definition 2.2.8. One defines the quasi-affine systemXN(Ψ) as the quasi-
affine system generated by {ψ1, . . . , ψJ} (cf. Definition 2.1.5), that is,
XN(Ψ) = {ψNj,n,k|0 ≤ j ≤ J, n ∈ Z, k ∈ Zd}, (2.62)
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Figure 2.2: The system XL(Ψ) that contains wavelets with dilation L or
higher.
and the corresponding level L cut-off version,
XNL (Ψ) = {φNL,k|k ∈ Zd} ∪ {ψNj,n,k|1 ≤ j ≤ J, n ∈ Z, k ∈ Zd} (2.63)
which makes a genuine difference from its affine counterpart whenever L <
N .
The frame operators QXN (Ψ) and QXNL (Ψ) are defined accordingly.
The significance of quasi-affine systems can be seen from the signal-
analytic point of view with the engagement of the low-frequency wavelet
φ. Observe that in the case of affine systems, the translation unit 2−n goes
to infinity when the scale index n approaches negative infinity. This brings
about problems when an image consisting of a finite number of pixels is
considered. In particular, the low-pass component (that is, the coefficients
of those φn,k’s at a fixed level n) is not defined on the whole discrete domain
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like the original image, which is inconvenient both from the perspective of
data storage (due to the presence of a more irregular and complicated data
structure) and data analysis (due to the poor comparability between an
image and its shifted counterparts’ coefficients).
The remaining part of this section states a criterion (the unitary exten-
sion principle) for the MRA-based affine and quasi-affine wavelet systems to
form frames. Simultaneously, an integrated method for their construction
is provided.
In order to produce concrete examples of wavelet frames, the follow-
ing problems are concerned: (i) The method to define {h1, . . . , hJ} (and
therefore {ψ1, . . . , ψJ}) such that X(Ψ) (or its quasi-affine, resp. cut-off
versions) forms a frame, based on an MRA defined by a refinable function
φ with its refining mask h; (ii) The method to construct a refinable function
φ from a specified refining mask h. Both questions are to be treated here
with UEP and related constructions.
Theorem 2.2.2. (Unitary Extension Principle, UEP [19,37]) For a given
collection of functions Ψ = {φ, ψ1, . . . , ψJ} with their refining masks {h0, h1, . . . , hJ}






ĥj(ξ)ĥj(ξ + piη) = 0. (2.64)
in which (0, . . . , 0) 6= η ∈ {0, 1}d, and the following conditions:
(i) ĥj(ξ) ∈ L∞([0, 2pi]) for 0 ≤ j ≤ J ;
(ii) |ĥ0(ξ)− 1| ≤ C|ξ| for a constant C;
(iii)
∑
k∈Zd |φ̂(ξ + 2kpi)|2 ∈ L∞([0, 2pi]);
there exists the following iterative decomposition formula for the quasi-
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interpolatory operators






in the affine setting, and, respectively,











in the quasi-affine setting.
The proof of UEP is made approachable if one refer to the following
lemma.
Lemma 2.2.2. [19] If the refinement masks {h0, h1, · · · , hJ} (with real








′ − 2l]hj[k − 2l] = δk′,k (2.67)






′ − l]haj [k − l] = δk′,k (2.68)
(with an integer a ≥ 0) is verified in the quasi-affine setting.
Proof (UEP). Without loss of generality, here the proof is formulated for




















































In particular, the second equality (which expresses ψj,n−1,k in terms of
φn,l’s) involved an application of the definition of ψj together with that
of the affine transform. The details are postponed to Equation (2.95) as
it is closely related to the decomposition formula of the discrete signals.
Finally, it should be noted that the fourth equality is justified by Lemma
2.2.2.
Corollary 2.2.1. When the UEP conditions (2.64) is satisfied, the affine
wavelet system X(Ψ) and the quasi-affine system XN(Ψ) form frames.
Their level-L cut-off counterparts XL(Ψ) and X
N
L (Ψ) also form frames.
Proof. By Theorem 2.2.2,








By taking limit L→∞ and applying the equality (Lemma 2.2.1)
lim
n→∞















Applying L→ −∞, since (still by Lemma 2.2.1)
lim
n→−∞











By Lemma 2.1.1, the systems XL(Ψ) and X(Ψ) form frames. The cases of
quasi-affine systems follows similarly.
Concerning the construction of the low-frequency, or refinable, wavelet
φ, one has the following proposition.
Proposition 2.2.1. [19,25] When h0 ∈ `2(Zd) is specified such that ĥ0(0) =









converges. Moreover, its inverse Fourier transform defines φ as a tempered
distribution satisfying (2.40).
This construction (which is called the cascade algorithm in some liter-
atures [19]), accompanied by the application of UEP, serves as a powerful
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tool for obtaining wavelet frame systems. The following example demon-
strates a wavelet frame system that can be derived from the UEP.
Definition 2.2.9. [17,19,37] The B-splines of order m is defined in terms










































































By applying different choices of the parameter m, one obtains examples
of systems that are practically useful. In general, with a fixed m, each such
system consists of piecewise order-m polynomial functions as splines.
Example 2.2.3. [19] In the above-defined B-spline, if one takes m = 0
then the Haar wavelet system is obtained. In Example 2.2.1 the expression
of the function φ together with its refinement mask is given. By trigonomic
calculations one has
ψ ≡ ψ1 = χ[1, 12) − χ[ 12 ,1) (2.80)
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which has a mask h1 = [1,−1]. It is verified that the Haar system is
orthogonal.
Example 2.2.4. [19] If one takes m = 1, then the system of piecewise
linear wavelets are obtained, in which the refinable function φ ≡ ψ0 is
expressed as
φ(x) =
1− |x| , |x| ≤ 1,0 , |x| > 1, (2.81)









. Respectively, the high-frequency












, x ∈ [0, 1],
0 , |x| > 1,
(2.82)














|3x| − 1 , |x| ≤ 1
2
,
−|x|+ 1 , 1
2
< |x| ≤ 1,
0 , |x| > 1,
(2.83)









. This wavelet system will be extensively
utilized in the numerical part of this thesis.
Example 2.2.5. Provided that X(Ψ) is a wavelet frame of L2(R) where
Ψ = {φ, ψ1, . . . , ψJ}, one can construct a wavelet frame for L2(R2) (simi-
larly, for L2(Rd)) out of X. Define
2ψ(i,j)(x, y) = ψi(x)ψj(y), (2.84)
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Figure 2.3: The B2-splines (piecewise linear B-splines).
where 1 ≤ i, j ≤ J , and the new system X(2Ψ), which is called the ten-
sorized wavelet system, collects the dilation-translation defined by the set
2Ψ = {2ψ(i,j)|1 ≤ i, j ≤ J}, (2.85)
that is,
X(2Ψ) = {2ψ(i,j),n,k|1 ≤ i, j ≤ J, n ∈ Z, k ∈ Z2}, (2.86)
in which the notation for affine wavelets follows Equation (2.30) (resp.
Equation (2.32) with a fixed N in the quasi-affine setting). In particular,
the low-frequency wavelet is written as
2φ(x, y) ≡ 2ψ(0,0)(x, y) = φ(x)φ(y). (2.87)
It is verified that the refinement masks of the tensorized system are just
the tensor products of that of the original system with corresponding band-
index, literally,
2h(i,j)[k, l] = hi[k]hj[l]. (2.88)
There are also examples of high-dimensional wavelet (frame) systems
that are not expressed as tensor products of one-dimensional systems. One
such example is provided in [31].
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It is immediately seen from the definition that the Fourier transformed
refinement masks of the one-dimensional B-splines, ĥj (j = 0, 1, · · · , J) are
2pi-periodic functions with a zero of multiplicity m−j at (2k+1)pi and that
of multiplicity j at 2kpi. In particular, since ĥj ∼ (iξ)j in the neighbourhood
of zero, it can be regarded as an approximation to the differential operator
∂j
∂xj
. Therefore, their tensor products can be interpreted as approximations
to partial differential operators of corresponding orders [5, 17], which will
be revisited and comprehensively treated in coming sections as well as in
Chapter 4.
2.2.3 Application to Discrete Signal Samplings
In general, discrete signals such as images can be regarded as samplings
of their continual counterpart by certain samplers which are essentially
integration operators. In particular, the following choice of definition for
such an object is adopted in this thesis.
Definition 2.2.10. For a compactly supported function φ ∈ L2(Rd) with∫
Rd φ 6= 0 (such as a scaling function of an MRA) and a fixed translation-
dilation convention, either affine or quasi-affine, the (unweighted) sampling
operator Tn is defined on L
2(Rd) as
(Tnf)[k] = 〈f, φn,k〉 . (2.89)
The quasi-affine version TNn is defined accordingly, only with φn,k replaced






). The indication of quasi-affine set-
ting will be suppressed if the context is clear or is not important.
The function φn,k that appears in Equation (2.89), or more precisely
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its weighted (that is, L1-normalized) counterpart 2
nd
2 φn,k, has a natural
interpretation (cf. [13]) as a sampling of the signal function f ’s amplitude
around a specific spatial location, literally an,k = 2
−nk, with a degree of
spatial concentration indicated by n (observing that both the diameter of






Correspondingly, one may replace the φ by other ψj’s in Definition
2.2.10 and define the following operator that extracts wavelet coefficients
from the function.
Definition 2.2.11. Fix a collection Φ = {φ} ∪ {ψ1, . . . , ψJ}. The wavelet
sampling operator Sn (or Sn,j, with the channel index j specified) is defined
on L2(Rd) by the following equation
(Snf)[j; k] = (Sn,jf)[k] := 〈f, ψj,n,k〉 . (2.90)
Its quasi-affine counterpart SNn (resp. S
N
n,j) is defined accordingly.
Being similar to φn,k’s interpretation as a signal sampler, it has been
clarified in [5,17] that the high-frequency wavelets ψj,n,k’s in Equation (2.90)
can be interpreted as samplers of certain derivatives of the function f . In
particular, the channel selection is closely related to the specification of
a differential operator Dj that is applied to f , which will be clarified in
Sections 2.3.3 and 2.3.4 in a generalized context. One shall also refer to
Sections 4.3 for its consequences in approximation theory (cf. also [24])
and in optimization (cf. [5, 40]).
Due to the refinability of φ and ψj with respect to φ (in both the affine
and quasi-affine contexts), samplings of a function f by ψj,n−1,k (that is,
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Sn−1,jf), can be expressed in terms of those of the next level by φn,k (that
is Tnf) together with linear combination coefficients that are related to the
same refinement masks hj, which is made clear by defining the following
wavelet transform for discretized objects (samplings).
Definition 2.2.12. Given discrete signal function f = (fn,k)k∈Zd located
at resolution level n, its discrete wavelet transform Wnf is defined at level






l hj[l − 2k]fn,l (affine/q.a. n > N)∑
l h
N−n
j [l − k]fn,l (q.a. n ≤ N),
(2.91)
in which ”q.a.” means ”quasi-affine” here and later, and
haj [l] =
hj[m] , if l = 2
am
0 , if l 6= 2am
(2.92)
for a ≥ 0.
And there exists a formula that relates the discrete wavelet transform
Wn and sampling operators.
Proposition 2.2.2. Let discrete wavelet transform Wn and sampling
operators Tn and Sn be defined as above in either affine or quasi-affine
(with its quasi-affine index N ∈ Z) setting. They satisfy the equality
(Sn−1f)[j; k] = (WnTnf)[j; k]. (2.93)
In particular,
(Tn−1f)[k] = (Wn,0Tnf)[k]. (2.94)
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Proof. The refining equality associating two adjacent levels of the wavelets
are expressed in rather similar forms in the ordinary and the quasi-affine
settings respectively. For the case of ordinary system with any n ∈ Z or
the case of affine system with n > N ,
ψj,n−1,k(x)
= 2(n−1)d/2ψj(2n−1x− k)














(where the functions in the above equations shall be restored the symbol
































and the desired equality follows by applying the definitions of the operators.
The discrete wavelet transform Wn is actually left invertible when the
UEP conditions are assumed for Ψ. By Lemma 2.2.2, the following con-
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struction of Wn’s left inverse is validated.
Definition 2.2.13. For coefficients
(gj,n−1,k)Jj=0,k∈Zd , (2.97)
(which may alternatively be denoted as (gn−1[j; k])Jj=0,k∈Zd ,) located at level













j [k − l]gj,n−1,l (q.a. n ≤ N).
(2.98)
Regarding the notational convention, it should be noted that unlike the
operator Wn where the index n indicates the level at which it operates,
the index n in W>n indicates the target level.
Proposition 2.2.3. For a discrete signal
(fn,k)k∈Zd , (2.99)
(alternatively, (fn[k])k∈Zd ,) the discrete wavelet transform Wn and its in-




Proof. By Lemma 2.2.2, and the fact that hj are finitely supported on Zd
(which enables one to switch the order of summation when necessary), the
claimed equality is obtained.
Recall that in case that fn = Tnf for some function (natural signal)
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f ∈ L2(Rd), the zeroth channel of Wnf (at level n− 1) is expressed as
(Wnf)n−1[0; k] = (WnTnf)n−1[0; k]
= (Tn−1f)[k], (2.101)
that is, one obtains the sampling of the same function (natural signal) at
level n− 1.
This inspires one to apply wavelet transforms iteratively to the zeroth
channel components, which results in a level n−L, zeroth channel compo-
nent Tn−Lf together with non-zeroth channel components located at other
levels (from level n − L to level n − 1). Without refering to the sampling
process, this can be formulated with any discrete signal f (or fn) as follows.
Definition 2.2.14. The L-levels discrete wavelet transform from level n,
denoted by W
(L)
n , is expressed at level m, channel j and location k as
(W(L)n f)m[j; k] =

(Wm+1,jWm+2,0 · · ·Wn,0f)[k]
(if n− L ≤ m ≤ n− 1, 1 ≤ j ≤ J
or m = n− L, j = 0)
0 (otherwise).
(2.102)
One refers to the number L as the decomposition depth of the transform.
The converse, that is, the reconstruction is performed by successively fill-
ing in the zeroth channel’s blank at the next upper level with the lower
level’s information through inverse one-level transform (2.139). Denote a
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Figure 2.4: The decomposition and reconstruction diagram. The node
corresponding to the original signal (the domain of (W
(L)
n )>) is marked by
a red square, and the node corresponding to its coefficients (the range of
(W
(L)
n )>) is marked by blue round-dots.
collection of coefficients in the transformed domain as g, that is,
(g)m[j; k] =
 gj,m,k (if n− L ≤ m ≤ n− 1, 1 ≤ j ≤ J)0 (otherwise)
(2.103)
in which gj,m,k are given numbers. The inverse L-levels transform can be
expressed in terms of one-level inverse transforms as
(W(L)n )
>g = W>n · · ·W>n−L+1g. (2.104)
By applying Proposition 2.2.3 L times, one achieves the L-levels recon-
struction formula
(W(L)n )
>W(L)n f = f . (2.105)
These procedures are illustrated by Figure 2.4.
Let this section be concluded by a characterization of the spaces Vn in
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the MRA together with their non-orthogonal complement spaces. Here the
narration is made in the context of affine systems. Similar statements are
available in the context of quasi-affine systems.
Note that Equations (2.95) and (2.96) provide a quantitative charac-
terization of the relations between the resolution levels of the MRA. If one
keeps the notation Vn that is
Vn = span{φn,k|k ∈ Zd} (2.106)
(cf. Equation (2.43)), and define the counterpart for ψj’s as
Wn,j = span{ψj,n,k|k ∈ Zd}, (2.107)
then Equation (2.95) implies
Wn−1,j ⊂ Vn (2.108)
for 0 ≤ j ≤ J (where the Wn,0 ≡ Vn’s case is merely a tautology), therefore
J⊕
j=0
Wn−1,j ⊂ Vn. (2.109)
The converse inclusion in the above equation generally does not stand,
that is, the functions in the finer-level spaces are not necessarily written as
a convergent series of those in the coarser-level spaces. However, with the










in which Wn and W
>
n are interpreted as discrete convolutions with the
corresponding discrete indices. In other words, φn,k(x), with (n ∈ Z and)
x ∈ Rd fixed, is regarded as a discrete function of k ∈ Zd.
Consequently Vn ⊂
∑J





is established. This decomposition is generally not orthogonal, instead
of the orthogonal projection operators, it is characterized by the quasi-
interpolatory operators. Denote the quasi-interpolatory operator of the










More generally, one considers the function spaces corresponding to the L-
levels decomposition algorithm and restates the L-levels formula (Equation
(2.70)) as






This technique of expressing one function space at level n in terms of a
summation of other spaces at the next coarser level n − 1 is refered to by
some authors as the splitting trick [14,29]. If one applies it successively to
Wn,j and resulting spaces, the object known as a wavelet packet tree will
48
Figure 2.5: The relations between Vn and Wn,j spaces at different levels.
be obtained, which makes a finer time-frequency analysis possible. The
wavelet packet related constructions will be clarified in the next section.
2.3 Wavelet Packet Frames (WPFs)
In order to characterize and treat subtle time-frequency phenomena that
occur in signals, a larger waveform library, which contains a richer collec-
tion of basic objects than the previously defined ordinary or affine wavelet
frame systems, is necessary [10,11]. In particular, the sparsity of the signal
coefficients with respect to such a finer collection of waveforms is assumed
and will be exploited.
One prominent example of such a system (or, a library of waveforms) is
provided by the wavelet packet system that has been proposed and studied
in [11,12] (cf. also [29]), which allows the refining masks to be iteratively ap-
plied to the waveform in the library (with a certain time-frequency and/or
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multi-resolution characterization) in order to obtain new ones. A decent
treatment of the non-orthogonal case (that is, the frame case) can be found
in [28,39,42], on which some results that are to be presented in this section
are based.
2.3.1 Definition and Properties
A wavelet packet can be obtained by iteratively applying high- and low-pass
filters to the wavelet φ (or equivalently, ψj).







where I = (i1, i2, . . . , iΛ) is a multi-index of length Λ ≥ 0 in which each
index iλ takes value from {0, 1, . . . , J}. One shall note the wavelet packet
with empty index, ψ∅, that is, the refinable function corresponding to the
case Λ = 0, as either φ or ψ0 according to the context.
Similar to the relation between the wavelet ψj and the scaling function
φ, here the refinement equality involving indices iI and I, that is, Equation




























in which the cascades algorithm, Equation (2.75), is applied in the second
identity (where hiλ = 0 is understood for all λ ≥ Λ + 1). In particular,
one formally identifies each channel-labeling subscript (i1, . . . , iΛ) with a
J-nary (in the sense of binary, etc) number, literally (i1, . . . , iΛ, 0, 0, . . . ).
One may certainly extend this time-frequency analysis to the case allowing
infinite-lengthed index, which amounts to expand the wavelet-packet tree
down to infinite (or practically, indefinite) depth.
Following the way by which the wavelets ψj,n,k are defined, one applies
similar conventions to the wavelet packet (generator) ψI and defines its
affine/quasi-affine transforms as follows.
Definition 2.3.2. The translation-dilations of a wavelet packet (or any
other I-indexed function) ψI are defined in the affine setting as
ψI,n,k = 2
nd/2ψI(2
n · −k) (2.118)




n · −k) (if n ≥ N)
2(n−N/2)dψI(2n · −2n−Nk) (if n < N),
(2.119)
where N is a fixed integer.
The following lemma can essentially be regarded as a rephrasement of
51
Equation (2.117) in the time/space domain. It makes an immediate connec-
tion to the decomposition and reconstruction algorithms that enables the
round-trips between a signal and its packet coefficients, which generalizes
Equations (2.95) and (2.96) and their resulting formulae.
Lemma 2.3.1. The wavelet packets ψI,n,k and ψ
N
































Proof. This is an immediate consequence that follows after unfolding the
definitions of the wavelet packet function and/or its translation-dilations.
















(· · · 2 (2n−Λ · −k)− l1 · · · )− lΛ)












































































































which concludes the proposition.
For the purpose of later utilization, the following definition concerning
the wavelet packets of a fixed index length r should be introduced.
Definition 2.3.3. Let Ψ = {φ, ψ1, . . . , ψJ} be a fixed collection of func-
tions satisfying the refinement relations defined by the masks {h0, h1, . . . , hJ}.
The (non-quasi-affine, that is, ordinary version of the) order-r wavelet
packet system associated to Ψ is the set of wavelet functions
Yr(Ψ) = {ψI,n,k|I ∈ {0, . . . , J}r−1 × {1, . . . , J}, n ∈ Z, k ∈ Zd}. (2.124)




{0, . . . , J}
r−1 × {1, . . . , J}, (n ≥ L+ r + 1)
{0, . . . , J}r, (n = L+ r)
, n ∈ Z, k ∈ Zd
 .
(2.125)
The corresponding quasi-affine systems shall be defined in the same way
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Figure 2.6: The nodes corresponding to the system LYr(Ψ) where the case
r = 2 is demonstrated. It is seen that the Jr wavelet packets with lowest
dilation (that is, φL,k, ψj,L,k, ψi1i2,L,k) in this system are linear combinations
of φL+r,k’s (the circled node).
with ψ’s replaced by corresponding quasi-affine wavelets, ψN ’s. One shall
note them as Y Nr (Ψ) and
LY Nr (Ψ) respectively.
Unlike the situation in (2.124), which involves the wavelet packets of
dilation down to −∞, the wavelet packet system (2.125) does not contain
elements that are coarser than the fixed level L, literally, those ψI,n,k with
their dilation level indices n < L. At the terminal level L the collection
contains some sorts of packets that are not present in other levels, more
specifically, those of the form ψI,L,k with 0 ≤ |I| < r (which can be rewrit-
ten with length-r multi-indices ending with r− |I| zeros, that is, ψI0···0,r,k).
Like the wavelet frames’ case, this correspond to the idea of regard-
ing an image as the linear superposition of a low-resolution image (or a
low-frequency filtered one, in the quasi-affine case) and progressively finer
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details. The following lemma provides a quantitative description of those
details as one passes from the lower resolution level n−1 to the higher one,
n.
Lemma 2.3.2. [42] Let I = (i1, i2, . . . , iΛ) be a multi index, and ψI,n,k



























































where, again, Lemma 2.2.2 is applied.
By virtue of the above statement, the tight frame property of the
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wavelet packet systems (2.124) and (2.125) (the case with low-resolution
cut-off and the case without it, respectively) can be established.
Proposition 2.3.1. For scaling function φ and a collection of compat-
ible refinement masks {h0, h1, . . . , hJ} that satisfies UEP conditions, the
wavelet-packet frame systems (2.124) and (2.125) each forms a wavelet
frame.
Proof. This is a consequence of the decomposition formula in Lemma 2.3.2













































This provides not only a theoretical foundation for the iterative space-
frequency analysis to be carried out, but also a convenient decomposition
and reconstruction algorithms, which generalizes its counterpart in the or-
dinary setting (cf. Chapter 2 of [19]).
2.3.2 Application to Discrete Signal Samplings
Having introduced the generalities from wavelet packet (frame) theory, in
this section it will be presented how these elements can be combined to
provide a powerful instrument for signal analysis. In particular, the de-
composition and reconstruction algorithms of discrete signals (which are
regarded as samplings of the natural signal through certain refinable func-
tions) will be formulated in the packet settings.
Similar to the non-packet case, one may start with the corresponding
sampling operators.
Definition 2.3.4. Fix a collection of wavelet functions Ψ = {ψj}Jj=0 and
its fixed translation-dilation convention (which is either affine or quasi-
affine). Recall that the (unweighted) sampling operator Tn is defined on
L2(Rd) as
(Tnf)[k] = 〈f, φn,k〉 . (2.131)
As a generalization of Tn, the (unweighted) wavelet-packet sampling oper-
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I,n−|I|,k) are enforced when
explicit mentioning of the quasi-affine setting is desired.
It is immediate from definition that Tn is just the I = ∅ particular
case of SI,n−|I|. The operators Tn and SI,n−|I| are actually related to each
other by a sequence of discrete convolutions, which are simply the discrete
wavelet transforms generalized to the packet context (cf. Definition 2.2.12)
[5, 19,29].
Definition 2.3.5. The discrete wavelet transform for wavelet packet do-
main coefficients is defined by the following equation (assuming n ≤ N






l∈Zd hj[l − 2k]fI,n,l (affine/q.a. n > N)∑
l∈Zd h
N−n
j [l − k]fI,n,l (q.a. n ≤ N)
(2.133)
in which q.a. denotes the quasi-affine setting.
The relation between Tn and SI,n−|I| is thus stated as follows.
Proposition 2.3.2. The wavelet packet sampling SI,n−Λ (where Λ = |I|)
can be expressed in terms of sampling operator Tn and iterative wavelet
transforms as follows,
(SI,n−Λf) [k] = (Wn−Λ+1 · · ·Wn(Tnf))I,n−Λ,k (2.134)
for both affine and quasi-affine settings.
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Proof. In the affine setting, enforcing refining equality for wavelet packets















































Wn−|I|+1 · · ·Wn(Tnf)
)
I,n−|I|,k . (2.135)
For the quasi-affine setting, since the the wavelet packets and discrete
wavelet transforms both take the same form as those in the affine set-
ting does when n′ > N (for n′ ∈ Z), here one may assume n ≤ N (thus














































Wn−|I|+1 · · ·Wn(Tnf)
)
I,n−|I|,k . (2.136)
The statement is therefore concluded.
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The transforms Tnf and SI,n−|I|f both take values in `2(Zd). By defi-
nition, it is clear that
Tn = Rn ◦ Tn, (2.137)
in which Tn is the analysis operator and Rn denotes the restriction of chan-
nels, which implies that Tnf ∈ `2(Zd). The case of Snf is seen by observing
that each discrete wavelet transform is nothing more than a discrete con-
volution of finite support.
Remark 2.3.1. Despite the properties described above, the enforcement
of Tn and SI,n−|I| does not result in wavelet (packet) coefficients in one fixed
system. Comparatively, only Tn and SI,n yield coefficients with respect to
such one system, literally nYr(Ψ) (respectively
nY Nr (Ψ), cf. Definition 2.3.3
for both).
The following definition and formula demonstrates the one-level recon-
struction procedure in the wavelet packet coefficient domain. Like its non-
packet counterpart, it is mathematically based on the UEP assumption
(that underlies the whole narration), and more explicitly, Lemma 2.2.2.
Definition 2.3.6. For coefficients
{gjI,n−1,k}k∈Zd (2.138)
(or {gn−1[jI; k]}k∈Zd) located as level n − 1, the inverse discrete wavelet













j [k − l]gjI,n−1,l , (q.a. n ≤ N).
(2.139)
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The notation of the inverse transform is justified by writing it in the matrix
form, where it is seen to be expressed as the transpose of the (original)
wavelet transform.
Like in the case of ordinary wavelet frames, this inverse transform en-
ables the one-level decomposed (transformed) signal to be reconstructed
without loss.
Proposition 2.3.3. Assume that
{fI,n,k}k∈Zd (2.140)
(or {fn[I; k]}k∈Zd) is a discrete signal defined in channel I and at level n.
Then this signal, the discrete wavelet transform Wn and the (left) inverse




From signal scientific point of view, those fI ’s are not only vectors, but
also signal components that are situated in the specified channel, literally,
channel I. The remaining part of this section are intended to clarify this
issue. In particular, the decomposition and reconstruction algorithm will
be provided.
Recall that in view of Proposition 2.3.2, the iterated wavelet transforms
of those discrete signals can also be interpreted as wavelet frame packet
coefficients (up to a constant factor, 2
nd
2 ). It will be shown here that
the discrete signal itself can be reconstructed from a certain collection of
its wavelet packet frame coefficients, that is, there exists a left inverse to
the operation of decomposing the signal into the coefficients at different
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level Λ = |I|. (For an extensive treatment of the this topic one may refer
to [29,42].)
The following definition introduces the proper data structure that is
needed for conducting wavelet packet frame-based signal analysis. This
methodology of splitting spaces and/or coefficients into packet multi-indexed
partitions are developed in [11] in the orthogonal setting and [28,42] in the
redundant (non-orthogonal) setting, and is standard [14,29]. Here the nar-
ration is presented in a formalized, pseudo-code style, which is also ready
for implementation.
Definition 2.3.7. Let T be an infinite (J + 1)-nary tree with its nodes
{WI,n|n ∈ Z, |I| ≥ 0} equipped with the obvious tree structure and,
in particular, the grading defined by n ∈ Z. An admissible collection
associated to a generic node WI,n is a collection of nodes Σ ≡ Σ(WI,n)
contained in any fixed level-bounded decomposition subtree
T MWI,n ⊂ T , (2.142)




∣∣ |K| ≤M} (2.143)
with M < ∞, such that the root node WI,n satisfy the following itera-
tively defined condition K(Σ). The well-definedness of this definition is
guaranteed by the assumption that M <∞.
Definition 2.3.8. Keep the notations as in Definition 2.3.7. A node
WI′,n′ satisfy K(Σ) if either: (i) WI′,n′ ∈ Σ and T M ′WI′,n′ ∩ Σ = WI′,n′ for
any M ′ ≥ 0 (actually the choice M ′ = M suffices); or (ii) WI′,n′ /∈ Σ and
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all immediate sub-nodes of WI′,n′ (that is, the nodes of the form WiI′,n′−1)
satisfy condition K(Σ).
Intuitively speaking, the set Σ associated to WI,n should be identified
as the result obtained by replacing the node WI,n by the full collection of
its immediate sub-nodes and repeating this procedure to those sub-nodes
and ones that are collected again thereby. In the context that is relevant
to this thesis, the nodes WI,n shall each be identified with a function space
that is denoted by the same symbol, literally
WI,n = span{ψI,n,k|k ∈ Zd} (2.144)
in which the functions ψI,n,k’s are the affine translation-dilations of ψI (cf.
Definition 2.3.2). Correspondingly, one states the definition of its quasi-
affine counterpart as
WNI,n = span{ψNI,n,k|k ∈ Zd} (2.145)
(cf. Equations (2.118) and (2.119) respectively). Similar to the cases of
Vn and V
N
n respectively, the space WI,n is 2
−n-shift invariant and WNI,n is
2−max{n,N}-shift invariant.
By definition of Σ(WI,n) and repeated applications of Lemma 2.3.2, the
following proposition follows immediately.
Proposition 2.3.4. Define the quasi-interpolatory operators as before
(cf. Equation (2.126)) with the notational convention PI,n := PWI,n , there
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The limitation to finite channel-depthM guarantees that no convergence-
related intricacies should be encountered and specially addressed.
Correspondingly, the decomposition and reconstruction algorithms are
stated as follows.
Definition 2.3.9. Let the coefficients be given in the form
{cI,n[k]}k∈Zd , (2.147)






is iteratively defined as: (i) In case WI,n ∈ Σ, terminate with a tautological








where Σ ∩ T MWjI,n−1 , being admissible with respect to WjI,n−1, is the col-
lection of target channels that originates from the node WjI,n−1, and the
direct product symbol is interpreted as the assembly in accordance with the
channel labelings. Conversely, for coefficients in the decomposed domain,
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(`2(Zd)× {WI′,n′})→ `2(Zd)× {WI,n} (2.151)
is defined iteratively as: (i) In case WI,n ∈ Σ, the operator W>Σ is defined
as the identity; (ii) In case WI,n /∈ Σ, define











As is expected, they satisfy
W>ΣWΣ = I, (2.153)
where I denotes the identity on `2(Zd) (more precisely, the copy `2(Zd) ×
{WI,n}).
2.3.3 Derivative Sampling and WPFs
Wavelets coefficients, particularly high-pass coefficients, may emerge both
from the context of space-frequency analysis and vector (tensor) signal anal-
ysis. From the perspective that regards discrete signals as samplings, they
are also identified as discrete approximations to their continual counter-
parts [5]. In the current and the next subsections, a systematic treatment
of this construction based on ordinary samplings, channel-wise samplings
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Figure 2.7: An example of coefficients’ decomposition in the wavelet packet
tree T . The operator WΣ decomposes a collection of coefficients located
at the square-marked node into collections of coefficients located at the
dot-marked nodes, and the operator (WΣ)
> does the converse.
as well as wavelet (packet) transforms will be provided in the context of
multi-resolution analysis.
Proposition 2.3.5. Let Dj denote a partial differential for each j =
0, . . . , J and ψI denote a wavelet packet that is generated by the collection
Ψ = {φ, ψ1, . . . , ψJ}, where ψ̂j has a principal part ξ|Dj | at zero. Then for
each wavelet packets ψI (where |I| = Λ ≥ 0), there exists a function ϕI
with compact support and non-zero integral, such that
Di1 · · ·DiΛϕI = ψI . (2.154)










) · · · ĥiΛ ( ξ2Λ ) φ̂ ( ξ2Λ )
(iξ)|Di1 |+···+|DiΛ |
. (2.155)
This function is meromorphic by ψj’ compact support assumption. Since












therefore ϕ̂I ∈ L2(Rd), consequently, it has a square integrable Fourier
original function ϕI with compact support in the space domain. Also,
ϕ̂I(0) 6= 0, which implies that ϕj has a non-zero integral.
Recall that by canonical coefficients, it means (a collection of) coeffi-
cients that are channel-wise equal to the wavelet transform of some signal.
For such coefficients, there exists the following fact [5, 6, 17,40].
Proposition 2.3.6. Let Tn denote the weighted sampling operator (recall
that Tnu[k] = 2
nd
2 〈u, φn,k〉). For each channel 1 ≤ j ≤ J , there exists
a function ϕj with compact support such that a canonical collection of
wavelet coefficients of the form
v = WnTnf (2.158)
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can be expressed as





in which ϕj,n−1,k is the translation-dilation of a function ϕj that has a
compact support, which has a non-zero integral.
Proof. By Proposition 2.2.2,
vj = 2
nd
2 〈f, ψj,n−1,k〉 , (2.160)
by comparing the scalar coefficients, the claimed function ϕj should satisfy
Djϕj = ψj. (2.161)
By Proposition 2.3.5, this function exists and has the required property.
Inspired by the above, a choice for channel-wise sampling is made avail-
able.
Definition 2.3.10. Given channel-wise defined signal v, that, amongst
other cases, may be a vector field or a tensor field (of mixed order) de-
fined with respect to a fixed coordinate system, the channel-wise sampling
operator is defined as







where ϕI,n−|I|,k is a translation-dilation of the compactly supported, non-
zero-integration function ϕI that is characterized by Equation (2.154).
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In particular,







corresponds to the case |I| = 1 (that is, I = (j) for some 1 ≤ j ≤ J), and
(Tnf)[k] = 2
nd
2 〈f, φn,k〉 (2.164)
corresponds to the case |I| = 0 (that is I = ∅, the empty index), which




Remark 2.3.2. Recall that the notion of refinability is exclusively reserved
for the case of being a sum of integer-translations (of the low frequency
wavelet φ) of the next order, with this terminology, the functions ϕI,n−|I|,k
are not refinable in general. Nevertheless, this technical obstacle is not
essential. In the next part of this section, some modifications and condi-
tions will be introduced, with the implementation of which, those ϕI,n−|I|,k
resulted from the above-mentioned convolution-and-integration procedure
may well be adapted into the MRA context.
As is similar to the case based on wavelet samplings (that is, the one
with |I| = 0), the operators Tn, in general, have the following property.
Theorem 2.3.1. The operators
Tn : L
p(Ω; `α(RJΛ))→ `p(Kn; `α(RJΛ)) (2.165)
form a family of uniformly bounded operators, that is, by recalling the
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for any v ∈ Lp(Ω; `α(RJΛ)) and any numbering of resolution n ≥ 0 with a
fixed constant C.
Proof. Applying definitions of the operator Tn and the affine-indexed channel-
wise sampling function ϕI,n−Λ,k as well as properties of the p-norm such as

































































































2.3.4 Refinability of Derivative Samplers
A natural question that one may propose is whether the post-integrated
functions of the form ϕj are refinable. As were mentioned before (cf. Def-
initions 2.2.2 and 2.2.6, in particular, Equations (2.41) and (2.55)), the
refinement masks (in the frequency domain) of a refinable function can be
recovered by taking the quotient of the Fourier transform of the function
over that of its dilation.






























is generally not 2pi-periodical (though it is 4pi-periodical). Also, it may not
be square integrable due to possible occurences of poles. The first problem



























One may apply the same definition for wavelet packets and their inte-





I ψI := D
−1
i1
· · ·D−1i|I|ψI (2.172)








the channel-wise sampling equation (2.162) can be rewritten as







in the affine setting, and










in the quasi-affine setting with n ≤ N (in particular, n − |I| ≤ N). Note
that the convention here for affine and quasi-affine indices follows that in
Definition 2.3.2, only with ψI replaced by ϕI and ϕI respectively. The same
quasi-affine (transition) level N is applied here both for ϕI and ϕI .



























On the other hand, whether (2.171) defines a square integrable function
thus an `2(Zd) refinement mask depends on the property of hj and h0, in
particular, their zero-locations.
Theorem 2.3.2. Given one-dimensional B-spline of order J , denote the
refinement masks as h0, h1, . . . , hJ , then the 2pi-periodical functions ĥ
j
0 de-
fined in (2.171) has no poles, and therefore square integrable. They are
`2-summable refinement masks of ϕj with respect to their own dilations.
Proof. By definition of B-spline, the function ĥj has a zero of order j at
2kpi, and a zero of order J − j at (2k + 1)pi. Therefore the possible zero-
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pi with i = 1, 2, 3,
with the corresponding orders being J − j, 2j, J − j respectively. Since
1 ≤ j ≤ J , all of these orders are non-negative, which means there are no
poles in ĥj0.



















where Λ = |I| denotes the packet-depth.
Unfortunately Theorem 2.3.2 does not have a direct generalization to
this context since the functions ĥI0(ξ) may have poles. Actually, the only
B-spine that stays refinable after this convolution-and-integration proce-
dure is the piecewise linear wavelets of B2. The following examples are
illustrative.
Example 2.3.1. In the fourth-order (that is, piecewise cubic) B-spline’s
case, there are poles of order two in the function
















pi. Therefore the functions ϕ14 are not refinable
(with respect to Z).
Example 2.3.2. In the second-order (that is, piecewise linear) B-spline’s
case, the functions obtained by integrating the high-frequency packet-wavelets
of order Λ, that is, those defined by the formulae (2.172) and (2.173) are
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2−ΛZ-refinable, respectively Z-refinable, with respect to their own adjacent











eiξ + 2 + e−iξ
4
=
1 + cos ξ
2
(2.181)
do not have poles.
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Chapter 3
Image Restoration by Wavelet
Frames and Total Variation
In many disciplines of natural sciences, images collected from digital devices
are of indisputable importance. However, due to technical limitation or
other known or unknown disturbances, such images can be unclear, contam-
inated and thus irrecognizable for further human- or computer-based uti-
lizations (i.e. high-level processing [18]). Therefore, image restoration, in-
cluding defect removal and feature enhancement, is necessitated [26,34,35].
More specifically, common defects that occur can grossly be classified as
blurrings, which refers to undesired mixing (i.e. convoluting) from neigh-
bouring signal strength detections [5, 16], component missings that may
take a form of shattered pixels or scratches in an image [5,22], and almost
prevalently, noise pollutions [5, 7, 38]. In order to make remedies for these
damages, certain mathematical presumptions that reasonably characterizes
”natural” signals are engaged [7, 10,20,38].
In this chapter, a review of the history together with some recent de-
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velopements of mathematical image modeling is presented, which includes
a separated exposition of wavelet-based approaches for discrete images and
variation-based approaches for continuum-type images.
Historically, these two approaches are developed in rather distinct con-
texts. The discrete images are investigated much in the context of (dig-
ital) signal analysis, which are usually modeled and solved with discrete
transforms including wavelet transforms and other choices such as Gabor
transforms [18]. Relevant models are often constructed and/or understood
from a basis pursuit (compressed sensing) perspective, which emphasizes
on a sparse representation of the image with respect to a suitable given
basis [10, 19,20].
The continuum-type images, on the other hand, are modeled as func-
tions that are defined on a continuum. Traditionally, this continuum is as-
sumed to be a domain in a d-dimensional Euclidean space where 1 ≤ d ≤ 3,
and the signals are thus defined and investigated in various function spaces
that characterizes their regularities, notably Sobolev spaces (including Lp
spaces), bounded variation spaces, bounded mean oscillation spaces and
Besov spaces [32,38]. Consequently, the study of their behaviours are often
facilitated by PDE-based tools [1, 5, 17,34,35,38].
It has long been speculated that these two approaches are intrinsically
related, which is based on observations such as the connection amongst the
implementation of coefficient shrinkage, the constraints defined by function
spaces [32], and numerical solutions to PDEs [17].
Following an introduction for the two above-mentioned modeling ap-
proaches, a detailed account is given concerning how these seemingly dif-
ferent approaches are unified in the context of numerical analysis and op-
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timization theory (Section 3.3, cf. [5, 6, 40]).
3.1 Wavelet Frame Models
In modern technological realms, digital images are obtained from devices
in great variety of formats and varied degree of resolutions, which are most
often expressed as functions that are defined on a discrete point-set which
is refered to as a (discrete) domain. In general, this domain is explicitly
or implicitly equipped with a structure of vincinity, such as the connec-
tivity of the lattice, or more generally, points/subsets that are related by
dilations. Consequently, it is legitimated to talk of concepts such as vari-
ations or oscillation patterns. In this way, both uncoded (which usually
means temporally or spatially aligned in the obvious way) and coded (e.g.
Fourier, Gabor, or wavelet transformed) digital signals defined on discrete
domains are of practical interests. There are numerous problem settings
and correspondingly designed image restoration models that are developed
in this context. By solving them, one obtains enhanced images that are
also of discrete nature.
In this section, two fundamental elements that will become pivotal in
the building-up of the new image restoration model in Chapter 4 will be
introduced: the balanced approach together with its two notable special
cases (analysis-based and synthesis-based approaches), and the idea of inf-
convolution in image restoration. Relevant notations and conventions will
also be introduced for immediate and later utilizations.
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3.1.1 Analysis, Synthesis and Balanced Approaches
As is conventional, here letters in black font are applied for discrete func-
tions, which are essentially vectors with position, frequency, scale and/or
channel-labeled entries. Since a signal often undergoes some sort of trans-
formation or distortion (which is either intentional or accidental, known
or only incompletely characterized) and suffers noise, the discrete image
restoration problem is generically stated as [5, 17,18]
f = Au + e. (3.1)
Here u stands for the original signal which is usually treated as an un-
known that one wishes to restore by the processing, A for certain transform
that it undergoes, e for the noise, and f for the observed signal. The noise
e is modeled as an additive one, which is reasonable for many applications.
Problems involving other types of noises can sometimes be transfered into
one that involves an additive noise, for instance, a logarithm transformation
is needed if the original noise is multiplicative (and the estimated statistics
of the noise should be transformed accordingly).
In particular, A may denote the identity operator (the denoising prob-
lem [19, 38]), a projection operator that casts the signal into a restricted
detection domain (the impainting problem [1, 19, 22]), or an integral oper-
ator which may more specifically be a convolution operator (the deblur-
ring problem [16, 19]) or a line integral operator [27]. It is worth noting
that A will not denote a wavelet transform or its inverse transform in
this thesis, and those transforms (if any) will always be stated explicitly
apart from A (cf. synthesis model (3.7)). Moreover, the domains for u
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and f are not necessarily the same or of the same dimensionality. For in-
stance, in applications to computed tomography [27] where A stands for
an integration operator that integrates the absorption density of an object
through trajectories that are parametrized by an angular parameter (e.g.
two-dimensional, in the spherical case), the resulting observation f is also
expected to depend on this angular parameter.
One expects a controlled amplitude of the noise e [5, 7, 38] (that is, a
controlled level of the signal-noise ratio, or SNR), and consider the opti-




‖Au− f‖2`2 . (3.2)
Many matrices A that appear in applications are not guaranteed a good
behaviour with respect to this least-square minimization. For instance, for
some discrete convolutions with a fixed, widely-supported kernel, the least
square function may even attain zero, but the corresponding minimizer(s)
can be of bad quality. Also, they are numerically sentitive to perturbations
placed on f . Therefore, an additional term that controls the regularity of
solutions should be applied [3, 7, 38, 43], which is called a regularity term.
One typical choice for this term is expressed as
Reg(u) = a‖Wu‖p`p (3.3)
which applies an `p-regularization to the wavelet (frame) coefficients of u.
Here W stands for the wavelet transform without any additional weight(s),
which satisfies W>W = I, but the `p-norm, on the other hand, may be
weighted by a positive number in each channel and/or each decomposition
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level. For an object v in the wavelet coefficient domain, the weighted `p-
norm (which is actually a semi-norm rather than a norm since it applies zero














where K is a discrete domain of cardinality |K| < ∞. This definition es-
sentially follows the same convention as applied in [5,19]. The index p often
satisfies 0 ≤ p < 2, and the setting p = 2, a revision of the Tikhonov regu-
larizer [43], may also be included for qualitative comparison. In particular,
p = 1 is more often adopted since an `1-norm penalization yields results
with good sparsity like other p ∈ [0, 2) [10,20], and is simultaneously more
implementable than them. In fact, most `1-optimizations can be numeri-
cally expressed as iterations involving coefficient truncations (cf. Chapter
4 Section 4.2 for concrete examples, and [17] for a geometric explanation
for such implementations).
By contrast, the noise that one hopes to separate and remove from the
signal usually does not exhibit sparsity in any transformed domain [19,32],
which is essentially due to its randomness. Together with the least-square










which obtained its name since in signal science, the procedure of taking a
(discrete) signal’s coefficients for processing is refered to as an analysis [10].
Qualitatively, the analysis model is designed to find a solution u that is
sparse when it is transformed into the wavelet coefficient domain and is
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capable of producing the observed signal when the estimated distortion A
is applied and a moderate level of noise is assumed.
The converse of analysis is known as synthesis [10,19], in which the rel-
evant collection of coefficients is first processed in the post-transformed (or
coefficients’) domain and the result is afterwards composed into a (discrete)
signal. As the processing itself is undergone purely in the transformed do-
main, one shall regard the collection of coefficients itself intuitively as a
(generalized) form of signal [14]. Denote it as v, and one arrive at the
regularity term
Reg(v) = a‖v‖p`p , (3.6)










It is clear that the synthesis process itself, as is suggested by the name of the
model, is reflected as the implementation of the operator W>, which sat-
isfies W>W = I (cf. Equations (2.105) and (2.153)). This reconstruction
formula guarantees the supply of solutions in the untransformed domain,
which is often the objects that one is interested in. The synthesis model
allows one to start directly from combinations of coefficients (which are
capable of containing richer information than the untransformed image it-
self), and is therefore understood as being more flexible than e.g. analysis
model. However, it has been observed some tendency to produce arti-
facts [18, 19], and in practice it is often combined or conceptually infused
with some other models.
There are a number of models that are related to or based on the syn-
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thesis model. For instance, in [41], the authors proposed a model by com-
bining the idea of (multi-layer) synthesis together with that of total varia-
tion. In [8,9], a model that balances between the analysis and the synthesis
model, therefore the balanced model (cf. [19]), is proposed and investigated.
This model applies the term
Reg(v) = a‖v‖pp + b‖(I−WW>)v‖22 (3.8)










Like the synthesis model, the balanced model is based on coefficient domain
optimization with an argument v, which includes the analysis model as the
case with b→∞ and the synthesis model as the case with b = 0.
Recall that in signal science, by canonical coefficients one means such a
(collection of coefficients) v that can be expressed as the wavelet (or other
sort of) transform of a signal, that is, there exists a u such that v = Wu. It
is noted that the balanced model also includes the coefficients v’s deviation
from canonicality, which is measured by the squared canonicality distance
‖(I−WW>)v‖22, as a part of its regularity term. Unlike the analysis model,
which essentially allows only canonical coefficients (i.e. hard constraint
v = Wu), the balanced approach incorporates the canonicality requirement
as a soft constraint. Note it is seen from definition that the canonicality




There are many occasions in signal processing in which one may wish a
model that is sensitive to signals that exhibit distinct types of behaviours
in different spatial localizations [6,18,40]. In the synthetic setting, this often
amounts to a merge of two or more waveform collections [10, 22, 41]. On
the other hand, one may also proceed from the analysis side and treat the
image as an additive superposition of two or more layers that show sparsity
in different transformed domains. In practice, this layer-separation is often
enforced by taking an inf-convolution among corresponding (two or more)







is adopted [5,7], where Wi (i = 1, 2) denote respectively some chosen linear
transforms. Though in this thesis the focus is placed on the case where Wi
(i = 1, 2) are wavelet and/or wavelet packet transforms, there also exist a
number of alternative choices such as a Gabor transform [19,22,29]. With
its regularity term taking this form, corresponding optimization problem




a1‖W1u1‖pp + a2‖W2u2‖qq +
1
2
‖A(u1 + u2)− f‖22
}
. (3.11)
In particular, if the operator W2 factorizes through W1, that is, W2 =












When W1 is a (weighted) discrete wavelet transform and W2 = W
′ ◦
W1 is a properly weighted iterative transform based on the former, the
model (3.11) (as well as (3.12)) can be interpreted as a two-layers sepa-
ration respecting the first- and second-order wavelet-packet domain spar-
sity. However, the assumption that the separation (literally, u = u1 + u2)
takes place exclusively in the untransformed domain is not essential. In
other words, the secondary wavelet transform may also be applied to non-
canoncal wavelet coefficients which are not (necessarily) derived through
W1 directly. This provides a sparsity criterion for these channel-wise com-
ponents themselves, which motivates the following model that is to be










This model also has its balanced counterpart (cf. optimization problem
(4.5)), which interpolates between (3.12) and (3.13) like the ordinary bal-
anced model does between the analysis and synthesis models.
Other models that are obtained by relaxing constraint in (3.12) include










where the transform X′ = I and q = 0 (certainly, not with a q-th power
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like others) is seen to be applied. The transform X1 is a discretization of
a given differential operator, for instance, a wavelet frame transform when
that operator is a partial differential operator. The enforcement of `0-norm
makes v essentially a domain selector in the above model, which permits
large coefficients in X1u to be measured only in terms of the size of their
support. Refinement of this model has been introduced in [6], which not
only separates the singularity locations from the smooth areas, but also
considers the type of the singularity in terms of the corresponding wavelet
coefficients [6, 18].
3.2 Total Variation Models
Beside the wavelet approaches of image analysis, which emphasize on the
time-frequecy analytic aspects of the problem [18], there are also models
that are built on continuum domains, and therefore place the emphasis
on the functional analytic aspects. Taking the form of a variational op-
timization, equivalently, an evolution PDE that is defined by the Euler-
Lagrangian formalism, such models have also been extensively studied
throughout the history [1, 31, 32, 34, 35]. By its nature characterized by
an analytic description of a signal, these approaches provide an alternative
and often complementary perspective of studying them. Nonetheless, it
should be noted that such models share many essential properties with the
wavelet based ones [5, 17].
In this section, basic ideas and illustrative examples in total variation-
based image restoration will be presented. After describing the problem
settings and introducing the regularity-fidelity balancing method that is
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applied to solve them (which is related to, but is essentially different from
the Tikhonov regularization [43]), qualitative explanation of certain total
variation models (e.g. the ROF model) will also be provided.
Generally, an image restoration problem with the presence of an addi-
tive noise can be modeled as follows [7, 16]
f = Au+ ε (3.15)
where f stands for the observed signal, which is obtained from the original
and unknown natural signal u through a linear transform A that is either
known or only qualitatively known, and polluted by an additive noise ε
that is characterized either by its statistics [5,41] or its analytic quality [32].
Though not being actually manageable by devices and, disputably, human
vision, the function f can be understood as a signal that has gone through
certain pollution and is pending to be captured.
The noise ε in (3.15) is characterized by its controlled amplitude with
respect to a norm that is related to its estimated statistical property. It
is also often assumed that ε has a controlled level of standard deviation, a
zero average and/or a zero correlation with the (unpolluted) natural signal
u [7, 41]. One naive solution directly following the least error assumption





‖Au− f‖2L2 . (3.16)
The minimization problem (3.16), however, does not have a desirable
behaviour, since in many problem settings (for instance, the impainting
problem), the operator A can be non-invertible with functions of bad qual-
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ity living inside or near its kernel. Even in cases where A happens to be
invertible, this inversion process may be highly vulnerable with interference
of noises, which is illustrated by the following standard example.





in which the function a has a no-where vanishing Fourier transform â (e.g.
when a is a Gaussian kernel), a series of approximate minimizers u∗n can be
constructed in the frequency domain as







‖a ∗ u∗n − f‖2 = lim
n→∞
∥∥∥∥â(û0 + ε̂â · χ[−n,n]
)







but the deviation of them from the original signal u0, when measured by
the L2-norm, goes infinity. More specifically,
lim
n→∞
















in the minimization, which should be adequately large for irregular signal
functions and relatively small for those that are of resonable regularity.
Similar to the discrete case, this term is called a regularity term, which




{Reg + Fid}. (3.22)
Denote the signal function as u, one typical choice for the regularity
term is the (p-th powered) Sobolev semi-norm
Reg(u) = a‖Du‖pLp . (3.23)
In this case, the notion of the signal’s regularity coincides with that of
a function’s, understood in the sense of variational calculus [45]. This










The D = ∇ and p = 1 case of the above-defined term is related to the
total variation (TV, synonymously, bounded total variation, resp. BV )
semi-norm of the function u. Recall that the strict definition (that is, the
definition through dual vector fields) of this semi-norm is expressed as




〈u,∇ · α〉 . (3.25)
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It is obvious that |u|BV (Ω) = |∇u|L1(Ω) when u ∈ W 11 (Ω), which provides










which suppresses the noise-related side-effects, and well preserves the jump-
discontinuities (or, edges) that characterizes the original signal itself. This
will be discussed in the coming section after introducing some concepts
from variational analysis. In comparison, the model (3.24) can be called a
Sobolev type ROF model.
The characteristic edge-preserving property of the ROF model is in
fact related to the coefficient-domain sparsity of the analysis model (3.5)
for discrete signals [5, 18]. Indeed, many wavelet frames (e.g. B-splines)
induces wavelet transforms that eliminate polynomials of sufficiently low
order [19, 31], therefore, if an image’s gray-scale value shows polynomial
behaviour within large spatial segmentations, its wavelet coefficients must
then concentrate at the boundaries where they join together, for instance,
at jump-discontinuities and its higher-order analogues [6, 18], where the
derivatives, rather than the function itself, exhibit a discontinuous be-
haviour. The piecewise Sobolev model [6] and the total generalized vari-
ation model [3] (resp. its wavelet frame-based counterpart studied in [40])
are designed to address this issue. The relation between these models are
discussed in [40] (cf. also [6, 18]) in a context that incorporates the infras-
tructure of multi-layer models and the idea of interpreting wavelet frame
coefficients as samplings of derivatives.
On the other hand, when one attempts to solve the optimization prob-
lem corresponding to a variational imaging model with e.g. gradient de-
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scent method, or to take formal variation of them with respect to the
unknown image variable(s), one typically obtains a non-linear diffusion
equation [17,18,35].
Here and in the rest of this section, F = F [u] denotes a functional
that depends on the signal function u, for instance, an image restoration
problem’s objective functional that is written as the sum of a regularity
term and a fidelity term.
Definition 3.2.1. The functional F = F [u] is said to be differentiable at
u(x) if there exists a generalized function g(x), such that




F [u+ tϕ] (3.27)
for any test function that lives in a fixed function space T (Ω). In particular,
one defines the derivative with compact support by taking T (Ω) = C∞0 (Ω).





Also, the notion that F is differentiable means it is differentiable at all
point u = u(x) in a function space that is understood or mentioned.
The above-defined object has a natural application when a convex min-
imization problem is considered. As is analogous to the anti-gradient flow
in finite dimensional setting, here the following evolution PDE
∂tu = −δF [u]
δu
(3.29)
is defined. When suitable conditions are satisfied, this minimizes the func-
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tional F as the evolution parameter t → ∞ in a weak sense. A classical
characterization is provided as follows.
Theorem 3.2.1. [4] Assume F : H → R\{−∞} is a lower-semicontinuous
(not necessarily differentiable) functional that is not identically infinity. If
u0 ∈ Dom(F ), then there exists a unique evolution u : [0,∞) → H such
that:
u(0, ·) = u0, (3.30)
and the sub-differential SD(F ) exists at u(t) with
∂tu ∈ −SD(F )|u(t). (3.31)
Moreover, u is absolutely continuous on [ε,∞) for any positive ε, and there
exists a weak limit
u∞ := lim
w
t→∞u(t) ∈ H (3.32)
that minimizes the functional F .
When the functional F is differentiable, its sub-differential contains only





, and the behaviour of
Equation (3.29) is characterized by the theorem.
Note that the lower-semicontinuity of F depends on its domain, there-
fore the choice of the domain directly affects the existence of the functional’s
minimizer. For instance, the objective functional of the Sobolev-type ROF









(Au− f)2 , u ∈ W 11 (Ω)
∞ , u /∈ W 11 (Ω)
(3.33)
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is not lower-semicontinous, therefore, a minimizer may not exist in W 11 (Ω)
in general, which is observed from the following example.
Example 3.2.2. Let A = I, the identity operator on L2(R), and f = χ[0,2]
in the problem (3.26). The minimizer u∗ = χ[0,2](= f) of this problem is
in BV (R) but not in W 11 (R), though there exist minimizing sequences in
W 11 (R). For instance, the piecewise linear (trapezoid) functions
u∗n(x) =








x , if − 1
n
≤ x ≤ 1
n
,
1 , if 1
n







(x− 2) , if 2− 1
n
≤ x ≤ 2 + 1
n
,




satisfy limn→∞ F (u∗n) = F (u
∗), where F denotes the objective functional.










(Au− f)2 , u ∈ BV (Ω)
∞ , u /∈ BV (Ω)
(3.35)
is indeed lower-semicontinuous, and it can be shown that (3.35) is the
relaxation of the (3.33) (cf. [30, 44]) with respect to the W 11 (Ω)-topology,
which by definition means that (3.35) substantializes the maximal lower-
semicontinuous functional that is above controlled by (3.33). Therefore the
theorem applies to (3.35), and guarantees the existence of a minimizer in
BV (Ω).
Some functionals that are frequently encountered in image analysis are
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differentiable and their derivatives are explicitly expressed in terms of dif-
ferential operators and integrations. For instance, for 1 < p ≤ 2 (and



















In case p = 2, the corresponding PDE (3.29) reads
∂tu = a∆u− A>(Au− f). (3.37)
The parametrized image u|t decided by (3.37) exhibits a heat-diffusive
behaviour (that is, something similar to a heat-diffusion) simultaneously
shaped by a ”force” that pulls it towards the lane Au− f = 0. In particu-
lar, its jump discontinuities (if any) are smoothened as t→∞. In practical
cases, this, certainly, is not an optimal output, since many key features (e.g.
boundary-curves of objects, textures) of the image (resp. signal) will bear
a huge lost when the smoothing procedure is undergone.
Comparatively, the (modified [17] version of the) p = 1 case




− A>(Au− f) (3.38)
fits into the setting much better, since the divergence operator is applied
only to the normalized (anti-) gradient vector. In dimension one, this
amounts to saying that any arrangement of the derivative ∂xu, as far as
its sign does not change frequently, is accepted by the model. In par-





contributes a bump that approximates
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±2δ(x − xj) to the evolution at each point xj with a differentiable neigh-
bourhood (xj − , xj + ) for u such at ∂xu takes strictly (that is, non-zero)
different signs in (xj − , xj) and (xj, xj + ) respectively. In dimension
two, this (modified) diffusion term essentially approximates the measure-
theoretical (inner-)normal at a jump point xj (cf. Chapter 5 of [45]), which,
in particular, yields a trivial divergence for signals (that is, images) of the
form χA, the indicator function of a domain A with C
1-regular boundary.
This is not true if p = 2 is applied. More specifically, ∇u itself (unlike ∇u|∇u|
and its modified counterpart) is a vector-valued Hausdorff H1-measure sup-
ported on the boundary ∂A. This partially explains why ROF model (and
the related discrete model (3.23)) has a preference for piecewise constant
functions over others [7,16], which is technically refered to as the staircase
effect.
3.3 The Method of Asymptotic Analysis
The asymptotic analysis [5] serves as a useful theoretical connection to com-
bine the advantages and integrate the respective viewpoints of the wavelet
frame-based and total variation-based methods.
This method utilizes the observation that for a sampling operator de-
fined by an appropriately chosen wavelet system, a right inverse can be
defined with certain desirable properties. That is, discrete images are ap-
plied to interpolate, or to compose, continuum-type images. Moreover, it
was known that with the elevation of resolution level, the minimizers (resp.
approximate minimizers) of the energy functionals for discrete images and
that for continuum-type images are related through this procedure [5, 40].
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In order to make precise this idea, the concept of Γ-convergence, which is
sometimes refered to as the variational convergence [30], is needed.
Definition 3.3.1. Fix a Banach space W (with its metric topology unless
specified), which may denote a Sobolev space W pk (Ω) or, as a particularity,
an Lp(Ω) space. A sequence of functionals Fn Γ-converges [30] to the
functional F on W if
limn→∞Fn(un) ≥ F (u) (3.39)
for any convergent sequence un → u in W , and
limn→∞Fn(u∗n) ≤ F (u) (3.40)
for some convergent sequence u∗n → u in W . One may wish to denote this
convergence by
limΓn→∞Fn = F. (3.41)
Note that in some literature the definition of Γ-convergence can be
different, but in good cases, for instance, when W satisfies the first count-
ability axiom [30] (i.e. there exists a countable neighbourhood basis in the
locality of any point), these definitions are usually equivalent.
The Γ-convergence of a sequence of objective functionals has the fol-
lowing implication on their minimizer’s convergence analysis [5, 30].
Proposition 3.3.1. [5] Assume there exists the Γ-convergence
limΓn→∞Fn = F (3.42)
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Fn(u) + ε, (3.43)
in which u∗n is called an ε-minimizer of Fn. If those {u∗n} has a cluster
point u∗ in W (with respect to its topology), then
F (u∗) ≤ inf
u∈W
F (u) + ε, (3.44)
that is, u∗ ε-minimizes the Γ-limit functional F .
This result suits the case involving two or more variables without fur-
ther amendment (cf. [40]) if the product topology of the function spaces is
adopted.
In the setting of image restoration, the resolution level-labeled approx-
imations of a functional F can be defined on (identical or distinct) discrete
signal spaces such as the Euclidean spaces RM(n), where M(n) denotes some
cardinality number or some indexing set that is dependent on n. Note the
functionals as Fn : Wn → R. In order to validate the Definition 3.3.1 in
this setting, the sampling and composition operators are needed. Denote
them as
Tn : W → Wn (3.45)
and
T˜n : Wn → W (3.46)
respectively, which satisfies Tn ◦ T˜n = I, the functionals that are defined
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on Wn can be extended to ones on W by defining
Fn = Fn ◦Tn. (3.47)
The following theorem from [40] shows that the discrete-continuum cor-
respondence for splines with translation invariant duals can be transplanted
to situate more generalized cases. The context of the sampling operator
Tn was detailed by Proposition 2.3.7.




(Tnv)[I, k] = 2
nd
2 〈vI , ϕI,n,k〉 , (3.49)
where Ω is a subset of Rd (that can be fixed as Rd itself without essential
loss of generality) and Λ = |I| denote the channel-grading of the tensor v.
In case the number of samplers is finite, that is, |Kn| <∞, there exists an





such that Tn ◦ T˜n = I. In addition, the functions ϕ˜I,n,k may be fixed as
smooth functions.
Proof. The proof of the claim amounts to finding out a set of smooth dual
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samplers ϕ˜I,n,k that are characterized by the relation
〈ϕ˜I,n,k′ , ϕI,n,k〉 = δk′,k. (3.51)
Let σ denote a symmetric (i.e. σ(x) = σ(−x) for x ∈ R) smooth function
of sufficiently small support. The collection of functions {σ ∗ ϕI,n,k}k∈Kn
are linearly independent. In fact, if α[k] is an array such that
∑
k∈Kn
α[k](σ ∗ ϕI,n,k) = 0 (3.52)
then
α̂(−·) · (σ̂ϕ̂I,n,0) = 0 (3.53)
is expressed in the Fourier domain. Therefore α̂(−·) = 0 and thus α = 0
since σ̂ϕ̂I,n,0, as a product of complex-analytic functions, may have at most
isolated zeros on R. There then exists a function, which one shall denote
as ϕ˜◦I,n,k, such that 〈
ϕ˜◦I,n,k′ , σ ∗ ϕI,n,k
〉
= δk′,k. (3.54)
Define ϕ˜I,n,k = ϕ˜
◦
I,n,k ∗ σ and they satisfy (3.51).

























Fn(u) + ε. (3.57)
Conversely, if u∗ε′ is a ε


















It is seen in the above account that the sampling and composition
operators Tn and T˜n establish a correspondence between ε-approximate
minimizers of Fn and Fn. This provides a context in which it may be
judged whether the discrete sequences of functionals properly approximate
their continual counterpart, in particular, when an optimization problem
is placed under consideration. It has been proved in [5] that the anal-
ysis model (3.5) and the (Sobolev type) ROF model (3.24) have such a
correspondence.
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Theorem 3.3.1. [5] Denote




F (u) = a‖Du‖1 + 1
2
‖Au− f‖22, (3.61)
where D is a partial differentiation, A is a domain restriction operator or a
convolution operator that is decided by the problem setting, An are discrete
operators, and Wn are weighted wavelet frame transforms. There exists a
choice for {An}∞n=0 and for the weight placed on each Wn such that
limΓn→∞Fn = F. (3.62)
If u∗n are ε-minimizers of Fn and u
∗ is a cluster point of {u∗n}∞n=0, then u∗
is an ε-minimizer of F for the same positive number ε.
3.4 Wavelet Coefficients Shrinkage and Dif-
fusion PDEs
Since these PDEs usually do not have closed-form solutions, one essen-
tially resorts to numerical formulations of them if any concrete results are
intended. Historically, it was believed by many that numerical PDEs that
characterizes image restoration procedures are intimately related to a pro-
tocol that is called wavelet coefficients shrinkage, which appears in the
numerical treatment of many discrete-type optimization problems defined
by wavelet analysis [5,32]. On its own, such a shrinkage can be interpreted
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as a reduction of the dense and insignificant coefficients which are likely to
belong to noises. By transforming the coefficients back to image domain
and iterating this procedure, one expects noise and other artifacts to be
removed, and image features (which should correspond to sparse and/or
large coefficients) to be preserved or enhanced [17].
One recent developement of this thinking has been formulated in [5,17],
in which a formal characterization of this correspondence has been made
available (cf. also [18] for a succinct summary). In particular, if S is a
multiplicative shrinkage operator that takes the form
(S(v))[j, n; k] = v[j, n; k](1− Sj,n(v)), (3.63)
where each shrinkage function Sj,n depends on possibly multiple channels




when suitable conditions are satisfied, provides a discrete approximation






D˜jΦj (D1u, · · · , DJu, u) , (3.65)







In this way, wavelet coefficients shrinkages not only supply their corre-
sponding PDEs with convenient and well-interpreted numerical algorithms,
but also are potentially helpful in designing new PDEs and therefore new
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Image Restoration by Wavelet
Packet Frames
In this chapter, a class of wavelet packet frame-based image restoration
models, or WPF models, are introduced, which utilize (wavelet frame and/or
wavelet packet frame) coefficient-domain arguments through infimum con-
volutions. By modifying restrictions on relevant transforms and/or indices,
several classical image restoration models are shown to be related to this
model through its special cases. Following a comprehensive introduction
and a numerical examination of notable cases in the class, an asymptotic
analysis will be carried out to show that when image resolution elevates to-
ward infinity, one of these models, namely generalized analysis-based WPF
model, will Γ-converge to a variational counterpart that is known in the
literature as the total generalized variation (TGV) model. On the other
hand, there are synthesis-based and balanced cases in the class where the
former is better interpreted in the context of (approximate, or `1-)sparsity
in the WPF transformed domain [19] and the latter take the balancement
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by applying terms that describe corresponding coefficients’ canonicality (cf.
also [19] for an introduction in the context of wavelet frames). The process
of taking infimum convolution can be seen as an attempt to explain the
coefficients further in that domain. Moreover, the synthesis-based WPF
model can also be comprehended as a model that is based on a merged
collection of waveforms.
Similar to classical cases (cf. [19]), here the analysis-based, synthesis-
based and balanced settings of the WPF model (4.1) will become one same
model when relevant wavelet frames are orthogonal. Therefore, the asymp-
totic analysis does not only supply the generalized analysis-based case (4.3)
with an analytic interpretation, but also does it other generalized cases
such as (4.5) and other balanced cases of (4.1), which are harder to suit
the framework of asymptotic analysis directly. Note that though wavelet
inverse transform W> does have a connection to the (generalized) divergent
operator [17], relevant models such as the balanced model are normally not
interpreted as discretizations of variational models that they may resem-
ble. This is partially due to the fact that unlike in the regularity term(s),
where the channel-wise tuning of W can be absorbed as relevant weighted
`p (semi-)norm’s weights [5, 40], the inverse transform W> in the fidelity
term 1
2
‖AW>v− f‖22 cannot be tuned in the same way (at each resolution)
to approximate the corresponding divergent operator, since the involvement
of the constant image f eliminates possibilities to restore the wavelet inverse
transform W> from its channel-wise (summand-wise) tuned counterparts.
Conversely, by desirable numerical properties of tight wavelet frames
(e.g. complete reconstruction formula W>W = I), which are of suffi-
cient generality in this chapter, these discrete image restoration models
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produce good algorithms for variational models such as the variational inf-
convolution model [5, 7] and the TGV model [2, 3, 26].
4.1 The Wavelet Packet Frame (WPF) Mod-
els
The two-layer inf-convolution model (3.11), in particular (3.12), achieved
its success since the superposition components in the image that abide by
distinct laws can be treated accordingly. It is worth noting that when W1
and W2 respectively take the wavelet and the wavelet packet transform,
(3.12) suits well for images that include a sparse component in the packet-
transformed domain. If the wavelet transforms Wi (i = 1, 2) do take the
form of zero mean finite difference in each of its component (which is true
when they are defined by B-splines, excluding the low-pass component),
this can also be understood as a model designed for images that are built
up by grayscales represented by different orders of polynomials.
Throughout this Chapter, wavelet transforms may be equipped with
appropriate weights (cf. Lemma 4.3.1), which will be indicated only when
the context necessitates it.
One may replace the canonicality restrictions (e.g. on u as untrans-
formed image and on v as length-one indexed coefficients) in (3.12) by soft
constraints and consider only wavelet (packet) frame transforms, by which
the following model is obtained.
Definition 4.1.1. A wavelet packet frame model (or WPF model) is an
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where W1 and W2 are wavelet transforms on a (square) discrete domain
K with a fixed boundary condition, β is a collection of wavelet frame coef-
ficients that is defined in the W1-transformed domain and γ is a collection
of wavelet packet frame coefficients that is defined in the W2W1-packet




2 can each be fixed
as any value ranging from 0 to ∞.
To be more specific, here the `q-norm is applied to wavelet packet frame
coefficients that are located in the wavelet packet tree. In the case where
W1 has decomposition depth L and W2 is a single-level wavelet packet
decomposition, the depth that will finally be reached will be L+1, and the
















where K is the finite (i.e. |K| < ∞) discrete domain on which the co-
efficients are specified. Note in this definition one essentially utilizes the
order-two wavelet packet frame LY2(Ψ) that has been defined in Chapter 2
Section 2.3.
The inverse wavelet transform W>2 takes the wavelet packet frame co-
efficients γ ranging from level n − (L + 1) to n − 2 corresponding to
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nodes Wm,i1i2 where n − (L + 1) ≤ m ≤ n − 2 and i1, i2 = 0, 1, · · · , J
back into wavelet frame coefficients corresponding to nodes Wm,i2 where
n − L ≤ m ≤ n − 1, and i2 = 1, · · · , J is identified as the right-to-left
leading index in the packet index i1i2. Recall that in the `
p-norm of the
wavelet frame coefficients, which is here β−W>2 γ, the low-pass (i.e. i2 6= 0)
coefficients are not summed, therefore the i2 = 0 components of γ will not
contribute to this `p-norm. However, in settings involving a κ′2 6= 0, those
i2 = 0 components of γ directly affect the canonicality of W
>
2 γ and are
therefore far from trivial. In contrast to the balancing constant κ′2, which
measures the canonicality of W>2 γ as wavelet frame coefficients, κ
′′
2 mea-
sures the canonicality of γ itself as wavelet packet frame coefficients, they
together quantifies the hierachy of the coefficients γ in the wavelet packet
tree. For instance, the case κ′′2 =∞ leads to strict canonicality associated
to the (right-to-left) secondary index i1, and its hierachy as WPF coeffi-
cients (which is formally two, since it has a length-two index i1i2) will be
reduced to one.
As for the wavelet frame coefficients β, the interpretations of its fidelity
to the observed signal f and its W1-canonicality are both familiar (cf.
Chapter 3). The novel ingredient here with β is its regularity/sparsity
criterion that is auxilliarized by γ. More specifically, the coefficients β
are explained by coefficients γ of higher (i.e. secondary) WPF hierachy,
and the whole regularity term evaluates only the coefficients that remains
together with the explanator γ, and not the coefficients that are readily
explained, literally W>2 γ.
This model looks inconvenient for immediate application since too many






roughly doubles in number comparing to those involved in the classical
balanced model. For practical purpose, only cases defined by particular
combinations of these parameters will be treated in this chapter: (i) p, q = 1
or 2, κ1 = κ
′′
2 =∞, thus β = W1u ∈ Range(W1), γ = W2v ∈ Range(W2)
for some u, v, which define the (generalized) analysis WPF models that
further include three finer cases, κ′2 = 0, the generalized analysis WPF
model, κ′2 = ∞ the (ordinary) analysis WPF model, and 0 < κ′2 < ∞,
which defines the semi-generalized analysis WPF model v-balanced models
that interpolate between the ordinary and generalized cases; (ii) p = q = 1
and 0 ≤ κ1, κ′2, κ′′2 < ∞, which are called balanced WPF models, which









It is known [19] that analysis-based models are distinct from balanced
models both in numerical and conceptual aspects. In particular, it has
been clarified in [5] (cf. also Chapter 3 for review) that certain analysis-
based models and the ROF model can be regarded as discretization and
asymptotic limit of each other. This distinction is also observed if one
considers the cases of the WPF model (4.1). Though complete treatment




2 being finite or ∞
each) is not going to be provided here, the above-mentioned cases (i) and
(ii) are illustrative enough in the sense that they exhibit the two major
aspects of wavelet frame-based image restoration: the aspect of variational
analysis or PDE, and the aspect of (`1-approximate) sparsity, which are
both discussed extensively in Chapter 3 (cf. [17, 19, 20]). In the following
two subsections, they will be addressed in view of their relations to existing
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approaches.
Finally, it should be noted that the WPF hierachy-2 in the model (4.1)
is not theoretically terminal. One may generalize this definition and con-
sider models that involve order-3 onwards WPF coefficients. However, by
existing studies (cf. [3,6,40]), hierachy-2 models (e.g. order-2 WPF model
or its analytic analogue in a sense, TGV-2 model) are already capable of
capturing many image features and higher-hierachied analogues are thought
to be comparatively inefficient.
4.1.1 Generalized Analysis WPF Models
One notable case of the class of WPF models (4.1) is the generalized anal-
ysis WPF models, which permit a portion of wavelet frame coefficients v
to be separated in the W1-transformed domain from the proposed restora-
tion (image) u’s canonical wavelet frame coefficients W1u, where W1 is
the primary wavelet transform. The validity of this separation is evaluated
in terms of the amplitude of v’s coefficients with respect to a secondary
wavelet frame transform W2.
Definition 4.1.2. [5, 40] A generalized analysis WPF model for discrete











where Wi (i = 1, 2) are (primary and secondary) wavelet transforms, and
f : K → R is the observed discrete image function that is defined on a




κ′2 = 0, and β = W1u, γ = W2v are understood.
It is seen from definition that generalized analysis WPF model provides
a twofold evaluation of wavelet frame coefficients. Idealistically, if a por-
tion of coefficients is uniform but great in magnitude, it will be preferably
evaluated and thus interpreted further in terms of its wavelet packet frame
coefficients in the W2W1-transformed domain. On the other hand, if it is
oscillatory or singular and has therefore a comparatively greater difference,
then it will tend to stay in the W1-transformed domain. Certainly, since
spatial overlappings of W1u−v and v are allowed, the above reference ”it”,
i.e. which portion of coefficients, is made clear only after the separation is
achieved.
Several notable discrete image restoration models are conceptually closely
related to (4.3) by (optionally) replacing the wavelet transforms Wi (i =
1, 2) in the model by other suitable linear transform(s). In addition, the
models have a connection to certain continual, that is, variational models.
For their interpretation and consequences in that context, a self-consistent
and detailed treatment will be provided later in Section 4.3, and here the
focus is only placed on the former.
Firstly, the (ordinary) analysis WPF model [5] (cf. also [7]), which can
literally be regarded as the base model from which (4.3) is generalized. Un-
like (4.3), the analysis WPF model performs the layers’ separation purely
in the image domain, i.e. untransformed domain. As a WPF model, it is
considered as analysis-based here since the processing that are applied to
both image layers are of analysis nature [19]. To be precise, one defines
the regularity term of the generic two-layer model (3.11) by specifying its






a1‖W1u′‖pp + a2‖W2(W1u′′)‖qq +
1
2
‖A(u′ + u′′)− f‖22
}
. (4.4)
This model refines time-frequency analysis of images by placing an `q-
regularity (or approximate sparsity, if 0 ≤ q < 2, properly interpreted)
condition on a more finely separated range of channels, literally the J2 +2J
channels (or J2 + 2J + 1 channels, if one counts the low-low-pass channel
that is zero-weighted in the regularity term) that accommodate two-times
transformed wavelet coefficients. From variational analysis’ point of view,
a signal that is sparse in the wavelet packet transformed domain should
contain areas of polynomially regular components that vanish after being
applied iterative (discrete wavelet) transforms where each of them resem-
bles a discrete difference [5,6,17,18]. In the simplest non-trivial case, where
W1 = W2 = H and H denotes the tensorized Haar wavelet transform,
the components that show sparsity in transformed domain and packet-
transformed domain are, respectively, functions that look like piecewise
constant and piecewise linear functions. With a suitable tuning of penal-
ization constants a1 and a2, the desired separation are expected be achieved.
By identifying v = W1u
′′ and u = u′ + u′′, (4.4) can be regarded as a
modification of (4.3) obtained by incorporating the canonicality restriction
v ∈ Range(W1). In this sense, the models (4.3) and (4.4) are considered as
the synthesis-based, respectively, analysis-based counterparts of each other
in terms of their treatments of v. More specifically, following the idea
of (classical) balanced approach [19], one may restore the component v’s
canonicality term (recall that v = W>2 γ with γ’s full canonicality specified
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in (4.1)) and obtain a sub-class of (4.1), the semi-generalized analysis WPF
models, parametrized by κ′2 which interpolates between the ordinary and














which are potentially useful for achieving an image component separation
that respects both the spatial and coefficient level mechanisms of the image.
In particular, the models (4.3) and (4.4) correspond to its cases κ′2 = 0
and κ′2 = ∞ respectively. Again, all these models are further regarded as
κ1 = κ
′′
2 =∞ particular cases of (4.1).
The piecewise Sobolev model. In [6], a novel model, which shall be
regarded as a refinement of the Mumford-Shah model at the singular loca-
tions, is proposed (cf. also [18]) based on the assumption that a natural
image possesses a degree of regularity in each segmentation of its contents,
but may have jump singularity at the boundaries between those segmenta-










in which it is seen that, though having it tolerated, a soft constraint (a pe-
nalization) on the pixel-counting of the jumping area, which translates into
the engagement of the one-dimensional Hausdorff measure when expressed
in the continuum setting (that is, in its asymptotic Γ-limit [6]), is incorpo-
rated in the regularization term. Comparatively, the Mumford-Shah model
places a constant in the corresponding place [33].
It has been mentioned in [40] that (4.6) is related to the new model
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(4.3) with the setting of indices p = 1 and q = 2. In fact, if a natural image
u defined on a continuum domain is of bounded variation, its measure
theoretical gradient Du can be characterized as
Du = ∂udx+ Su (4.7)
where ∂u is the derivative of u defined in the Lebesgue’s sense, and Su,
on the other hand, stands for the singular part that is supported on a set
of Lebesgue measure zero. One property shared among the Mumford-Shah
model, the piecewise Sobolev model (4.6), and certain sorts of the wavelet
packet frame model (4.3) (e.g. p = 1 and q = 2) is a separated treatment of
the part Su that is not square integrable. What particularly distinguishes
the latter two models from the Mumford-Shah model is a finer regularity
and/or amplitude control of the singularity itself, which encodes important
features of the image such as the magnitude of jumps and the sharpness of
brightness ridges [6, 18].





















If one relax the constraint u = W>v then (4.3) with p = 2 and W2 = I
(which is seen as a trivial wavelet transform with one low-pass channel only)
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is obtained. It has been exhibitted before that the generalized analysis-
based WPF model (4.3) can be regarded as a partially (that is, v-side)
synthesis-based modification of the ordinary analysis-based WPF model
(4.4). Here through the form (4.8) of the balanced model an alternative
point of view is provided how (4.3) can be considered as a model pertaining
to the balanced/synthesis-based approach.
4.1.2 Balanced WPF models
As is known to image processing literature, the synthesis and (κ 6= ∞)
balanced models are distinguished from their analysis-based counterparts
both in their modeling concept and their numerical treatments [19]. In the
context of wavelet packet frames, being balanced (in the more restricted
sense) amounts to forcing both wavelet packet frame coefficients β and γ
in (4.1) to have their non-degenerate WPF hierachies, that is, one and two
respectively. In this way, the variable γ to transfer a part of the ordinary
wavelet frame domain coefficients (the variable β) synthetically to the sec-
ondary hierachy. More specifically, when these coefficients are synthesized
by hierachy-2 (i.e. secondary) WPF coefficients, they are measured only
in terms of these coefficients rather than the original ones. It is therefore
desirable to explore criteria for such synthesis’ quality to some degree of
generality.
Historically, the concept of sparsity has been one key idea in the study of
signals’ representation as additive synthesis of elements (atoms) that belong
to given waveform libraries [10, 19, 20, 29, 31], where the sparsity condition
is idealistically enforced as a control or an optimization of the synthesis
coefficients’ `0-norm [20]. Due to numerical inconvenience brought about
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by `0-norms (in particular, its non-convexity), one may wish to replace
`0-optimizations by easier but approximately equivalent problems, for in-
stance, their `1-normed counterparts [20].




2 = 0, by which the model (4.1) reduces




a‖β −W>2 γ‖1 + b‖γ‖1 +
1
2
‖AW>1 β − f‖22
}
. (4.9)




a‖β′‖1 + b‖γ‖1 + 1
2
∥∥A (W>1 β′ + (W2W1)>γ)− f∥∥22} (4.10)
which is essentially a two-layers synthesis-based model if one regard the
composed transform W2W1 conceptually as one transform, namely, the
wavelet packet transform. From the perspective of compressed sensing, the
model (4.10) explores an (approximately) sparse solution with respect to
the merged waveform collection that consists of both wavelet framelets and
their hierachy-2 counterparts, wavelet packetlets, subject to the fidelity
term’s soft constraint. This is made clear by recalling that the inverse
wavelet transform W>i ’s columns, or equivalently, the transform Wi’s rows,
are nothing but (dilated) refinement masks of the corresponding wavelet
frame system.
In order to better integrate the idea of WPF domain sparsity to image
restoration, one therefore chooses p, q ≤ 1 (without power if p and/or q = 0)
in the model (4.1), and correspondingly applies general finite non-zero (i.e.
may and may not be 0) balancing constants.
Observe that the resulting balanced (setting of the) WPF model (4.1),
116
that is, with 0 ≤ κ1, κ′2, κ′′2 6= ∞, is closely related to the classical wavelet
frame-based balanced model (3.9). If a hard constraint γ = 0 is imposed
on (4.1), one obtains (3.9). This may also be realized by enforcing the
condition b = ∞, but the `1-summation b‖γ‖1 must also include the low-
high (i.e. first-high-then-low) components of the variable γ, otherwise the
condition ‖γ‖1 = 0 will generally be different from the condition W>2 γ = 0.
Recall that for the model (4.1) (or its non-packet counterparts [19]),
the sparsity assumption is only applied to high-pass (resp. high-high-pass)
coefficients. Therefore, the balanced setting of (4.1) fundamentally allows
a portion of the transformed domain variable β to be further explained by
coefficients from wavelet packet-transformed domain, literally γ, as far as
the sparsity requirement in that domain is satisfied. This goes in a dual
way to (4.3), where in each procedure the issue whether u’s and then v’s
coefficients are sparsified is emphasized instead of what sparse coefficients
compose f respectively β.
The way of specifying these constants depends on how one intends to
incorporate the reference to WPF hierachy into the model. Recall that κ′′2
measures γ’s canonicality in its immediate adjacency, that is, its distance
from being canonical based on wavelet coefficients (i.e. hierachy-1 wavelet
packet coefficients), which are themselves not canonical in general, and κ′2,
on the other hand, measures the canonicality of the wavelet coefficients that
γ represents through channel-wise composition (reconstruction), literally,
its inverse wavelet transform W>2 γ.
In particular, if κ′2 = 0 and κ
′′
2 6= 0, then there is no restriction on
the canonicality of W>2 γ itself as wavelet frame coefficients, and only that
related to the secondary composition (which means, secondary in WPF
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hierachy), i.e. the channel-wise composition of coefficients γ into W>2 , is
controlled. On the other hand, if κ′2 6= 0 and κ′′2 = 0, then the secondary
composition is fully treated in a synthesis-based way, but the canonicality
of the result that it composes (reconstructs), i.e. wavelet frame coefficients
W>2 γ, is controlled by the balancing constant κ
′
2.
Moreover, by the following simple observation, one may also consider
the case where the two balancing constants associated to the γ are equal
as an overall control of γ’s canonicality as W2W1-transformed WPF coef-
ficients.
Lemma 4.1.1. Let W1 and W2 be wavelet frame transforms that are
defined by tight wavelet frames, then
∥∥(I− (W2W1)(W2W1)>) γ∥∥22 = ∥∥(I−W1W>1 )W>2 γ∥∥22+∥∥(I−W2W>2 ) γ∥∥22 ,
(4.11)
where γ is any collection of WPF coefficients.
Proof. This is essentially a consequence of the projection property of an
operator that takes the form WpacW
>
pac where Wpac is any wavelet packet
transform. In particular,
∥∥(I− (W2W1)(W2W1)>) γ∥∥22
= ‖γ‖22 − ‖(W2W1)>γ‖22
=
(‖W>2 γ‖22 − ‖(W2W1)>γ‖22)+ (‖γ‖22 − ‖W>2 γ‖22)
=
∥∥(I−W1W>1 )W>2 γ∥∥22 + ∥∥(I−W2W>2 ) γ∥∥22 . (4.12)
Note that (W2W1)
>γ is an object that is defined in the (untransformed)
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image domain, the above lemma essentially states that the total canonical-
ity of a collection of wavelet packet frame coefficients, that is, of γ, can be
represented as a sum of W>2 γ’s canonicality with respect to the primary
wavelet frame transform W1 and its (γ’s) own canonicality with respect to
the secondary wavelet (packet) frame transform W2.
4.2 Algorithms and Numerical Results
This section consists of two parts, the exposition on algorithms that solve
cases of the WPF model (4.1), which will be addressed in Subsection 4.2.1,
and the implementation of these algorithms, of which the results are ex-
hibited and interpreted in Subsection 4.2.2.
4.2.1 Algorithms
Depending on the nature of the case models, more specifically the adoption




2 = ∞, the formula-
tion of the algorithms will be rather distinct. Recall that in the classical
single-layer, wavelet frame (i.e. non-packet) context, the analysis-based
model is solved by split Bregman algorithm [5, 19], while the synthesis-
based and balanced models are solved by forward-backward splitting algo-
rithm [19]. This algorithmic difference will also be seen in the WPF con-
text. In what follows, therefore, the solutions to the generalized analysis
WPF model (where κ1, κ
′′





2 = ∞), and the balanced WPF model (where κ1, κ′2 = κ′′2 6= ∞)
will be presented separately.
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Algorithm for Generalized Analysis WPF Model
The algorithm for the minimization problem (4.3) (where the indices p and
q are fixed as either 1 or 2) can be designed in a similar way as that for the
analysis model. The case κ′2 = 0 was first treated in [5] (cf. also [40]).
In this subsection, algorithms for a v-balanced version of the model,
literally (4.5) (with 0 ≤ κ := κ′2 < ∞) will be provided. The case κ = 0
recovers (4.3). On the other hand, due to the distinct numerical property
of the analysis-based models to their κ 6= ∞ counterparts [19], the case
κ =∞, or model (4.4) has to be treated separately.
Recall that the objective functional of the (semi-)generalized analysis
WPF model takes the form



















(‖W1u− d‖22 + ‖W2v − e‖22) (4.14)
and the original problem can be equated to the following problem
inf
u,v,d,e
F˜(u,v; d, e) (4.15)
subject to the constraint conditions
W1u− d = 0, W2v − e = 0. (4.16)
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Applying the Lagrangian multiplier method, the augment Lagrangian
L is written as










(‖W1u− d‖22 + ‖W2v − e‖22)
+µ (〈p,W1u− d〉+ 〈q,W2v − e〉) . (4.17)
Let δ be a fixed step-length (such that 0 < δ ≤ 1), and the iteration
can be written as

(uk+1,vk+1,dk+1, ek+1) = arg minu,v,d,e
{
a‖d− v‖pp + b‖e‖qq
+κ
2
‖(I−W1W>1 )v‖22 + 12‖Au− f‖22
+µ
2
(‖W1u− d + pk‖22 + ‖W2v − e + qk‖22)
}
pk+1 = pk + δ (W1uk+1 − dk+1)
qk+1 = qk + δ (W2vk+1 − ek+1) .
(4.18)
One may split the first minimization problem that involves u, v, d and
e into several sub-problems. That is,





‖Au− f‖22 + µ2‖W1u− dk + pk‖22
}
vk+1 = arg minv
{
a‖dk − v‖pp + κ2‖(I−W1W>1 )v‖22 + µ2‖W2v − ek + qk‖22
}
dk+1 = arg mind
{
a‖d− vk+1‖pp + µ2‖W1uk+1 − d + pk‖22
}
ek+1 = arg mine
{
b‖e‖qq + µ2‖W2vk+1 − e + qk‖22
}
pk+1 = pk + δ (W1uk+1 − dk+1)
qk+1 = qk + δ (W2vk+1 − ek+1) .
(4.19)
Depending on the values that are assigned to p and q, the above al-
gorithm can be simplified (calculated) furthermore. When p = 1, the
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sub-problem for v does not generally have a closed-form solution, one step
of forward-backward iteration [19] is applied instead.

uk+1 = (A











1 vk + µW
>
2 (ek − qk)
)





(W1uk+1 + pk − vk+1) + vk+1, (p = 1)
1
2a+µ
(2avk+1 + µ(W1uk+1 + pk)) , (p = 2)
ek+1 =
 T bµ (W2vk+1 + qk) , (q = 1)µ
2b+µ
(W2vk+1 + qk) , (q = 2)
pk+1 = pk + δ (W1uk+1 − dk+1)
qk+1 = qk + δ (W2vk+1 − ek+1) .
(4.20)
Note that in the deduction of the above algorithm (4.20), the tight
frame property, that is, W>i Wi = I (in which i = 1, 2), is applied, which
significantly reduces the calculation workload related to these transforms.
Algorithm for Analysis WPF Model
The analysis wavelet packet frame (WPF) model [5] can be regarded as
a wavelet packet frame-based analogue to the (continual) inf-convolution
model proposed and studied in [7]. For the purpose of comparison, an
algorithm made available in the context of tight wavelet packet frames is
presented here.
Recall that the objective functional for this model is expressed as
F(u′,u′′) = a‖W1u′‖pp + b‖W2W1u′′‖qq +
1
2
‖A(u′ + u′′)− f‖22, (4.21)
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where Wi (i = 1, 2) are (primary and secondary) wavelet frame transforms
defined by tight wavelet frames. Passing to an optimization problem with
constraint d = W1u
′, e = W2W1u′′, its augmented Lagrangian is written
as
L(u′,u′′; d, e; p,q) = a‖d‖pp + b‖e‖qq +
1
2




(‖W1u′ − d‖22 + ‖W2W1u′′ − e‖22
+2 〈p,W1u′ − d〉+ 2 〈q,W2W1u′′ − e〉).
(4.22)
The corresponding iteration procedure is expressed as

u′k+1 = (A
>A + µI)−1(A>(f −Au′′k) + µW>1 (dk − pk))
u′′k+1 = (A































, (q = 2)














Algorithm for Balanced WPF Models
Despite the numerous forms of balanced WPF models that one may be
interested, their numerical implementations can be fitted into one com-
mon framework. Recall that the objective functional of the balanced WPF
model, which includes two regularity terms, three canonicality terms and
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one fidelity term, is expressed as














‖AW>1 β − f‖22, (4.24)




2 are non-negative and finite.
The presence of γ in both `1-terms poses a degree of difficulty when
one attempts to solve the sub-problem for γ. For this reason, an auxilliary








































‖AW>1 β − f‖22 +
µ
2
(‖d−W>2 γ‖22 + 2 〈p,d−W>2 γ〉)} .
(4.26)
Again, this saddle point problem can be solved by alternative iterations




βk+1 = arg minβ
{
a‖β − dk‖1 + κ12 ‖(I−W1W>1 )β‖22 + 12‖AW>1 β − f‖22
}










‖(I−W2W>2 )γ‖22 + µ2‖W>2 γ − dk − pk‖22
}
dk+1 = arg mind
{
a‖d− βk+1‖1 + µ2‖d + pk −W>2 γ‖22
}
pk+1 = pk + δ(dk+1 −W>2 γk+1).
(4.27)
Input for βk+1 and γk+1 their one-step iterated approximate solution re-
spectively, and for dk+1 its closed-form solution, which are all expressed as
truncations on combinations of wavelet coefficients, the alternative itera-
tion for the balanced WPF model is written as
βk+1 = T a
µ1
(
βk − dk − 1µ1
(
W1A
>(AW>1 βk − f) + κ1(I−W1W>1 )βk
))
+ dk




















dk+1 = T a
µ
(
W>2 γk+1 − pk − βk+1
)
+ βk+1
pk+1 = pk + δ(dk+1 −W>2 γk+1)
(4.28)
in which µ1 and µ2 are constants. In order to enhance the stability
of the algorithm, these constants should at least be greater than that en-
tailed by the forward-backward splitted iterations that solve respective sub-
problems, that is, µ1 ≥ 1 + κ1 and µ2 ≥ µ+ κ′2 + κ′′2 [19].
4.2.2 Numerical Results
In this subsection, numerical results that are obtained by implementing
the algorithms presented/developed in the last subsection (as well as the
125
Figure 4.1: The two original images that are applied in the problems. The
left one: an image with edges and derivational edges along curves. The
right one: an image with smooth areas, a diagonal derivational edge and
highly oscillatory areas.
primitive analysis-based algorithm [19]) are demonstrated and clarified.
Firstly, these algorithms will be applied to two classical image restoration
problems, namely, the deblurring-denoising problem and the impainting-
denoising problem, and the results will be compared. Secondly, the details
of the summand separation by generalized analysis WPF model with its
variations as well as the balanced WPF model in its major settings will be
presented, interpreted and compared.
Note that the two images as well as the blurring (convolution) kernel,
the random pixel deletion and the noise applied in the numerical imple-
mentations are all artificial. The original images themselves are shown in
Figure 4.1.
Deblurring and Impainting with Noise Removal
Image deblurring and impainting are two important problems in signal
science [5, 19]. Recall that by definition deblurring refers to the process
of finding what is likely to be the original, i.e. intact, image out of its
blurry counterpart, which is in practice a common result of mechanical
and/or optical failure of the device(s). On the other hand, impainting
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means recovering an image from pixel damages, for instance, line scratches
and random pixel loss.
Due to prevailing existence of noise in blurry/damaged images [5, 19],
these two problems are far from mere matrix inversion and, respectively,
interpolation (cf. Chapter 3). A careful time-frequency analysis is indis-
pensible in order to obtain more optimal results.
In this part of the section, WPF models will be applied to: (i) the
deblurring problem with a known 5-times-5 square Gaussian convolution
kernel and a standard deviation 5 Gaussian noise, the results of which
are summarized in Figure 4.2 and Figure 4.3 for the two given images
respectively; (ii) the impainting problem with 25 percent pixel loss and the
same noise, the results of which are summarized in Figure 4.4 and Figure
4.5 for the two given images respectively.
Ordinary and (Semi-)Generalized Analysis WPF Models
As a notable setting of the traditional image domain two-layers model,
the analysis WPF model is characterized by its separate treatment to two
image layers in terms of wavelet frame, respectively, wavelet packet frame
coefficients. It is observed from Figure 4.6 that with this separation, the
wavelet transformed layer u′ accommodates sharp edges and the oscillatory
texture of the image that is to be recovered, while the packet transformed
layer u′′ compensates its smooth variations. Here the weights are a = b = 1,
and only high-pass channels are summed with non-zero weights in the norm.
For semi-generalized and generalized analysis WPF models, a coeffi-
cient domain variable v takes the place of the layer u′′, which is generally
not equivalent to a layer due to redundancy of the wavelet (packet) frame
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Figure 4.2: Deblurring results with corresponding PSNR values shown in
the brackets. The 1st row (from left to right): the original image, the
blurry-and-noisy image, recovery by analysis model (35.26). The 2nd row:
recovery by κ = 4 balanced model (35.2627), κ1 = κ
′′
2 = 4, κ
′
2 = 0 balanced




2 = 4 balanced WPF model (35.3162).
The 3rd row: recovery by analysis WPF model (35.2705), semi-generalized
analysis WPF model (35.3684), generalized analysis WPF model (35.5054).
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Figure 4.3: Deblurring results with corresponding PSNR values shown in
the brackets. The 1st row (from left to right): the original image, the
blurry-and-noisy image, analysis model (32.5286). The 2nd row: recov-
ery by κ = 4 balanced model (32.5239), κ1 = κ
′′
2 = 4, κ
′
2 = 0 balanced




2 = 4 balanced WPF model (32.5056).
The 3rd row: recovery by analysis WPF model (32.574), semi-generalized
analysis WPF model (32.5857), generalized analysis WPF model (32.6781).
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Figure 4.4: Impainting results with corresponding PSNR values shown in
the brackets. The 1st row (from left to right): the original image, the
broken-and-noisy image, analysis model (36.6953). The 2nd row: recovery




2 = 4 balanced WPF
model (36.7854), κ1 = κ
′′
2 = 4, κ
′
2 = 0 balanced WPF model (36.7678).
The 3rd row: recovery by analysis WPF model (36.7364), semi-generalized
analysis WPF model (36.918), generalized analysis WPF model (37.0261).
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Figure 4.5: Impainting results with corresponding PSNR values shown in
the brackets. The 1st row (from left to right): the original image, the
broken-and-noisy image, analysis model (36.1298). The 3rd row: recovery
by analysis WPF model (36.2569), semi-generalized analysis WPF model
(36.3945), generalized analysis WPF model (36.4999). The 2nd row: recov-




2 = 4 balanced WPF
model (36.019), κ1 = κ
′′
2 = 4, κ
′
2 = 0 balanced WPF model (36.0103).
131
Figure 4.6: The image summand separation by analysis WPF model as
a byproduct of deblurring. From left to right, the recovered image u, the
summand u′ that is subject to wavelet transform W, the summand u′′ that
is subject to wavelet packet transform W2.
system. Figure 4.7 and Figure 4.8 exhibits the v coefficients separated
by semi-generalized (κ′2 = 1) and, respectively, generalized analysis WPF
model both configured with the same overall weights a = b = 1 and high-
pass summing convention. Note that all visualizations of v coefficients in
these two figures are 10 times rescaled with zero value visualized in middle
gray color (i.e. 128 in the 0 to 255 gray-scale).
It is seen that both semi-generalized and generalized cases result in
approximately piecewise constant high-pass channels of v, but the latter
appears to be more expressive and, in a sense, more flexible in terms of
the morphology of these channels themselves, which is probably the con-
sequence of the canonicality term placed on the former that restricts the
behaviour of v as an entity.
Balanced WPF Models
As has been explained before, the balanced WPF model reduces to the
classical balanced model if one forces γ = 0, or equivalently, if all channels
are summed (with non-zero weight) in the norm ‖γ‖1 and its total weight
b→∞. Comparing with the classical balanced model, the balanced WPF
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Figure 4.7: The summand separation by semi-generalized analysis WPF
model as a byproduct of deblurring. The first row: the recovered image u.
The second row: v00, v02, v01. The third row: v20, v22, v21. The fourth
row: v10, v12, v11.
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Figure 4.8: The summand separation by generalized analysis WPF model
as a byproduct of deblurring. The first row: the recovered image u. The
second row: v00, v02, v01. The third row: v20, v22, v21. The fourth row:
v10, v12, v11.
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models enforce a further separation of wavelet frame coefficients from the
coefficient domain variable β (i.e. explanation) which are composed by
WPF coefficients that enjoys `1-approximate sparsity in the WPF domain.
This mechanism is illuminated by Figure 4.9 and Figure 4.10, which collects
the variable the recovered image W>1 and β’s 9 channels and, respectively,
13 selected channels of the WPF domain variable γ with significant (i.e.
visible) coefficients. For example, the coefficients β02 are explained by γ00,02,
γ02,02 and γ20,02, which is exhibitted in Figure 4.11.
4.3 Asymptotic Analysis of a WPF Model
It has been suggested in [5] that there exists a relation between the wavelet
packet model (4.3) and certain total generalized variation-based model that
is similar to the established relation between the analysis model and the
ROF model in the same paper, that is, the former Γ-converges to the latter
when the resolution rises to infinity (cf. Theorem 3.3.1).
As a generalization of the total variation (TV) semi-norm, the total
generalized variation (TGV) [3] of a function u emphasizes a separation of
an additively superposed component that exhibits a higher differentiability.
A moderately revised form of TGV can also be defined with the involving
L1-norms (which is always interpreted as measure integrations in this sec-
tion) suitably replaced by Lp, respectively, Lq-norms. For the convenience
of notation, all norms of a vector/tensor fields that appear in this section















Figure 4.9: The summand separation as a byproduct of deblurring by bal-
anced WPF model. The 1st row, the recovered image W>1 β. The 2nd row:
β00, β02, β01. The 3rd row: β20, β22, β21. The 4th row: β10, β12, β11.
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Figure 4.10: The 1st row: γ00,00, γ00,02, γ00,01. The second row: γ00,20, γ00,22,
γ00,21. The 3rd row: γ00,10, γ00,12, γ00,11. The 4th row: γ02,02, γ20,02. The
5th (last) row: γ02,20, γ20,20.
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Figure 4.11: The channel β02’s explanation by relevant channels of γ. The
1st row: β02, γ00,02. The 2nd row: γ02,02, γ20,02.
that is, the amplitude of the given vector/tensor field v = (vI) at each point
is evaluated by the `2-norm over its entries indexed by I. In particular, the
index I = {1, . . . , J}Λ where Λ = 1, 2 are frequently applied.
Recall the total generalized variation is defined as follows.
Definition 4.3.1. [3] The order-2 total generalized variation of a function
u is defined as





∣∣∣∣ ‖w‖∞ ≤ b, ‖D∗2w‖∞ ≤ a} , (4.30)
where a, b are fixed constant but are suppressed in the notation when the
reference is clear.
By Frenchel duality from optimization theory, one may also write the
TGV in its inf-convolution form.
Proposition 4.3.1. [3] The order-2 total generalized variation can be ex-
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pressed in the following equivalent form,
TGV (u) = inf
v∈C∞0 (Ω;Rd)
{a‖∇u− v‖1 + b‖∇v‖1} , (4.31)
where the L1-norms are understood as measures’ integrations. This is called
the dualized form (of TGV).
A function u belongs to TGV if and only if it belongs to TV . It is
obvious from the dualized form (4.31) that TGV (u) ≤ TV (u). Again from
the dualized form, if TGV (u) <∞, then there exists some smooth v such
that the functional in the infimum is finite, and
a‖∇u‖1 − a‖v‖1 + b‖∇v‖1 ≤ a‖∇u− v‖1 + b‖∇v‖1 <∞, (4.32)
therefore TV (u) = ‖∇u‖1 <∞ (where the notation ‖ · ‖1 is understood in
the context of measure theory). In this view, what TGV generalizes TV is
essentially its identification and treatment of a potentially more differen-
tiable summand that can be separated from the original image function. On
the other hand, a generic vector field v cannot be written as ∇u′ for a func-
tion u′, therefore (4.31) is distinct from the function domain inf-convolution
infu′{‖∇(u−u′)‖1 +‖∇2u′‖1}. Their qualitative and numerical comparison
have been made in the context of wavelet frames in [5].
In order to model more complicated analytic behaviours of image func-
tions, it is useful to consider a replacement of the gradient operators ∇ in
TGV by more generalized differential operators. One immediate choice is
to apply higher-order partial differentiations.
Definition 4.3.2. Let D1 and D2 be vector-valued differential operators
that take the form of partial differentiation in each of their dimensional
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entries and p, q are indices that satisfy 1 ≤ p, q ≤ ∞. The (p, q)-total
generalized variation (TGV) of a function u associated to D1 and D2 is
defined as
TGV p,qD1,D2(u) = inf
v∈C∞0 (Ω;Rd)
{
a‖D1u− v‖pp + b‖D2v‖qq
}
, (4.33)
where all L1-norms that may appear (i.e. when p = 1 and/or q = 1) are
understood as measure integrations.
There are other ways to incorporate the operators D1, D2 and the L
p-
,Lq-norms into the original TGV. For instance, one may consider the func-
tional infv {a‖D1u− v‖p + b‖D2v‖q} instead. Here due to the presence of
(p-th and q-th) powers in the expression (4.33), a dualized supremum for-
mulation similar to the prototypical counterpart (4.30) is not obviously
available. For the same reason, this functional is no longer a semi-norm
either, in general. This convention is taken since it properly describes the
asymptotic behaviour of the discrete model (4.3). More specifically, the
following continuum-type image restoration model is considered.
Definition 4.3.3. Let D1 and D2 be defined as in Definition 4.3.2, and
apply the (p, q)-total generalized variation (TGV) that is defined there, the





















where the restriction v ∈ C∞0 (Ω;Rd1) may or may not be placed as in the
TGV’s definition.
In the remaining part of this section, the Γ-convergence of (the objective
functional of) (4.3) to (that of) (4.35) will be established. Recall that
functionals’ pointwise convergence and Γ-convergence are generally distinct
notions, nor does any one of them imply the other, in which the latter
provides a more appropriate context for convergence analysis of functionals
that emerge from variational analysis [30].
One important consequence of Γ-convergence is that the Γ-convergence
of a sequence of optimization problems’ objective functionals implies the
minimizing property of their minimizers’ clustering point (when it exists)
to the limit functional. In order to state this result precisely, the following
lemma concerning the tuning constant associated to the wavelet transforms
are necessary.
Lemma 4.3.1. There exist numbers λn,j and λn,ij such that
c−1n,jTn,j(D1u) = λn,jW1,jTnu (4.36)
and
c−1n,ijTn,ij(D2v) = λn,ijW2,iTn,jv, (4.37)
where W1 and W2 denote discrete wavelet transforms with correspond-
ing refinement masks {h1,j} and {h2,i}, in particular, their action on dis-
crete functions resp. wavelet coefficients at resolution level n resp. n − 1.
Constants cn,j and cn,ij denote the integration constants (weights) that
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For the second equation, first note that






































In the context of the generalized analysis-based model and the TGV
model, the following fact concerning their exact and approximate solutions
is established.
Theorem 4.3.1. [40] Denote the objective functional of wavelet packet
model (4.3) and TGV model (4.35) respectively as










where W1 and W2 are wavelet transforms channel-wise (which is indicated
by the diagonal-filling symbol ∆) weighted by λn,j and λn,ij, which are
defined in Lemma 4.3.1, and discrete operators An are discrete approxima-
tions for A that satisfy
lim
n→∞
‖AnTnf −Tn(Af)‖L2(R2) = 0 (4.47)
that is, the asymptotic commutativity with the sampling operator (cf.
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Fn(u, v) + ε, (4.48)
that is, each (u∗n, v
∗
n) ∈ W ps1(Ω)×W qs2(Ω) is an ε-minimizer of Fn. If those
{(u∗n, v∗n)} has a cluster point (u∗, v∗) in W ps1(Ω) ×W qs2(Ω) with respect to
its norm topology, then





F (u, v) + ε, (4.49)
that is, (u∗, v∗) is an ε-minimizer for the Γ-limit functional F .
Proof. In the coming two subsections the Γ-convergence limΓn→∞ Fn = F
on W ps1(Ω) × W qs2(Ω) with respect to its norm topology will be proved
independently, on which this proof is based. Without loss of generality,
one shall assume that (u∗n, v
∗
n)→ (u∗, v∗), therefore
F (u∗, v∗) ≤ limn→∞Fn(u∗n, v∗n) (4.50)
since Fn Γ-converges to F . Denote by (u
′, v′) a δ-approximate minimizer
of F , that is





F (u, v) + δ. (4.51)




n) ≤ F (u′, v′). (4.52)
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Combine those equations and one obtains
F (u∗, v∗) ≤ limn→∞Fn(u∗n, v∗n)
≤ limn→∞Fn(u′n, v′n) + ε






F (u, v) + δ + ε. (4.53)
Therefore





F (u, v) + ε, (4.54)
since δ is a positive number that is taken arbitrarily.
For the techniques that are applied in the proofs throughout this section,
the articles [40] and [5, 6] may also serve as useful references.
4.3.1 The Pointwise Convergence
In general, given a function u that satisfies some moderate integrability
condition (e.g. u ∈ L2(Ω), where Ω is the domain), its value of integration
can be approximated by its samplings on a point array (e.g. 2−LZd, where
d denotes the dimensionality, and L is an integer that controls the sampling
density.) In particular, the following lemma from [5] (which is itself based
on a theorem in [24]) will be refered to in order to facilitate the proof.
Lemma 4.3.2. [5] Let u ∈ Lp(Ω) (p ≥ 1), and Tn is a weighted sampling
operator that is defined in the following form (cf. Equation (2.89) for
comparison),
Tnu[k] = 〈u, ϕn,k〉 , (4.55)
where ϕn,k are L
1-normalized translation-dilations of a continuous and com-
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pactly supported function, that is, ϕn,k = 2
ndϕ(2n · −k) for a ϕ ∈ L2(Ω)




ϕ˜0,k = 1. (4.56)










Theorem 4.3.2. [40] The functionals Fn pointwise converges to F on
W ps1(Ω)×W qs2(Ω;RJ), that is
lim
n→∞
Fn(u, v) = F (u, v). (4.58)
Proof. Note that





for the weights λn,j and λn,ij that are specified by Lemma 4.3.1. Let f
denote either D1u − v or D2v in this proof, and the index I appearing
in fI and ϕI,n,k take value |I| = 1 or 2, conforming to the context. The





























































































first part of the expression shown in the last line (in the above equations)
converges to 0 when n→∞. For the second part, it follows from the fact
that the (Lebesgue) measure of
⋃
k∈On\Kn Qk converges to 0.
The establishment of the theorem is therefore dependent on a valid
choice of discrete operators {An}n≥0. This is made possible thanks to
the following result from [5] which characterizes the discretization of the
operator A by a series of discrete operators.
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Lemma 4.3.3. [5] Let Tn : L
2(R2)→ `2(Z2) denote the sampling operator,
and f ∈ L2(R2). Assume the operator A : L2(R2) → L2(R2) is either: (i)
A multiplication by a measurable set Λ’s characteristic function (i.e. a
restriction of domain), that is
A(f) = χΛ · f ; (4.62)
or (ii) A convolution operator with a kernel a ∈ L2(R2), that is
A(f) = a ∗ f. (4.63)




‖AnTnf −Tn(Af)‖L2(R2) = 0. (4.64)
4.3.2 The Γ-Convergence
In this subsection, the proof of the following theorem concerning the Γ-
convergence of Fn, the discrete energy functional, to F , the continual energy
functional, will be established.
Theorem 4.3.3. Let functionals Fn and F be respectively defined by
Equations (4.45) and (4.46), then there exists Γ-convergence
limΓn→∞Fn = F (4.65)
on the product function space W ps1(Ω)×W qs2(Ω;RJ).
In particular, this Γ-convergence can be obtained by combining the
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pointwise convergence, which is established in Subsection 4.3.1, and an
additional property of functional families which is known as equi-continuity.
Definition 4.3.4. A set of functionals {Fn}n∈I is said to be equi-continuous
at u0 ∈
⋂
n∈I Domain(Fn) if for arbitrarily given positive ε, there exist a
positive δ (which is independent of n) such that |Fn(u) − Fn(u0)| < ε for
all n ≥ N for some N = N(u0, ε) whenever ‖u− u0‖ < δ.
It is known that the family of operators {An}n≥0 that are applied in
deblurring and impainting problems, which are characterized by (4.64),
satisfy this property.
Lemma 4.3.4. [5] If {An}n≥0 is a family of discrete operators that satisfy
(4.64) with respect to an operator A which takes either the form (4.62) or
(4.63), then their corresponding fidelity terms,




form an equi-continuous family.
Proposition 4.3.2. [5,40] The functionals {Fn}∞n=0 form an equi-continuous
family, provided that the indices p, q and s2 are chosen such that the
Sobolev inequality
‖f‖Lp(Ω) ≤ C(p, q, s2)‖f‖W qs2 (Ω) (4.67)
be applicable.





r WΛ,nTn : L
r(Ω;RJΛ)→ `r(Zd;RJΛ) (4.68)
in which Λ = 1, 2 for the first and the second term, respectively, and r
denotes an index that represents either p or q depending on the assignment
of Λ (cf. definition of the model, Equation (4.3)) but with the subscript
suppressed. Also, an overlined symbol `
r
is applied to indicate that an












The above redefinition of the codomain enables one to handle these oper-
ators in a bunch without refering to each Kn separatively. By applying
Theorem 2.3.1 to the case Λ = 2, and noting the fact that WΛ,n = W2,n is
bounded (for which the constant shall depend on n), one obtains
‖2−ndq W2,nTnv‖`q(Zd;RJ2 ) ≤ Cn‖v‖Lq(Ω;RJ2 ) ≤ Cn‖v‖W qs2 (Ω;RJ2 ), (4.70)
where Cn = ‖W2,n‖op‖Tn‖op (in which Tn’s implicit dependence on Λ leads
to that of ‖Tn‖op either, which, however, is tangential in the context here).







= ‖D2v‖Lq(Ω;RJ2 ). (4.71)
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In particular, the family of operators {2−ndq W2,nTn}∞n=0 is pointwise bounded.
By resonance theorem, they are therefore uniformly bounded. Denote this
bound constant by C(2).
For the case of Λ = 1, one has
‖W1,nTnu−Tnv‖`p(Kn;RJ )
= ‖Tn(D1u− v)‖`p(Kn;RJ )
≤ ‖Tn‖op(‖u‖W ps1 (Ω) + ‖v‖Lp(Ω;RJ ))
≤ ‖Tn‖op(‖u‖W ps1 (Ω) + ‖v‖W qs2 (Ω;RJ )). (4.72)
Again, by applying Equation (4.61) and resonance theorem, one obtains a
uniformly boundedness constant that bounds all the ‖Tn‖op’s, which shall
be denoted by C(1).
Based on these facts, the continuity of the family {Fn(u, v)}∞n=0 can be
characterized. Notationally, those that indicate the codomain (that is RJΛ
with Λ = 1, 2), the unweightedness, as well as other unnecessary symbols
are omitted.
Fix any point (u0, v0) ∈ W ps1(Ω)×W qs2(Ω;RJ), by (4.61), there exists a
number N = N(u0, v0) such that
|‖W2,nTnv0‖`q − ‖D2v0‖Lq | < 1. (4.73)
Restricting the argument to inside the unit ball
‖u− u0‖W ps1 + ‖v − v0‖W qs2 < 1, (4.74)
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one obtains
|‖W2,nTnv‖q`q − ‖W2,nTnv0‖q`q |
≤ q(max{‖W2,nTnv‖Lq , ‖W2,nTnv0‖Lq})q−1|‖W2,nTnv‖Lq − ‖W2,nTnv0‖Lq |
≤ q((‖D2v0‖Lq + 1) + C(2))q−1C(2)‖v − v0‖W qs2 , (4.75)
and, respectively,
|‖Tn(D1u− v)‖p`p − ‖Tn(D1u0 − v0)‖p`p |
≤ p(max{‖Tn(D1u− v)‖`p , ‖Tn(D1u0 − v0)‖`p})p−1
· |‖Tn(D1u− v)‖`p − ‖Tn(D1u0 − v0)‖`p |
≤ p((‖D1u0 − v0‖Lp + 1) + C(1))p−1C(1)(‖u− u0‖W ps1 + ‖v − v0‖Lp)
≤ p((‖D1u0 − v0‖Lp + 1) + C(1))p−1C(1)(‖u− u0‖W ps1 + ‖v − v0‖W qs2 ).(4.76)
Let ε be a positive number, for this number define
δ = min
{




in which δN = δN(ε) is a constant such that
|Fn(u, v)− Fn(u0, v0)| < ε (4.78)
for all (u, v) satisfying
‖u− u0‖W ps1 + ‖v − v0‖W qs2 < δN (4.79)
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and all 0 ≤ n ≤ N = N(u0, v0), and C is a constant defined as
C = max{q((‖D2v0‖Lq+1)+C(2))q−1C(2), p((‖D1u0−v0‖Lp+1)+C(1))p−1C(1)}.
(4.80)
It is apparently seen that the δ defined by Equation (4.77) establishes the
equi-continuity of the regularity term(s). The proof is therefore finished
by combining it with Lemma 4.3.4 which states the equi-continuity of the
fidelity term.
Here one shall combine the above established results and prove Theorem
4.3.3 for Fn’s Γ-convergence to F by enforcing a standard argument.
Proof (of Theorem 4.3.3). Assume that {(un, vn)}∞n=1 is any sequence that
converges to (u, v) in W ps1(Ω)×W qs2(Ω;Rd). Let ε be any positive number.
By point convergence, there exists an N ′ that guarantees
|Fn(u, v)− F (u, v)| < ε
2
(4.81)
for any n ≥ N ′. By equi-continuity, there exists a number ρ > 0 such that
|Fn(u′, v′)− Fn(u, v)| < ε
2
(4.82)
for any n ≥ 1 and (u′, v′) ∈ B((u, v); ρ) (that is, ‖u′ − u‖W ps1 (Ω) + ‖v′ −
v‖W qs2 (Ω;Rd) < ρ). Take a number N ′′ that ensures
(un, vn) ∈ B((u, v); ρ) (4.83)
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for any n ≥ N ′′, and define N = max{N ′, N ′′}. It is seen that
|Fn(un, vn)− F (u, v)| < ε (4.84)
for any n ≥ N . By arbitrariness of ε > 0, it establishes
lim
n→∞
Fn(un, vn) = F (u, v), (4.85)
which implies the Γ-convergence since {(un, vn)}∞n=1 is taken arbitrarily at
the beginning of this argument.




The theory of wavelet frames has long played an important role in image
restoration and analysis. As is in contrast to other notable counterparts
such as Gabor frames, wavelet frames and its derivative methods emphasize
on the multi-resolution processing of a given image. Technically, it is impor-
tant to realize that the availability of fast decomposition and reconstruction
algorithm, which is central to any practical implementation of such meth-
ods, is intrinsically connected with the frame property of the corresponding
wavelet system. In particular, wavelet packet frames, which generalize or-
dinary wavelet frames, facilitate a more flexible and refined analysis of the
image signal in the time-frequency, or more immediately, time-resolution
diagram both from the perspective of functional analysis (infinite resolu-
tion) and numerical implementations (finite resolution). However, since
there are usually a great number of channels (i.e. packet indices) involved
with them, their systematic treatment has been far from a trivial problem.
In this thesis, the theory and methods of image restoration, in partic-
ular, wavelet packet frame-based image restoration, has been developed,
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which can be summarized as the following two major aspects.
Firstly, the idea of wavelet packet frames itself as well as related tech-
niques in discrete signal processing, are presented and developed in the
context of frames and MRA-based wavelet frames. In particular, it has
been shown that wavelet packets and their integrations are crucial ingredi-
ents in constructing a sampling method that coherently adapts to signals of
different orders such as plain signals and channel-indexed multiplets that
resembles differentiated signals. Theoretical comparability and distinction
between properly integrated wavelet packet framelets and ordinary scaling
functions are also exhibitted, with the emphasis placed on B-splines, which
are a commonly utilized instrument in wavelet frame-based applications.
Secondly, based on the idea of wavelet packet frames and wavelet packet
transforms, a novel class of image restoration models, i.e. WPF models,
are proposed which in particular include the ordinary analysis-based (two-
layers) WPF model and its partially synthesis-based relaxation, i.e. the
generalized analysis WPF model, that has been introduced in [5] and fur-
ther studied in [40]. When different combinations of canonicality-related




2 are selected, resulting specific models ex-
hibit a more analytic, respectively, more synthetic character. In Chapter 4,
these models are not only conceptually explained, but also algorithmically
enabled and numerically verified. In particular, it is clarified that despite
the similarity of their appearances, the generalized and ordinary analysis
WPF models have rather distinct numerical behaviour. The utilization of
non-canonical variable v allows the generalized model to preserve deriva-
tional edges of various orders and at any spatial locations, which is generally
not feasible for its counterpart u′′.
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Finally, the asymptotic analysis of the generalized analysis WPF model
provides an analytic interpretation not only to itself, but also to its balanced
(in particular, synthesis-based) counterparts, where the lack of resolution-
dependent and channel-wise tunability of the transform W> in the fidelity
terms and of the projection I−WW> in the canonicality terms places an
obstacle to their direct asymptotic analyses. Conversely, as a discrete im-
age restoration model with clarified time-frequency analytical significance
in its own as well as optimal numerical implementability, this generalized
WPF model also enables one to assess and solve the TGV model in a
discretized way. This provides an exemplification of the connection be-
tween wavelet-based and variational image restoration approaches in gen-
eral, where, though wavelet transforms are often interpretable as discretiza-
tions of differential (that is, variational) operators, many important ideas
such as analysis and synthesis, coefficients’ canonicality and even sparsity
are seen native only to the former and other discrete approaches.
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