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Tanulmányunkban arra teszünk kísérletet, hogy egy számítógépes algoritmus, a rejtett Dirichlet 
eloszlást alkalmazó strukturált témamodell (stm) segítségével meghatározzuk a Sziget Fesztivál 
látogatói által a Facebookon írt vélemények jellemző témáit, és ezeket összevessük egy korábbi 
kutatásunkban körvonalazott témákkal. A Sziget Fesztivál látogatóinak az elmúlt hét évben angol 
nyelven írt szöveges véleményei alapján az algoritmus segítségével kilenc témát modelleztünk, 
melyek tartalma és köre csak részben egyezett meg a korábbi, kvalitatív kutatásunkban azonosított 
témákkal. Vizsgálatunk legfontosabb eredménye, hogy számítógépes eszközökkel eredményesen 
vizsgálhatók a látogatói vélemények, ugyanakkor az eredmények minőségét meghatározza a 
korpusz nagysága, vagyis az elemzett hozzászólások száma és terjedelme.
In our study, we attempt to determine the typical topics of opinions written by Sziget Festival 
visitors on Facebook using structured topic model (stm) computer algorithm and latent Dirichlet 
allocation, and compare the results with our previous research. Based on written opinions of the 
visitors of the Sziget Festival in the last seven years, we modelled nine topics. Their content and 
scope partly matched the topics identified in our previous qualitative research. The most important 
result of our study is that visitor opinions can be successfully examined with computer tools, but 
the quality of the results is determined by the size of the corpus, i.e. the number and scope of the 
analysed posts.
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1. Bevezetés
Az információk elektronikussá és interneten hoz-
záférhetővé válásával óriási mennyiségű írott, képi 
és egyéb formátumú adat áll rendelkezésünkre. A 
rendezett formában elérhető információk mellett 
nap mint nap hatalmas tömegű strukturálatlan 
információ is generálódik, amelyek megtalálha-
tósága, visszakereshetősége, feldolgozhatósága 
gyakran korlátokba ütközik, különös tekintettel a 
közösségi média és egyéb felületeken megjelenő 
bejegyezésekre.
A szöveges, képi és egyéb formátumú 
úgynevezett big data gyűjtésére, kezelésére és 
ebből hasznos információ kinyerésére az elmúlt 
években számítógépes technológiák egész sora 
jött létre, többek között internetes keresőmotorok, 
az azokat támogató statisztikai módszertan, gépi 
tanulási algoritmusok, illetve a mesterséges intel-
ligencia megoldások, amelyek forradalmasítják az 
információ feldolgozását.
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Jelen tanulmány ennek a problémakörnek egy 
speciális részterületével foglalkozik. Azt vizs-
gáljuk, hogy a közösségi média felületen elérhető 
írásos vendégvélemények milyen módon és mi-
nőségben elemezhetők számítógépes módszerek 
segítségével. A vizsgálat során a Sziget Festival 
Official Facebook oldalán olvasható angol nyelvű 
látogatói véleményeket dolgoztuk fel, arra keres-
ve a választ, hogy milyen témák azonosíthatóak a 
bejegyzésekben, illetve hogy az azonosított témák 
mennyiben relevánsak, ha ugyanezen információk 
egy részhalmazának emberi (kézi) feldolgozásával 
hasonlítjuk össze.
2. A számítógépes témamodellezés 
tudományos háttere
A számítógépes témamodellezéshez a látens 
Dirichlet allokációt (LDA) alkalmaztuk. Az LDA 
egy úgynevezett nem felügyelt gépi tanulási algo-
ritmus, amely a témákat, mint látens (rejtett) in-
formációkat azonosítja nagy dokumentumgyűjte-
ményekben. Nem felügyelt abban az értelemben, 
hogy a témák azonosításához nem alkalmaz előre 
elkészített szó- vagy fogalomtárat, a kutató nem ta-
nítja be előzetesen az algoritmust.
A látens Dirichlet allokáció (LDA) azon a hi-
potézisen alapul, hogy a szerző bizonyos témákat 
szem előtt tartva ír meg egy dokumentumot. Egy 
adott témához a témára jellemző szavakból bizo-
nyos valószínűséggel választ ki egy adott szót. A 
dokumentum egésze különféle témák keveréke-
ként jellemezhető.
Az LDA a témák visszafejtéseként értelmez-
hető, modellezési folyamata úgy írható le, hogy 
a dokumentumokban (jelen esetben a közösségi 
médiában megjelenő hozzászólásokban) meghatá-
rozza az abban előforduló témák keverékét, mint 
valószínűségi eloszlást, majd mindegyik témához 
hozzárendeli a témára jellemző kifejezéseket (sza-
vakat), mely hozzárendelés szintén valószínűségi 
eloszlást követ (KRESTEL et al. 2009). Az LDA 
tehát azt feltételezi, hogy egy dokumentumgyűjte-
mény (korpusz) minden dokumentuma K számú 
rejtett téma valószínűségi eloszlásaként reprezen-
tálható, illetve minden téma a dokumentumok szó-
kincsét alkotó szavak multinomiális eloszlásaként 
határozható meg (BLEI et al. 2003).
Az LDA grafikus reprezentációját az 1. ábra 
mutatja. A szöveggyűjtemény (korpusz) M darab 
dokumentumot tartalmaz. Minden dokumentum 
Ni számú szóból áll, wd,n jelöli a d. dokumentum 
n. szavát. A korpusz összes szava K számú témá-
ba csoportosítható. A korpusz egyedi szavait a V 
jelöli, míg a Z azt, hogy a dokumentumot alkotó 
szavak melyik témához tartoznak. Minden egyes 
téma multinomális eloszlásként értelmezhető a do-
kumentumokat alkotó szavak halmazán. Az α és β 
priori Dirichlet hiperparaméterek. Értékük jellem-
zően alacsony, ami arra a feltételezésre épül, hogy 
a témák száma és az egyes témákhoz tartozó sza-
vak száma is korlátozott, azaz ritka. A modellben 
egyetlen megfigyelt változó van, a korpuszt alkotó 
szavak. A modellből kikövetkeztetni kívánt rejtett 
változók:
•  θd, a témák valószínűségi eloszlása a d doku-
mentum felett,
•  φk a k témához tartozó szavak valószínűségi 
eloszlása,
•  zdn, témacímke, ami azt jelöli, hogy a dokumen-
tumok egyes szavai melyik témába sorolhatók.
Az LDA generatív folyamata a következő 
(BALOGH 2015):
1.  Minden k téma esetében válasszunk egy φk ~ 
Dir(β) szóeloszlást.
2.  Minden dokumentum esetében
a.  válasszunk egy θd ~ Dir(α) témaeloszlást.
b.  Minden egyes szó esetében
  i.  válasszunk egy zdn ~ Mult(θd) téma-
hozzárendelést, ahol a zdn ϵ 1….K;
  ii.  válasszunk egy wd,n ~ Mult(φzd,n) szót, ahol 
wd,n ϵ 1, . . . , V.
1. ábra
Az LDA modell változói között fennálló 
kapcsolat, tálca reprezentáció segítségével
(A külső tálca a dokumentumokat, míg a belső 
tálca a témák és szavak ismételt kiválasztását 
jelenti a dokumentumban)
Forrás: BLEI et al. 2003, BALOGH 2015
A modell különféle eloszlásainak poszteriorai, azaz 
a témák halmazának, a hozzájuk kapcsolódó sza-
vak valószínűségeinek, az egyes szavakhoz tarto-
zó témáknak, valamint az egyes dokumentumok 
specifikus téma-mixeinek megismerése statiszti-
kai következtetéssel történik. Többféle módszer is 
alkalmazható, de leggyakrabban a Gibbs-mintavételt 
alkalmazzák, amely jól algoritmizálható.
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Az LDA további jellemzője, hogy nem veszi 
figyelembe a szavak pozícióját, sorrendjét a do-
kumentumokban, és a dokumentumok sorrend-
jét sem. Emiatt az LDA-t gyakran szózsák (bag of 
words) modellként is jellemzik (BLEI et al. 2003). 
Szintén fontos megjegyezni, hogy az LDA vegyes 
tagságú modell, azaz nem hagyományos klasszifi-
kációról van szó, a modellezés végeredményeként 
a témákhoz azonosított szavak nem lesznek kizá-
rólagosak. Ugyanaz a szó több téma esetében is 
felbukkanhat más-más súllyal, illetve valószínű-
séggel (AIROLDI et al. 2014).
Több kutató az eredeti modell továbbfejlesz-
tését javasolta, javítva a témamodellek predikciós 
képességét, lásd például PAUL–DREDZE 2015, 
GERRISH–BLEI 2012, WEINSHALL et al. 2013, 
WILSON–CHEW 2010, EISENSTEIN et al. 2011, 
BLEI–LAFFERTY 2006 (stb.) munkáit. Jelen vizs-
gálatban az eredeti LDA modell továbbfejlesztését 
javasló ROBERTS és szerzőtársai (2019) munkájára 
támaszkodtunk. Az általuk kidolgozott strukturált 
témamodell (stm) olyan szövegek feldolgozására 
alkalmas, amelyekhez rendelkezésre állnak do-
kumentumszintű metaadatok. Ezek a metaadatok 
tetszőlegesek. Lehet például a dokumentum kelet-
kezési időpontja, a hozzászóló nemzetisége, eset-
leg a kedvelések (lájkok) száma, stb. De lehet foly-
tonos (például járművek adatlapjain a gyorsulás 
mérőszáma) vagy diszkrét jellegű (például minő-
sítés egy ötfokozatú skálán). A modell kimenetei 
felhasználhatóak a metaadatok és a témák kapcso-
latait leíró hipotézisek tesztelésére is (ROBERTS et 
al. 2019).
3. Kutatási előzmények
A látens Dirichlet allokáció társadalomtudományi 
és egyéb alkalmazására magyar példák is fellelhe-
tők az elmúlt évekből. Balogh az ELTE mesterképzé-
sén íródott szakdolgozatában a kuruc.info romael-
lenes megnyilvánulásait vizsgálta (BALOGH 2015). 
Bíró PhD értekezésében a rejtett Dirichlet allokáció 
dokumentumosztályozási lehetőségeit vizsgálta, 
az eredeti LDA modellt multi-korpusz (MLDA) és 
linkalapú LDA modellekké továbbfejlesztve (BÍRÓ 
2009). A linkalapú LDA modellt Bíró és társai a we-
bes spamszűrésben alkalmazták, ami a konkurens 
megoldásokhoz képest valamivel magasabb haté-
konyságúnak bizonyult a tesztelés során (BÍRÓ et 
al. 2009a). Ugyancsak Bíró és társai vizsgálták, hogy 
hogyan alkalmazható a látens Dirichlet allokáció a 
szöveges dokumentumok felügyelt szemantikai ka-
tegorizálása során (BÍRÓ et al. 2009b).
A nemzetközi szakirodalomban számos példa ta-
lálható az LDA, illetve a strukturált témamodell (stm) 
alkalmazására, ám jellemzően nem a turizmus terü-
letén. Curry és Fix azt vizsgálták, hogy az amerikai 
államok fellebbviteli bíróságain tevékenykedő bírók 
hogyan használják a Twittert (CURRY–FIX 2019). 
Fischer-Preßler és szerzőtársai 51 ezer tweet alapján 
vizsgálták az emberek tipikus reakcióit a 2016-os ber-
lini adventi vásár elleni terrortámadásra, rámutatva 
arra, hogy a bejegyzések témái hogyan változtak a tá-
madást követő napokban (FISCHER-PREßLER et al. 
2019). Rodriguez és Storer ugyancsak Twitter bejegy-
zéseket elemezve azt vizsgálta, hogy az emberek miért 
maradnak bántalmazó kapcsolatokban, vagy miért tá-
voznak azokból. Módszertani megállapításuk az, hogy 
a témamodellezés hasznos módszer a nem strukturált 
közösségi média adatkészletek leíró elemzésére, emel-
lett a témamodell eredményei vezethetik be a mélyebb 
kvalitatív elemzést (RODRIGUEZ–STORER 2020).
Jelen kutatás közvetlen előzményeként Hinek és 
Kulcsár a Sziget Fesztivál élménydimenzióit vizsgálta. 
Kutatásuk során kvalitatív szövegelemzést végeztek a 
Sziget Festival Official honlapján megjelenő vendégvé-
lemények körében. Ennek során számos témát (a fesz-
tivállal kapcsolatos elégedettség különböző tényezőit) 
azonosítottak a látogatók által írt hozzászólásokban, 
amelyeket hierarchikus gondolattérkép segítségével 
rendszereztek (HINEK–KULCSÁR 2019).
Jelen vizsgálat arra keresi a választ, hogy a számí-
tógépes témamodellezés is képes-e azonosítani azokat 
a témákat, amelyeket korábban emberi közreműkö-
déssel detektáltunk. Tágabban értelmezve pedig azt 
vizsgáljuk, hogy automatizálható-e, és ha igen, milyen 
pontossággal (részletezettséggel), az emberi munka 
folyamata egy speciális szövegtesten, a Facebookon, 
megjelenő vendégvélemények esetében.
4. Módszertan
Az adatokat a Facebookon a Sziget Festival Official 
oldalán nyilvánosan elérhető vendégvélemények 
rovatából gyűjtöttük. A vizsgálatot a 2014. janu-
ár 1. és 2020. július 31. között íródott vélemények 
körében hajtottuk végre. Ebben az időszakban több 
ezer bejegyzést találtunk, de ezek döntő többsége 
semmiféle szöveges információt, véleményt nem 
tartalmazott, mivel csak a fesztivál 1-5 skálán tör-
ténő értékelését adták meg a látogatók. A bejegy-
zések körülbelül 8-10%-a tartalmazott szöveges in-
formációt, melyek gyakorisága évről évre eltérően 
alakult. A legtöbb szöveges bejegyzést 2017-ben 
regisztráltuk, ezt követte a 2016-os, majd a 2015-ös 
és a 2014-es évek. 2018 volt az utolsó év, amikor 
szöveges bejegyzést találtunk a vélemények rovat-
ban. Az azt követő években már csak számszerű 
értékelések születtek.
A szöveges véleményeket kézzel másoltuk ki a 
Facebookról. A vélemények mellett rögzítettük a 
véleményt író nevét (profiljának nevét), ha azono-
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sítható volt, akkor származási országát, a jelölések 
(lájkok és egyéb emotikonok) összesített számát, 
a posztoló 1-5 skálán adott értékelését, valamint a 
bejegyzés időpontját. A posztok alá írt hozzászó-
lásokat szintén kigyűjtöttük, tekintettel arra, hogy 
elemzésünk szempontjából értékes információkat 
tartalmaztak, de itt már nem állt rendelkezésre a 
bejegyezés dátuma.
A következő lépésben az elsődleges 
adattisztítást végeztük el. A legfontosabb dönté-
sünk az volt, hogy csak az angol nyelvű bejegy-
zéseket tartjuk meg. Ugyan a témamodellezés 
bármely nyelven lefolytatható, a módszertan sta-
tisztikai jellegéből adódóan azonban egyidejűleg 
csak azonos nyelvű korpuszon végezhető el haté-
konyan az elemzés, máskülönben az ugyanolyan 
értelmű, de eltérő nyelven megjelenő kifejezések és 
az ezekből modellezett témák nem lesznek kohe-
rensek. A bejegyzések körülbelül 60-70%-a egyéb-
ként is angol nyelvű volt, különösen azok, amelyek 
a fesztivál érdemi tényezőivel (zenei kínálat, cater-
ing, kiegészítő szolgáltatások, látogatói élmény) 
foglalkoztak, míg a magyar nyelvű bejegyzéseket 
gyakran nem a fesztivál látogatói írták.
A további adattisztítás során kihagytuk a be-
jegyzések közül azokat, amelyek spam jelleggel 
kerültek be a korpuszba (például a fesztivál zajos-
ságával kapcsolatban, többször egymás után, pon-
tosan ugyanazzal a tartalommal írt bejegyzéseket), 
valamint kiszűrtük a Sziget Festival Official által 
írt válaszokat is.
A nyelvi jellegű előkészítést megelőzően a 752 
bejegyzést tartalmazó korpuszunk összesen mint-
egy 37 ezer szót és 3800 egyedi szót (kifejezést) 
tartalmazott, összesen 175 ezer karakter terjede-
lemben. A kutatási előzményekhez képest kicsi 
korpusz jött létre, ami nem feltétlenül vezet ki-
elégítő eredményekhez a géppel végrehajtott sta-
tisztikai-valószínűségi feldolgozás során, mivel az 
eljárás együttesen előforduló kifejezések/szavak 
alapján határoz meg témákat, így a nagyobb kor-
pusz előnyösebb (CROSSLEY et al. 2017, SYED–
SPRUIT 2017). Az ilyen kis korpusz emberi közre-
működéssel is elemezhető, ám igen munkaigényes 
feladat, miközben az ember által végzett témaallo-
káció sem feltétlenül koherens.
Voltak olyan vélemények is, amelyek több száz 
szavasak voltak, sok bejegyzés azonban rövid volt, 
sőt előfordult olyan bejegyzés is, amely csak egyet-
len szót tartalmazott (például „Super!”). Mivel az 
LDA minden dokumentumot témák mixeként ke-
zel, és a témák a dokumentumokat alkotó szavak 
eloszlásaiból alakulnak ki, a nagyon rövid bejegy-
zések nem ideálisak a témamodellezéshez. Vannak 
olyan vizsgálatok, amelyek kizárják a 7-8 szónál 
rövidebb bejegyzéseket a témamodellezésből 
(WANG et al. 2013), míg más vizsgálatok erre nem 
fektetnek hangsúlyt (lásd a korábban bemutatott 
Twitter alapú témamodelleket, ahol a bejegyzések 
maximum 140 karakter hosszúságúak). A korpusz 
méretét mérlegelve úgy döntöttünk, hogy az első 
lépésben megtartjuk a rövid bejegyzéseket is, hi-
szen a következő lépésben, a nyelvi előfeldolgozás 
során számos szó, illetve dokumentum esett ki a 
kiinduló korpuszból.
A feldolgozáshoz az R (R CORE TEAM 2020) stm 
(ROBERTS et al. 2019) csomagját alkalmaztuk, az 
elemzést teljes egészében az R-el végeztük. A nyers 
adatok előfeldolgozása során a korpuszból eltávolítot-
tuk az írásjeleket, a számokat, valamint a gyakran 
előforduló, de a szövegben jelentést nem hordozó sza-
vakat (az úgynevezett stopszavakat, például a névelő-
ket és a segédigéket). Ugyanannak a szónak többféle 
alakja is előfordulhat, ami torzítaná az elemzést, így 
a szavakat lemmatizáltuk, azaz a ragozott és képzett 
alakok szótövét hagytuk meg (például amazing → 
amaz, beautiful → beauti).
A következő fázisban a ritkán előforduló szava-
kat is kizártuk az elemzésből a pontosság javítása 
érdekében. Csak azokat tartottuk meg, amelyek 
legalább három dokumentumban előfordultak. 
Hasonlóképpen, a sok dokumentumban előfordu-
ló igen gyakori szavak is elhagyhatók (a mi ese-
tünkben ilyen a „sziget” és a „festival” szó), ám a 
próbafuttatások után úgy döntöttünk, hogy ezeket 
megtartjuk, mert nem torzítják az elemzést.
Az stm R csomag lehetőségeit kihasználva 
két dokumentumszintű metaadatot vontunk be 
az elemzésbe: a bejegyzés évét, valamint a jelölé-
sek számát. A további dokumentumszintű me-
taadatokat (például a hozzászóló nemzetiségét, 
az értékelést az ötfokozatú skálán, stb.) ki kellett 
hagynunk az elemzésből, mert nem álltak rendel-
kezésre minden bejegyzés esetében. Az előkészíté-
si lépéseket követően 736 dokumentumunk és 751 
egyedi kifejezést tartalmazó szótárunk maradt a 
témamodellezés elvégzésére.
A témamodellezés fontos jellemzője, hogy a té-
mák számát (K) előre kell meghatározni. Korábbi 
kutatásunkban 9 fő témát, majd ezeket tovább bont-
va közel 30 altémát azonosítottunk. Ezt tapaszta-
lati (empirikus) témaszámként kezeltük. Emellett 
az stm csomag lehetőségei segítségével két további 
mutatót is vizsgáltunk: a szemantikus koherenciát, 
ami azt jelzi, hogy a témákat mennyiben alkotják 
egymáshoz kapcsolódó szavak, amelyek megköny-
nyítik a témák egyértelmű azonosíthatóságát, illet-
ve az exkluzivitást, ami azt fejezi ki, hogy milyen 
mértékben eltérő szavak alkotják az egyes témákat 
(2. ábra). Amennyiben modellünket két témával fut-
tatjuk le (lásd a 2. ábra jobb alsó sarkát!), akkor lenne 
a legmagasabb a szemantikus koherencia értéke, de 
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a két témát alkotó kifejezések exkluzivitása alacsony 
lenne. Ebből a szempontból 11 vagy 12 téma teljesíte-
ne a legjobban, ám ebben az esetben a szemantikus 
koherencia értéke alacsony. A két mutató szerinti 
(valamennyire) kiegyensúlyozott témaszám a 8, 9, 10 
11, 14 lenne, bár egyik mutató szempontjából sem 
találunk valóban kedvező értékeket. A kutatási előz-
ményeket is figyelembe véve úgy döntöttünk, hogy 
9 témaszámmal folytatjuk le a vizsgálatot.
5. A vizsgálat eredményei
A statisztikai valószínűségek alapján az algorit-
mus megadja, hogy melyek az egyes témákhoz 
tartozó legvalószínűbb szavak és hogy mekkora a 
témák aránya az egyes dokumentumokban (hoz-
zászólásokban), illetve a korpusz egészében (lásd 
a 3. ábrát!). A látogatói véleményekben az 5. téma 
jelenik meg a legnagyobb becsült gyakorisággal, 
részaránya meghaladja a 18%-ot, míg a további té-
mák az algoritmus szerint 6-14%-os valószínűség-
gel fordulnak elő.
Az stm csomag megadja azokat a szavakat is, 
amelyek egyszerre gyakoriak és kizárólagosak 
(exkluzívak). Ezek azok a szavak, amelyek meg-
különböztetik egymástól a témákat (FREX). A lift 
és score mutatók egy szó súlyozott gyakoriságát 
mérik az adott témában. A súlyok úgy állnak elő, 
hogy a más témákban ritkábban előforduló szavak 
magasabb súlyt kapnak. A témák azonosítása a 
szavak alapján már kutatói feladat, lásd az 1. táb-
lázatot!
2. ábra
Exkluzivitás és szemantikus koherencia különböző számú témák esetében a Sziget Fesztivál 
látogatói véleményeinek témamodellezése során (Mindkét mutató esetén a magasabb érték 
kedvezőbb, az ábrán ez a jobb felső sarokhoz közelebbi pontokat jelenti)
Forrás: saját szerkesztés az stm és a ggplot2 R programcsomagok segítségével
3. ábra
A témák (Topic) főbb szavai és becsült arányai a 
hozzászólásokban
Forrás: saját szerkesztés az stm R programcsomag segítségével
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Esetenként nehéz csak a szavak alapján azono-
sítani az egyes témák valós tartalmát, különö-
sen, ha a szavak között gyenge a szemantikai 
kapcsolat. Így több téma esetében megvizsgál-
tuk, hogy mely konkrét véleményekben jelen-
tek meg a legnagyobb valószínűséggel. Például 
a 3. téma két egymással szorosan összefüggő 
hozzászólásban jelent meg, amelyek arról szól-
tak, hogy érdemes-e gyerekekkel elmenni a 
Sziget Fesztiválra, illetve, hogy ezzel a hozzá-
szólók mennyiben értettek egyet. A további, 
témára jellemző hozzászólásokban a posztolók 
ugyancsak valamilyen tényezővel kapcsolatos 
véleményt fogalmaztak meg („I think”), eset-
leg támogatták más hozzászólok véleményét („I 
agree”).
A pozitív Sziget-élmény több témában is meg-
jelenik. Ilyen a 2., az 5. és a 7. téma, melyek más-
más szavakkal fejezik ki (majdnem) ugyanazt, 
nevezetesen, hogy a Sziget Fesztivál nagyszerű 
élmény. Ezek a témák korrelálnak is egymással, 
az algoritmus a témák korrelációs mátrixát is ki-
számolta (4. ábra). Az ábrán a csúcsok a témákat 
képviselik, nagyságuk az egyes témák becsült ará-
nyát jelzik a korpuszban. A csúcsokat összekötő 
élek vastagsága a témák közti korreláció erősségét 
mutatja. A legjelentősebb – de erősségét tekintve 
csak közepes – korrelációs kapcsolat a 2. és az 5. 
téma között figyelhető meg (a Pearson-féle korrelá-
ciós együttható értéke 0,47). Az 5. és 7. téma között 
0,27, illetve a 7. és 2. téma között 0,21 a korreláció 
mérőszáma, ami gyenge-közepes kapcsolatra utal.
1. táblázat
A témákat reprezentáló szavak
Témák Lemmatizált szavak a különféle mutatók szerint A téma azonosítása
1.
Legvalószínűbb: tent, even, island, peopl, use, complet, mani
FREX: past, tent, worth, horribl, complet, even, use
Lift: direct, gone, leak, worth, yet, across, auchan
Score: tent, refund, wash, station, often, continu, leak
A Sziget kempinggel kapcsolatos tapasztalatok
2.
Legvalószínűbb szavak: year, sziget, love, experi, thank, come, still
FREX: love, thank, year, experi, stay, come, absolut
Lift: air, heaven, unbeliev, altern, blast, contact, epic
Score: year, love, thank, absolut, welcom, fun, experi
Nagyszerű fesztiválélmény a Szigeten
3.
Legvalószínűbb: time, day, one, thing, think, line, first
FREX: agre, think, line, total, guy, idea, thing
Lift: agre, comparison, total, breakfast, except, front, guest
Score: guest, time, one, thing, day, line, think
Vélemények, gondolatok a fesztivál különféle tényezőivel 
kapcsolatban (például elhozhatók-e gyerekek a Szigetre?)
4.
Legvalószínűbb: toilet, realli, need, water, price, camp, last
FREX: water, queue, price, arriv, disappoint, eat, fest
Lift: bottl, min, queue, tap, add, arriv, belie
Score: toilet, water, suck, enough, need, problem, price
Az alapvető higiéniai és egyéb szolgáltatásokkal 
kapcsolatos vélemények (például a palackos víz árazása, 
nyilvános csapok)
5.
Legvalószínűbb: festiv, best, music, amaz, back, ever, life
FREX: best, music, ever, life, beer, world, amaz
Lift: beer, cultur, die, england, ever, excit, greatest
Score: best, music, amaz, festiv, ever, life, world
A legjobb fesztivál, a legnagyobb élmény
6.
Legvalószínűbb: just, ticket, everi, way, stage, feel, crowd
FREX: crowd, act, budapest, play, push, way, everi
Lift: act, anniversari, budapest, corner, bare, beach, beat
Score: ticket, crowd, lineup, budapest, play, way, broke
A tömeggel és a zenei felhozatallal kapcsolatos 
vélemények
7.
Legvalószínűbb: peopl, great, next, will, see, place, much
FREX: great, awesom, look, next, everyon, will, far
Lift: awesom, alcohol, bin, control, dirti, drunk, environ
Score: great, next, awesom, peopl, will, simpl, look
A nagyszerű fesztiválozókkal, helyszínnel, a kiváló 
szervezéssel és szolgáltatásokkal kapcsolatos vélemények
8.
Legvalószínűbb: food, festiv, hygien, staff, got, sziget, realli
FREX: hygien, staff, dust, visitor, trash, right, food
Lift: age, bacteria, drive, favourit, feedback, mate, result
Score: food, hygien, poison, sick, staff, favourit, bar
A cateringgel, valamint élelmiszerhigiéniával 
kapcsolatos tapasztalatok
9.
Legvalószínűbb: get, can, like, sziget, stage, dont, mani
FREX: concert, sound, live, perform, phone, band, get
Lift: move, park, phone, sound, steve, aoki, assum
Score: sound, get, concert, telekom, assum, aoki, chainsmok
A koncertekkel, fellépőkkel, előadókkal, a Sziget 
színpadaival és helyszíneivel kapcsolatos vélemények
Forrás: saját szerkesztés az stm R programcsomag segítségével
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4. ábra
A témák súlya és a közöttük lévő korrelációs 
kapcsolatok
Forrás: saját szerkesztés az stm és igraph R programcsomagok 
segítségével
Az ábrán jól látható, hogy az élményekkel 
kapcsolatos témák nem korrelálnak a fesztivál 
különféle szolgáltatási tényezőivel kapcsolatos té-
mákkal. Ezek közül a 8. téma súlya átlagosan 11% 
a hozzászólásokban, itt jelennek meg a catering-
gel, valamint az élelmiszerhigiéniával kapcsola-
tos tapasztalatok. Ugyanakkor a 8. téma enyhén 
korrelál a 4. témával, ami az alapvető higiéniai és 
egyéb szolgáltatásokkal kapcsolatos véleményeket 
képviseli. Ebben a bokorban találhatók továbbá a 
kempinggel kapcsolatos tapasztalatok, a fellépők-
kel és a line-uppal, illetve a tömeggel kapcsolatos 
vélemények, lásd a 6. és 9. témát, amelyek között 
közepes korreláció figyelhető meg. Együttesen 
főként a kiegészítő jellegű szolgáltatási elemekkel 
kapcsolatos témák halmazát képviselik, amelyeket 
a korábbi vizsgálatunkban is megkülönböztettünk 
a fesztivál alapszolgáltatásaitól.
Az előzmény kutatásunkban azonosított fő 
témák az alapszolgáltatások (line-up, előadók, 
hangosítás), a támogató szolgáltatások (cater-
ing, beléptetés, személyzet, fizetési rendszer, 
szaniteregységek és higiénia, kemping stb.) és 
a kiegészítő élményelemek (környezet, kiegé-
szítő programok) voltak, a fesztiválatmoszféra, 
a látogatók, a zsúfoltság és az egyéb tényezők 
(például az időjárás) mellett, melyeket további 
25-30 résztényezőre bontottunk. Ha ezt össze-
vetjük jelen számítógépes témamodell eredmé-
nyeivel, látható, hogy jelentős átfedések vannak 
(catering, élelmiszerbiztonság, higiéniai szolgál-
tatások, kemping, fesztiválozók és atmoszféra), 
de a fő témák tartalma csak részben egyezik 
meg. Különösen a 2. és az 5. téma különbözik 
jelentős mértékben a kvalitatív vizsgálatban azo-
nosítottaktól. Ennek legfontosabb oka az, hogy 
a hozzászólások nagy hányadában az elégedett-
ség és a különféle tetszésnyilvánítások jelentek 
meg, amelyeket a fesztivál megfogható, önállóan 
is értékelhető tényezőit (élményelemeit) azono-
sító kvalitatív elemzés során nem tudtunk jól 
megragadni, mivel egy tetszésnyilvánítás nem 
élményt alakító tényező. A 2., az 5. és a 7. téma 
együttes részaránya több mint 45%, így a kvan-
titatív elemzés jobban kiemeli a hozzászólások 
legfontosabb dimenzióját, a véleményt írók által 
megélt egyedi, felejthetetlen élményt.
Végül, de nem utolsó sorban, a kovariánsok sze-
repét is megvizsgáltuk. A strukturált témamodell-
ben két metaadatot, a vélemény évét és a bejegy-
zéshez tartozó lájkok, egyéb megjelölt emotikonok 
összesített számát építettük be. Az stm csomag 
segítségével megvizsgáltuk, hogy a kovariánsok 
hatására hogyan alakul az egyes témák eloszlása a 
hozzászólásokban (lásd az 5. ábrát!).
A bejegyzés éve, mint diszkrét kovariáns, kü-
lönösen a 8. téma megjelenésére volt hatással. A 
catering és élelmiszerhigiénia a 2017-es évben je-
lent meg legnagyobb arányban, 15%-ot meghaladó 
mértékben, a hozzászólásokban. (Az ábrán a pont 
mutatja a becslés értékét, míg a jobb és bal oldalán 
látható vonalak a becslés konfidenciaintervallumát 
jelölik.) A hozzászólásokat áttekintve ebben az 
évben találtunk egy hosszú hozzászólásfolyamot, 
amelyben többen panaszkodtak hasmenésre, étel-
mérgezésre. Ennek az lehetett az oka, hogy a nyári 
hőségben megromlottak a sokszor a tűző napon 
tárolt élelmiszerek.
A lájkok (jelölések) száma és a témák várha-
tó részarányai közti kapcsolat a 6. ábrán látha-
tó, amely megmutatja, hogy a lájkok számának 
függvényében hogyan alakul a kempingszolgál-
tatásokkal kapcsolatos téma megjelenése a hozzá-
szólásokban. Az ábrán jól látható, hogy növekvő 
lájk-számok mellett nő(ne) a téma részaránya a 
hozzászólásokban, egyre szélesedő alsó és felső 
konfidenciaintervallumok mellett, azaz a becs-
lés bizonytalansága nagy. Ennek a kovariánsnak 
megítélésünk szerint nincs nagy prediktív ereje. 
Ugyan vannak olyan témák, amelyek nagyobb 
mennyiségű lájkot generálnak, de a lájkok számá-
nak növekedése kevéssé magyarázza egy adott 
téma várható részarányának növekedését a hoz-
zászólásokban.
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6. ábra
Folytonos kovariáns (a bejegyzések 
lájkjainak száma) hatása az 1. téma 
(kempingszolgáltatásokkal kapcsolatos 
vélemények) részarányára
Forrás: saját szerkesztés az stm R programcsomag 
segítségével
6. Összefoglalás
Tanulmányunkban arra tettünk kísérletet, hogy 
egy számítógépes algoritmus, a rejtett Dirichlet-
eloszlást alkalmazó strukturált témamodell (stm) 
segítségével határozzuk meg a Sziget Fesztivál lá-
togatói által a Facebookon írt vélemények jellem-
ző témáit, és ezeket összevetettükük egy korábbi 
kutatásunkban körvonalazott témákkal. A Sziget 
Fesztivál látogatóinak az elmúlt hét évben angol 
nyelven írt szöveges véleményei alapján az algo-
ritmus segítségével kilenc témát modelleztünk, 
amelyek tartalma részben egyezett meg a korábbi, 
kvalitatív kutatásunkban azonosított témákkal.
A vizsgálat egyértelmű korlátját a korpusz, a lá-
togatók által írt bejegyezések számossága jelentet-
te. A számítógépes témamodellezés szempontjá-
ból egy kis korpuszt kívántunk gépi módszerekkel 
elemezni, azonban úgy tűnik, hogy ez részben a 
szemantikus koherencia rovására ment. Akárhány 
témával kísérleteztünk a futtatások során, az 
eredmények minősége, azaz az algoritmus által 
létrehozott témák (szózsákok) érthetősége keveset 
javult. A jövőben az ilyen jellegű vizsgálatokhoz 
valószínűleg lényegesen nagyobb korpuszra lesz 
szükség, azzal együtt is, hogy a kutatási előzmé-
nyek azt jelzik, hogy az LDA módszertan esetében 
nem annyira az egyes dokumentumok hossza a 
kulcskérdés, hanem a korpusz nagysága: néhány 
száz közösségi média bejegyzés nem tekinthető 
jelentős adatállománynak. Ebben az értelemben 
vizsgálatunk csak részlegesen tekinthető sikeres-
nek, miközben más szempontból jól látható, hogy 
a látogatók közösségi média bejegyzései számító-
gépes módszerekkel eredményesen vizsgálhatóak, 
így kvantitatív módszerrel is rá lehet mutatni arra, 
hogy melyek azok a tényezők, amelyek meghatá-
rozzák az elégedettségüket.
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