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Abstract 
We consider the roots of two families of polynomials which can be derived as the characteristic polynomials of some 
(generalized) transfer matrices. We study the possible multiplicities and the number of real roots. Moreover, the number 
of roots lying inside the unit disk is determined, and bounds for their modulus and for the modulus of the other roots are 
given. 
The present study deals with the roots of the following families of polynomials: 




pp,,(z) = a4 
bq 
z2 + (1 - b)z + 2 
> 
-24-p ZEC, 
where 0 < p < q are two co-prime integers and (a, b)E(O, 1)2. 
In various (piecewise) linear discrete models of physical systems, these polynomials appear as the 
characteristic polynomials of (generalized) transfer matrices and their inverse [3]. Actually, in such 
models the method of transfer matrices can be employed for the computation of the solutions. 
* Corresponding author. E-mail: bastien@cpt.univ-mrsfr. 
’ Allocataire de Recherche MESR and Moniteur at Universite de la Mediterrante. 
’ Visiting Professor at Universite de Toulon et du Var, Faculte de Sciences et Techniques, 83957 La Garde, France. 
3 On leave from the Institute of Theoretical Physics, Warsaw University, ul. Hoza 69, 00-681, Warsaw, Poland. 
4 Unite Propre de Recherche 7061. 
0377-0427/97/$17.00 0 1997 Elsevier Science B.V. All rights reserved 
PII SO377-0427(97)00061-7 
250 B. Fernandez, M. PindorlJournal of Computational and Applied Mathematics 81 (1997) 249-255 
Using this method, the solution is constructed by the successive actions of these matrices. Hence, 
the spectrum of these matrices plays an important role in the expression of the solution. In 
particular, one has to know the number of eigenvalues lying inside the unit disk (i.e., the disk of 
radius 1 centered at 0) and their multiplicity. 
In the following, we study the roots’ multiplicity. This allows us to determine the possibilities for 
the number of real roots. We finally localize the roots in various sets and give two examples. 
The definition clearly implies that, for each polynomial, the product of all the roots is 1. 
Furthermore, it is sufficient to study the roots of one family of polynomials since the roots of Pp,4 
are the inverses of those of pp,4. From now on, we only consider Pp,4. 
For all the results given in this work, all the values (a, b) E (0,l)’ and all the co-prime integers 
0 < p < q are allowed unless otherwise stated. 
The possible roots’ multiplicity and the possibilities for the (number of) real roots are claimed in 
the following statement. 
Proposition 1. (i) All the roots of Pp,4 are simple, except for one possible negative real double root 
larger than - 1 if b E (0, i), p is even and q is odd. 
(ii) On R+, Pp,4 has two (simple) roots. One is smaller than 1 and the other is larger than 1. 
(iii) The possibilities for the negative real roots of Pp,4 are 
(a) Two simple roots if p and q are odd. One is smaller than - 1 and the other is larger than - 1. 
(b) No roots if p is odd and q is even, or if b E [$, l), p is even and q is odd. 
(c) Either two simple roots, or one double root, or no roots5, if b E (0, i), p is even and q is odd. 
Proof. The proof decomposes into two steps. First, we show that the only possible multiple roots 
are two double real roots. Then, we study the real roots (multiplicity) to conclude. 
Assume the existence of a double root zo. It must satisfy simultaneously the relations 
Pp,dz~) = 0 and p&(zo) = 0, 
where Pb,4 clearly denotes the derivative with respect to z. Combining these two relations leads to 
the quadratic equation 
-b(q - p)z; + 2p(l - b)z,, + b(p + q) = 0. (2) 
Therefore, since 0 < p < q, Pp,4 has at most two double real roots of different sign given by 
z+ = ~(1 - b) + Jp’(l - b)2 + b2(q2 - P’) 
_ 
b(q - P) 
In particular, z+ >lsincep>OandOcb<l,andz_> -liffO<b<isinceO<p<q. 
Now, we assume the existence of a root of multiplicity 3, say zl. In addition to the conditions (l), 
z1 must also obey P”(z,) = 0. Putting the two relations (1) into the latter gives a quadratic 
5 If a is sufficiently small. 
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equation. This equation is combined with (2) to obtain a linear equation for which the solution is 
~(1 - b) 
‘i = b(q - p) . (3) 
Hence, the only possibility for roots of multiplicity larger than 1 is 
z=z1 f J z: + 4+P 4-P 
thus, they cannot be equal to zl. Consequently, PP,4 cannot have roots of multiplicity larger than 2. 
To determine if z + and z_ can be roots of PP,4, and more generally, to study the (number of) real 
roots, we define the functions 
f(x) = uq bq x2 + (1 - b)x + z 
> 
and g(x) = xp+4, 
for x E R, and we consider separately the cases x > 0 and x < 0. 
From the conditions 0 < a < 1,0 < b < 1 and 0 < p < q, it comes out that the function h = 4 is 
positive on [w+ and that 
h(0) = 0, h(l)=;> 1 and lim h(x) = 0. 
x++CC 
Moreover, the derivative of h is 
xP+4-1 
h’(x) = 2u4(b/2x2 + (1 - b)x + b/2)4+’ (- b(q - p)x2 + 2p(l - b)x + b(p + q)). 
Again, according to the conditions on the parameters a, b, p and q, h’ is positive on (0, z +), negative 
on (z+, +co) and h’(x) = 0 iff x = z+. These results and the relations (4) imply that h(z+) is 
a maximum for h on [W’ and that h(z+) > 1. Consequently, h(x) = 1 holds only for two points in 
R+, and for these points h’(x) # 0. In other words, Pp,q has two simple positive real roots. As 
h(1) > 1, one root is smaller than 1 and the other is larger than 1. Thus, (ii) is proved and z+ cannot 
be a root of Pp,q. 
To study the negative roots, we first assume that b E [i, 1). From this condition, it follows that 
f(x)>Of 11 or a x E R. Hence, if p + q is odd, then for x < 0, h(x) < 0, and PP,q has no negative real 
roots. Now, if p and q are odd, then for x < 0, h(x) > 0. In this case, we have in particular 
h(-1)= ’ 
aq(2b - l)q 
> 1 and lim h(x) = 0, 
x+-a, 
and by considering the sign of h’ on Iw -, one shows that if b E (4, l), h(z-) is a maximum of h on R - 
and h(z_) > 1. If b = i, then z_ = - 1 and the same behavior holds for h, but now 
lim h(-1) = +oo. 
b-r l/2 
Hence, in both cases Pp,q has two negative roots which are simple. 
Assume now that b E (0, $). If p is odd and q is even, for x < 0, h(x) < 0. Pp,q has no negative roots 
in this case and then has only simple roots. This achieves the proof of (iiib). On the other hand, the 
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are such that x_ < -1 < z- < x+ < 0. Hence, if p and 
strictly increasing on (- co, IX_) and strictly decreasing 
negative real roots of PP,4 in this case follows from 
q are odd, h(x) < 0 iff XE(X_, x,). It is 
on (x+, 0). Consequently, the only two 
lim h(x) = 0, lim h(x) = + co and h(O) = 0. 
x+-o3 X ‘X* 
Here also they are simple. Thus, (iiia) is proved. 
Now, it remains to consider the case b E (0, $)), p even and q odd. In this case, since h(x) > 0 iff 
x E(x-9 x+), Rp,4 cannot have negative roots outside this interval. Furthermore, h’ is negative on 
(x _, z _), positive on (z _, x +) and h’(x) = 0 iff x = z _ . However, the position of h(z _) with respect to 
1 depends on the parameters. Actually, we have 
2<+.+4 
h(z-) =(abq/2p)“(z? - 1)q * 
Consequently, PP,q can have either two simple roots if h(z_) < 1, or one double root z- if h(z_) = 1 
or no roots if h(z_) > 1, on (x-, x,), which is the statement (iiic). Moreover, it is the only case for 
which z- may be a root of PP,q. This completes the proof of (i). 0 
We now localize the roots in the following way. 
Proposition 2. (i) There are p + q roots with modulae between rl and r2 (rl < r2 c l), where 
7.1 = 
-(l + a - ab) + d(l + a - ab)2 + a2b2 
ab , 
and 
r _a(l-b)+ a’(l-2b)+2ab 
2- 2 - ab 
(ii) The q - p other roots have a modulae larger than R = max{R1, R2} > 1, where 
1 
RI =p &(q -P) 
and R 
2 
= 1 - a + ab + &l - a)(1 - a + 2ab) 
ab 
Remark 3. r2 is the positive root of PI, 1 and R2 is the root of P0,1 larger than 1. Further R2 > R, 
when b is small enough. 
Proof. For 4 E [w, let z = e@. The following inequality holds 
aq1+bz2 + (1 - b)z + $blq < Iz~+~), (5) 
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since 0 < a c 1, 0 < b < 1 and )z ptql = 1 Hence, when 4 varies from 0 to 2n, the argument of . 
PpJeid) varies of 274~ + 4). It results, from the argument principle [l, 21, that Pp,4 has p + CJ roots 
inside the unit disk. 
If the same inequality holds for z = pe’” (with now p # l), then there are still p + 4 roots lying 
inside the disk of radius p centered at 0. From the triangle inequality and the condition 0 < b < 1, 
one has 
1% ‘ezi4 + (1 - b)pe’” + ibl d 4 p2 + (1 - b)p + $b, 
and therefore, it is sufficient that 
a4(+bp2 + (1 - b)p + +b)q < pp+4, (6) 
for the inequality (5) to hold. 
If p > 1, then p4 < ppf4 since p > 0. Hence, for p > 1, it is sufficient to have 
a4(+bp2 + (1 - b)p + +b)” < pq, (7) 
for the inequality (6), and then for (5) to hold. Solving the inequality (7) gives the condition p < R2. 
We can conclude that only the remaining 4 - p roots may have a modulus larger than R2. 
Again if p > 1, since 0 -C b < 1 it comes out that 
p2 > +bp2 + (1 - b)p + $b, 
because 1 is the largest root of the corresponding quadratic polynomial. RI then follows when the 
left hand side of (6) is changed by uqp2q. 
Now, when p < 1 we have pp+q > p2q as p < 4. Replacing pp+q by p2q in the right hand side of (6) 
gives r2 as the smallest radius of a disk for which we are sure that it contains p + 4 roots. 
To determine rl, also using the argument principle, we consider the smallest disk that contains 
all the roots of ppp.q. Now the condition for its radius is 
uq($bz2 + (1 - b)z + +blq > pq-P, (8) 
and this radius must obey the condition p > 1. We observe that 
1% 2e2i4 + (1 - b)pe’@ + ib( 2 +bp2 - (1 - b)p - $b, (9) 
since 0 < b < 1. If p > (1 - b + d-)/b, then the right-hand side of (9) is positive. On 
the other way, for p > 1, pq > p q-p. Hence, it is sufficient for p to satisfy 
u(ibp2 - (1 - b)p - sb) > p, 
in order for (8) to hold. Solving this inequality gives 
P=- 
1 + a - ub + &l + a - ub)’ + u2b2 
ub = Pl* 
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Fig. 1. Plot of the roots of P4,13: ((a) and(b)) and of P 3, 13 ((c) and (d)). The circles of radii rI and rz are displayed in (a) and 
(c) and the circle of radius R is shown in (b) and (d). 
In particular, this condition ensures that the right-hand side of (9) is positive. This finally gives 
a condition, which is p < l/p, = rl, for a (centered) disk of radius p to contain no roots of PP,4. 0 
As an example, we show the roots of P + r s for a = 0.4 and b = 0.8 and those of Ps, r3 for a = 0.4 
and b = 0.5 in Fig. 1. These pictures clearly confirm the preceding results. Notice the interesting 
and somewhat unexpected remark that the roots outside the unit disk seem to be identically 
distributed on a circle with a negative real center. 
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