thanks to finite elements as will be shown in a forthcoming work. The methods in [8] has been extended to full discretization in [7] but a finite difference in space with a uniform mesh is used and it seems difficult to generalize these results. It is well known that practical simulations often require non uniform space discretizations and we think that it is important to develop tools which help the understanding of these schemes.
Setting of the problem
Let H be a Hubert space, we will consider the following evolution equation written in the abstract Ito form du + (Au + /(u)) df = a(u)AW, (1.1) with the initial condition u(0) = u Q €H, (1.2) where u is a //-valued random process, A : D(A) C H -» H denotes an unbounded, nonnegative self-adjoint operator, such that D(A) is compactly embedded into #, / is a non-linear mapping from H into D(A~') for some s € [0, 1[ and σ is a mapping from Η into £(#, D(A~&)), the space of linear bounded operator from Η into D(A~ ] for some β > 0 which will be specified below. Here, {VK(£)}«>o denotes a cylindrical Wiener process on Η (see [5] ) defined on a given stochastic basis (Ω, ,F,P, {Ft}t>o)· Here W(t) can formally be written as the space derivative of the Brownian sheet W(t,x). More precisely, where {ej}j>o are the eigenfunctions of A and form a Hilbertian basis of H ; { }»>I is a family of real Brownian motions mutually independent in a fixed probability space.
Several authors have already considered Cauchy Problems associated to (1.1)-(1.2) (see [1, 5, 10, 13, 15, 19, 20] and references therein). Results of existence and uniqueness of global strong solutions u are classical if / and σ are globally Lipschitz. In the case where / is only locally Lipschitz (Burgers equation), and if σ is bounded, existence of global strong solutions can also be shown (see [3, 4, 6] ).
We are interested in the approximation of (1.1)-(1.2) by a semi-implicit scheme. Let Τ > 0 and Ν an integer. We set τ = Τ /Ν and construct a sequence of approximations {u n }o<n<# of the solution u by the following scheme :
where we have set u n + 6 = 6u n + l + (1 -0)u n for some Θ G [0, 1] and {χ η } η >ο is a sequence of i.i.d. H-valued normal random variables.
In the globally Lipschitz case, we will be able to prove the Z/'-convergence of u n to u with the rate 7 < min(l -s, (1 -a)/2 -β}. Our main assumptions are in this case ) < + oo, (1.4) for some α > 0, and 6) for any (it, v) in H and for some constants L^L a > 0 and where (s, α, β) are such that
and 0 < 5 < 1.
(1.8)
The trace assumption (1.4) on A will allow us to work with white noise up to a certain spatial regularity β given by (1.7). Note also that assumption (1.8) allow that / depends on some spatial derivatives of the solution.
We then treat the case where σ is still globally Lipschitz but the nonlinearity / is only locally Lipschitz. We will restrict ourselves to the one-dimensional case of the stochastic Burgers equation. In this case Η = L 2 (0,1), s > 3/4, β = 0 and α > 1/2. However our approach is general and, using the setting of the preceding section, can be applied in many situations. The idea is to mimic the proof of existence and uniqueness for the continuous problem (see [4] ). An extra assumption for σ is required
) for some C a > 0. We consider truncated versions of (1.1) and (1.3) for which the results of the preceding section hold. Then, we prove convergence in probability of the scheme which implies boundedness in probability. These two facts are used together to obtain that
for 7 < 1/4, uniformly with respect to N. We say that the scheme is of order in probability 7 < 1/4.
Some definitions of order
The last definition is quite natural. Indeed, a deterministic scheme is of order 7 if
is bounded. Since different notions of boundedness (almost surely, in Ζ/(Ω,#), in probability) can be considered for random variables, different notions of order of convergence naturally arise. These notions of convergence are connected with corresponding notions of order. 
The following notion is weaker than the previous two but is still connected with pathwise approximation and corresponds to the convergence in probability : 2. It can be proved using the Borel-Cantelli lemma.
3. It is the Egorov lemma.
4. This assertion comes from the second one.
The globally Lipschitz case
In the case where all the coefficients are globally Lipchitz, we have the following result of existence of solution of Eqs. 
!)-(!. 2).
Moreover, there exists some constants C(T) > 0 such that
where \ -\ denotes the norm in H.
Now, assume that we are given a subdivision of the interval [0, T] with uniform time step τ where τ -T/N for an integer N. We seek an approximation of the values {u(nr)} Q < n < N where u is the solution of (1. !)-(!. 2) on the interval [0,Tj. The following scheme is chosen 
Some hints concerning the proof
Indeed the notation (2.2) is a bit ambiguous, since u n has to be in D(A) in order to make sense. We use in fact here continuous and discrete mild formulations associated to the exact and approximate solutions. According to (2.2), u n can be written as
where we have set
The solution u of (1.!)-(!.2) satisfies the following mild formulation 
The deterministic part of (2.7) can be easily (!) estimated owing to regularizing properties of the semi-group {e~t A } t >Q and the fact that the scheme is of order 1 in the deterministic case (see [12] ), so |S? -enrA \ C (H) < ^, for any η > 1. The first properties will allow us to estimate the second term of (2.7) removing the χ derivatives that / might contain.
At last, the stochastic term in (2.7) can be estimated in //(Ω, Η) using Burkholder-DavisGundy Inequality:
8) \jk=o
hr I where we have written
nr -^Aa(u(s)).
Using the same ideas as above, the spatial regularization due to A is being replaced by some discrete convolution in time by integrable kernels, as usual in the deterministic theory.
Lastly, we can estimate \e n \ LP (^H) by gathering (2.7) and (2.8) and this yields Let us now deal with a non linearity / which is only locally Lipschitz. For the sake of clarity, we will treat this case in a one-dimensional framework and but the ideas we introduce are general and can be applied in more general situations.
r\1
Here, A in (1.1) denotes the operator --r-r on (0,1) with either Dirichlet or Neumann ox* boundary conditions. We know that A is an unbounded self-adjoint operator on Η = £ 2 (0, 1), whose domain D(A) is compactly embedded in H. We denote in the same way as in the previous section by {Aj}j>i its eigenvalues and by {βί}<>ι its eigenfunctions. In the case of Burgers equation, we have /2ẽ
i(x) -\/-sin(zVx), χ € (0,1), γ π and λ, = iV.
Let α be such that Y^i :>l λ,~α < -hoc. Then, we know that here we can take any « > \· The assumptions concerning the noise is strengthened ; {WXO}te[o,r] remains the same as in Section 2, i.e. a cylindrical Wiener process on L 2 (0, 1) but here σ is Lipschitz continuous from L 2 (0, 1) into £(L 2 (0, 1)) and there exists a constant L ff > 0 such that
Moreover, we take the extra assumption
for some constant C ff > 0. 
Sketch of the proof
Similarly as in (2.2), we define {^} 0<η<Ν for any R > 0, by the induction 
