Abstract-In this paper we proposed GEE-Smoothing spline in the estimation of semiparametric models for correlated nominal data. The method can be seen as an extension of parametric generalized estimating equation to semiparametric models. The nonparametric component is estimated using smoothing spline specifically natural cubic spline. We use profile algorithm in the estimation of both parametric and nonparametric components. The properties of the estimators are evaluated using simulation studies.
Since nominal data can be seen as a member of exponential family distribution [1] , the general parametric method used in the analysis of these data is the class of generalized linear model (GLM). But GLM assumes that the observations are independent. Reference [2] proposed marginal model for correlated data from the exponential family distribution called generalized estimating equation (GEE made with this method considering the efficiency of the estimators (see: [3] [4] [5] [6] ).
Several authors extended GEE for binary data to GEE for ordinal data. The main attention is in the construction of the covariance matrix. Reference [7] proposed GEE for correlated ordinal data that can be seen as an extension of GEE given by [2] and [3] . They estimated the association parameter (correlation) using the second set of estimating equation for the association. Reference [8] also proposed marginal model for correlated ordinal data. They used global cross (odds) ratio to obtain the association parameter, where the odds ratio is estimated by other set of estimating equation. A more similar method of [7] was given by [9] , but they rather estimated the covariance matrix than the correlation matrix. Another approach on GEE for correlated ordinal data was proposed by [10] , where the association parameter is obtained as minimization solution of the objective function.
The method discussed above is in the class of parametric models which assume that the relation between the response and covariates can be specified in the form of known linear or non linear function. In this model, the function is known except the (finite) parameters. It is often that the relation of the response with one or more covariates is unknown, meaning that the relation can be any function but unknown. This leads us to nonparametric modeling. The nonparametric model is usually used in two situations: when the researcher knows that the relation does not follow any linear or non linear parametric function or, to explore the relationship between the response and the covariate.
Semiparametric model is a combination between parametric and nonparametric model. In this model some covariates are modeled parametrically and others are modeled nonparametrically.
Several semiparametric methods for correlated data have been proposed. Reference [11] proposed local polynomial kernel (LPK)-GEE to analysze longitudinal data and studied the property of the estimator. They used profile-based estimating equation as proposed by [12] . They found that if independent working correlation is used, then it would produce √n-consistent parameter estimate of the parametric component. If other working correlation is used, then the parameter estimate of the parametric component is √n-inconsistent, except that the nonparamatric function is under smoothing. Thus in LPK-GEE, one must ignore the within subject correlation in order to obtain an efficient estimator. This means within subject observations should be assumed independent, hence the working correlation matrix must be an identity matrix. This result was definitely different to GEE given by [2] , that is the estimator is consistent even if incorrect working correlation is used.
Reference [13] studied in-consistency of LPK-GEE by studying the locality of kernel regression and comparing it with P-spline and smoothing spline. Their result is that the kernel is local for both independent and non-independent working correlation. P-spline and smoothing spline are local if data are independent and non-local when data are correlated. Motivated by this result [14] proposed nonparametric regression for correlated binary data using GEE-Smoothing spline.
Reference [15] also proposed semiparametric estimation using GEE-Smoothing spline for correlated binary data.
In this paper we propose semiparametric estimation for correlated nominal data using GEE-Smoothing spline. This method can be seen as an extension of GEE-Smoothing spline from binary data [15] to nominal data, or an extension of parametric GEE for ordinal data given by [7] to semiparametric estimation for nominal data. We use profile algorithm in the estimation of parametric and nonparametric components. We evaluate the properties of the estimator numerically using simulation study.
The outline of this paper is as follows. Section II gives brief review of generalized estimating equation and nonparametric regression using smoothing spline. The GEE-Smoothing spline for correlated nominal data is given in Section III. Section IV presents the simulation studies and their results. The conclusion and discussion are given in Section V.
II. GENERALIZED ESTIMATING EQUATION AND SMOOTHING SPLINE

A. Generalized Estimating Equation
Generalized estimating equation was proposed by [2] . This method can be seen as an extension of quasi-likelihood by introducing working correlation into the estimating equation [16] . Suppose there are n subjects and each subject is observed n i times, for i = 1, 2, …, n. The response for the i-th subject at j-th time is y ij with respective vector of covariates x ij for j = 1, 2, …, n i . It is assumed that the responses from the same subject are correlated and from the different subjects are independent. Let the marginal distribution of y ij follows exponential family distribution with probability distribution function
where θ ij is the canonical parameter. The first two moments of
The relationship between µ and covariates is through a link function g(µ ij ) = η ij with η ij = x T ij β, (1) where
T be the n i x 1 vector of response variable with E(
T be n i x p matrix of covariate for the i-th subject,
which fulfills the requirement of being correlation matrix and α be s × 1 vector which fully characterizes the R i (α).
is called "working correlation matrix". Defined
where
where D i = ∂µ i /∂β=(∂µ i /∂θ i )(∂θ i /∂η i )(∂η i /∂β) = A i ∆ i X i and V i as in (2) . The estimate of β is obtained as solution of (3). The iteration procedure for β uses modified Fisher scoring algorithm and estimation of α and φ use method of moment. The iterative procedure for β is
This method treats the association parameter as nuisance meaning that the focus of the study is regression parameter. It produces low efficiency for the correlation parameter. Some more efficient methods to estimate association parameter has been proposed. For more details see [3] [4] [5] [6] . Reference [2] showed that β is consistent even if we use incorrect working correlation, as long as the mean is correctly specified, but the most efficient estimate of β is obtained if the true correlation structure is being used.
B. Smoothing Spline
Smoothing spline is one of the nonparametric regression methods dealing with how to obtain the unknown function, that can be any arbitrary function but comes from a specific class of function, by imposing a roughness penalty to the objective function. Reference [17] gives a good introduction to smoothing spline in particular the natural cubic spline. They applied the method to independent data: continuous data and general member of exponential family distribution. They also discussed the semiparametric model based on smoothing spline. 
and known as penalized sum square. The objective function has two components, (1) the goodness-of-fit of data and the roughness penalty. Reference [17] gives procedure to obtain the roughness penalty ∫[f''(t)] . Vector f and γ completely specify the curve f. These two vectors are specified by two matrices Q and R which are defined as follows.
matrix with elements q ij , i = 1, 2, …, n and j = 2, 3, …, n-1, given by Thus R is strictly positive definite, hence R -1 exists. Define a matrix K * by
The important result is a theorem given in [17] as follows:
The 
From the theorem above, the roughness penalty can be computed easily, since it is just multiplication of vector and matrix. Using (1), f can be easily estimated (see [17] for more detail).
III. GEE-SMOOTHING SPLINE FOR CORRELATED NOMINAL DATA
Suppose there are n subjects, and each subject is observed n i times. The response for the i-th subject and j-th measurement is y * ij with the respective p x 1 vector of parametric covariates 
The semiparametric model takes the form
In model (7) (u) and N iju =0 otherwise, for u = 1, 2, ..., s. Let an s x 1 vector f r = (f r (t (1) ), f r (t (2) 
. Now the general model is f
References [2] , [3] , [7] , [8] , [10] and others did not mention how the GEE was obtained. They just gave the estimating equation for the parameter of interest. But [16] considered that GEE is an extension of quasi-likelihood, by introducing working correlation in the estimating equation. From this, the justification can be made by pretending that there exists a (like) quasi-likelihood function, Γ, such that the GEE in (3) is the result of maximizing Γ with respect to β, i.e ∂Γ/∂β. If we apply this to our model in (8) , the result will not be satisfactory since we can take β = 0 and take f that interpolates the data, that maximizes Γ. These are not satisfactory since the estimate of β is the main objective of the study, and the estimate of f will be too rough or wiggly. To handle this, we liken the roughness penalty to the (like) quasi-likelihood function, Γ, such that the estimate of f will not be rough but smooth enough. Assuming that Γ exists, we may define penalized
, and using (6), it becomes
where λ is a smoothing parameter and matrix K=[I q ⊗ K * ], with K * defined as in Section II B. We use profile algorithm to estimate the parametric (β) and nonparametric components (f). For more detail about profile algorithm, see [19] , [20] , [12] , and [21] . Profile algorithm treats both components in different manner. The nonparametric component f is estimated by assuming that β is given. But to estimate β, it is assumed that f is a function of β, i.e f β . The estimates of f and β are obtained by maximizing penalized (like) quasi-likelihood function, Ω, w.r.t f and β. It should be noted that ∂β/∂f = 0 and ∂f/∂β ≠ 0. From (9) and following (3), the estimating equations are obtained as follows. where τ is vector of covariates that affect the correlation, that can be the index of time or other covariate. Let
The estimating equation for α is given by 
The steps of GEE-Smoothing spline to estimate β and f using profile algorithm are as follows.
(i) Given β, compute equation (13) .
(ii) Estimate the association parameter by iterating (14) until α converges and construct A i and V i .
(iii) Compute equation (12). (iv) Estimate the association parameter by iterating (14)
until α converges and construct A i and V i .
(v) Repeat steps (i) -(iv).
IV. SIMULATION STUDY
In order to evaluate the properties of GEE-Smoothing spline estimators, we did simulation studies by considering the bias, consistency, and the efficiency. The consistency can be evaluated using the fact that an estimator is consistent if the variance tends to zero when sample size tends to infinity. In other words, if the variance decreases when sample size increases, then the estimator is consistent. We also investigate whether using the correct correlation structure gives better efficiency compared to independence working correlation. 
A. Scenarios
We generated correlated nominal data based on algorithm given by [22] . The algorithm employs uncertainty coefficient (U) and Goodman-Kruskall gamma as association parameter. We generated three types of nominal data sets. The first one has autoregressive lag-1 (AR1) correlation structure with the association between the j-th and j'-th time measurements is U (jj') AR1 = 0.5 |j-j'| . The second one has exchangeable (EXC) correlation structure with the association between the j-th and j'-th time measurements is U (jj') EXC = 0.3, for all j ≠ j', and the third is by using independent structure (IND). We consider nominal data with levels 1, 2, and 3. Each subject was measured five times. We used logit link function in the form of (6) . The systematic component has form η ijr = β 0r + β 1r x ij1 + β 2r x ij2 + f r (t ij ) where j = 1, 2, .., 5; r = 1, 2; β 01 = -1; β 11 = 1; β 21 = 0.5; (t j ). The covariate X 1 was generated from Uniform(1) and X 2 was generated from Bernoulli(0.5).
We considered three levels subject numbers, n = 30, 50, and 100. For each data set with combination of correlation structure and number of subject, we estimated using three working correlation, autoregressive lag-1 (AR1), exchangeable (EXC), and independence (IND).
B. Simulation Results
The Bias. The average of biases of parametric estimates (β 01 , β 11 , β 21 , β 02 , β 12 , and β 22 ) are very small (see Table 1 ). Table 1 shows that the bias of the parametric estimates are very small. The average of biases seems unaffected by the number of subject. Increasing number of subject does not always decrease the bias. In many cases, n = 30 gives the smallest average bias, but in others cases, the smallest bias is given by n = 100. Regarding whether the 95% confidence interval of the parameter covers zero, there is no general pattern for the estimates of intercept (β 01 and β 02 ), except that for independent data with large n the estimates cover zero. This shows that the estimates of the intercept are generally biased, even though the biases are small. The coefficient estimates for the time varying covariate (β 11 and β 12 ) show different behavior. The confidence interval for β 11 covers zero for independent data and small correlated data (U EXC ) with medium and large n. Meanwhile for data with correlation structure U AR1 , the estimates for all the working correlations and for all the numbers of subject, the confidence intervals cover zero.
Whereas the estimates of β 12 for correlated and independent data are unbiased. These are shown by the confidence intervals of their estimates for all working correlations and all numbers of subject covering zero. From these result it seems that the coefficient estimates of time varying covariate are unbiased.
From the result obtained, the coefficient estimates of subject specific covariate are unbiased. These are shown by the confidence intervals of β 21 and β 22 covering zero for all data structures, all working correlations, and all numbers of subject. Table II gives the average of biases of the pointwise nonparametric estimates (f 1 and f 2 ). This table shows that the average of biases are very small, for all data types, all working correlations, and all numbers of subject. There is no pattern of increasing or decreasing the bias with respect to increasing or decreasing the numbers of subject. There is no guarantee that increasing number of subject gives smaller bias. In many cases the average of bias for number of subject 100 is large than number of subject 30. Generally, when the number of subject is increased then the average of bias tends to a specific value, even small, but greater or smaller then zero.
The consistency. We evaluate the consistency of the estimator by studying variance behavior of the estimates with respect to increasing or increasing number of subject. The estimator is consistent if the variance tends to zero when the number of subject tends to infinity. In other words, if the variance decreases when number of subject increases, then the estimator is consistent. Table III and Table IV give the variances of the parameter estimates. From these tables, it is clear that the variance decreases when the number of subject increases. It does not matter, whether using correct or incorrect working correlation, this pattern holds. Thus the estimator is consistent even if there is misspecification of the working correlation.
The efficiency. We consider whether using correct working correlation gives more efficient estimate than assuming independence. Evaluation was made by comparing the variances of the estimates of three working correlation, for their respective true correlation structure and number of subject (see Table III for the parametric component and Table  IV for the nonparametric component).
When data are independent, there is no general pattern of the variances of parametric components (β 01 , β 11 , β 21 , β 02 , β 12 and β 22 ). Some of the smallest variances are given by the true working correlation, but these are not general. In many cases, the smallest variances are given by incorrect working correlation. The same pattern can be observed for largest variance. The variances obtained from all three working correlations are comparable. In many cases, AR1 or EXC give the same variance as IND. This result shows that when data are independent, using correct or incorrect working correlation gives similar efficiency.
When data are correlated, the efficiency behavior of the coefficients of time varying covariates (β 11 and β 12 ) and subject specific covariates (β 21 and β 22 ) are different. For the respective number of subject and the true correlation structure, the largest variance for the coefficient of time varying covariate is resulted when the estimation uses independence working correlation (data are assumed independent). The smallest is resulted when the estimation uses the true working correlation. In other words, the most efficient estimate is obtained if the working correlation is the true correlation, hence the efficiency of the estimate of coefficient of time varying covariate is affected by the working correlation.
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The behavior of the estimates of coefficient of subject specific covariate is different from the estimate of coefficient of time varying covariate. There is no general pattern of their variance. Some estimates with true working correlation give smaller values, but some give larger values of variance estimate. Using independence working correlation does not always result in the largest variance estimate, in many cases the variance estimates are small. Thus it can be concluded that the efficiency of the estimate of coefficient of subject specific covariate is not affected by the working correlation.
The efficiency of nonparametric components estimates, i.e the pointwise curve estimates of f 1 and f 2 are different than parametric components. In the case of correlated data, the largest variance is given by independent working correlation, and the smallest is commonly given by the true working correlation. Whilst for independent data, the efficiency of correct or incorrect working correlation is comparable.
V. CONCLUSION AND DICUSSION
GEE-Smoothing spline gives good properties when applied to semiparametric model with correlated nominal data. The parametric components are generally unbiased and the nonparametric components are biased even though the bias is small. The important result is that both parametric and nonparametric components are consistent, even using incorrect working correlation. This consistency property is important, since we may use this method even the true correlation is unknown. The efficiency property of the parametric estimates varies between coefficients estimate of time varying covariate and subject specific covariate. The efficiency of the coefficient estimate of subject specific covariate is not affected by correct or incorrect working correlation structure. Whilst for the coefficient estimate of time varying covariate, the most efficient is obtained if true working correlation is used and assuming independence gives less efficient estimate.
Our simulation study was based on condition that the nonparametric covariate for each time measurement is fixed for all subjects. This implies the nonparametric covariate is the same as time. Other simulation study might be used in the evaluation when the nonparametric covariate may vary for each time and each subject.
