E. D. CASHWELL
It is proposed to consider in this paper solutions of equation (1) in a region which contains as the only singularity of σ{s) a pole of second order at a point s 0 , and in which σ{s) is bounded from zero while r (λ, s) has a pole of first or second order at s 0 . Among the functions satisfying an equation of this type we may cite the Bessel functions and certain of the confluent hypergeometric functions.
Although the theory developed by Langer is not applicable to the case presently considered, it is nevertheless found that the broad outlines of the general methods used in the papers mentioned still apply. A differential equation is found which possesses all the essential qualities of (1), and which can be solved explicitly. The solutions of this equation are shown to give asymptotic representations of the solutions of the given equation over definable subregions of the domain in which the coefficients in (1) have the properties assumed above.
In order to arrive at the asymptotic solutions of the given equation, it is found necessary to subdivide the region of large values of λ into a finite number of subregions. For λ in each of these subregions, and for all admitted values of s , two independent asymptotic solutions are derived. Although asymptotic forms of similar structure are derivable for all subregions, the solutions which maintain these forms in the different regions are in general different functions. (1) is here considered with the parameter λ ranging over any region of the complex plane in which | λ | is unbounded. The variable s also is complex, and ranges over a bounded, simply connected domain R s containing a point s 0 at which σ(s) has a pole of second order. Then in some neighborhood of s 0 , cr{s) is of the form ( \ σ(s) = where ψ(s) is a single-valued, analytic function bounded from zero. The constants in the product λ 2 i//(s), which appears in the first coefficient of (1) 4 we obtain the equation (1) in the form where
Hypotheses and normal form of the differential equation. The equation
P = 2λ A=4A +- 4 ' z) =Bι + -d(λ, s) , φ() 1 + + 1 (z) #
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The equation (3) is called the normal form of (1), and is the one we shall consider in the following discussion. It is to be observed that if the constants a x and j3 t , appearing in the expressions for φ(s) and τ(λ,s) respectively, vanish, then equation (l) can be put in normal form (3) by simply translating the origin and changing notation. ' has a nonvanishing derivative at z -0, it is schlir.fit in some neighborhood of this point. The hypothesis c) in effect restricts the z-domain under consideration (and hence R s ) to be one in which this property maintains. In the case where equation (1) we can write (7) in the form
In virtue of the analyticity of co{z) over R z , the differential equation (6) possesses all of the essential qualities of (3). Following Langer's terminology, we refer to the equation (6) 
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The related equation (6) If R(μ ) < 0, the behaviors of y^z) and 72(2) i n tn is respect are reversed.
The transformation
Since the function on the right of the equality sign is schlicht by hypothesis, the domain R z is mapped conformally onto a corresponding domain which contains the origin in the ζ -plane.
Further, let w be defined by the relation (13) w = log ζ .
If the ζ-dbmain is cut along the axis of negative real numbers, it is mapped in a one-to-one manner by the transformation (13) onto a semi-infinite strip of width 2π( -ΊT < &(w) < 77") parallel to the real axis in the u -plane.
Omitting the intermediate transformation (13), we see that the relation
may be applied directly to the domain R z . In order that (14) be a one-to-one transformation, the choice above of the strip in the w -plane imposes upon R z a cut, the image of the upper edge of the strip, from z = 0 to a point on the boundary. From the way in which the Γ-curves were defined, it follows that, if Γ denotes 
{l+2ττ). Γ
Since the term on the extreme right is independent of the particular Γ-curve chosen, the Γ-curves are uniformly bounded in length.
7 Solutions of the original equation. We have exhibited the related equation (5) which possesses all of the essential features of the equation (3), and which admits the independent solutions y\(z), y 2 (z) given by (10). This, as we now proceed to show, enables us to write two formal solutions of (3). The latter equation Here W is the Wronskian of yι{z) and y 2 (z), direct calculation yielding W = ~~2μ, while z 0 is any fixed point in r z . To each solution of the equation (6), (17) Carrying out the process of iteration on (19), we arrive at the formal ex-
We shall now show that for arg μ in a suitably restricted range, it is possible to choose z 0 for j -1,2 so that when \μ\ is sufficiently large, the series (21) converges uniformly and hence represents an actual solution of equation (3). In accordance with this, the μ-plane will be subdivided into its four quadrants, and the asymptotic forms of the solutions derived in each quadrant. This particular choice of the subdivision of the μ-plane is in part due to the configuration of r z , and in part due to the reversal of the behaviors of yι(z) and y 2 (z) as the imaginary axis in the μ -plane is crossed.
Case 1, 0 < arg μ < π/2. First Solution. In (17) let us choose as the path of integration a curve belonging to the set of F -curves corresponding to Wγ , with z Q -0. It is to be noted that upon any curve of this set, the quantity R (ξ) increases monotonically with the arc length.
Referring to the equations (10), we observe that (23) |rj(*)| < M . (23), is evidently satisfied for n -0. It can be shown in the following manner that the validity of this relation for any n implies it for n + 1, so that by induction the relation is established for all n.
According to (22) This completes the induction.
In virtue of the relations (24), it is clear that the infinite series on the right of equation (21) where \μ is sufficiently large.
To obtain a second solution of (3) for this range of μ 9 we choose as the curves of integration in (17) the same set of Γ-curves used in obtaining the first solution, but we now take z 0 -zγ , the point on the boundary of r z which maps into w± under the transformation (lΊ ).
On any one of these Γ-curves, the quantity H(ξ) is monotone decreasing with respect to the arc length.
Consider the relation The induction is complete. As in the previous solution, the infinite series appearing on the right of (21) converges iniformly for sufficiently large values of | μ \ . This enables us to rewrite (21), for such values of μ, in the form
If Y 2 (z) and U 2 (z) are replaced by their equivalent expressions given in (17), we obtain
Substituting from (10) for y 2 (z), we can write this equation as follows for I μ I sufficiently large* The equation (3), as was pointed out for the related differential equation, has a regular singular point at z = 0, with exponents 1/2 ± μ. For large values of μ satisfying the condition 0 < arg μ < ττ/2, the relations (28) and (33) give the asymptotic forms of a pair of independent solutions of (3). It is easily seen from (28) and (33), for a constant value of μ in this range, that in the neighborhood of the origin we have
Since R(μ) > 0, uj^z) is determined uniquely as that solution of the equation (3) which vanishes at z -0 to a higher order than any other. The solution u 2 (z) either vanishes or becomes infinite at z = 0, according as R(μ) is less than or greater than 1/2. It is evident that this behavior of u 2 {z) is assumed by any solution independent of Uι(z).
Case 2, 77-/2 < arg μ < π. First Solution. For this range of arg μ, let us choose as the curves of integration in (17) the F-curves corresponding to w 2 , with z o ~ Z 2 ? t ne point on the boundary of r z which is the image of u> 2 under the transformation (14). Upon any one of these curves, the quantity H(ξ) increases monotonically with the arc length.
Carrying out an induction argument exactly like that used in obtaining the first solution of Case 1, we can establish the relation
for all nonnegative integral values of n . Here M is a suitably determined constant.
The uniform convergence, for sufficiently large values of μ, of the series on the right of (21) follows immediately, yielding the formula
Just as in the previous case, this can be rewritten in the form (36) Uj ( z ) = for I μ sufficiently large.
Case 2, Tϊ/2 < arg μ < 77. Second Solution. In order to find the asymptotic form of a solution independent of uχ(z) 9 we choose as the curves of integration in (17) the Γ-curves corresponding to w 2 9 with z 0 -0. Along any one of these curves, H(ζ) is monotone decreasing with respect to the arc length.
in a manner which is formally identical with the argument used to establish 
+ 2μ
for I μ sufficiently large.
The behaviors of the two independent solutions in this quadrant of the μ -plane are clearly similar to the behaviors of the corresponding solutions described in Case 2. It will be observed from the choice of z 0 that the solution u 2 (z) is the same in the second and third quadrants, while u,γ(z) is in general quite different in these two regions.
Case 4, 3 77/2 < arg μ < 277. For values of μ in this quadrant, the F-curves corresponding to w 2 are chosen as the curves of integration in the formula (17).
We take z 0 = 0 in deriving the expression for uγ{z), and z 0 = z 2 in deriving the expression for u 2 {z). Omitting the calculations, we arrive at the usual asymptotic 
0(1) 2μ
for \μ j sufficiently large.
The pair of solutions in the fourth quadrant of the μ-plane described by these forms have the same characteristics as the corresponding pair found in Case 1, and hence we omit the discussion of their behavior. It is to be noted in comparing Cases 1 and 4 that the solution u^iz) is the same, whereas u 2 {z) in general is different in the two quadrants considered.
We may now summarize the results of this investigation as follows: The solution with the exponent 1/2 ~H μ. relative to the origin, denoted above by uχ{z), is the same in the first and fourth quadrants of admissable μ values.
The solution, designated by u 2 iz), with the exponent 1/2 ~ μ relative to the origin is the same in the second and third quadrants of the μ-plane. In each of these cases, the second solution is in general different in the two regions mentioned.
