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Abstract
Understanding the development, organization, and function of tissues is a central goal
in developmental biology. With modern time-lapse microscopy, it is now possible to
image entire tissues during development and thereby localize subcellular proteins. A
particularly productive area of research is the study of single layer epithelial tissues,
which can be simply described as a 2D manifold. For example, the apical band of cell
adhesions in epithelial cell layers actually forms a 2D manifold within the tissue and
provides a 2D outline of each cell. The Drosophila melanogaster wing has become an
important model system, because its 2D cell organization has the potential to reveal
mechanisms that create the final fly wing shape. Other examples include structures
that naturally localize at the surface of the tissue, such as the ciliary components of
planarians.
Data from these time-lapse movies typically consists of mosaics of overlapping 3D
stacks. This is necessary because the surface of interest exceeds the field of view
of todays microscopes. To quantify cellular tissue dynamics, these mosaics need to
be processed in three main steps: (a) Extracting, correcting, and stitching individ-
ual stacks into a single, seamless 2D projection per time point, (b) obtaining cell
characteristics that occur at individual time points, and (c) determine cell dynamics
over time. It is therefore necessary that the applied methods are capable of handling
large amounts of data efficiently, while still producing accurate results. This task is
made especially difficult by the low signal to noise ratios that are typical in live-cell
imaging.
In this PhD thesis, I develop algorithms that cover all three processing tasks men-
tioned above and apply them in the analysis of polarity and tissue dynamics in large
epithelial cell layers, namely the Drosophila wing and the planarian epithelium.
First, I introduce an efficient pipeline that preprocesses raw image mosaics. This
xv
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pipeline accurately extracts the stained surface of interest from each raw image stack
and projects it onto a single 2D plane. It then corrects uneven illumination, aligns
all mosaic planes, and adjusts brightness and contrast before finally stitching the
processed images together. This preprocessing does not only significantly reduce
the data quantity, but also simplifies downstream data analyses. Here, I apply this
pipeline to datasets of the developing fly wing as well as a planarian epithelium.
I additionally address the problem of determining cell polarities in chemically fixed
samples of planarians. Here, I introduce a method that automatically estimates cell
polarities by computing the orientation of rootlets in motile cilia. With this technique
one can for the first time routinely measure and visualize how tissue polarities are
established and maintained in entire planarian epithelia.
Finally, I analyze cell migration patterns in the entire developing wing tissue in
Drosophila. At each time point, cells are segmented using a progressive merging ap-
proach with merging criteria that take typical cell shape characteristics into account.
The method enforces biologically relevant constraints to improve the quality of the
resulting segmentations. For cases where a full cell tracking is desired, I introduce
a pipeline using a tracking-by-assignment approach. This allows me to link cells
over time while considering critical events such as cell divisions or cell death. This
work presents a very accurate large-scale cell tracking pipeline and opens up many
avenues for further study including several in-vivo perturbation experiments as well
as biophysical modeling.
The methods introduced in this thesis are examples for computational pipelines that
catalyze biological insights by enabling the quantification of tissue scale phenomena
and dynamics. I provide not only detailed descriptions of the methods, but also show
how they perform on concrete biological research projects.
xvi
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Introduction
A central goal of developmental biology is to understand the development, organi-
zation, and function of living tissues. This includes exploring the specific processes,
which cause a single cell to develop into multicellular, functional organisms with
different organs and tissues that perform complex tasks. Many studies employ
modern time-lapse microscopy to image tissues over time and, with a sufficient
resolution, to localize subcellular structures [22, 31, 55, 135]. Given such images,
it is possible to investigate cell characteristics or dynamic behaviors that affect
developmental processes. One main focus in this field of research is to study single
layers of flat epithelial tissues in which subcellular structures, such as adherens
junctions, actually form a 2D manifold (surface). Hence, instead of laboriously
analyzing the cell layer in 3D, it is possible to concentrate on the underlying 2D
surface, which greatly simplify downstream investigations.
A prime example is the Drosophila melanogaster wing, a flat, basally opposed ep-
ithelial bilayer. Each layer can be fluorescently labeled by tagging, for instance, the
adherens junctions that form a 2D band at the apical side of each cell. Given this
apical band, it is feasible to outline a cell in 2D. The analysis of the cell organization
of the dorsal wing cells could already lead to a better understanding of the underlying
mechanisms that drive wing morphogenesis and create the characteristic wing shape
[31, 64, 111, 129].
Detailed investigations of entire tissues typically require the imaging of large mosaics
of overlapping 3D stacks, since the underlying 2D manifold is not entirely flat and
exceeds the field of view of a commercially available microscope. The acquired
data can subsequently be quantified by performing three sequential processing steps
(Figure 1.1): (a) Preprocessing the 3D mosaic, which includes surface extraction,
1
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Figure 1.1: Overview of the Main Processing Tasks for Analyzing Large Time-Lapse Datasets.
The imaging of a developmental process in an entire tissue or organisms yields mosaics of
overlapping 3D stacks. To enable a detailed interpretation of the process, three main tasks need
to be accomplished: First, the data is extracted, corrected and stitched in order to produce a single,
high-quality image per time point. Second, at each time point, spatial cell characteristics, such as the
cell segmentation or polarity, are determined. Third, cells are tracked through time to reveal dynamic
behaviors. In this PhD thesis, I address all of these tasks using the Drosophila melanogaster and
Schmidtea mediterranea as model system.
illumination correction, and plane stitching, to produce a single, seamless 2D pro-
jection per time point, (b) determining and characterizing cell characteristics that
are present at single time points, and (c) tracking cells throughout the acquired
time lapse to obtain cell dynamics. The resulting measurements enable detailed
quantifications of the observed tissue and its underlying mechanisms. For example,
changes in cell shape and number allows one to estimate local tissue forces and how
they change during morphogenesis.
In the context of live imaging of entire tissues, it is essential that methods applied
to perform the three processing tasks meet the following requirements. First, the re-
sulting datasets can become several terabytes large calling for efficient data handling.
Second, to avoid mistakes in the biological interpretation and to minimize the need
for manual corrections, algorithm have to be very accurate. Third, the image quality
and signal intensity significantly vary across the tissue and over time. To minimize
the impact of such fluctuations, a high robustness is preferred. Finally, the size of the
data limits the amount of interaction a user can provide. Therefore, an automatic
approach is required. Nevertheless, an optimal solution would allow the user to
curate the automatic solutions if required. In this PhD thesis, I develop suitable
algorithms to address all three processing tasks just mentioned in order to enable
detailed investigations of tissue polarity and tissue dynamics in entire epithelial cell
layers.
2
For preprocessing large 3D mosaics, I introduce a fully-automatic pipeline that
produces a single 2D image per time point. It extracts the underlying 2D manifold
with optimized contrast and evened out illumination. In more detail, the pipeline
extracts the 2D manifold and projects it onto a 2D plane, corrects illumination
artifacts, stitches the 2D planes and finally adjusts the brightness of each plane
in order to yield a seamlessly stitched 2D projection. The developed pipeline is
applied to preprocess three different datasets, namely a planarian epithelium and
the developing fly wing and wing disc. However, it does not rely on tissue specific
properties and can potentially be applied to all 3D datasets containing a fluorescently
labeled or in any other way visualized 2D surface. The resulting data is not only
reduced in size, but further simplifies downstream interpretations of the observed
tissue.
In planarians, I study the problem of determining cell polarity in the outermost
epithelial layer of chemically fixed samples. Here, the polarity is expressed by the
orientation of rootlets in the motile cilia. So far, there is no method available to
obtain tissue polarities given images of ciliary rootlets. I introduce an automatic
method that measures and visualizes the polarity of each rootlet and cell in order to
reveal common polarity patterns in planarians. These patterns can potentially help
us understand how tissue polarity is established and maintained in the epithelial cell
layer.
In the Drosophila wing, I address the analysis of cellular dynamics that occur in tissue
morphogenesis. During that process, around 18000 cells migrate, divide and undergo
occasionally cell death. At each time point, I characterize the cell organization by
segmenting each wing cell using a progressive merging approach. In the process of
merging, criteria are applied that review typical characteristics in cell shape and
structure to merge segments of an initial over-segmentation. To further improve the
segmentation quality, temporal consistencies in cell segmentations are enforced. In
the cases where the acquired time lapse features sufficiently short sampling intervals,
it is further possible to track cells over time in order to obtain dynamical cell
behaviors. To track cells over hundreds of time points, I develop a pipeline that
employs a tracking-by-assignment approach. This approach gives the opportunity
to accurately link cells over time, but also to model critical events such as cell
divisions and death. To be able to process very large datasets, I further propose an
approach that partitions the problem into subproblems, solves each of them globally
optimal and stitches the given solutions. With these methods at hand, one can
routinely analyze wing morphogenesis and reveal a quantitative description of the
3
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Figure 1.2: Preprocessing of Large Image Mosaics.
Imaging large tissues at high resolution typically yields large 3D mosaics of overlapping image stacks.
In many applications, however, the signal only forms a 2D manifold within the tissue. It is therefore
possible to simplify downstream interpretation by performing specific preprocessing tasks. These
tasks include manifold extraction, correction of artifacts that were introduced by the imaging process
and stitching of the mosaic. Preprocessing yields a single 2D projection of this manifold with even
illumination and brightness levels.
overall process. This enables not only biophysical modeling, but also comparative
studies with respect to closely related species or under naturally or experimentally
introduced perturbations.
This PhD thesis introduces efficient, robust, and accurate methods to process datasets
of entire, single layer epithelia to reveal and quantify their cell characteristics and
dynamic behaviors. Such insights are necessary to fully understanding underlying
processes and to compare to neighboring species. I provide detailed descriptions of
the methods and apply them in the context of concrete biological research projects
conducted with my direct collaborators.
1.1 Preprocessing of Large 3D Mosaics
The application of modern confocal microscopy gives the opportunity to observe an
entire tissue with a resolution that even allows for localizing subcellular structures.
Given the resulting 3D image mosaics, it is possible to analyze, for instance, the
cell shape, position or polarity. In single cell layers of flat tissues, such as the
Drosophila wing, signals exposing these pieces of information are not spread within
the volume, but rather localized along a 2D manifold (surface). As an example,
4
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adherens junctions of cells form the apical band of adhesions, which is actually
confined to a 2D manifold. Therefore, it is possible to outline cells along a 2D
surface. To give another example, the rootlets of motile cilia, which express the
underlying tissue polarity, are anchored at the actual cell surface. Thus, they are
naturally located in a 2D surface. Instead of analyzing these quantities laboriously
in 3D, one can just restrict the data to this 2D manifold and hence, simplify all
subsequent analysis tasks.
To finally provide a single 2D projection that presents the entire 2D tissue manifold
in high quality, the data has to be processed in a number of ways: (a) Extracting and
projecting of the underlying manifold onto a 2D plane, (b) correcting uneven illu-
mination, (c) stitching the 2D mosaic planes, and (d) adjusting diverging brightness
and contrast levels to enforce seamless stitching boundaries (Figure 1.2). This PhD
thesis presents a fully-automatic pipeline that addresses these issues efficiently and
accurately in order to reduce the acquired 3D mosaic to a single 2D image, which
presents the stained surface with optimized contrast and even illumination.
The first task is to accurately detect the surface of interest and to project it onto a
2D projection plane. This task becomes challenging, because images from live-cell
experiments typically feature low signal to noise ratios as well as signals from speckled
background or deeper tissue layers. As described in Section 2.1, various methods,
using, for instance, plane selection or graph cuts, have been proposed to detect the
underlying surface. However, they currently do not reach the level of quality as
required or become very time and memory consuming when the data gets larger.
I introduce a grid-based algorithm that estimates a smooth and continuous surface
within the volume. For each grid element, it selects a plane on two hierarchical
scales utilizing contrast, brightness and the overall smoothness of the surface. The
method enables the signal extraction of any flat 2D manifold featuring bright and
sharp signals.
The second task is to remove uneven illumination in the data, which is visible as a
Gaussian patterned shading of the image. To do so, I apply the method introduced
by Singh et al. [120], which is capable of correcting the artifact without additional
data being required. Due to its simplicity, it is possible to handle large datasets
efficiently, which is essential for the typical datasets preprocessed in this pipeline.
The third task is to stitch the overlapping projection planes into a single, large 2D
image that presents the entire manifold. Because of imprecision of the microscope
stage, an accurate estimate of the underlying alignment that brings all overlapping
planes into maximum correlation is necessary in the process. I use the approach of
5
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Preibisch et al. [101], because it yields very accurate results on the type of data
used here, handles large data efficiently and can be easily integrated into the current
workflow.
The last task is to adjust the brightness and contrast levels of each projection plane
in order to obtain seamless stitching boundaries. To improve upon the methods
mentioned previously (Section 2.1), I introduce an approach that performs an affine
adjustment of pixel values in consideration of a regularizer, which prevents the
convergence to a black image.
The final pipeline addresses the four preprocessing tasks introduced above in order
to reduce a large 3D mosaic to a single, seamlessly stitched image. The method
itself and the evaluation using ground truth will be described in Chapter 2. The
pipeline is formulated in a very general manner, thus, it is applicable to any dataset
presenting a 2D manifold with bright and sharp signals. Exemplary, I demonstrate
the performance on large datasets of the Drosophila melanogaster wing disc and wing
as well as the Schmidtae mediterranea epithelium, which comprise up to a terabyte
of data.
1.2 Characterization of Cell Polarity in Chemically Fixed
Planarians
During development, tissue polarity influences the organization of cells as well as
their collective behaviors and proliferation [12, 14, 39? ]. Disruptions in polarity
typically lead to growth defects and diseases [66]. With modern high-resolution
microscopy techniques, it became feasible to image polarities and to study emerging
patterns and their establishment in entire tissues or organisms [24, 89]. One of the
better studied model systems for tissue polarity is the Drosophila wing, where, e.g.,
polarity patterns occurring in the wing disc and pupal wing could be identified and
quantified during different developmental periods [78, 111, 129]. To perform such
investigation, one can observe the polarization by means of different structures: On
the one hand, in the asymmetric localization of subcellular proteins (e.g. planar cell
polarity (PCP) proteins) [89] and on the other hand, in polarized structures such as
hairs or cilia. Analyses utilizing both options had been already performed in various
organisms, such as Drosophila [128], mouse [44, 81], Xenopus [19, 95, 119].
Just recently, planarians have been introduced as a model organisms for studying
tissue polarity [72]. Planarians feature an intrinsic memory that establishes distinc-
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Figure 1.3: Tissue Polarity in Planarians.
In planarian epithelia, polarity can be expressed by the rootlets (green staining) and the basal bodies
(red staining) of the motile cilia. To characterize the resulting polarity in entire tissues, the polarity
of each ciliary rootlet is determined and averaged within the cells. To simplify the visualization, the
resulting polarity patterns employ a color coding of the polarity.
Scale bars in the images showing the entire tissue: 200 µm. Scale bars in the small extracts: 10 µm.
tive body axes within the organisms, which indicate, for example, the head and the
tail. Even after the process of regenerating an entire tissue, the organism is able to
recover their original body axes. Because of that feature, planarians have become
another model organism for studying tissue polarity.
Even though planarians show homologs of the planar polarity proteins, it was not yet
possible to verify whether they correlate with the underlying cell polarity. Instead,
it is possible to identify cell polarity using ciliary rootlets, which are polarized
structures anchored at motile cilia. In Xenopus and mice, it could be already verified
that these ciliary rootlets are oriented systematically and reflect the underlying tissue
polarity [19, 44, 81, 95, 119]. Transmission electron microscopy of the ventral pla-
narian epithelium confirmed that ciliary rootlets also orient themselves systematically
within a cell and across larger tissue regions leading to the conclusion that they also
reflect the underlying polarity [11, 72].
Even though, there are already several studies in Xenopus and mice that analyze
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tissue polarities based on the ciliary components, there is no computational method
available yet that analyzes these structures automatically (Section 3.1). With this
thesis, I establish an automatic method that determines cell polarities based on
estimating the directionality of ciliary rootlets and summarizing the outcome within
identified cell areas (Figure 1.3). Thereby, the directionality of each rootlet is
computed by the orientation of its major axis and the position of its basal body.
To finally determine a polarity of each cell, I introduce a routine that segments all
cells in the planarian epithelium and summarizes the emerging rootlet polarities. The
introduced method is evaluated, using manually annotated data, and demonstrated
on datasets of wild-type and perturbed planarians. With this tool at hand, my
collaborators were able to characterize polarity patterns in planarians and develop a
model about the establishment of tissue polarity.
1.3 Characterization of Cell Dynamics During Fly Wing
Development
During tissue morphogenesis, cells undergo proliferation or spatial rearrangements
in order to create the typical tissue shape. With modern time-lapse microscopy, it
is possible to image such a process over several hours or days and to quantify these
dynamic behaviors in detail. Such a quantification typically reveals changes in cell
number and shape or presents cell tracks throughout the complete time lapse. Given
these, one can further determine mechanical properties, such as the resulting forces
in the tissue, and the investigation of their effect on observed processes [41].
In recent years, the Drosophila melanogaster wing has become a favored model
system for studying tissue morphogenesis, because the wing is a flat tissue, allows
for high-resolution imaging over time and provides many possibilities to perturb the
process of morphogenesis. For example, with genetic modifications it is feasible to
suppress cell divisions or change the underlying cell polarity. Using these options, it
became possible to quantify the developmental process of the wing and understand
mechanical properties and cell behaviors that cause the emergence of the typical wing
shape. It could be shown that the process is greatly influenced by forces exerted by
the hinge contraction and the attachment to the pupal cuticle, which results in
specific cell flows, elongations and oriented cell divisions [4, 31].
To perform such an investigation, one has to identify all 18000 cells within the tissue
accurately and to track them throughout time lapses acquired over several hours
8
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Figure 1.4: Cell Segmentation and Tracking During Fly Wing Development.
With state-of-the-art microscopy, it is possible to visualize the developmental process of a fly wing
and to observe the dynamic behavior of around 18000 cells. A detailed analysis of the collective cell
behaviors requires a cell segmentation at each time point and the tracking of all cells through time.
or days (Figure 1.4). This leads to terabytes of data, which require computational
methods that meet the demands discussed in Section 1. Although various techniques
to address these questions have been proposed over the last years (Section 4.1), it is
not yet possible to extract these quantitative properties with an efficiency that allows
for hundreds or thousands of recordings, as might be needed in a perturbation study.
In this thesis, I establish a cell segmentation and tracking approach that focuses on
being efficient and accurate in large tissues using the developing Drosophila wing as
a model system.
In order to characterize the cellular organization of the developing wing at each time
point, it is first necessary to segment all 18000 cells accurately within the tissue. It
is also notable that cells vary their shape significantly over time. Thus, various
cell structures occur, which range from small to big and roundish or hexagonal
to elongated [4, 31]. Due to the flat tissue structure, it is possible to outline
each cell in 2D using a membrane marker staining only along the apical band of
cells (Section 1.1). In the resulting data, cells can be segmented by identifying
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regions being enclosed by observed membranes (Figure 1.4). If a membrane is not
identified, then two cells are mistakenly merged and seen as one cell, yielding an
under-segmentation. On the other hand, if an additional membrane is detected, then
one cell is mistakenly seen as two cells leading to an over-segmentation. Having such
inaccuracies complicates further analyses, such as the determination of cell tracks or
shape statistics, and leads to erroneous conclusions about the observed process.
The state-of-the-art method to segment cells in the developing fly wing is Packing
Analyzer [4], which has been recently released as the Fjij plugin Tissue Analyzer. It
allows for automatic investigations using a seeded watershed approach, but requires
intermediate corrections of cell segmentations. The correction can take up to two
hours per time point. Even though several segmentation methods have been intro-
duced to identify cells within membrane stainings, none of them were sufficient to
handle the amount of data or the variety of appearing cell shapes (Section 4.1.1).
With this in mind, I established a cell segmentation method that addresses the
problem of segmenting thousands of cells in large tissues by a two-step algorithm.
In the first step, I determine an initial segmentation having only over-segmentation
mistakes and then resolve them by applying progressive merging, which iteratively
removes incorrect edges. The progressive merging allows me to take typical cell
characteristics into account in order to decide on the correctness of a segmented cell.
In addition to this, the given datasets allow me to observe not only individual
time points, but further a sequence of images. It turned out that the majority
of remaining mistakes in the cell segmentations do not correlate over time and occur
in a single time-point. Hence, I utilize the temporal information to further improve
the determined cell segmentations. Cells are subsequently merged and split in order
to enforce consistencies over neighboring time points.
In Section 4.3 and Section 4.4, I introduce the developed methods and evaluate their
quality on datasets showing a developing pupal wing.
To obtain cellular behaviors that emerge during the developmental process, all seg-
mented cells have to be tracked throughout the entire time lapse, which comprises up
to 200 time points. This task becomes challenging, because of several particularities
in these datasets. First, in a biological tissue, cells correlate their movements with
their neighbors, but not within the entire tissue. Therefore, one has to consider local
variations of the cellular moving speed and direction. Second, in developing tissues,
cells proliferate, appear from a deeper tissue layer or eventually die. To obtain
a biologically reasonable cell tracking, these critical events have to be integrated.
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Third, the utilized membrane staining allows one to partition the entire image
into cells without having additional background signals between them. However,
the resulting density easily leads to an incorrect interchange of neighboring cell
identifications. Thus, the method needs to be capable of analyzing the images
correctly without requiring background signals between them. Last, due to the
number of cells and time points, it is essential for the method to be able to determine
cell tracks very efficiently.
In the last years, the idea of formulating the determination of a cell tracking into
an optimization problem became very popular. The class of tracking-by-assignment
problems allows one to determine the most optimal linking of all cells given all
plausible events that can occur [35, 50, 115]. In this thesis, I introduce a pipeline
using tracking-by-assignment to track cells during the fly wing development. This
allows me to obtain not only all cell movements, but also cell divisions or death.
Because of the dataset quantity, I further propose a method that partitions the
problem into subproblems in order to enable the computation of feasible tracking
solutions. The method will be described in detail in Section 4.5 and evaluated using
a human curated dataset.
The introduced methods present approaches to segment and track several thousands
of cells during the developmental process of the Drosophila wing. They are tailored
to be very efficient and accurate in order to reduce the amount of time required
for manual correction. Even though these tools were mainly developed to analyze
datasets of the developing fly wing, they could be further employed to segment cells
in the fly abdomen or zebra fish eye.
1.4 Live Cell Imaging
The revolutionary opportunity of observing living organisms during a developmental
process was principally enabled by three major advancements in technology [136].
First, the number of genetically encoded fluorescent proteins increased, such that it
is possible to label almost every cellular protein with a fluorescent tag [97]. Second,
the sensitivities of imaging cameras enhanced, enabling high-speed imaging. Third,
advanced microscopy techniques were developed to enable live imaging over long
periods of time. In that process, one had to address both the image acquisition speed
and the way of illuminating the sample to avoid photobleaching [69] and phototoxicity
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Figure 1.5: Spinning Disk Confocal Microscopy
A Schematic representation of a spinning disk confocal microscope. In confocal microscopy, a pinhole
is utilized to enable a focusing on a single point of the sample and the elimination of the out-of-
focus light. With that, a high resolution and high signal-to-noise ratio is established. To increase the
imaging speed, in a spinning disk confocal microscope, a rotating disk having around 20000 pinholes
is integrated. It allows one to simultaneous image hundreds of points in the specimen, which finally
samples the entire image by the rotation of the disk. B The figure shows an example of a sample
being scanned at one fixed disk rotation. C By rotating the disk and synchronizing the image, the
entire specimen is scanned yielding a smooth, stripe-free image.
Figures were used from [40, 136].
[96].
The state-of-the-art techniques to image living organisms over long periods of time
are currently spinning disk confocal microscopy and light-sheet microscopy (also
known as selective plane illumination microscopy). Both techniques feature a high
imaging speed, high spatio-temporal resolution, low phototoxicity and a high pene-
tration depth; characteristics, which are essential for live cell imaging.
Selective plane illumination microscopy (SPIM) was established in 2004, yielding new
opportunities to image large 3D samples that can reach a size of a few millimeters
[45]. The novelty here is the separation of the illumination and detection path,
such that the sample is illuminated with a thin sheet of light and detected along
the orthogonal direction. In that way, only the focal plane of the detection path
is illuminated leading to a reduction of unnecessary illumination of the sample.
Further, SPIM allows for acquiring and combining multiple views, resulting in a
fused image with enhanced resolution. All of these advantages yielded a widespread
use in developmental biology to image single cells [? ] up to entire organisms
[22, 56, 80, 127, 135].
In confocal microscopy, the sample fluorescence is detected through a pinhole allowing
the elimination of out-of-focus light [97]. Even though this sequential point-scanning
12
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results in higher resolution compared to SPIM, the imaging speed is drastically de-
creased, limiting its use to the study of slow phenomena. To overcome this problem,
spinning disk confocal microscopy was developed, which integrates a rotating disk
with multiple pinholes into the light path [40]. The disk allows for simultaneously
illuminating and imaging of approximately 1000 points of the sample, such that the
entire samples is scanned with the rotation of the disk [40]. To increase the imaging
speed, the design of the spinning disk has to maximize the number of pinholes
albeit crosstalk of neighboring ones has to be prevented. Currently, Yokogawa
Electric Corporation produces the most advanced spinning disk scan heads using
around 20000 pinholes with spacing of ~250µm, arranged as a series of nested spirals
(Figure 1.5 B). In theory, a maximum frame rate of 2000 frames per second could
be achieved, although in practice the usage of dimly fluorescent samples causes a
reduction to typically 10 frames per second [136]. However, spinning disks offer
higher imaging speed compared to confocal microscopes and can be used to study
moderately fast processes in 3D with high resolution and high signal-to-noise ratio.
Over the years, it became a very popular imaging system in biological research,
because it allows one to image from subcellular [102, 118] to whole tissue scales
[31, 62? ].
This PhD thesis analyzes mainly datasets that were acquired on a spinning disk
confocal microscope.
1.5 Biological Background
In my PhD thesis, I solved different image analysis problems, which occur when large
tissues, featuring signal in form of a 2D manifold, are imaged with spinning disk con-
focal microscopy. The developed techniques are applied on exemplary datasets dis-
playing rootlet polarities in Schmidtea mediterranea and the developmental process
of the wing within the third instar larva and pupa of the Drosophila melanogaster.
This section does not only describe the acquired datasets, but further reveals useful
background information about the used model organisms.
13
1 Introduction
1.5.1 The Developing Drosophila melanogaster Wing
The Model Organism Drosophila melanogaster
One of the most used, multicellular model organism in biological research is the fruit
fly Drosophila melanogaster [13], which has been introduced by T.H. Morgan 100
years ago [59]. Fruit flies are accepted as a model organism, because they provide
many advantages in experimental biology: They are small, easy to culture, have a
short life cycle and produce a large number of offsprings [48]. In 2000, the complete
genome was sequenced [2] laying the foundation of genomic research to completely
understand the function of each individual gene. To provide access to the fully
annotated genome, the online database “Flybase” was created [10]. A comparison
to the human genome revealed that the fly genome does not only conserve 60 % of
the human genes, but also contains 77 % of the OMIM human disease genes [106].
Hence, Drosophila can also serve as a model organism for medial research. Over the
years, fruit flies have also become very popular to study developmental biology, since
they allow one to investigate the entire development from embryonic to adult stage in
detail. This does not only include, e.g., an analysis of expressed genes or proteins, but
also a direct observation of the process with regard to specifically labeled proteins. To
allow for visualizing the expression and localization of a specific protein in the living
fly, proteins are tagged with GFP by genetically inserting an appropriate construct
[85]. To facilitate the use of this method, fly stocks with constructs for various
proteins have been systematically raised and can be commercially ordered [57]. In
addition to this, thousands of antibodies were raised to allow immunofluorescent
staining. Being able to explicitly label molecular components in wild types or
perturbation and to observe them over time, is extremely valuable for studying tissue
or organism development.
The Drosophila wing became the prime model system to investigate tissue mor-
phogenesis and planar polarity, because of its accessibility during the different de-
velopmental periods and its technical possibilities to tag specific proteins or disturb
the system. The wing is a flat, basally opposed epithelial bilayer of cells, which
can be nicely accessed during experimental studies and imaged over longer time
periods (Figure 1.6 B, Figure 1.7 B). It contains structures that occur reliably at the
same position and can be used as landmarks for revealing how the wing patterning
formation is affected by different genetic perturbations. Exemplary landmarks are
the veins, whose pattern is reproducible within a single-cell precision [1], or the
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Figure 1.6: Life Cycle and Wing Development of Drosophila melanogaster.
A The life cycle of Drosophila contains four stages: 1) embryonic, 2) larval (including three instars),
3) pupal and 4) adult stage. The development ranging from the point of fertilization until the adult
phase takes around 9 days [142]. B The images display the wing development at the different stages.
The development starts with generating the primordia of the wing disc in the embryonic stage (red
arrow). During larval stage, the wing disc proliferates and grows until the wing everts and undergoes
morphogenesis (pupal stage). With the metamorphosis, the fly becomes an adult and the wing
obtains its final size and shape.
Images are used from [139, 140, 142]
bristles, which define the wing margin. Around 32 h after puparium formation, each
wing cell forms a distally pointing hair, which reflects the underlying cell polarity.
In the field of microscopy, advanced technologies have been developed to enable the
observation of the wing morphogenesis over a long time period in order to investigate
the process in detail and to reveal a quantitative description of the process.
Wing Development in Drosophila melanogaster
The life cycle of Drosophila is divided into four stages: embryonic, larval, pupal and
adult stage (Figure 1.6) [134]. With the fertilization of the egg, the embryogenesis
starts and establishes the overall body plan of the fly. Thereby, the primordia of
organs, including the wing, are formed. The embryo hatches out as a larva, which
then grows and undergoes two molts yielding three instar larval stages. During the
larval period, the tissues, which are currently arranged as imaginal discs of initially
~40 epithelial cells, strongly proliferate and grow [27]. The wing disc is further
patterned to define the anterior-posterior (AP), dorsal-ventral (DV) and proximal-
distal (PD) axes. After puparium formation, the wing discs evert and form the
initial fly wings, which then undergo morphogenesis to obtain their final shape.
Within that process, wing veins differentiate, hairs develop and eventually the wing
secretes from the cuticle [142]. In general, during the process of metamorphosis,
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Figure 1.7: Drosophila Wing Datasets
The figure schematically displays the datasets being acquired during fly wing development. The
displayed scale is enlarging from left to right, whereby the red marks indicated which region was
magnified. A The figure displays the fly wing of the pupa stage of the fly. To study tissue
morphogenesis, the cell layer on the dorsal side of the wing (yellow) is imaged using an Ecad::GFP
marker. The adherens junction protein Ecadherin is located along the apical band of the cells forming
a 2D surface within the volume. The signal originates along the cell membranes, hence, they provide
an indication of cell membrane positions. The cell layer of the ventral side (light yellow) is excluded
from the imaging and the analysis. B The figure shows the wing disc of the third instar larva. Similar
to A, an Ecad::GFP marker is used yielding signals along the apical band of the cells. Here, the
peripodial membrane, which covers the wing tissue, yields additional membrane signal in the acquired
datasets.
the entire organism undergoes morphologic, physiologic and behavioral changes to
prepare itself for the adult stage [38]. Whereas the larval stage focuses mostly on
growth and dispersal, the adult stage specializes on reproduction [38]. In the adult
fly, the wing finally obtains a length of ~1900µm[1], albeit the body and organ size
depends on nutrition and temperature [27].
Resulting Datasets
The developing fly wing is a frequently used model system to study polarity pattern-
ing, tissue development, or morphogenesis. To obtain a full understanding of these
processes, it is crucial to identify the outlines of each individual cell enabling the
16
1.5 Biological Background
Table 1.1: Processed Dataset of the Developing Fly Wing and Wing Disc.
To assess the performance of the introduced method to segment and track cells, different datasets
of wild-type wings are analyzed. The table summarizes physical characteristics of each dataset. The
presented size was thereby measured at a time point in the middle of the time sequence.
Fly wing Wild-type 1 Wild-type 2
Wing size ~804×~316µm 797× 304 µm
0.21mm2 0.20mm2
Number of tiles 24 24
Tile size 692× 520× 30 px 692× 520× 30 px
Time points 201 201
Wing disc Wild-type 1
Wing disc size ~800×~728µm
0.51mm2
Number of tiles 4
Tile size 2048× 2048× 21 px
Time points 1
characterization of persisting properties and the tracking it through time. To simplify
these tasks, one does not label the complete cell membrane, but just a flat, 2D cross-
section of the fly wing. A common way is to thereby label adherens junctions along
the apical bands of cells, which are naturally confined to a 2D surface (Figure 1.7).
One well-studied adherens junction protein is Ecadherin, whose fluorescent labeling
reveals bright and uniformly expressed signals along the cell membranes. Ecadherin
labeling additionally induced speckled signal inside a cell only, when it is recycled
[63]. In this PhD thesis, Ecad::GFP expressing flies were employed to visualize
cell outlines in the wing disc of the third instar larva and pupal wing. They serve
as exemplary datasets to demonstrate the proposed preprocessing pipeline for 3D
mosaics and to extract cell dynamics in large tissue. The used datasets for the later
task are summarized in Table 1.1. The developing fly wing is a very challenging
example for determining cell dynamics, because ~18000 cells need to be accurately
identified and tracked during the developmental process albeit they feature various
cell shapes changes and inconsistencies in signal quality.
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1.5.2 Tissue Polarity in the Schmidtea mediterranea Epithelium
The Model Organism Schmidtea mediterranea
Planarians are free-living flatworms, which are able to live in both saltwater and
freshwater resulting into a worldwide distribution. The most studied planarian
species is the Schmidtea mediterranea, which occurs in freshwater in southern Europe
and Tunisia. Planarians were introduced as a model organisms, because they feature
the remarkable capability of regenerating any missing body part or even an entire
functional organism from almost any piece of their body [83]. Furthermore, they can
adapt and adjust their body size to the amount of available food within a short period
of time. Even after regeneration or resizing, planarians are able to again recover
the original tissue structure with its three body axes using their intrinsic memory:
The anterior-posterior (AP) axis indicating head and tail, the dorsal-ventral (DV)
axis indicating front and back and the mediolateral (ML) axis indicating left and
right symmetry. The question arises, whether the polarity coordinates this intrinsic
memory or how tissues realign their polarities particularly during regeneration.
Depending on the species, planarians reproduce asexually or sexually. In the asex-
ual way, they detach the tail and both halves regenerate the missing body parts.
However, some planarian species lack the ability of completely regenerating. In
these cases, the planarians reproduce sexually by laying eggs. The species Schmidtea
mediterranea is able to actually undergo both ways of reproduction [108].
Resulting Dataset
Planarians serve as a model organism to study the polarity at different scales: from
cells to tissues and organisms. The underlying polarity of epithelial cells can be
observed using the motile cilia, which polarize and align themselves locally enabling
a smooth and directed gliding motion (Figure 1.8). To obtain the polarity, one has
to analyze the orientation and position of two substructures of cilia, namely the
ciliary rootlets and basal bodies. This analysis task presents a suitable example
of extracting spatial characteristics of static tissues. My collaborator developed
suitable immunofluorescent stainings and a protocol to visualize and image these
structures reliably in the entire animal at a fixed point in time [72]. The ciliary
rootlets are stained with the recently developed antibody Smed-Rootletin1 [72], which
specifically labels the protein Rootletin occurring at the ciliary rootlets [145]. The
basal body is visualized by the antibody Smed-CEP-135, which labels the centriolar
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Figure 1.8: Schmidtea mediterranea Epithelium Datasets
The figure schematically depicts the acquired dataset for studying tissue polarity in planarians. From
left to right, the presented scale is increasing, whereby the red region indicates which part of the
sample is enlarged. To determine the rootlet polarity, the orientation of the ciliary rootlet and the
position of the basal body have to be analyzed. Both structures occur on the surface of the epithelial
cells. To estimate the cell areas, the cell nuclei are additionally labeled, whereas only the nuclei of
the outermost epithelial cell layer are analyzed.
protein CEP-135 localizing at the basal body [11]. The ciliary components occur at
the surface of the epithelial cells, hence, they actually localize along a 2D surface
within the 3D organism. To later infer the area of each individual cell, it is actually
necessary to analyze the cell outlines given by cell membranes. However, there is no
antibody available, which stains the membranes specifically, but does not interfere
with the antibodies used to tag ciliary components [72]. Instead, cell nuclei are
labeled (using Hoechst) and used to estimate the cell outlines. Fixed planarians are
imaged using a spinning disk confocal microscope with a Zeiss Plan-Apochromat 40x
1.3 Oil objective [72], which provides both a high resolution and a fast acquisition. To
be able to cover animals of 1mm2 in size, a mosaic of 24-60 overlapping image stacks
is acquired (Table 1.2). The final dataset contains three channels, which represent
the ciliary components (ciliary rootlets and basal bodies) to determine the polarity of
each individual ciliary rootlet and the cell nuclei to infer the area of each cell. With
this information, it is possible to compute the polarity not only for each rootlet,
but also for individual cells and entire tissues. In this PhD thesis, I utilize datasets
that contain adult Schmidtea mediterraneas of various sizes and shapes as well as
under different perturbations of their polarity (Table 1.2). These large datasets allow
one to not only study the extraction of cell properties in fixed tissues, but also to
demonstrate the performance of the image preprocessing pipeline for large datasets.
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Table 1.2: Overview of Processed Dataset of Planarians.
To assess the performance of the polarity detection, we apply the approach to seven datasets con-
taining three wild-type, three double-tailed and one double-headed animals. The table summarizes
physical characteristics of each dataset. Due to a loss of the original data, it is not possible to present
the properties of all datasets. Missing information is indicated by -.
Wild-type 1 Wild-type 2 Wild-type 3
Planarian size 390× 1216µm 348× 1241µm 534× 1716µm
0.38mm2 0.38mm2 0.76mm2
Number of tiles 24 24 30
Tile size 1388× 1040× 171 px 1388× 1040× 218 px 1388× 1040× 218 px
Processed image size 5956× 8387 px 3064× 8628 px 4910× 11644 px
Cell number 3381 4941 6849
Double-tailed 1 Double-tailed 2 Double-tailed 3
Planarian size 583× 1445µm 539× 1091µm 540× 1240µm
0.63mm2 0.44mm2 0.52mm2
Number of tiles 56 36 45
Tile size 1388× 1040× - px 1388× 1040× 64 px 1388× 1040× 106 px
Processed image size 8918× 10000 px 7645× 10000 px 6419× 8531 px
Cell number 6503 5004 5580
Double-headed 1
Planarian size 388× 587 µm
0.18mm2
Number of tiles -
Tile size 1388× 1040× - px
Processed image size 2649× 3845 px
Cell number 2179
1.6 Scope of this Thesis
Modern, high-resolution microscopy techniques enable live imaging of entire organ-
isms during development or under normal life conditions. Due to the size and
complexity of the resulting data, special processing and analysis methods are required
in order to provide meaningful data analyses. In this PhD thesis, I solved three image
analysis tasks arising when large, epithelial tissues are imaged using a spinning disk
confocal microscope. The following chapter overview gives more details:
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Chapter 2: Imaging entire tissues or organisms yields large mosaics of overlap-
ping 3D image stacks. In many applications, however, the signal can
be actually confined to a single 2D surface. To simplify downstream
interpretation of this data, I developed a fully-automatic pipeline
that efficiently extracts the underlying 2D surface, corrects for
uneven illumination and local contrast changes, and stitches the
image mosaic to yield a single, seamless 2D image covering the entire
tissue. I showcase the pipeline on diverse datasets of Drosophila
melanogaster and Schmidtea mediterranea.
Chapter 3: To explore an image analysis task considering cell characteristics in
static tissues, I addressed the problem of automatically determining
rootlet and cell polarities in planarians (Schmidtea mediterranea). I
developed an approach, which determines the polarity of each ciliary
rootlet using ellipse fitting and then averages the resulting polarity
for each estimated cell. To show and verify the results, the approach
is applied to wild type planarians and mutants.
Chapter 4: The wing morphogenesis in Drosophila allowed me to study both
the extraction of cell segmentations at specific time points and the
computation of dynamic cell behaviors. I established efficient and
accurate algorithms to segment and track thousands of cells within
time lapses of 200 time points. To segment 18000 cells efficiently,
I introduced a progressive merging approach that employs suitable
merging criteria to review typical cell characteristics. By enforcing
temporal consistency, the resulting segmentations can be further
improved. Cells are finally tracked using a pipeline that employs a
tracking-by-assignment model to find globally optimal cell tracks.
To be able to scale the model to the large size of the wing and
to still obtain feasible solutions, I further introduce a routine,
which partitions the entire problem into subproblems. Each
subproblem is solved globally optimal and eventually stitched to
provide very consistent tracks for an entire dataset. I showcase the
cell segmentation and tracking on movies showing a developing fly
wing.
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Preprocessing of Large 3D Mosaics
Many biological studies utilize modern confocal microscopy techniques to image
subcellular structures within entire tissues. The resulting image data consists of large
3D mosaics of overlapping stacks, because the observed tissues typically exceed the
field of view of a commercial microscope. In the case of single tissue layers, particular
cell structures are actually not spread throughout the entire tissue volume, but rather
concentrated on a 2D manifold. As introduced in Section 1.1, it is possible to simplify
the analysis of these datasets by performing four defined preprocessing tasks: (a)
extracting the 2D manifold, (b) correcting illumination artifacts, (c) stitching of the
2D mosaic planes, and (d) adjusting the contrast and brightness levels. This chapter
will describe the developed pipeline in detail and apply it to process datasets from
the Drosophila melanogaster wing and wing disc as well as Schmidtae mediterranea
epithelium.
2.1 Related Work
Imaging large tissues with a resolution that resolves subcellular proteins yields datasets
of several gigabytes. To still simplify downstream interpretations, a number of
preprocessing tasks need to be addressed. This chapter reviews the work that has
been accomplished on each of the tasks.
Extraction of a 2D Surface Finding and extracting the stained apical band surface
requires an accurate signal detection albeit the signal-to-noise ratio is rather low,
the stained marker is punctual and fluorescent structures occur in the background.
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A primitive, but commonly used method is the pixel-wise maximum projection,
although it causes artifacts when background signals occur. To improve that, plane
selection methods were introduced maximizing, for example, the contrast in each
plane (Fiji plugin “Stack Focuser” [116]). However, these methods neglect that
the underlying surface is smooth and continuous. Aguet et al. [3] proposed an
approach that jointly determines the tissue texture and topology to recover a smooth
and continuous surface within the volume. Further, graph cuts were employed to
determine one or multiple surfaces that are, first of all, smooth and maximize their
total intensity [68, 123, 143]. However, these approaches become very memory and
time consuming when the data gets large. The efficiency of the projection is of
particular importance, when the quality of the labeled surface is verified during the
acquisition.
Correction of Uneven Illumination To overcome the issue of uneven illumination,
several authors suggested a calibration with a so called flat-field image reflecting the
distortion in illumination. The flat-field image can be captured, when there is either
no sample [105] or a uniform fluorescent sample [82, 148]. Nevertheless, constant
changes in the microscope can effect that the acquired flat-field does not perfectly
reflect the underlying distortion at all times. Therefore, authors suggested to filter
the resulting images using Gaussian smoothing [67] or morphological filters [79] or to
estimate the flat-field from the acquired data. In the latter approach, the flat-field is
computed by averaging a series of raw images [120] or segmented background images
[100]. Such an approach does not require a parametrization of each individual image
and enables an efficient high-throughput of thousands of images.
Image Stitching The optimal stitching of an image mosaic requires an accurate
alignment configuration albeit signals can become highly repetitive. Due to the
imprecision of the stage coordinates, it is necessary to employ a computational
approach, which estimates the optimal alignment of the complete mosaic under
which all mosaic planes are in maximum correlation. In 2003, Brown and Lowe
[17] suggested the matching of SWIFT-features to determine the pair-wise overlap.
However, this approach is prone to errors when the image presents highly repetitive
signal. To avoid that, pair-wise registrations with intensity features, such as the
least-square difference [133], cross-correlation [101, 146], were introduced.
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Figure 2.1: Overview of the Image Preprocessing Pipeline The figure presents the proposed
pipeline to address a number of preprocessing tasks being necessary to simplify downstream
analyses of large datasets. The upper row shows a schematic depiction of the pipeline, the lower one
a real-data example of one cell layer stained with a nuclear marker (Hoechst). The 3D input data, a
mosaic of overlapping image stacks, contains fluorescent signals that can be actually confined to a 2D
surface. For each image plane, the surface of interest is extracted and projected to 2D. To overcome
the issue of uneven illumination, a flat-field correction is applied to each mosaic plane. Afterwards,
the mosaic is stitched to yield a single, large 2D image. However, the intensity distributions amongst
all tiles do not necessarily coincide. Thus, the contrast is adjusted for each image tile to reveal a
single, seamless 2D image displaying the stained surface.
Local Contrast Adjustment To address the problem of having inconsistent intensity
distributions between mosaic planes, one needs to determine an optimal adjustment
without knowing the exact distribution. Several authors suggested blending meth-
ods that converge the differences along the image margin, but retain the original
distribution in the center of the image [101, 104]. However, blending cannot be
applied to compensate for significant variations between the image tiles. Thus, it
was further proposed to weight each image tile with a constant factor, such that
the overall difference in the overlapping areas is minimized. Known approaches are
gain compensation or color correction, [18, 28, 144]. However, these methods are
inconvenient when the intensity range is both shifted and scaled.
2.2 Overview
The pipeline I proposed addresses four preprocessing tasks that allow one to simplify
downstream analyses of large datasets, which can be confined to a 2D manifold
(surface) (Figure 2.1).
As input data, the pipeline requires a mosaic of overlapping image stacks that cover
fluorescent signals in form of a bright and sharp 2D manifold. First, the signal of
that labeled surface is detected and projected to a 2D image by applying the method
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introduced in Section 2.3. It finds the surface of interest based on maximizing the
intensity and contrast, but enforcing smoothness. To correct for uneven illumination,
the method of Singh et al. [120] is applied, which estimates the underlying distortion
by averaging the complete acquired dataset. Afterwards the mosaic planes are
stitched into a single, large 2D image using the approach of Preibisch et al. [101].
However, each individual tile can feature different brightness and contrast level. To
overcome that issue, I introduce an algorithm (Section 2.6) that computes a globally
smooth and seamless image by linearly scaling each tile such that the sum of pixel
differences in all overlapping areas is minimized. The final 2D image presents the
fluorescent signals originating from a bright, smooth and sharp surface within the
acquired image volume. The pipeline is designed in a sequence that yields an efficient
processing and allows one to address large datasets.
2.3 Surface Extraction
To address the issue of projecting the stained manifold onto a 2D image, I introduce
a grid-based method that detects a smooth, bright, and sharp surface using two
hierarchical selections steps.
I assume that the input image I is a 3D volume containing signals, which can be
confined to a single, flat 2D surface. This surface has to be relatively smooth and
without tissue folds.
Given the volume I and the discrete set of (xyz)-positions, I define the underlying
surface S as the following:
S(x, y, z) =
1 if I(x, y, z) is part of the surface0 otherwise (2.1)
With optimal resolution in depths, each (xy)-position has only one z-plane, where
the underlying surface is in focus. However, if the signal spreads in z-direction or a
higher depth resolution is taken, there can be several ones. These z-plane, though,
have to be in a row to still satisfy the initial requirement that no folds occur in the
tissue.
Instead of describing the surface using S, it is also possible to define a height map
M . For each (xy)-position, this height map contains the z-plane that presents the
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Figure 2.2: Schematic overview of Surface Extraction The upper part represents the image stack,
the lower the corresponding height map. A A grid structure is set up and yields a splitting of the image
volume into smaller columns. Each column corresponds to one pixel in the height map (highlighted
in blue). B The initial estimation of the surface location is determined by selecting the z-position that
contains most of the brightest pixels of that column. C To correct for implausible z-positions, the
height map is smoothed using a modified median filter. D To improve the surface extraction, the grid
is refined by splitting each column and its height map entry into four. Using the z-plane previously
determined, a subset of z-planes can be defined for each column. E Within this subset of z-planes,
the plane with the highest contrast is determined and leads to an update of the corresponding height
map value. It finally yields a height map, which is used to project the detected manifold.
underlying surface, i.e. S(x, y, z) = 1. If several z-planes can be assigned to one
(xy)-position, then one plane is arbitrarily chosen from the selected set.
M(x, y) = {z|S(x, y, z) = 1} (2.2)
IfM is known, then one can easily project the surface orthogonally using the function
f with
f : R3 × R2 → R2
f(I,M, x, y) = I(x, y,M(x, y))
(2.3)
Hence, it is possible to formulate the problem of detecting the 2D surface as a task
of finding the height map M .
In general, the height map value (z-plane) for each (xy)-pixel can be estimated
individually. However, to reduce the computation time and to condition the results
on larger image regions, I partition the image into a grid of small squares and estimate
a common height map value for all pixels within each square (Figure 2.2 A). In other
words, the image volume is split into squared columns having a base area of r× r px.
In most of the examples, r was set to a value between 16 − 30 px. Each of these
squared columns yields one entry in the corresponding height map M . To simplify
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the notation, I will refer to the indices (i, j) when I address the height map and to
(x, y) otherwise.
The introduced algorithm integrates the information of both the actual image stack
and the height map given by the image grid. To first estimate an initial height
map that contains the approximate z-planes of the underlying 2D surface, I employ
the pixel intensities. The surface generally contains bright signals, thus, I detect
for each square the z-plane with the highest frequency of bright signals in order to
approximate the surface (Figure 2.2 B). To compute this, the following function is
used:
M(i, j) = argmax
z
(
(j+1)r−1∑
y=jr
(i+1)r−1∑
x=ir
{1|I(x, y, z) > λi,j}) (2.4)
Here, λi,j presents a column-specific threshold that indicates, which intensities count
as “bright” signals. The threshold is adaptively chosen, such that only 10 % of the
column pixels are assigned as “bright” signals.
After performing this first selection (Equation 2.4), I expect that most of the height
map values correspond to correct z-planes of the surface. However, mistakes can
emerge when signals occur in the background. In that case, the height map is
not smooth and the difference between neighboring values is greater than λ. The
threshold λ actually defines the accepted steepness of the underlying surface. To
correct for these mistakes and to enforce continuity in the surface, I modify and
iteratively smooth the height map (Figure 2.2 C). To to this, I first identify the
critical and discontinuous regions in the height map. In the corresponding columns
of these regions, I review all z-planes, which also featured bright signals in the first
selection step. The one that is closest to the local neighborhood in the height map
replaces the original, most likely incorrect value. Afterwards, the height map is
iteratively smoothed using a modified median filter until continuity is established.
Thereby the modified median filter is defined as:
M(i, j) =
M(i, j) if |M(i, j)− g(M(i, j))| ≤ λg(M(i, j)) otherwise (2.5)
where g computes for each (i, j) the median of its neighboring heigh map values.
After smoothing, all z-planes should approximate the location of the underlying
surface. Although, it cannot be ensured that they also correspond to the plane
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where the surface is in focus. Therefore, an optimization step follows that adjusts
each z-plane to the locally sharpest plane. However, before, the grid structure is
refined in order to handle local variations in the surface curvature even better. The
refinement simply decomposes each column into four (Figure 2.2 D). The accordingly
generated height map is indicated as M2.
To finally perform the optimization step, I compute a subsection of the image, noted
as I ′, which includes only the currently selected z-planes and its ±d closest planes
in z:
I ′(x, y, z) =
I(x, y, z) if M2(x, y)− d ≤ z ≤M2(x, y) + d0 otherwise (2.6)
The parameter d is a final threshold that accounts for the accepted smoothness
of the surface. The smaller d, the smoother the final surface. To then fit the
current selection to the sharpest signals in I ′, the z-plane with the highest contrast
is determined:
M2(i, j) = argmax
z
v(I ′(i, j, z)) (2.7)
In this context, the contrast of a plane is measured using the local variance in its pixel
intensities (v). In the rare case, when a column does not feature any sharp signals
and the local variance is very low for all z-planes, then d is adaptively increased.
The final height map M2 enables a 2D projection using equation 2.3. However,
to further enforce a smooth transition between neighboring columns, linear inter-
polation is used. This leads to a smooth 2D image presenting the underlying 2D
manifold that features bright and sharp signals.
2.3.1 Surface Extraction of Multichannel Images
In a biological tissue, not every subcellular structure can be easily confined to a 2D
manifold due to signals emerging from a deeper tissue layer. In order to still enable
a specific indication of these signals, one typically employs a second marker, which
forms a 2D surface and is close to signal of interest. As an example, a cell nuclei
marker visualizes the nuclei within the entire tissue and not only one specific cell
layer. Although, in some applications (Chapter 3), it is necessary to observe the
nuclei of only one specific layer. In that case, a second marker is typically used.
The surface extraction method introduced in Section 2.3 actually yields a suitable
method to automatically detect and extract signals, which are spatially restricted by
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the location of a second marker. In an extended version, it is possible to include a
given height map in order to perform only the second selection step of the method.
This results in the detection and projection of the sharpest signals proximally to the
given surface. To correct for offsets between channels, it is further possible to specify
a distance between the signals.
With this extension, it is easily possible to extract a sharp manifold from a volume
that constantly features signals in deeper tissue layers. An example will be given in
in Section 2.7.3.
2.3.2 Evaluation of Surface Extraction Using Ground Truth
To evaluate the performance of the proposed surface extraction, I compared our
results to other projection methods using ground-truth data (Figure 2.3). The
used dataset of 841× 830× 58 px displays membrane signals of a fixed Ecad::GFP-
expressing fly wing imaged with an Olympus FV-1000 confocal microscope. The
dataset is challenging, because it further features very bright signals from the sensory
organs and partially the ventral layer of cells. Ground-truth data was generated by
manually labeling sharp regions that belong to the surface of interest. If sharp
structures span several z-planes, then all of them are labeled as being part of the
correct surface.
I compared my method to five other techniques, which are commonly used in the
field to project an image stack to a 2D plane (Section 2.1). As an error measure, I
compute for each (xy)-pixel the distance between the detected z-plane and the closed
z-plane that is indicated as correct one. The mean of all pixel-wise errors defines the
final error measure I for an entire image I.
The comparison shows that most of the projection algorithms are able to detect
the actual membrane signals correctly. However,they produce various artifacts in
intracellular areas or in regions with bright background signals. A very appropriate
example for that is the result of the maximum projection (Figure 2.3 A). Further-
more, mistakes occur in steep surface regions, where the used grid size is too large
to be actually able to precisely follow the correct surface (Figure 2.3 D-F). Other
artifacts arise near the sensory organs, which are mechano-sensitive cells that are
integrated in the actual cell layer. These cells yield very strong intracellular signals,
such that many algorithms integrate these signals into the final surface (Figure 2.3 A-
C).Given this image, the proposed method presents the best outcome, even though
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Figure 2.3: Benchmarking of Surface Extraction Using manually labeled ground truth, the
performance of the proposed method could be evaluated and compared to other techniques. The
top row shows the resulting projections, the bottom row the error given by the pixel-wise distance
between the determined and correct z-plane. To visualize the error for each image pixel, a color
scheme of blue (distance is 0) to yellow (distance is 50) was used. The red arrow indicates critical
regions. A Maximum Projection, B Fiji plugin Stack focuser C Extended Depth of Field [3] D Wu et
al. [143] D Li et al. [68] F Proposed surface extraction method.
31
2 Preprocessing of Large 3D Mosaics
the graph cut methods yield very similar results. In the really steep regions both
of these approach have difficulties following the correct manifold. Nevertheless, the
graph cut approach gives the possibility to integrate further image features, such
as image contrast, to further improve their results. Nevertheless, the evaluation
revealed that even though the method is a heuristic that does not compute a global
optimal solution, it is capable of outperforming all other method in this dataset.
2.4 Flat Field Correction to Correct for Uneven Illumination
To correct for uneven illumination, I use the approach of Singh et al. [120]. The
method uses a correction, where each image I is divided by a so-called illumination
correction function ICF . This function is estimated by averaging all images acquired
in one experiment. The resulting ICF -image is further smoothed using a median
filter to avoid artifacts caused by hot pixels or other background structures. This
approach only yields accurate results, when the required fluorescent signals are
uniformly distributed in (xy)-position over time.
For the large datasets that are typically processed with this pipeline, the requirement
can be met when the complete dataset with all its time points, tiles and z-plane is
considered. Here, I apply the method to correct for uneven illumination in acquired
images. The original correction removes the artifact, although it also changes the
original range of intensities. To avoid that, I extend the equation by a multiplication
with the maximal intensity of the illumination correction function.
2.5 Image Stitching
To overcome the issue of finding the correct alignment of the mosaic planes, I apply
the Fiji plugin Grid Stitching from Preibisch et al. [101]. It uses the normalized cross-
correlation to identify and measure the best alignment between pairs of neighboring
images. To then register multiple tiles, it computes the globally optimal configuration
by minimizing the sum of all pairwise registration errors. Due to its accuracy,
robustness and ability to handle large mosaics, I chose this method to perform the
step of mosaic stitching. It further provides the possibility to apply blending for
obtaining a single image with smooth stitching boundaries.
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2.6 Contrast Adjustment
The processing of the various data examples revealed that mosaic planes vary in their
brightness and contrast levels. To account for that, I introduce an optimization step,
which linearly scales the intensities of each plane in order to minimize the differences
in overlapping regions. To prevent a convergence to a black image, a regularizer
further is integrated. The introduced approach is based on the optimization scheme
used in [110], where positions of image sections in ssTEM datasets are estimated,
and in [43], where thickness variation in serial section microscopy are equalized.
After correcting for uneven illumination, one can assume that in each mosaic plane
the intensity distribution is independent of the pixel position within the image. In
other word, a specific amount of fluorophores consistently yields the same pixel
intensity. It can be further assumed that this dependency is linear.
For each image I, I can determine the underlying intensity histogram H. Having
then two variant intensity histograms HA and HB, it is possible to align them by
performing an affine transformation
HB = αHA + β (2.8)
One approach to determine α and β, is to solve the linear system using pairs of
intensities in HA and HB that should be mapped. From the microscopic setup, I
know that neighboring planes have an overlap and that this region has been imaged
during the acquisition of both image IA and image IB. Therefore, it is possible
to obtain corresponding pixel pairs. Let (pA, pB) ∈ P be the set of all resulting
pixel pairs, then α and β can be determined by minimizing the sum of all intensity
differences:
argmin
α,β
(
∑
(pA,pB)∈P
[IB(pB)− (α ∗ IA(pA)− β)]2) (2.9)
Due to image noise and minor sample shifts, the computed pixel pairs do not always
represent the identical fluorophore. Therefore, I integrate the Random Sample
Consensus (RANSAC) in combination with a robust trimming filter ([110]) to exclude
pixel pairs with an implausibly high difference in intensity. The optimal model
parameters α and β are then estimated using the remaining pixel pairs. It is finally
possible to adjust the intensities of image IA given the affine transformation with α
and β.
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If an image overlaps with several planes, then the pixel pairs to all of these individual
planes are considered. They are used to linearly scale the intensities, so as to
minimize the differences of all given pairs. I define T as the set of images overlapping
with IA. To estimate the model parameters α and β, I minimize:
argmin
α,β
(
∑
t∈T\{IA}
∑
(pA,pt)∈P
[It(pt)− (α ∗ IA(pA)− β)]2) (2.10)
In an image mosaic, it is typically unknown, which image plane contains the best
proportion between intensity and fluorophore concentration. Thus, one cannot iden-
tify a reference image to which all other planes need to be adjust. Instead, I apply
an optimization scheme, where an image plane is iteratively chosen and adjusted. In
each adjustment, the model parameters are computed given Equation (2.10). In order
to prevent the convergence to a black image (∀(t ∈ T ) α = β = 0), a regularizer that
penalizes scaling and deviation from identity is included to restrict the adjustments.
This greedy optimization scheme is able to converge rapidly. Finally, corrected planes
are restitched using the stitching described in Section 2.5 that additionally integrates
blending.
2.6.1 Evaluation of Contrast Adjustment
I benchmarked the proposed contrast adjustment using a dataset of nine overlapping
planes, which feature a consistent intensity distribution. For 1000 replicates, every
plane is randomly distorted using I ′ = αI + β +  with α ∼ U(0.25, 1.75), β ∼
U(−10, 10),  ∼ N(0, 0.1). To then evaluate the method, I determine the average
intensity difference of all overlapping pixels after distortion and after correction
(Figure 2.4). This evaluation shows that the contrast adjustment is able to recover
large intensity transformations and yields on average a final divergence of less than
one intensity value (mean = 0.86, sd = 0.16). However, this robust result depends
on a perfect alignment of the overlapping tiles. If all overlapping pixels do not
correspond to the same fluorescent molecule, then RANSAC cannot identify these
non-related intensities and allows for a matching and alignment of all of them.
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Contrast adjustment benchmark Distorted image tiles
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Sd = 0.16
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Figure 2.4: Benchmarking of Contrast Adjustment To evaluate the performance, a dataset of 9
overlapping tiles is artificially distorted and then corrected using the proposed method. The dataset
and the function to distort the intensities are shown in A. B and D present one example of the distorted
and corrected data. In areas where several tiles overlap, only one tile is shown. The plot in C shows
the distribution of average intensity errors after the distortion and after the correction. The method
robustly corrects intensity variations and reaches an average difference of less than one value in
intensity.
2.7 Final Results
I applied the presented pipeline to various datasets that feature a 2D surface within
a 3D sample (Figure 2.5). The samples were imaged in high resolution using confocal
spinning disc microscopy and yielded image mosaics from 4 up to 66 image stacks
(Section 1.5). After applying the image preprocessing pipeline, the entire surface of
interest can be visualized in one large 2D image having optimized intensities. To
show the resulting enhancement, the images are compared to a simple preprocessing,
which includes only a maximum intensity projection followed by stitching. I decided
for that simple preprocessing, because it greatly shows the artifacts occurring in the
datasets and is unfortunately still one of the main preprocessing routines in biological
research.
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2.7.1 Preprocessed Fly Wing Datasets
In the first dataset, an Ecad::GFP-expressing fly wing was imaged yielding an image
mosaic of 24 stacks with dimensions of 692× 520× 30 px each (Section 1.5.1). The
used marker visualizes the adherens junction protein Ecadherin, which occurs at the
apical band of cells and actually forms a 2D surface within the volume. However,
additional signals can arise due to auto-fluorescent tissue structures, noise or signals
coming from the dorsal cell layer. Despite these additional signals, the presented
pipeline is able to extract and project the correct surface (Figure 2.5 B). Rather
challenging was the successful correction of uneven illumination, which is clearly
visible in the images resulting from the alternative preprocessing (Figure 2.5 A).
2.7.2 Preprocessed Wing Disc Datasets
Similar to the first dataset, Ecad::GFP-expressing flies are used to visualize cell
boundaries in the third instar wing disc. The resulting dataset includes four tiles of
image stacks having dimensions of 2048×2048×21 px. Besides the usual image noise,
fluorescent signals arise from the peripodial membrane, a second layer of epithelial
cells. Even though this cell layer complicates the surface extraction, my algorithm
is able to mostly detect the correct cell membrane layer (Figure 2.5 C, D). It makes
mistakes if the tissue is so steep such that the grid structure prevents the correct
detection or if the two membrane layers have less than d z-planes between them.
2.7.3 Preprocessed Planarian Datasets
The largest dataset visualizes a planarian in 66 image stacks with dimensions of
910 × 1002 × 32 px each. Two stainings are used in this dataset: Smed-Rootletin-
1 to visualize the ciliary rootlets and Hoechst for showing the DNA in cell nuclei
(Figure 2.5 E, F). While ciliary rootlets forms a clear 2D surface, cell nuclei are
distributed across the entire tissue. However, if one wants to focus on only the
outermost epithelial layer, as it is the case during the analysis of the underlying
tissue polarity, then it is necessary to project only the relevant cell nuclei. The
surface of the ciliary rootlets can be nicely extracted using the proposed extraction
method. The resulting surface can then be employed to extract the outermost cell
nuclei using the extension for multichannel images. In contrast to the maximum
projection, it is now possible to uniquely identify cell nuclei that occur only in the
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outermost epithelial cell layer. The subsequent contrast adjustment greatly removes
uneven illumination and produces a seamless 2D image with evened out brightness
and contrast levels.
2.8 Implementation of the Proposed Pipeline
The pipeline I developed is a combination of ImageJ plugins and C++ programs,
which utilize the image analysis library Mylib developed by Gene Myers. Depending
on the needs of the user, one can specify the parameters and run the pipeline in
one pass or just as individual steps. Without any parallelization, preprocessing of
the first dataset (Drosophila wing, 24 tiles) took ~200 s on an Intel Core i7 laptop
with 2.66 GHz quad-core-CPUs and 16GB of RAM. The most time expensive step
was actually the intermediate image saving and reading in order to link the C++
programs and ImageJ plugins. Due to the construction of the pipeline, large datasets
are immediately reduced in size, such that a reasonable running time can be still
obtained.
2.9 Summary and Discussion
In this chapter, I have presented an efficient, fully-automatic pipeline to address four
preprocessing tasks being necessary to simplify the analysis of large 3D datasets that
cover signals arising from a 2D manifold within the volume. Even without having
precise information about the signal structure, the surface extraction method is able
to detect a smooth surface within the volume. It is then possible to correct intensity
variations within an image tile or an image mosaic by just computing the amount
of divergence from existing data. The final image stitching allows one to combine
mosaics even if no rough tile configuration is known. Overall, the pipeline addresses
many issues occurring in the preprocessing of confocal images. Thus, it is ideally
suited to automatically preprocess large dataset.
The pipeline is constructed as a specific sequence of steps addressing the existing
issues. I chose this order to reduce the computation time and required memory.
Projecting the 3D stacks first, immediately reduces the size of the data by 1/x fold,
where x represents the depth of the volume. As a consequence, steps including the
computation of a global optimum, such as the correction of intensity variation or the
tile stitching, receives fewer data points and thus, can find the global optimum much
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faster. One could argue that having intensity corrected and stitched 3D datasets
enhances the surface extraction and yields a surface that is also smooth across tile
transitions. However, in all the tested datasets, I have never seen drastic differences
in the surface projection at stitching boundaries. Small variations are resolved during
the stitching, which includes linear blending to obtain a smooth transition. Thus, the
order of the individual steps used in the introduced pipeline appears to provide the
most efficient approach, although users can always customize the order if required.
A key strength of the presented pipeline is its applicability to various datasets
that satisfy the required signal structure. I initially developed the algorithms for
preprocessing Ecad::GFP membrane stainings, but it is also applicable to process
other cell structures. Furthermore, to apply the flat-field correction, it is only
required that the signals occur uniformly within the complete dataset. All these
particular features lead to the assumption that my approach is widely applicable.
However, there are still issue that can be improved.
The presented pipeline requires several assumptions about the data in order to yield
a successful preprocessing. To extract the correct surface of signal, it is important
that the structures of interest are bright and in focus. The algorithm can ignore
small structures in the background as long as they do not span the entire tissue
and form a second surface within the volume. It is certainly possible to extend
the algorithm by allowing the extraction of two surfaces in order to be capable of
handling very bright and sharp signals in deeper tissue regions. Another limitation
is that the smoothness of the extracted surface strongly depends on the chosen grid
size. The smaller the grid, the steeper the maximum angle of the surface. To
overcome this problem, one could think about an iterative refinement in grid elements
where several z-planes include focused signal. Furthermore, the correction of the
intensity variation in tiles strongly depends on two things, a correct overlap as well
as consistent fluorescent-intensity relation within one tile. However, by applying the
flat-field correction as well as a stitching to get the global optimal tile overlaps, I can
ensure that dependencies are given.
Due to its broad applicability and its user-friendly setup, this automated pipeline
presents a standardized procedure to preprocess confocal images. It resolves common
issues in preprocessing confocal microscopy data and enables accurate interpretation
of the data. Having the correct surface without intensity variations allows one to
accurately compute optical flow, cell segmentations or other data analyses.
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Characterization of Cell Polarity in Chemically Fixed
Planarians
Planar polarity influences tissue function and organization during development by
mediating the collective cell behaviors and proliferation [12, 14, 39? ]. With the
progress of high-resolution microscopy and antibody manufacturing, it became pos-
sible to directly observe and study polarities in entire tissues [24, 89]. Recently, the
model system Schmidtae mediterranea (planarians) has been established as another
suitable model organisms to study polarity. As introduced in Section 1.2, the
polarity expressed in the outermost epithelial cell layer can be observed by the
orientation of the rootlets of the motile cilia (Figure 3.1). However, there are
currently no computational methods to analyze these polarized rootlet structures
automatically for entire organisms. In this chapter, I introduce an automatic method
that determines the polarity based on the orientation of the major axis of the ciliary
rootlets and the position of their basal body. I further propose an approach that
estimates cell boundaries in order to summarize the rootlet polarities in individual
cells and to reveal the underlying polarity pattern of an entire organism. The final
pipeline is evaluated using manually annotated data and showcased on real datasets
of wild-type planarians and perturbations.
3.1 Related Work
Analyzing tissue polarity is crucial to understand biological processes ranging from
tissue development and regeneration to metastasis. In the last three decades, hun-
dreds of publications addressed tissue polarity in different organisms such asDrosophila
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A B
Ciliary rootlet
Basal body 
Rootlet Polarity
Figure 3.1: Ciliary Components in Planaria. A The transmission electron microscopy micrograph
shows the ciliary components. Scale bar: 0.5 µm. B The polarity yielded by the ciliary components
is defined as a directed vector along the ciliary rootlet pointing towards the basal body.
Images are taken from [72].
[78, 111, 128], Xenopus [19, 95, 119] and mice [44, 81]. Due to the lack of suitable soft-
ware, the majority of these studies employed manual annotation of the data leading
to a limitation of the manageable data size. In the last years, efficient tools were only
established to analyze tissue polarity given by the localization of sub-cellular proteins
or polarized structures such as wing hairs. Matis et al. [75] established a method
that automatically estimates local protein or organelle asymmetries using the cross-
correlation between fluorescent signal of the protein of interest and a cellular reference
such as cell membranes or nuclei. This method requires high-resolution images,
because a clear distinction between the protein and the cellular reference is essential.
In the context of localizing planar polarity proteins along the cell membrane, this
requirement cannot always be fulfilled. Therefore, Sagner et al. [78, 111] proposed
a method that focuses on clonal cells and estimates their polarity by computing
the average of the intensity weighted unit vector normal along each cell boundary.
Further, they established an algorithm capable of analyzing hairs in the adult wing.
To estimate the underlying polarity, they compute nematics, which provide an axial
orientation, from local pixel correlations and then add a directionality using sparse
user annotation. Since this method requires a relatively low density of signal, it is
not possible to adapt it to datasets showing ciliary components. Until then, there
was no method capable of handling this type of data.
The extraction of tissue polarity given 2D images, which represent on the one hand
the ciliary rootlets and basal bodies to estimate the polarity and on the other hand
the cell nuclei to estimate the cell areas, requires several steps. First, the signal needs
to be segmented and analyzed with regard to its directionality and size.
Segmentation of Ciliary Components The ciliary components, namely the ciliary
rootlets and the basal bodies, are small, densely packed structures featuring an
average size of only 9 and 4 pixels, respectively. Thus, the approach to segment
the structures needs to be very sensitive and able to detect very small objects.
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The simplest approach to segment objects is intensity thresholding, where objects
being brighter than a predefined threshold are annotated as foreground and the
other ones as background pixel. Thereby, the threshold can be defined globally or
adaptively depending on the uniformity of the background [112, 124]. Objects are
then identified by determining a connected-component labeling [132] independently
of their size. However, dense objects or image noise complicates the segmentation by
thresholding. In these cases, one typically enhances the underlying structures using
spatial filtering and represses image noise. For example, long, thin structures can be
emphasized using edge detectors, such as the Difference-of-Gaussian, Laplacian-of-
Gaussian, or Sobel filter [117, 132]. Another type of useful filters are morphological
filters, which modify the topology or geometry of the object in order to simplify its
detection [76].
Another approach to segment objects is the watershed method, which partitions each
pixel to its closest local minima [138]. However, image noise generates additional
local minima yielding an over-segmentation of the ciliary components. Typically,
one applies an image filter beforehand to reduce the amount of noise or progressively
merges the resulting segments afterwards.
Section 4.1 will discuss further segmentation techniques, albeit their applicability is
limited on structures featuring a size of less than 10 pixels.
Computation of Object Orientation The polarity of a ciliary rootlet is determined
by its orientation. A simple method to compute the orientation of a 2D object is
to fit a straight line yielding the orientation angle. To estimate the best fit, it is,
for example, possible to compute the least-square fit or the Hough transform. As
alternative, one does not fit a line, but an ellipse (using the Hessian matrix) revealing
further information about the object shape.
Another approach employs the optical flow between the basal body and the ciliary
rootlet to characterize the rootlet polarity. The most basic technique to do so is the
Particle Image Velocimetry (PIV) that uses cross-correlation to estimate the flow
for local patches in the images. However, this method cannot annotate individual
rootlets and is prone to errors in areas with dense rootlet signals or where the acquired
channels do not perfectly align.
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Figure 3.2: Immunofluorescent Staining of Cell Nuclei and Ciliary Components.
The figure displays an extract of the dataset to determine cell polarity, which was processed as
described in Section 3.2. The lower row shows a magnified extract (yellow region). A Shows the
composite of the individual channels. The cell nuclei stained with Hoechst are displayed separately
in B. The ciliary rootlets stained with Smed-Rootletin1 are presented in C, the basal bodies stained
with Smed-CEP-135 in D.
3.2 Image Data Presenting Tissue Polarity in Planarians
A visualization of the tissue polarity in planarians has been facilitated by an im-
munofluorescent staining of the ciliary rootlets and basal bodies of the motile cilia
(Section 1.5.2). The collected datasets contain three channels that present the cell
nuclei to infer the area of each cell and the ciliary components (ciliary rootlets and
basal bodies) to determine the polarity of each individual ciliary rootlet (Figure 3.2).
The first channel displays the cell nuclei, which are blob-like structures with a
diameter of roughly 4-7 µm(Figure 3.2 B). The cell nuclei of the outermost epithelial
layer are uniformly distributed and at a certain distance to each other, whereas
the ones from the deeper cell layers are more dense, irregularly spread and strongly
clustered.
The second channel presents the cone-shaped ciliary rootlets, which feature a length
of around 1µm (Figure 3.2 C) and locally orient in a specific direction reflecting the
underlying polarity. The ciliary rootlets can form very dense clusters, such that a
clear separation is not always possible given the resolution of 40x.
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Figure 3.3: Lateral Registration of Images Showing the Ciliary Components.
Imperfect microscope calibrations cause slight shifts in the images, such that the given alignment
between the acquired channels does not match perfectly. To correct for that, the images are registered
using the Fiji plugin Descriptor-based Registration (2D/3D) [121]. The upper row displays the original
data, the lower one the registered data. The star serves as a reference point. A The example
presents fluorescent beads, which have the same excitation maxima as the antibodies used in our
experiments. The registration estimates the offset and aligns the second channel to the first one.
B The images showing the ciliary rootlets and basal bodies feature a shift, which can be corrected
using the offset determined by the fluorescent beads. Scale bar: 1 µm.
The third channel shows the basal bodies, which are dot-like structures with a
diameter of 0.5µm (Figure 3.2 D). They are located at the base of a ciliary rootlet,
thus this channel features a similar signal distribution as the one of the ciliary
rootlets.
3.2.1 Data Preprocessing
The acquired dataset contains a 3D image mosaic with three channels visualizing
the cell nuclei and the ciliary components, which are composed of the ciliary rootlets
and basal bodies. To simplify the analysis of the tissue polarity, it is necessary to
process the data in a number of ways. First, extraction, correction and stitching
of the image mosaics in order to provide a single, seamless 2D image per channel.
Second, correction of misalignments between the individual channels given by an
imperfect calibration of the microscope. Third, rotation of the data to provide a
uniform animal orientation between different experiments.
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To address the first task of producing a single, seamless image per channel, I apply
the image preprocessing pipeline, which I introduced in Chapter 2. The ciliary
components are located at the surface of the epithelial cells, thus, they naturally form
a 2D surface within the acquired volume. To simplify the analysis, I only focus on
that 2D surface instead of analyzing the 3D image volume. The image preprocessing
pipeline allows me to accurately detect this surface and greatly correct for artifacts
being introduced by the imaging process. It further gives the possibility to extract
the cell nuclei of only the outermost epithelial layer, which is exclusively required for
the cell segmentation. A result of the processing on an entire planarian is given in
Figure 2.5.
The second task is to correct for insufficient alignments between the acquired data
channels, which occur due to an imperfect microscope calibration. In the acquired
datasets, we could observe a small offset between the ciliary rootlets and basal
bodies (Figure 3.3 A). They do not perfectly overlap even though it is expected
from the literature that the basal body locates at the tip of the ciliary rootlet.
Since this constant shift can be noticed in the entire image, we assume an imperfect
image calibration rather than a biological reason. To verify this hypotheses, we
experimented with fluorescent beads, which are dyed with two colors having the same
excitation maxima as the antibodies used in our experiments. The resulting data also
contains a significant shift (Figure 3.3 B) and, therefore, confirms the hypothesis.
Besides a validation, the result also provides an estimation of the underlying offset.
To do so, I used the Fiji plugin Descriptor-based Registration (2D/3D) [121], which
globally registers the images showing the fluorescent beads, but also returns the rigid
transformation model allowing a lateral alignment of the actual data (Figure 3.3 C).
In order to align the channel showing the basal bodies (IB) to the one showing the
ciliary rootlets, the following translation model has to be applied:
T : R2 → R2
x→ Rx+ t with R =
(
1 0
0 1
)
, t =
(
−1.24
−0.16
)
(3.1)
Being restricted by the pixel grid, the vector t is rounded to t = (−1, 0).
In theory, the nuclear channel could also feature a slight pixel shift. Since the raw
data does not provide indications about a shift and the offset of the other channels
is very small, I ignore that for now and use the original alignments given by the
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microscope.
The last task is to align all planarians uniformly such that a consistency between
different experiments is given. The manual mounting of the samples causes rather
random orientation of the planarians. To correct for that and to enforce consistency
between different experiments, the animals are manually rotated and cropped using
Fiji [116]. An automated method has not been designed and used, because the
number of analyzed animals was rather small.
3.3 Determining Tissue Polarity in Planarians
In Planarians, tissue polarity can be obtained by observing the orientation of ciliary
rootlets. In wild types, each cell contains around 30 rootlets [72], which predom-
inantly align within a cell and even correlate over larger regions. The analysis of
entire planarians, which feature several thousand epithelial cells, is not feasible with
manual annotations, thus a computational method is required. It is necessary to
use a tool, which determines the polarity for each rootlet and uses this information
to infer the polarity of individual cells or entire tissues. In my PhD, I developed a
pipeline, which segments the ciliary rootlets, computes their polarity and infers the
polarity for each cell. This work is a collaboration with Sarah Mansour from Jochen
Rink’s lab, MPI-CBG, who did not only develop a method to visualize and image
the polarity, but also performed all relevant experiments.
This section presents the established approach to determine cell polarities in pla-
narians and evaluates partial steps if necessary. A demonstration of the complete
method on real data examples and ground-truth datasets is given in the next section.
3.3.1 Representation of Polarity
As it was suggested in the literature, the polarity of a rootlet is represented by a
vector following the orientation of the rootlet and pointing towards the basal bodies
(Figure 3.1 B). In general, this representation offers a specification of an exact angle of
the rootlet polarity. However, ciliary rootlets are rather small structures covering on
average only 9 pixels, such that the determined angle can be only a rough estimation.
Already a change of 1 pixel can constitute a different polarity angle. In order to
handle such variations and achieve higher robustness, the rootlet polarity is not
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Figure 3.4: Representation of Polarity.
To achieve a higher robustness in the polarity classification and to simplify the visualization of results,
the vectors describing a polarity are divided into 8 distinct polarity partitions. These partitions and
their corresponding characteristics such as the assigned color or angle range are displayed in this
figure.
represented by an angle between 0◦ and 360◦, but by one of 8 distinct polarity
partitions. The range of 360◦ is divided into 8 partitions, featuring a polarity range
of 45◦ each. To simplify subsequent visualizations of rootlet and cell polarities, each
of the partitioned polarities is encoded with a distinct color (Figure 3.4). Although
this simplification decreases the level of details, it improves the visualization and
increases the robustness of classifying the rootlets.
3.3.2 Overview of the Established Approach To Determine Polarity
The developed pipeline, summarized in Figure 3.5, requires 2D image data showing
the cell nuclei, ciliary rootlets and basal bodies (Section 3.2). Initially, it segments
the individual structures and determines critical characteristics of them, such as the
center of mass and the best fitting ellipse (Figure 3.5 B, C). The major axis of the
ellipse fitted to the signal of a ciliary rootlet directly provides the orientation of the
rootlet. However, to determine the directed orientation, which is essential for the
polarity, the location from its connected basal body is needed. Therefore, a bipartite
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Figure 3.5: Pipeline to Infer Tissue Polarity in Planarians
A The dataset contains 2D images with three channels visualizing the cell nuclei, ciliary rootlets and
basal bodies. B First, the individual structures are detected and segmented. C Afterwards, features
are extracted being prerequisite to infer cell polarity. To segment cells, a Voronoi tessellation is
computed using the center points of all cell nuclei as origins. An ellipse is fitted to each ciliary rootlet
to yield the rootlet orientation given by the major axis of that ellipse. For each basal body, the center
of mass is determined. D The rootlet polarity is reflected by a directed ciliary rootlet. To compute the
direction, the connected basal body is determined solving a bipartite matching problem. To simplify
the visualization and interpretation, its polarity is binned in 8 polarities. E To infer the polarity of each
cell, the rootlet polarity having the maximal frequency in the cell is estimated.
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matching between the rootlets and the basal bodies is computed and reveals a unique
mapping between rootlets and basal bodies. This information finally enables the
determination of the directionality yielding the rootlet polarity. To infer the polarity
for entire cells or tissues, a cell segmentation is required giving the area of each cell
within the image. Since it was not possible to visualize cell membranes uniformly,
the cell segmentation is determined from a Voronoi tessellation having the cell nuclei
as starting points. Given that, it is possible to summarize the rootlet polarity for
each cell. The following sections describe the developed methods in more details.
3.3.3 Segmentation of Image Signal
To be able to determine tissue polarity, it is necessary to combine the information of
three structures within the tissue: the cell nuclei, the ciliary rootlets and the basal
bodies (Section 3.2). At first, these structures need to be segmented and distin-
guished from the background, which can also fluoresce. Since the three structures
differ in their density and similarity among each other and also vary in the strength
of background signals, it is not possible to apply the same segmentation approach
to all of them. The following subsections describe the methods that were applied to
identify the individual structures.
Detection of Cell Nuclei
The prior processing of the image data yields seamless 2D images showing the cell
nuclei of only the outermost epithelial layer (Section 3.2). The cell nuclei are mostly
spread and do not overlap, but their distinction from the background is challenged
by bright signals occurring in the background. These signals emerge from both
structures within the cells and cell nuclei of the underlying cell. Therefore, it is
useful to apply a method that detects only the blob-like structures having a specific
size and intensity and rejects unintended cell nuclei. The method does not need to
give the exact outline of the cell nuclei, since the final goal is to segment the cell
areas using only the center points of the nuclei. To do so, I apply the Fiji plugin
Descriptor-based Registration (2D/3D) [121]. This plugin is a tool to register two
images by matching two point clouds whereby the used points are identified by a
Difference-of-Gaussian detector accepting only blob-like structures of a predefined
size. Although this plugin is designed to register two images, it can be adapted to
detect cell nuclei having a roundish structure of a specific size.
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Figure 3.6: Evaluation of Cell Nuclei Detection.
Three datasets showing cell nuclei in planarians were analyzed using the Fiji plugin Descriptor-based
Registration (2D / 3D) and manually evaluated to identify mistakes in the detection. The red dots
indicate a detection, the white numbers the dataset identification. A The image displays one of the
datasets with its detected cell nuclei. B Each image shows examples for typical errors happening
during detection. White arrows highlight specific detections. The signal intensity can vary among
different nuclei, such that correct cell nuclei can be also missed during the detection (true positives
vs. false negatives). On the other hand, background signals influence the analysis by producing
features of similar brightness and structure as the cell nuclei and thus, cause erroneous results (false
positives vs. true negatives).
To evaluate the performance of nuclei detection using the Fiji plugin Descriptor-
based Registration (2D/3D), I prepared 3 datasets consisting of cell nuclei of different
planarians; Figure 3.6 A shows an example. These datasets not only differ in quality
and amount of background, but also in the appearance of cell nuclei (Figure 3.6 A
displays extracts from all examples). Thus, the challenge is to be sensitive enough to
detect all nuclei, but also selective enough so that no background signal is mistaken
as cell nucleus. To evaluate the performance of the plugin, I manually counted
the correct and erroneous detections. Thereby, I omit mistakes happening at the
image margin, where cell nuclei are partially cropped and do not present the typical
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Table 3.1: Quantitative Evaluation of Cell Nuclei Detection.
The table summarizes the cell nuclei evaluation of the three exemplary datasets (Figure 3.6). The
low error rate suggests a high robustness for detecting cell nuclei in epithelial cells of planarians.
Dataset Number of Nuclei True positives False negatives False positives
1 379 377 2 0
2 203 203 0 0
3 163 163 0 1
nucleus shape. The analysis shows (Table 3.1) that more than 99 % of cell nuclei
were correctly detected. The method only misses cell nuclei, whose signal intensity
was weaker compared to other nuclei, such that manual identification additionally
required considering of local environment (Figure 3.6 B, false negatives). Further, a
false positive detection occurred only rarely and was mostly induced by an deeper
cell nucleus being very close to the epithelial layer (Figure 3.6 B, false positives). On
the other hand, several examples could be found, where relatively bright background
signals were correctly rejected and did not yield a detection (Figure 3.6 B, true neg-
atives). As long as the initial identification of the epithelial cell layer excluded signal
from underlying cell layers, the Fiji plugin Descriptor-based Registration (2D/3D)
shows a high robustness in detecting cell nuclei.
Detection of Ciliary Rootlets
The 2D image showing ciliary rootlets displays cone-shaped structures having a
specific orientation. Due to high density and light scattering, these structures can
overlap and complicate an identification of individual rootlets. However, to obtain a
realistic representation of tissue polarity, it is necessary to identify as many individual
rootlets as possible, but also to discard the ones that cannot be easily separated.
During rootlet identification (Figure 3.7), it is possible to reduce the rootlet structure
to solely its major axis, since I aim at finally determining only its orientation. With
this in mind and the fact that ciliary rootlets are thin structures, I enhance the
signal by applying an edge detector, which reveals a short edge for each ciliary
rootlet. In this context, I use a Difference-of-Gaussian (σ1 = 0.5, σ2 = 5), which
yields the desired output (Section 3.1). The enhanced rootlets just slightly overlap
and can be segmented with an adaptive thresholding approach. The threshold is
locally determined by the Otsu method [92] and identifies the foreground pixels with
I(x, y) > t. On these foreground pixels, a connected-component labeling is performed
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Figure 3.7: Determination of Rootlet Polarity.
In the first step, each segmented rootlet is approximated by an ellipse, whose major axis reveals the
orientation of the rootlet. However, due to the missing directionality, it is not possible to assign a
polarity yet. To assign a direction and therefore a polarity, the position of the connected basal body
is determined by computing a matching between all rootlets and basal bodies. For each potential
matching (dotted lines) a cost is assigned defining the Euclidean distance between the basal body
and an extreme point of the rootlets (dark gray pixels). The solution of a Hungarian matching finally
maps one basal body to each rootlet. This allows one to classify the rootlet polarity.
yielding one connected component for potentially one ciliary rootlet. Since it is a
priori known that bright noise can induce foreground pixel as well or that rootlets
might not be correctly split, the connected components can also present false positive
detections. Thus, I apply an additional filtering to remove connected components
that do not seem plausible to represent exactly one ciliary rootlet. Thereby, the size
of a connected component yields a reasonable filtering criteria. Components covering
less than 5 pixels represent rather noise or rootlets that are small and spherical. On
the other hand, if rootlets cover on average 8-10 pixels, structures with more than 20
pixels contain most likely several rootlets. The proposed rootlet segmentation finally
detects thin, elongated structures featuring a specific size and contrasting from local
background. In Section 3.4 the performance of this step is analyzed using manual
labeling.
Detection of Basal Bodies
Basal bodies yield the final information to obtain a directed polarity of the rootlets.
However, just the center of mass is needed to obtain this information. With their
blob-like structure, the method used to detect cell nuclei could be potentially used
here as well. However, the Fiji plugin Descriptor-based Registration (2D / 3D)
provides only a global threshold. In this channel, the average background intensity
varies significantly, such that it is crucial to utilize an adaptive threshold. In the
context of determining cell nuclei, the global threshold did not significantly affect the
detection, because only blobs of a specific size were accepted and typical background
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noise was mostly smaller. However, the method being established to segment ciliary
rootlets (Section 3.3.3) constitutes a suitable method to also identify basal bodies in
the images. The signal enhancement reduces the basal bodies to dot-like structures
and separates clustered basal bodies, which can be segmented using the adaptive
thresholding approach. Only the additional filtering step needs to be adapted to a
different size range, since the basal bodies are typically smaller than ciliary rootlets.
3.3.4 Determination of Rootlet Polarity
Each ciliary rootlet is so far segmented and described by one connected component.
To obtain its polarity, one has to initially determine the orientation using ellipse
fitting and then assign a sign according to the position of the connected basal body.
The orientation of a ciliary rootlet is given by the angle between the x-axis and
the major axis of the rootlet. To compute the major axis, I exploit the idea of
fitting a multivariate normal distribution, i.e. an ellipse, to each component, which
approximates the rootlet and yields useful shape characteristics. To do so, one first
has to determine the second central moment, which actually corresponds to the
covariance matrix. For the two variable vectors X and Y presenting the x- and
y-pixel-coordinates within one component, the covariance is defined as
cov(X,Y ) =
1
N
N∑
i=1
(Xi − µX)(Yi − µY ) (3.2)
where N is the size of the vectors and µX and µY are the respective averages defined
as
µA =
1
N
N∑
i=1
Ai with A ∈ {X,Y } (3.3)
The covariance matrix is then defined as
C =
(
cov(X,X) cov(X,Y )
cov(Y,X) cov(Y, Y )
)
(3.4)
The eigenvectors and eigenvalues of the covariance matrix reveal the orientation and
length of the axes of the fitted ellipse. With that, it is not only possible to determine
the orientation of the rootlets, but also to review the shape of each detected rootlet.
A rootlet can only be analyzed meaningfully, if its shape is rather elongated and not
spherical. Thus, I exclude all rootlets whose major axis (eigenvector of the largest
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eigenvalue) is not twice as long as its minor axis (eigenvector of the second largest
eigenvalue). For all remaining rootlets, the largest eigenvector presents the major
axis and therefore its orientation.
The resulting orientation is undirected and reveals an angle θ in the interval [0◦, 180◦).
However, a polarity comprises a directed orientation within the interval [0◦, 360◦),
thus the sign of the major axis still needs to be estimated. From the literature, it is
known that the basal body appears at the base of a rootlet, thus, the position of the
basal bodies offers the determination of the unknown directionality.
To obtain the position of the connected basal body, one has to initially identify
the correct basal body for each ciliary rootlet in the set of all detections. It is
assumed that the basal bodies localize at one of the tips of the cone-shaped rootlets,
thus, they should have an overlap in the acquired images. However, in regions,
where the rootlets are densely packed or a local shift between the acquired images
occurs, ambiguities can emerge, such that correct assignments between basal bodies
and rootlets are not obvious. Therefore, I formulate this assignment as a bipartite
matching problem, such that each ciliary rootlet finds its unique closest basal body.
Let R be the set of ciliary rootlets and B the set of basal bodies, then a matching
m = (V,E) can be defined as a weighted bipartite graph with
V = R ∪B E = R×B
with ∀eij ∈ E c(eij) =
d(Ri, Bj) d(Ri, Bj) ≤ 5 px∞ otherwise
(3.5)
For each edge eij ∈ E, the cost c(eij) is defined as the Euclidean distance between the
center of the basal body Bj and the closest tip of the rootlet Ri. To reduce the size
of the matching problem and to prevent implausible assignments, only edges with a
distance less or equal than 5 are considered. My collaborator Sarah estimated this
threshold manually using ground truth data. A solution of the problem should reveal
a matching that minimizes the total costs of all used edges and rather leaves a rootlet
or basal body unmatched than assigning them to the wrong matching partner. This
concept is chosen, since each incorrect matching affects the computation of the rootlet
polarity and might induce incorrect results. Therefore, I use a greedy algorithm to
match the basal bodies and rootlets. Even if this does not obtain a global optimal
solution, the majority of basal bodies are correctly matched, as it will be shown in
Section 3.4.
For each ciliary rootlet, the solution reveals either an exclusion from the analysis, if
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Figure 3.8: Cell Segmentation in Planarians. A Cells are segmented by computing the Voronoi
diagram given the nuclei center points. The white lines present the computed boundaries. B Cell
are manually segmented using the weak auto-fluorescent signal occasionally appearing in the cells.
Scale bar: 10 µm.
no reasonable assignment could be determined, or a unique basal body that localizes
near one of its tips. The position of a matched basal body finally enables the
determination of a direction of the previously estimated rootlet orientation. With
that, it is possible to assign a polarity p = P (θ) ∈ {1, ..., 8} to the ciliary rootlet being
elongated and having a basal body near one of its tips. A quantitative evaluation of
this established polarity identification can be found in Section 3.4.
3.3.5 Assignment of Cell Polarities
During planarian regeneration, cells change their polarity, such that they finally
coincide with the typical polarity pattern of the animal. Currently, it is not known
whether the cells rotate their rootlets synchronously or randomly, or if they are
replaced with new cells expressing immediately the correct cell polarity. Therefore,
it is useful to have a method that does not only determines the polarity of each
rootlet, but also of each cell. The next paragraphs describe how the cell areas are
computed using the available data and how a common polarity is assigned to each
cell.
Cell Segmentation
Without an accurate membrane staining, it is challenging to infer the exact cell
area. However, one can approximate cell boundaries using the cell nuclei as reference
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Figure 3.9: Inferring the Cell Polarity Using the Rootlet Polarity. A The sketch shows a cell with
the determined rootlet polarities. B Computing the cell polarity using the average yields a purple
polarity. C Computing the cell polarity using the polarity having the highest frequency yields a blue
polarity. See Figure 3.4 for a description of polarity colors.
points. If one assumes that the cell nucleus locates in the center of the cell, then
the membrane between two cells has to occur exactly in the middle between the
two nuclei. To verify if this assumption is fulfilled in the planarian epithelium, I
investigated the data for evidences that the nuclei occur in the middle of the cell. It
turned out that the Hoechst antibody additionally induces weak fluorescent signals
within the cell and therefore reveals cell boundaries. However, this signal is too weak
and irregular to be used for cell segmentation. The images confirmed that the cell
nucleus occurs roughly in the cell center, thus, it can be used to infer cell boundaries.
To do this, I partition the image into polygons using a Voronoi diagram [132]. The
center points of the cell nuclei serve as origins and each pixel of the image is assigned
to the closest origin. If the distance to two references is equal, then a boundary is
drawn. With that, the resulting polygons correspond to the underlying cell.
To verify the performance of this method, cells were manually outlined using the
additional signal in the nuclei channel ( Figure 3.8). The intersection of the manual
segmentation and the Voronoi diagram yields that on average 85.23 %(sd = 0.08) of
the cell areas are correctly identified using the Voronoi diagram.
Inference of the Cell Polarity
For each distinguishable rootlet, a polarity is determined, which can be expressed
by both an angle θ ∈ [0◦, 360◦) and a polarity p = P (θ) ∈ {1, ..., 8}. Furthermore,
each rootlet can be assigned to its cell using the given cell segmentation. In order
to compute the polarity of each cell, two issues need to be addressed. First, cells
having an unrealistic number of ciliary rootlets have to be filtered out and second,
the rootlet polarities have to be summarized to yield one cell polarity.
To address the first problem, two thresholds need to be defined restricting the
minimal and maximal number of acceptable rootlets within the cell. In wild types,
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each cell contains ~30 rootlets on average [72]. However, if a cell has recently emerged
in the outermost epithelial layer, it might not have generated all rootlets and aligned
the polarity. Hence, this cell cannot have a unique polarity yet. Such cells are
excluded by defining a threshold that indicates the minimum number of rootlets
being properly identified. On the other hand, if a cell contains more than twice
the number of expected rootlets per cell, then most likely a mistake in the cell
segmentation caused a merge of two cells. Since it is uncertain whether underlying
polarities coincide and therefore yield a common polarity, it is reasonable to exclude
these cells. In the performed experiments 10 and 70 were set as thresholds for the
minimal and maximal number of rootlets, although the user can in general adapt
them.
Second, the individual rootlet polarities have to be meaningfully summarized to
achieve a realistic cell polarity. The simplest idea would be to average all rootlet
polarities considering that the polarities underlie a circular distribution. To do so,
each polarity angle α is initially converted to Cartesian coordinates using x = cos θ
and y = sin θ. The average angle for a set of rootlet polarities Θ = {θ1, ..., θN} is
computed utilizing the Cartesian coordinates
X =
∑N
i=1 cos θi
N
Y =
∑N
i=1 sin θi
N
(3.6)
θ¯ = arctan
Y
X
(3.7)
where X and Y describe the Cartesian coordinates of the average angle θ¯ being in the
interval [−pi2 , pi2 ]. Taking into account the signs of X and Y , θ¯ is converted to an angle
between 0◦ and 360◦. Even though the average angle presents the average polarity of
the rootlets, it can also yield a wrong impression (Figure 3.9). If a cell, for instance,
has rootlets expressing polarities in different directions, then the mean angle could
yield a polarity, which is not even present in the cell (Figure 3.9 B). Since the analysis
in Section 3.4 will show that the error rate of misclassifying a rootlet is around 27 %,
one has to expect the occurrence of incorrect rootlet polarities. Therefore, instead
of defining the cell polarity as the mean angle of all rootlet polarities, I identify it as
the cell polarity via majority voting. With that definition, the cell polarity does not
depend on infrequent polarities, which might have emerged due to misclassification,
and represents the polarity dominating in the cell (Figure 3.9 C). Furthermore, it
also coincides better with the annotation a user obtains by manually identifying the
cell polarity (Figure 3.9 D-E).
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Figure 3.10: Evaluation of Automated Rootlet Detection.
For 5 datasets, containing several hundred ciliary rootlets each, the rootlets expressing a polarity
were manually labeled and the accuracy of the automatic detection evaluated. The boxplots display
the distribution of the resulting sensitivities and specificities.
3.4 Evaluation Using Ground Truth
The developed approach, described in Section 3.3, presents a method that determines
the polarity of ciliary rootlets and infers a common polarity of a cell. To enable an
evaluation of its performance, rootlet and cell polarities were manually labeled in five
datasets, showing between 9 and 27 cells. These datasets not only display regions of
different planarians featuring distinct polarities, but they are also of different image
quality. With that, the chosen datasets should cover the typical variation occurring
in entire planarians. During the manual processing, where in total 4349 rootlets and
93 cells were annotated, two main issues yielded ambiguities in the labeling. First,
a rootlet was identified as a polarized rootlet, although its size was unusual or its
shape rather spherical, such a polarity could be only assigned because of the location
of the basal body and the classification of neighboring rootlets. Second, even though
a polarity could not be clearly distinguished between two neighboring polarities, a
distinct polarity was finally assigned. Nevertheless, this ground truth data allows
one to evaluate the method under different aspects.
First, I evaluated, how well the segmentation approach detects ciliary rootlets and
excludes the ones from the analysis being too small, spherical and not analyzable.
The comparison of the manual and automatic detection (Figure 3.10) showed that
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on average a sensitivity of 79.02 % (sd = 12.96) is yielded, describing the percentage
of detected rootlets that are true ciliary rootlets. The sensitivity is influenced by
the number of false negative detections, which are highly increased due to the first
issue described earlier. In the ground truth data, many rootlets are labeled with a
polarity even though their shape and size would not allow a clear identification as
ciliary rootlet. Rootlets are excluded from the analysis, if they are on the one hand
too small and spherical and on the other too big to represent just one ciliary rootlet.
However, a human is often able to still analyze the rootlets and assign a polarity. This
leads to a high number of false negative errors, which then decreases the sensitivity
of the proposed method. Additionally, one can estimate the specificity of the method
characterizing the percentage of excluded rootlets being correctly excluded. For the
used datasets, it is on average 63.18 % (sd = 12.30), which presents a relatively low
rate. In this context, the problem mostly arises from the image quality and the
rootlets itself. If the image contains bright background signal having a similar size
as ciliary rootlets, then it can be mistakenly identify as a rootlet. Nevertheless, more
biasing are ciliary rootlets, which were manually excluded from the ground truth
although they feature the typical size and shape. During the manual labeling, one
does not only see one ciliary rootlet, but also a larger region around it. Therefore,
one can identify rootlets that might be under development or disturbed and do not
feature a polarity yet. However, the developed method is not able to detect these
cases and determines a rootlet polarity, which then yields a false positive error. Taken
together, the proposed segmentation method is able to detect and reject the majority
of the ciliary rootlets correctly. However, the detection is mostly influenced by errors
emerging when densely clustered rootlets could not be split because of the locally
determined threshold.
After that, I analyzed how accurately the rootlet polarities are determined using
the automated approach (Figure 3.11 A). The comparison yields that on average
73.27 % (sd = 4.66 %) of the ciliary rootlets are correctly determined and feature the
manually assigned polarity. To better understand why 26.73 % of the rootlets are
misclassified, I determined how much the assigned polarity differs from the correct
one. Here, the distance to the ground truth is measured in the number of polarity
partitions separating the assigned and correct polarity in the circular color map
(Section 3.3.1). The results revealed that on average 88 % of the misclassified rootlets
have a distance of 1, i.e. they feature a neighboring polarity. Thus, these rootlets are
most likely affected by the second issue occurring during the manual labeling, where a
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Figure 3.11: Evaluation of Automated Polarity Determination.
To evaluate the performance of the automated determination of the rootlet polarity (A) and cell polarity
(B), the approach was applied to 5 manually labeled ground truth datasets. For all rootlets and cells,
having an assigned polarity in both the automated and manual labeling, the percentage of congruency
has been computed. The averaged values are displayed in this plot (blue). For all misclassified
rootlets and cells, it was additionally determined how big the distance is between the correct polarity
partition and the automatically assigned one. The averaged distributions are displayed in yellow.
C The figure displays the automatically assigned rootlet polarities for a small example. D The figure
shows an example of the determination of cell polarity.
polarity was assigned even though it could not be clearly identified. A second manual
evaluation revealed that there are several cases where the assigned polarity could be
questioned. Even if all of these cases were corrected and unambiguous, the method is
still prone to errors, when rootlets are classified that deviate from the typical, conical
shape. Instead of considering the angle of the major axis, these rootlets should obtain
a polarity due to the location of the basal body or the classification of neighboring
rootlets. However, it is rather difficult to integrate these two features into the
determination of the rootlet orientation, because of two reasons. First, as described
in Section 3.2.1, the acquired channels feature slight shifts. A global calibration
cannot ensure that this shift is accurately corrected in each region and that the
basal body always occurs at the base of the rootlet. Therefore, the orientation would
rather represent the alignment of the basal body than the orientation of the rootlet.
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Second, it is biologically possible that each rootlet exhibits a different polarity. Thus,
assigning the orientation due to local consistency can introduce mistakes and limit
the resolution of the method. Further, the evaluation of the distance to the ground
truth also showed that the second most frequent errors emerge when the distance
is 4, i.e. the orientation of the rootlet is correct but the basal body assigned the
wrong direction. This mistake appears predominantly because the underlying shift
between the imaged channels induces a shift in the location of the basal body, and
only rarely because of an incorrect mapping between the basal bodies and their
rootlets. Nevertheless, the developed approach is able to identify the rootlet polarity
with an accuracy of around 73 %, albeit it is likely that the manually assigned data
includes incorrectly assigned rootlet polarities.
The previous evaluation showed that the used approach does not allow a perfect
determination of rootlet polarity. Therefore, the question arises whether the inference
of cell polarity is able to neglect mistakes in the rootlet polarity determination
and to still compute the correct polarity. The results (Figure 3.11 B) reveal that
on average 87.00 % (sd = 7.85 %) are correctly identified and that even if a cell is
incorrectly classified, then it features a neighboring polarity level. From these results
two aspects can be concluded: First, using the maximal frequency as cell polarity
is a reasonable summarizing approach and second, even though the rootlet polarity
reveals mistakes, the cell polarity is still able to infer the correct polarity. In addition
to the classification, cells are excluded from the analysis if they do not contain
the minimal number of rootlets per cell. The comparison to manually annotated
data shows that this approach to detect analyzable cells reveals a sensitivity rate of
95.33 % (sd = 7.30 %) and a specificity rate of 80.95 % (sd = 21.10 %). This means
that almost all manually annotated cells were selected for an analysis. However,
the chosen threshold was not suitable for all regions in the entire animal, since
cell polarities were mistakenly assigned to a relative high number of unanalyzable
cells. The last evaluation showed that even though the rootlet polarity determination
features a relatively high error rate, cell polarities are more accurately assigned.
3.5 Application to Entire Planarians
In entire planarians, tissue structure and rootlet appearance varies significantly such
that cells differ in their shape and size, but also ciliary rootlets deviate in their
characteristics and their density in positioning. Furthermore, not every cell exhibits
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Figure 3.12: Cell Polarity in Wild-type Planarians. A The shown polarity distributions of three wild-
type planarians being analyzed using the presented approach coincide with one another. Along the
AP axis, the cells point upwards (yellow polarity) and deviate at the left and right side to diagonally
upwards pointing polarities (left: orange polarity, right: light green polarity). The colors describing the
polarity are explained in Section 3.3 and shown in B. B The displayed polarity pattern summarizes
the coordination described in A.
of necessity motile cilia, thus, cells without analyzable signals occur infrequently in
the animal. Because of these challenges, it is necessary to evaluate how accurately the
automated approach assigns rootlet and cell polarities in entire planarians. However,
it is not manageable to manually label up to 7000 cells in quite a few animals. To
anyways enable a quantification, I exploit the following assumption. In general, it
is assumed that ciliary rootlets do not only align within one cell, but also locally in
the tissue and express a distinct polarity pattern for the entire organisms. Thus,
if a similar pattern can be observed in several planarians, then one can expect
that the polarity determination was not random and revealed a common polarity
pattern. Further, if evidences for this pattern can be found in known behaviors or
characteristics of planarians, then one can conclude that the method yields most
likely the correct underlying polarity pattern. To employ this idea of evaluation, I
applied the approach to seven datasets, containing three wild-type, three double-
tailed and one double-headed planarians, and evaluated their consensus. If the
approach identifies the polarities correctly, then the wild-type planarians should
reveal a similar polarity pattern and according to the perturbation, the double-
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Figure 3.13: Polarity Distribution in Wild-type Planarians. A The polar plot visualizes the
distribution of the average rootlet polarity of three wild-type planarians. B For each cell, the rootlet
polarity having the maximal frequency yields the cell polarity. The average distribution of three wild-
type planarians is shown in the polar plot. For both plots, the colors correspond to the polarity colors
explained in Section 3.3.1.
headed and double-tailed planarians should feature the corresponding pattern.
The used datasets contain adult Schmidtea mediterraneas of different sizes and shapes
as well as under different perturbations of their polarity (Table 1.2). My collaborator
Sarah performed all experiments including sample preparation, imaging and initial
data processing. To visualize the polarity and to prepare the data for the analysis,
we follow the steps described in Section 1.5.2 and 3.2. In Fiji, the cell nuclei were
detected and used to segment each cell as described in Section 3.3.3 and 3.3.5.
Utilizing the segmentation, the polarity detection is able to determine the polarity
of each rootlet as well as of each cell. Depending on the quality of the dataset, the
parameters are manually adjusted.
In wild-type animals, the experiments revealed a consistent pattern, where cells
along the AP axis underlie mainly a yellow polarity (rootlets pointing downwards)
and cells along the sides deviate to the neighboring polarity (left: orange (pointing to
the lower left ), right: light green (pointing to the lower right)) (Figure 3.12). Closer
to the tail, the polarity pattern shows less variation and reveals predominantly a
downwards orientation (yellow polarity). A quantitative analysis revealed that on
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average 61.00 % (sd = 3.56) of the cells present a yellow polarity, 17.67 % (sd = 5.79)
an orange and 11.67 % (sd = 4.64) a light green one (Figure 3.13 B). The distribution
of the rootlet polarities reveals a similar pattern (Figure 3.13 A), although the
rate of misclassifying a rootlet is much higher (Section 3.4). In addition, the body
movement of planarians provide evidences that the determined pattern is biologically
reasonable and therefore represents the underlying polarity pattern. In more detail,
cilia on the ventral side of the planarian body enable a gliding locomotion. Since
this locomotion is a regular forward movement, one would expect that the cilia are
aligned along the AP axis and beat in coordination. This induces also a consistent
alignment of the ciliary rootlets along the AP axis, which can be observed in the
acquired datasets. Both the consensus with the biological expectations and the
relatively small standard deviation of the resulting cell polarity distribution reveal
that the established method robustly detects the correct polarity in entire planarians.
Nevertheless, inconsistencies occur along the edges of the tissue and around the head.
Along the edges, the tissue is rather steep (Figure 3.15), such that the perpendicular
imaging and signal projection does not yield and orthogonal view on the tissue.
Instead, the rootlet might be seen from the side leading to an incorrect conclusion
about the polarity angle. These artifacts can be partially observed in analyzed
datasets, because some cell polarities along the left and right edges represent rather
a horizontal polarity (red or green) and along the top and bottom edges a vertical
polarity (yellow or blue) (Figure 3.12). In the head region, the fixation of the animal
induces a contraction of the underlying muscles, which leads to smaller and more
dense rootlets challenging the determination of the correct polarity. Apart from these
explicable inconsistencies, wild-type planarians express a polarity pattern, where
the rootlet polarities along the AP axis orient downwards and deviate to diagonal
downwards pointing polarities besides the axis (orange and light-green).
The evaluation using manually annotated data and entire planarian data revealed
that the established approach robustly determines the rootlet and cell polarity, but is
prone to mistakes when ciliary rootlets are rather small and spherical, densely packed
or the basal body is not properly aligned. Therefore, it is also necessary to review
how well the established approach works when the tissue is under perturbation and
might not exhibit the wild-type phenotype. It is crucial that the polarity analysis
performs equally well on perturbed organisms, which do not drastically change the
appearance of the ciliary components. To do so, Sarah disturbed planarians such
that their AP axis is mirrored at the middle of the planarian and therefore produces
either two heads or two tails. In the resulting animals, each half features the typical
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Figure 3.14: Cell Polarity in Planarians Featuring a Reversed Tissue Polarity. To check whether
the established polarity determination is able to analyze perturbed planarians having reversed
polarities, double-tailed and double-headed animals were generated and analyzed. A The figure
displays the polarity patterns of three double-tailed planarians being approximated in B. The original
tail expresses the original tail polarity, whereas the newly regenerated tail features the mirrored one.
C Here, the averaged cell polarity distribution of the double-tailed planarians is shown. D The polarity
pattern of a double-headed animal is shown leading to the approximation displayed in E. Similar to the
double-tailed animals, the original head shows the original polarity pattern, whereas the regenerated
one the mirrored pattern. The resulting cell polarity distribution is given in F. In all subfigures, the
colors correspond to the polarities being described in Section 3.3.1.
phenotype of a planarian and tends to move towards its original direction. Therefore,
one would expect that one half corresponds to the wild-type polarity pattern and
the other one to the mirrored one. To obtain double-tailed animals, the inhibitor
Adenomatosis polyposis coli (APC) was knocked down leading to an over-activation
of β-catenin, which caused the regeneration of a new tail after amputating the original
head. Depending on the preceding regeneration time, the planarians vary in size
and in their density of the epithelial cell packing. The resulting polarity pattern
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realizes the expectations and expresses the original polarity pattern in the original
tail and the mirrored pattern in the regenerated tail (Figure 3.14 A, B). It is also
conserved that the yellow and respectively blue polarity appear predominantly in
its corresponding tissue half (Figure 3.14 C). In addition to the expected pattern,
the rootlets orient horizontally in the region where the tails fuse with each other.
In a second experiment, Smed-β-Catenin1 was knocked down resulting into the
regeneration of a new head after amputating the original tail. Also this analysis
reveals the expected pattern, where the original head retains its polarity and the
newly regenerated one obtains the mirrored polarity pattern (Figure 3.14 D,E).
However, the proportions of the individual polarities changed, such that the vertical
polarities do not predominate anymore (Figure 3.14 F). The performed experiments
show that the technique can robustly determine the rootlet and cell polarities even
when the polarity is reversed and does not express the typical wild-type pattern.
3.6 Implementation
To determine the polarity patterns, the approach requires several steps that have to
be executed using Fiji [116] and one step implemented program in C++. In Fiji, the
cell nuclei are detected using the plugin Descriptor-based Registration (2D / 3D) in
order to then segment the cells using the available Voronoi tessellation. To determine
the polarities of each ciliary rootlet and cell, I implemented a C++ program using the
image analysis library Mylib developed by Gene Myers. For different datasets with
optimal parameters, the wall-clock time is on average 374 s(sd = 206s) on an Intel
Core i7 laptop with 2.66GHz quad-core-CPUs and 16GB of RAM. The most time
consuming steps within the polarity determination are the computation of adaptive
thresholds during the segmentation and the greedy matching of these structures
to obtain a polarity. The current implementation does not exploit parallelization
yet, although it would be possible to integrate that to speed up, for instance, the
segmentation of the individual structure.
3.7 Summary and Discussion
In this chapter, I have described a new method for estimating the polarity of in-
dividual ciliary rootlets and cells in planarians. So far, such a detailed analysis
was not possible in planarians due to the lack of suitable markers, which were just
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recently developed by my collaborator Sarah [72], and of efficient tools to analyze the
resulting data, which I developed in my thesis. The method I established requires
images showing cell nuclei, ciliary rootlets and basal bodies in high-resolution. To
determine the rootlet polarity, each rootlet is segmented and approximated by an
ellipse. The orientation of the major axis of that ellipse and the position of the
connecting basal body yields the rootlet polarity. To then infer cell polarity, the
polarity having the maximal frequency within one cell is used. The cell areas are
thereby given by a Voronoi tessellation having the nuclei centers as origins. With
this established approach, it is now possible to determine the polarity distribution
in an entire planarian efficiently and to even provide a read-out on a cellular level.
Analyzing several wild-type planarians revealed a common polarity pattern, which
could be verified by the observed locomotion of planarians. However, comparing the
results to manually analyzed data revealed that the method is still prone to errors and
classifies only 73.27 % of the detected ciliary rootlets correctly. Most of the mistakes
occur because of an imperfect rootlet segmentation and a shift in the position of the
basal bodies. In addition, one should not disregard that during the manual labeling
information of the local environment is also considered leading to several assignments
that could not be inferred exclusively from the rootlet structure. However, this high
rate of errors in the rootlet polarity classification does not affect the inference of
cell polarity, which achieves an accuracy of 87.00 %. The following paragraphs will
reveal critical points in the approach and suggest modifications, which might improve
polarity estimation.
First, to segment ciliary rootlets, I use an enhancing and adaptive thresholding
approach detecting the majority of rootlets correctly. However, a relatively high
number of rootlets are excluded from the analysis, since the segmentation is not
able to properly separate clustered rootlets. On the one hand, one could completely
change the approach of segmenting ciliary rootlets and replace it with a more sophis-
ticated method. However, the used method was advantageous, because the signal
enhancement, thresholding and size filtering provided an efficient detection of bright
signal and an exclusion of background signal or structures being too small or big to
represent a rootlet. The problem of missing rootlets did not occur, because signal was
missed in the thresholding, but rather, because segments were afterwards excluded
due to their size. Therefore, one should preferably improve the step, where segments
featuring an atypical size are excluded from the set of detected rootlets. It is still
useful to define a minimal size for each ciliary rootlet, because segments covering
less than five pixels display either background signal or rootlets that are too small
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Figure 3.15: Surface Curvature in Planarian. A The plot shows the height map of the extracted
surface containing the ciliary rootlets. Thereby, the gray values encode the height of the surface within
the acquired image volume. B The figure displays the line profile being indicated in figure A. Both
figures confirm that the tissue is mostly flat and features steeper regions only along the tissue margin.
and spherical to be analyzable. In contrast to that, excluding segments featuring a
size larger than the maximal threshold yields probably more detection errors than
avoiding them. Big segments only occur when rootlets are densely packed or, actually
just very rarely, when large backgrounds signal occurs. Thus, instead of excluding
them entirely, one should rather split them and aim to detect individual rootlets. To
do so, one could, for example, apply a second thresholding approach or a watershed
segmentation, or a method that integrates prior information such as the expected
shape or number of rootlets. With such an extended filtering, it would be possible
to reduce the number of false negative detections, which also leads to an even more
fine-grained analysis of the underlying polarity.
Further, the currently used cell segmentation utilizes a Voronoi tessellation to infer
the area of each cell. Even though around 85 % of the cell areas are correctly
estimated, it happens constantly that ciliary rootlets are assigned to a wrong cell and
affect its cell polarity inference. Therefore, having a more accurate cell segmentation
leads to a more accurate classification of the cell polarity. The problem of raising
a suitable membrane marker still cannot be easily resolved. However, the channel
displaying the ciliary rootlets also provides indications, where cell boundaries occur.
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It would be advantageous if the signal of the ciliary rootlets could be integrated into
the cell segmentation and could yield weights for the Voronoi tessellation. These
weights would induce that the estimated boundary between two cell nuclei is not
located exactly in the middle, but rather in a position featuring no bright signal
of the ciliary rootlets. With that adjustment, one would prevent clusters of ciliary
rootlets, which most likely originated in the same cell, from being separated and
assigned to different cells influencing cell polarity inference.
Not only cell segmentation, but also the way of inferring cell polarity reveals another
critical issue in the analysis. To obtain the polarity of a cell, the rootlet polarity hav-
ing the maximal frequency is determined and assigned. However, it is not considered
if the second most common polarity features a similar frequency and therefore might
be a suitable candidate as well. In this case, assigning two polarities or reviewing the
result with respect to the two most frequent polarities would improve the accuracy
of the cell classification and yield a more biologically correct representation of the
planarians. Further, even if a cell expresses random rootlets polarities, the approach
still assigns a common polarity to the cell. Instead, such a cell should be rather
excluded from the analysis, since it does not express a consistent cell polarity yet and
is presumably still in the process of aligning its ciliary rootlets. To computationally
exclude them, it would be, for example, possible to estimate the standard deviation
of the polarity distribution and reject the cells showing a high deviation. These two
suggestions would induce that the analysis reviews ambiguous cells and determines
a more biologically plausible classification of cell polarity.
The used microscope features an imperfect calibration yielding slight shifts between
the acquired images. To correct them, we estimated the offset using fluorescent beads
and aligned the channels showing the ciliary rootlets and basal bodies. However,
such a correction gives only a global alignment, so that local deviations can be still
observed. Even though planarians are mostly flat, they still vary in their thickness
and curvature across the tissue. Therefore, the imperfect calibration induces different
offsets depending on the local surface structure of the planarian. It would be more
meaningful to integrate the fluorescent beads into the epithelial cells and determine
the offsets locally. Nevertheless, such an experiment yields several challenges and
could not be done so far. Therefore, even after globally aligning the images and
removing the major offset, one still has to expect slight, local deviations. Because
of that, the position of the basal body cannot reveal the exact orientation of ciliary
rootlets and should be only used to estimate the direction of the rootlets.
Another critical point in the analysis is given by the prior data reduction, which
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determines the labeled manifold within the tissue and projects it orthogonally to a
2D image. The surface of planarians is rather flat and therefore suitable for such
a signal projection. However, the tissue becomes steeper towards the edge of the
animal. In these regions, the orthogonal projection induces artifacts and yields
presumably more incorrectly classified rootlet polarities ( Figure 3.15). Instead of
using orthogonal projection, one should either reject cells originating in steeper tissue
regions or unfold the tissue during the projection and reveal the entire surface.
Even though the suggested improvements most likely yield an even higher accuracy,
the method is already sufficient enough to analyze planarians accurately and to
yield coarse polarity patterns being expected from the literature. It is also possible
to analyze planarians under different perturbations and to reveal their effect on
their polarity. By applying this system, my collaborator Sarah could reveal that
the Wnt signaling pathway coordinates the polarity not only in cells but also in
entire planarians and defines the position of the head and the tail (manuscript
in preparation). Since no technique to visualize the polarity in planarians and no
method to efficiently analyze the resulting data existed so far, Sarah’s and my project
present a new opportunity to study polarity in planarians. Even more questions could
be addressed and reveal more insights into the formation of the body axis during
regeneration. Further, the developed analysis yields methods that can be extended
to examine the polarity of any polarized structure having a cone-shaped structure.
71

4
Cell Segmentation and Tracking in the Developing Fly Wing
Organ development is characterized by a high degree of proliferation and spatial
rearrangement of its constituent cells. In the Drosophila wing, cells undergo oriented
elongation, division and rearrangements to generate the final shape of the wing.
For a detailed understanding of this process, one needs to measure shape, number,
and movements of all cells over time. To determine these quantities, it is therefore
necessary to segment all cells at each time point and to track them throughout
the acquired time lapse (more details in Section 1.3). In this chapter, I introduce
a segmentation method that segments all cells accurately by applying a progressive
merging approach. This merging approach thereby uses suitable criteria that consider
typical characteristics of cells and membranes. To further correct remaining mistakes
in the resulting cell segmentations, I integrate a postprocessing that enforces tempo-
ral consistencies by merging and splitting segmented cells. Subsequently, all cells are
tracked using a pipeline, which is based on a tracking-by-assignment approach. This
approach enables the linking of cells over time while considering critical events such
as cell divisions or death. I further introduce an approach to partition the tracking
problem into subproblems in order to enable a cell tracking in the large tissues over
a long time lapse, such as the developing fly wing. This chapter concludes with
evaluations of the methods using ground truth data and demonstrations on datasets
of the developing pupal wing and wing disc.
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4.1 Related Work
With the advancements of microscopy techniques, cell segmentation and tracking
have become a commonly used tool to analyze and interpret the tissues and their
underlying processes. Various methods have been developed over the years exploiting
different features of the image. This chapter is reviewing the basic approaches using
[51, 76, 77] as guidelines.
4.1.1 Cell Segmentation
Image Segmentation is one of the most central problems in biological image analysis.
The identification of individual cells enables novel analyses such as the comparison
of cell numbers, identification of cell types, movements and proliferation, or the
organization within tissues [76, 109]. To segment an image, groups of pixels are
identified that feature a high correlation with each other and represent the objects of
interest [124]. Depending on the purpose of the analysis, the result requires either the
simple object location or the exact outline, which provides further characterizations
of the shape or appearance [51]. The following paragraphs will summarize various
approaches that were developed to segment microscopic datasets.
Intensity Thresholding The simplest approach to segment cells is the application of
intensity thresholding. It is assumed that the object can be distinguished from the
background signal using a threshold. Such a threshold is typically determined either
globally or adaptively depending on the variation of the background [112, 124]. To
segment objects within the foreground pixels, connected-component labeling is used.
Feature Detection Linear image filtering can enhance cell features, which are helpful
to identify cells in an image. For example, the application of a Gaussian or Laplacian-
of-Gaussian filter allows one to represent cell nuclei as blobs. It is then possible to
identify the nuclei using blob detectors, which search for blob-like structures of a
specific size and shape. Other examples for exploiting cell features to identify cells
are edge detectors unveiling cell membranes [117] or customized detectors, which
filter kernels enhance cells of a very specific shape and appearance. Depending on
the detected feature, cells are identified either by the detected position, for example
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in the case of cell nuclei, or by the enclosed region, as it is the case for cell membrane
detection.
Region Growing In noisy images, methods detecting cell membranes have a rel-
atively high error rate. Therefore, it is preferable to directly identify the region
of each cell. A classical approach for segmenting cells by detecting their regions
is the watershed algorithm that partitions pixels of a grayscale image according
to their nearest local minimum [138]. However, this approach often generates an
over-segmentation due to image noise, which causes additional local minima. Prior
smoothing can partially resolve this issue, however it produces under-segmentation
when cells are very small. Instead, one could either cluster the pixels to only selected
seed points or progressively merge the obtained regions.
Region Accumulation The idea of progressively merging regions has become quite
popular in biological image analysis. An image is initially segmented, such that each
cell is represented by a set of at least one segment, i.e. only over-segmentation occurs.
To resolve over-segmentation errors, adjacent segments are merged, if they fulfill a
criterion [9, 47, 84, 87, 94]. The criteria typically review spatial intensity features
such as the intensity along the separating edge. The merging process is finished when
each cell is represented by one segment. Similar to the idea of merging segments,
region splitting has been introduced, which splits an under-segmented image until
each segment corresponds to one cell [20, 88].
Graph based Segmentation Mapping images onto graphs enables the usage of graph
theoretical approaches to segment cells [99]. To construct a simple graph, a vertex
is added for each pixel or superpixel and an edge is introduced for every pair of
neighboring vertices. Optionally, additional vertices that represent label classes, such
as the foreground, background or distinct objects, can be added and connected to all
other vertices. For each vertex, an unary cost is given reflecting, e.g., the probability
of belonging to the different label classes. Further, a binary cost is defined for each
edge encoding, e.g., the smoothness of the final segmentation or the expected cell
shape [60, 71]. To obtain an image segmentation, one determines a set of edges,
called cut, which needs to be removed to partition the graph into disjoints sets of
the different label classes. This cut can be defined, for instance, by minimizing the
total cost of all edges in the cut or by minimizing an objective function, which further
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considers the segment size or average edge cost [99]. To optimize the defined function
for discrete variables, one can perform, for instance, the min-cut/max-flow graph cut
algorithm [15]. All of these approaches, however, require prior knowledge about the
number of object classes. As alternative, multicuts were introduced that partition
the image into an a priori unknown number of label classes by exploiting local energy
functions [7, 8, 52]. Besides graph cuts, it is also possible to employ methods that
determine minimum spanning trees [34] or shortest paths [32] to segment objects in
an image.
Deformable Models To segment an object, it is further possible to fit a deformable
model, which describes, for example, a closed contour or surface. To do so, the model
is initialized with a coarse fit, which iteratively adapts by minimizing an adequate
energy function. This energy function is defined by a shape-based term reviewing
contour properties and an image-based term reflecting the support of the current fit
by the underlying image. In the context of deformable models, there are two main
approaches: active contour methods or level set methods. Active contour methods
require an initial fit given a discrete set of reference points along the final contour
[53]. Level sets, however, are defined by starting points (zero-levels) and a function
describing its evolution [90, 91]. Given level sets, one can also handle changes in the
cell’s topology, such as cell division, as it can naturally happen over time.
Statistical Classification Systems Another class of segmentation techniques devel-
ops statistical classification systems to associate each image pixel with the most
probable object class. Using training data, which contains exemplary pixels for
each class, the system learns the optimal model and parameters to classify the
given data correctly. Such a learned model is then applied to unknown images
resulting in a pixel-wise image classification. Currently, the most applied systems
are Random Forest Classifier [16], neural networks [65] and support-vector machines
[25]. In biological research, Random Forests Classifier have become very popular,
because they are able to handle large datasets and can be trained very efficiently
[51]. Furthermore, many user-friendly tools are available, which automatically train
Random Forests and classify unknown images based on the learned model (e.g. Weka
Segmentation plugin in Fiji [116] or Ilastik [122]).
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Segmentation Approaches Specialized on Membrane Staining The usage of mem-
brane markers allows one to identify cell outlines enabling the characterization of
cell areas and shapes. Such a cell characterization is in particular informative in
studies about tissue morphogenesis, where cell flows are determined using the cell
shapes. In the last decade, various methods have been introduced that segment cells
in membrane stained images.
In 2010, Aigouy et al. presented the Packing Analyzer [4], whose segmentation
method employs a watershed segmentation with prior image smoothing. This ap-
proach is very efficient and allows one to segment images of several thousand cells
within seconds. The results on individual time points are not outstanding and
require manual correction. However, the Packing Analyzer is extremely powerful
in segmenting time series of a tissue, because it exploits the cell center of a corrected
segmentation as seed points for the watershed segmentation of the subsequent time
point. Even though this approach requires manual curation at each time point, it is
currently the state-of-the-art method to segment large membrane labeled datasets.
A similar approach was proposed by Mashburn et al. [73], who enabled a correction
by adding or deleting seed points instead of segmented edges. In 2012, Mosaliganti
et al. developed ACME [86], a method that reconstructs membrane signal from 3D
image stacks by exploiting the Hessian matrix to detect planar structures, closing
small gaps in the membrane reconstruction and segmenting cells using a watershed
algorithm. Furthermore, Cilla et al. [23] proposed an approach that initially detects
the adherens junction vertices where at least three cells touch. The detection thereby
exploits the idea of [86]. Adjacent vertices are then linked using a level-set based
region growing algorithm originating at the detected vertices. Another promising
direction is the subsequent accumulation of segmented watersheds [36, 147], although
the current approaches are limited in the size of the analyzable tissues. Just recently,
[126] presented an automated 3D segmentation method for large-scale datasets that
enhances cell membranes, fills signal gaps and segments cells for each 2D slice and
then merges the 2D segmentations to a 3D shape exploiting shape similarities.
4.1.2 Cell Tracking
In developmental biology, it is essential to investigate cell dynamics within the tissue
in order to understand what causes the specific tissue shape. To estimate cell
dynamics, one typically employs cell tracking also known as lineage tracing. The
challenge thereby is to find the optimal trajectory of a cell throughout the acquired
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time lapse while considering that cells occasionally divide or eventually die.
In the last decades, several methods were introduced to approach that problem [74].
Inspired by [51], I categorize these methods into two main subjects: state space
models and assignment models.
State space models State space models describe algorithms, which process given
time lapses sequentially in order to link cells time-point by time-point. To do so, one
typically utilizes spatial cell characteristics given at that time, such as the center of
mass or size.
As described in [77], the simplest approach is to determine for each cell the spatially
closest cell in the subsequent time point. However, this approach is limited, when
cells are very dense or rapidly moving. Nevertheless, the Packing Analyzer, which is
currently the state-of-the-art tool for tracking cells in the developing fly wing, also
employs such an idea [4]. To account for rapid movements, it further integrates an
image registration.
Other methods employ template matching to identify cell equivalents by finding the
cell that is maximizing the correlation in cell appearance [141].
In the context of particle tracking, the objects of interest, which can comprise every-
thing from single molecules to cells, are reduced to point-like “particles” featuring a
specific spatial position. To track particles, it is necessary to first detect them in the
image and then to follow them over time. The publication of Chenouard et al. [21]
presents a comprehensive survey about available techniques and their performances.
The approaches of state space models have become very popular to track cells in
entire organisms, where a low runtime and a high efficiency are essential. Examples
can be found in [6, 33].
Assignment models The second class of cell tracking methods, known as tracking-
by-assignment models, formulate a global optimization problem that links every
segment across all time points. Thereby, each linkage obtains a cost that reflects
its plausibility. To find the optimal cell tracking, one needs to determine the combi-
nation of linkage events, which total cost is minimized, while considering structural
constraints that prevent inconsistent cell linkages [35, 93]. The final solution yields
cell tracks that are consistent over long time sequences. Given these tracks, it is
then easier to identify mistakes and merge or split them accordingly [54, 115, 137].
However, the performance of these methods depends on the quality of the under-
lying cell segmentation. Therefore, approaches were introduced to integrate several
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segmentation hypotheses [5, 21, 35, 50] or to simultaneously segment and track cells
[49].
4.2 Image Data Presenting Cells in the Developing Fly Wing
To observe the wing developmental process, Ecad::GFP expressing flies are imaged
for several hours using a spinning disk confocal microscope. With the current
technology, it is possible to reliably observe the wing disc in the third instar larva or
the wing in the pupa (Section 1.5.1). The employed marker robustly visualizes cell
membranes in the entire tissue and only yields signals within a cell when Ecadherin
is recycled (Figure 4.1). The signal is bright and yields membranes, which are
0.2 − 0.6 µm(1 − 3 px) thick and mostly feature consistent signal. However, there
are a few regions in particular in the hinge, where the signal intensity is very weak
and punctate leading to difficulties in the cell segmentation.
4.2.1 Data Preprocessing
For each time point, the image acquisition yields a mosaic of overlapping image
stacks covering an entire wing disc or pupal wing. The resulting signal actually
forms a 2D surface within the volume, because the used marker Ecad::GFP labels
only the adherens junctions along the apical band of the cells. Hence, it is possible
to preprocess the data with the pipeline described in Chapter 2 in order to enable a
simplification of the subsequent cell segmentation and tracking. The resulting images
present the apical band surface of the entire tissue within a single 2D image, which
is seamless and feature relatively uniform brightness.
In addition to this, live-cell imaging typically yields images, which feature higher
background noise than fixed tissue examples. To still simplify the accurate detection
of the stained cell membranes, I further filter all images with a Gaussian low-pass
filter. The background noise is high frequent signal, such that it is possible to
distinguish the noise and actual membrane signal in Fourier space. To reduce the
noise and to slightly smooth the image, high frequencies are cut off using a Gaussian
transition function. I estimated optimal parameters in order to gently filter the
acquire datasets, but still keep sharp and distinctive membrane signal. The overall
data preprocessing allows one to greatly simplify the data and enhance the signal,
such that an optimal start for accurate cell segmentation and tracking is given.
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Figure 4.1: Cell Membrane Labeling During Fly Wing Development.
The figure displays the dataset being used to segment and track cells during fly wing development.
Ecad::GFP expressing fly wing yields uniformly bright signal along the cell membranes and only
speckled signal within a cell, when Ecadherin is recycled. A The figure displays four magnified
extracts presenting the acquired signal in detail. The signal intensity varies across the tissue, such
that the extracts feature different signal qualities. B The figure presents every twentieth time point of
the movie, which has been acquired during the pupal wing development. Due to the fragility of the
tissue, the imaging of the process can only start at 16 h after puparium formation (APF).
Scale bar: 100µm
4.3 Cell Segmentation Using Membrane Staining
Segmenting cells in a tissue is essential for quantifying the cell number, area, and
shape at specific time points during a developmental process. To achieve this, one
typically processes images with cell membrane labelings. As described in Section 1.3,
it is necessary to identify each membrane to then infer a cell for each area being
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Initial segmentation
~      0.00% of under-segmentation
~ 920.00% of over-segmentation
Finial segmentation
~ 0.75% of under-segmentation
~ 2.00% of over-segmentation
Progressive merging
Resolving over-segmentations by merging adjacent segments
that fulll certain criteria 
Merging criteria:  Detect biological implausible cell structures using 
               the intensity image and a membrane classierRelative edge intensity vs.
Minimal cell size vs.
Polygon similarity vs.
Edge smoothness vs.
Edge probability vs.
Relative edge strength vs.
Figure 4.2: Segmentation Approach to Identify Cell Outlines in Membrane Stainings.
To segment cells, I introduce an approach that uses progressive merging to identify plausible
segments and membranes. Initially, the image is segmented using a classical watershed algorithm.
To resolve the resulting over-segmentation, one iteratively merges adjacent segments if they fulfill a
certain criterion. The figures presents a schematic depiction of the individual criteria. Finally, only the
correct membranes should pass all criteria and remain for identifying each individual cell.
enclosed by the detected membranes. In the context of analyzing a developing fly
wing, this means that ~55000 membranes have to be detected in order to give rise
to ~18000 cells.
The state-of-the-art tool Packing Analyzer approaches this problem by applying a
seeded watershed method. This method used seed points of a correctly segmented
time point to determine the segmentation of the previous one. However, this requires
human curation after each step, which can lead to a correction time of 1-2 hours per
time point.
To improve upon this, I introduce a heuristic method that first over-segments the
image and then resolve incorrect segments by applying progressive merging (Fig-
ure 4.2). In more details, the image is initially over-segmented using a classical
watershed segmentation. Due to its high sensitivity, this segmentation includes a
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Figure 4.3: Segmentation Using a Watershed Algorithm.
The figure displays the concept of a watershed segmentation, which can be associated with flooding
water in a grayscale landscape. Starting from local minima, flooding water occupies more and more
pixels and creates a basin. When two basins meet, the growing terminates and an edge is drawn.
detection for each correct cell membranes. In a second step, the over-segmentation is
resolved by progressively merging adjacent, implausible segments. To decide, which
segments are rather implausible, a sequence of criteria is applied reviewing typical
cell and membrane characteristics. The advantage of that approach is not only the
efficiency, but also the possibility to integrate prior knowledge about the underlying
cell structures in order to construct very effective merging criteria. To improve
the performance of the criteria, I further integrate the outcome of a membrane
classification.
The following section will describe the developed approach in detail and will present
results that could be achieved on two datasets presenting a time lapse of a developing
fly wing.
4.3.1 Classical Watershed to Determine Initial Superpixels
A classical approach for segmenting gray scale images is the watershed algorithm. It
creates clusters of pixels, the so called superpixels, which contain exactly one local
minimum and all pixels, whose path to the minimum is monotonically decreasing
[124]. One can associate this concept with the process of flooding water in a landscape
(Figure 4.3); starting from local minima the flooding water covers more pixels and
naturally creates basins. If two growing basins meet, then the maximal expansion
of both basins is reached and a separating edge can be drawn. The resulting
catchment basins yield the superpixelization of the image. To compute a watershed
segmentation, Vincent and Soille proposed an efficient algorithm, which first sorts
the pixels by their gray value and then uses a fast breadth-first search to cluster each
pixel to its corresponding local minimum [138].
In live cell imaging, image noise and photobleaching typically decrease the quality of
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Figure 4.4: Membrane Classification Using Random Forest Classifier.
The figure presents the raw image and the probability map of four regions within the fly wing. The
classification of the Random Forest greatly correlates with raw image and yields high probabilities
along the actual cell membranes.
the recorded images. In the context of cell segmentation, the so created deviations
might induce under-segmentation mistakes, if the signal along cell boundaries is
very weak. Fortunately, the watershed algorithm is very sensitive, so that it can
detect every slight change in intensity and therefore minimizes the false detections.
Applying it to the dataset of the developing fly wing, a cell segmentation without
any under-segmentation can be retrieved (Table 4.2), such that each cell membrane
is covered by a detected boundary. Hence no cell membrane signal is missed in the
initial superpixelization. In contrast to that, the resulting segmentation features
around 920.00 % of over-segmentation mistakes. Each correct cell is split into 6-8
segments, which will be resolved by subsequent progressive merging. Even on these
large images, which have the dimension of around 4000 × 2000 px, the algorithm
is very efficient and its computation time takes only 3 s on a Intel Core i7 laptop
with 2.66 GHz quad-core-CPUs and 16 GB of RAM. Because of the advantageous
results, I employ the watershed algorithm to determine an initial superpixelization,
which has no under-segmentation but only over-segmentation mistakes, which are
resolvable by progressive merging.
4.3.2 Membrane Classification Using Random Forests
Another approach to detect features in an image, which can then also be used for
segmentation, are statistical classification systems. They allow one to build a pixel-
wise probability map, which indicates how likely it is that the pixel represents, e.g.,
a cell membrane or background signal. Currently one of the most powerful and
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Figure 4.5: Probability Distribution of the Membrane Classification.
To verify the quality of the membrane classification, a pixel-wise comparison to ground-truth labeling
was performed. The plot presents the probability distribution of the correct membrane pixels (blue)
vs. the background pixels (orange). To distinguish foreground and background pixels, one typically
thresholds the image. As an example, the Otsu threshold is represented by a dashed line.
usable class of classification systems are the Random Forest Classifiers [16, 26].
To compute such a probability image, it requires extensive training data, where
significant examples for correct and incorrect cell membrane pixels are labeled. Given
the training data and features computed on the input image, a Random Forest learns
several decision trees. Typical features are spacial image filters such as Gaussian blur
or Sobel filters, but in general every evaluable characteristic indicating the location
of cell membranes can be integrated. To classify an unknown image, the learned
model of decision trees is applied and the consensus of all resulting classifications
yields the probability.
To be able to select the best set of features used in the classifier, one must consider
that the images displaying cell membranes in the developing fly wing feature bright
signals not only occur along cell membranes but also within cells when Ecadherin is
recycled [63]. Further, weak or uneven signals, occurring in particular in the hinge,
complicate differentiating the signal from the background. To obtain a reasonable
set of image features to address these issues, I thus selected spacial image filters,
which preserve edges, but reduce image noise. The final set includes statistics of the
Hessian matrix and the following filters [132]: Gaussian blur, Sobel filter, difference
of Gaussians, anisotropic diffusion, bilateral filter, Lipschitz filter, and Kuwahara
filter. Each of these features is computed using different parameter settings and
prior image blurring to finally yield a sufficiently large set of around 100 features.
Features about cell shapes or membrane structures are not additionally designed,
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because the criteria of the final progressive merging approach will consider that. To
train the Random Forests and to compute the membrane classifications, I utilize the
Fiji plugin Advanced Weka Segmentation plugin 1 [116], because it offers a very user-
friendly labeling of training data and classification of a set of images. I label image
regions featuring various cell structures and signal intensities for a time point from
the second quarter of the image acquiring process, such that the training set reflects
the variety of membrane structures occurring in an entire fly wing. In this time frame,
cells still undergo cell divisions, but already start to adjust their shapes to reduce the
internal pressure in the wing. Hence, it provides the favorable observation of various
shapes from being elongated to hexagonal or roundish. Even though the usage of
several time points in the training phase would yield a larger set of training labels,
it did not result in a significant increase in quality of the membrane classification.
Therefore, I simplified the training phase by confining to one specific time point
from the temporal sequence. One critical downside of the applied Fiji plugin is the
computation time required to calculate the set of features. To classify one image
showing an entire fly wing (around 4000 × 2000 px) leads to a total runtime of 20-
40minutes on a Intel Core i7 laptop with 2.66 GHz quad-core-CPUs and 16 GB of
RAM. To speed up the process of computing a membrane classification, the master
student Alexander Dibrov implemented a GPU-based version of the Random Forest
Classification using the PyOpenCL framework [58] and the Scikit-learn module for
Python [98]. The application of that implementation greatly reduces the runtime by
10 fold. So far, this plugin does not include a graphical interface to enable a simple
manual labeling, but this step can be performed using Fiji.
The probability map resulting from applying the classifier with the stated features
classifies the images and reveals the location of the cell membranes (Figure 4.4).
To verify the accuracy and quality, I compare the resulting probability map to a
manually corrected segmentation holding correct cell membrane information.
On the one hand, the comparison shows that the trained Random Forest correctly
assigns high probabilities to the majority of membrane pixels. However, around
25% of all membrane pixels feature a probability less than 80%. This inaccurate
classification occurs in regions where the signal is very weak and patchy along a cell
membrane. In these cases, the intensity information alone does not allow one to
accurately infer membrane locations.
On the other hand, the probability of the background pixels underly a bimodal
1http://fiji.sc/Trainable_Weka_Segmentation
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distribution, where the first mode, containing probability values less than 40%, cor-
rectly corresponds to the majority of the background pixels. Nevertheless, the second
mode features background pixels having a high probability of being a cell membrane
either on location of recycled Ecadherin or near actual cell membranes, causing false-
positives. As displayed in Figure 4.4, this causes that the cell membranes appear
much thicker than they actually are.
In conclusion, it can be stated that without additional knowledge, the retrieved
probability distributions do not suffice to perfectly detect the correct membrane
locations.
To continue, the resulting membrane classifications can also be used to segment an
image. One typically computes a watershed transformation on the actual, smoothed
or thresholded probability image. I tested these approaches on one entire datasets
and obtained the quality by determining both the F1-measure and the percentage
of over- and under-segmentations (Table 4.1). The results reveal that none of the
segmentations can hold up to the quality required for the segmentation of the devel-
oping fly wing. Therefore, I do not exclusively utilize the membrane classification to
segment the cells in the developing fly wing.
Nevertheless, I employ the membrane classification to enhance the merging crite-
ria designed to identify implausible segments and edges in order to resolve over-
segmentations resulting from initial segmentation by the watershed algorithm. To
do so, I determine an average edge probability excluding outliers for each edge.
To exclude outliers, the lowest and highest 10 % of the pixel probabilities are not
considered. The resulting set of pixel probabilities of an edge e ∈ E is noted with
X80(e). Given a membrane classification P and an edge e ∈ E, the edge probability
P is defined as
P(e) = 1|X80(e)|
∑
x∈X80(e)
P (x) (4.1)
The resulting edge probability retrieved from the membrane segmentation describes
the average probability of the edge actually being part of the cell membrane. So
an edge belonging to an over-segmented region of the watershed result has a low
probability if it is a false positive whereas correctly detected edges have a high
probability.
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Table 4.1: Evaluation of Segmentation Using Membrane Classification.
A membrane classification can be used to determine a cell segmentation by, for example, applying
thresholding followed by a watershed segmentation. The results, obtained on the first dataset of the
developing fly wing, are evaluated using the method described in Section 4.3.5.
Segmentation Over-segmentation Under-segmentation F1-score
No processing 2124.12% 0.00% 0.09
Prior blurring (σ = 3.0) 13.07% 2.24% 0.92
Thresholding (λ = 0.50) 1.12% 2.83% 0.98
Thresholding (λ = 0.53) 1.00% 3.38% 0.98
Thresholding (λ = 0.60) 0.80% 5.07% 0.97
4.3.3 Progressive Merging to Cluster Superpixels
To resolve over-segmentation mistakes, I employ the idea of progressive merging,
where adjacent superpixels are merged if they fulfill a certain criterion (Figure 4.2).
Thereby, the challenge is to build effective criteria, such that no under-segmentation
is introduced and the merging terminates when each cell is represented by exactly
one superpixel. I designed criteria, which integrate prior knowledge about the cell
appearance in order to resolve over-segmentation, but keep the newly introduced
errors as minimal as possible. Even though these criteria where initially tailored to
segment epithelial cells in the developing fly wing, they are still very general and
offer the opportunity to be adapted to any other dataset with membrane staining.
The following paragraphs will describe the developed criteria in detail and illustrate
their optimal sequence for segmenting cells in the developing fly wing. The definition
of each criterion contains a free parameter λi being the primary decider to determine
if two superpixels are merged or not (Section 4.3.4).
All criteria are based on representing the current segmentation as an undirected
graph G = (V,E), where each vertex v ∈ V represents a superpixel and for each pair
of adjacent superpixels (vi, vj) an edge e ∈ E is introduced representing the shared
border. The set of pixels along the edge can be determined by X (e). If e is collapsed,
vi and vj are merged resulting in a new Graph G′ with a new superpixel v′ which
features edges to all previous neighbors of vi and vj :
G′ = (V ′, E′)
V ′ = V \{vi, vj} ∪ v′
E′ = {(wi, wj) ∈ E|wi, wj 6= vi, vj} ∪ {(v′, v)|∃(w, v) ∈ E,w ∈ {vi, vj}}
(4.2)
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The following paragraphs will describe the different criteria I designed to segmented
cells in the developing fly wing accurately.
Relative Edge Intensity
The membrane marker Ecad::GFP greatly visualizes cell membranes and only pro-
duces speckled signal within the cells when Ecadherin is recycled [63]. Thus, it is
naturally to design a criterion, which reviews the signal intensity along the shared
border for each pair of superpixels v1, v2, where (v1, v2) ∈ E. To quantify the signal
intensities along an edge, I compute the average signal intensity Ia(e) of all pixels
along that edge (Equation 4.3). If the average intensity is low, then the edge seems
rather implausible, such that its corresponding edge in the graph should be removed
and a new superpixel v′ should be introduced. The average intensity as well as
the brightness of the background varies throughout the tissue, such that it is not
possible to simply review the absolute average intensity. Instead, I normalize the
average intensity Ia by a local intensity Il, which presents the average intensity of a
set of spatially close pixels L(e) (Equation 4.4). In the context of the used datasets,
a pixel is spatially close if its distance to the edge is less than 20 px. To improve
the robustness of the criterion, I weight the ratio of Ia and Il by the average edge
probability P(e) given by the probability map P (Section 4.3.2). The final criterion
is as follows:
Ia(e) = 1|X (e)|
∑
x∈X (e)
I(x) (4.3)
Il(e) = 1|L(e)|
∑
x∈L(e)
I(x) (4.4)
∀e ∈ E : Collapse e if Ia(e)Il(e) ∗ P(e) ≤ λ1 (4.5)
Average Edge Probability
For each edge, a membrane classification allows one to estimate the probability of
the edge representing an actual cell membrane (Section 4.3.2). So beside integrating
the membrane classification into each criterion to enhance the performance, it can
also function as an individual criterion to remove very unlikely edges:
∀e ∈ E : Collapse e if P(e) ≤ λ2 (4.6)
88
4.3 Cell Segmentation Using Membrane Staining
Edge Smoothness
In the wing epithelium, cells are tightly packed, but still aim to maximize their cell
volume. The arising tension within the tissue causes the formation of smooth and
straight cell membranes. Hence, tortuous edges most likely originated from image
noise or unintended signal within the cells. In order to detect these edges and to
design an effective criterion, I define the smoothness of en edge, which corresponds
to the ratio between the actual edge length, being proportional to the total amount
of pixels on the edge |X (e)|, and the Euclidean distance between the end points e1
and e2 of the edge e. The closer the actual edge length to the Euclidean distance,
the more the edge conforms to a straight line. However, the edge smoothness, as it
is defined here, is only meaningful, when the edge is not too short. Therefore, edges
with a length of less than four pixels are not reviewed in that criterion.
Even though the majority of edges is rather straight, exceptions from the rule might
occur in such a big tissue. To prevent these mistakes and improve the performance
of the criterion, I weight the edge smoothness by the average edge probability. The
resulting criterion collapses an edge if the following is fulfilled:
∀e ∈ E : Collapse e if |X (e)|
d(e1, e2)
∗ (1− P(e)) > λ3
and |X (e)| ≥ 4
(4.7)
Here, d(e1, e2) presents the Euclidean distance between the end points of the edge.
Instead of computing the edge smoothness, it would be also possible to review the
convexity or the number of turns along an edge. I designed suitable criteria, although
their complexity and runtime limited their applicability on these large datasets.
Minimal Cell Size
In single layer epitheliums, cells usually do not migrate from a deeper tissue layer into
the actual cell layer. Instead, new cells originate by a cell division, which yields two
daughter cells with already a decent cell size. Thus, all segments having a smaller cell
size than the average daughter cell most likely correspond to an over-segmented cell.
An exception occurs when cells extrude and move to the deeper tissue layer. In that
case, they slowly shrink until disappearance, but still feature bright cell membranes.
With this prior knowledge, I designed a criterion which reviews the segment size,
but again employs the average edge probability to prevent incorrect edge collapses.
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When a cell is detected as being too small to be correct, its edge with the lowest
average edge probability is merged if it is below a fixed threshold. Given v ∈ {v1, v2}
is the adjacent cell with the smaller size, the final criterion is as follows:
∀e ∈ E : Collapse e if S(v) < λ4
and P(e) < λ5
and e = min
f∈E(v)
P(f)
(4.8)
Here, S(v) computes the size of the cell v.
Relative Edge Strength
Ecadherin is an adherens junction protein, which is uniformly expressed along the
cell membrane and does not relocate as a response to cell polarization. Hence, the
signal intensity and the average edge probability of all edges of a segment should
predominantly coincide. The review of these features enables the detection of straight
edges within a cell that were caused by background signal. To formulate this idea
into an effective criterion, I determine the average edge probabilities of all edges E(v)
of a segment c and compare the lowest average edge probability to the second lowest
(e2nd). If the difference is greater than a fixed threshold, then the edge is collapsed:
∀e ∈ E, v ∈ V : Collapse e if e = min
f∈E(v)
P(f)
and e2nd = min
f∈E(v)\e
P(f)
and
P(e)
P(e2nd) ≤ λ5
(4.9)
Similarity to a Polygon
The very tight and regular packing within the tissue yields cells shapes, which are
mostly regular polygons with typically five to seven sides [24]. In contrast to that,
over-segmented superpixels mostly differ from these regular pattern and feature
an untypical shape and number of neighbors. To detect these mistakes, I review
segments, which feature less than five or more than seven neighbors and which size
significantly differs from the one of its best fitting polygon. The polygon G(v) is given
by the convex hull of the segment’s vertex points, which are the connection points
of at least three segments. When a superpixel v ∈ V significantly varies from the
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structure of its fitted polygon, then the edge with the lowest average edge probability
collapses if it falls below a fixed threshold. The integration of the comparison of
the measured areas enables the conservation of dividing cells, which feature more
neighbors than usually. The resulting criterion is as follows:
∀e ∈ E, v ∈ V : Collapse e if [N (c) < 5 or N (c) > 7]
and
min(S(v),S(G(v)))
max(S(v),S(G(v))) ≤ λ6
and e = min
f∈E(v)
P(f)
and P(e) ≤ λ6
(4.10)
Here, N (v) computes the number of superpixel neighbors, which could be also
denoted as |E(v)|.
Number of Neighbors
In biological tissues, it is very unlikely that a cell is completely absorbed by a second
cell. Thus, if a segment has only one neighbor, meaning it is totally enclosed by
another one, the segment should be merged into its surrounding segment. The
resulting criterion is very simple and efficient:
∀e ∈ E, v ∈ V : Collapse e if N (v) = 1 (4.11)
Final Application Sequence
The designed criteria review various features about edges or cells in order to decide
whether the observed segment potentially represents a cell or not. For the effective-
ness of some criteria, it is thereby essential that the occurring edges and cells already
feature a decent size. Hence, it is not only necessary to develop reasonable criteria to
detect implausible structures, but also to determine an optimal application sequence.
The most general approach would be to learn the optimal model and parameters
using ground truth data [36]. However, such a method does not necessarily consider
that some criteria build on others. Instead of learning the sequence, I examined in
detail under which conditions each criterion is applicable and results in an optimal
feature detection. Plausible merging sequences were established and tested revealing
that the following sequence constitutes the optimal progressive merging system for
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segmenting cells in 2D membrane staining.
After segmenting an image using classical watersheding, an over-segmentation of
around 920 % is yielded, splitting each cell into 6-8 segments on average. Hence,
the occurring edges are rather short and superpixels cover only several pixels. At
that state, only the relative edge intensity and average edge probability are actually
applicable to reduce over-segmentation mistakes, because they do not require a
minimal edge length. An evaluation of the error rates and separability revealed that
both criteria provide similar quality in results and could be applied as first merging
criterion. Since the relative edge intensity integrates more features to decide about
the plausibility of an edge, I set this criteria as first progressive merging step and
the average edge probability as second. The application of both criteria resolves the
majority of over-segmentation mistakes (on average more than 90 %, Table 4.2) and
results in edges and cells for which the intensity is not sufficient enough to review
the plausibility. However, the remaining edges are now much longer and enable
a review of their smoothness. Whereas the correct edges are rather straight, the
incorrect ones are tortuous and easily detectable by eye. Thus, a merging step based
on the edge smoothness is applied, being very effective at this point of the merging
process. If, however, the over-segmented edge is very close to the actual membrane,
then its relatively high average edge probability prevents it from being collapsed.
Therefore, I utilize the minimal cell size criterion in the subsequent merging step.
At this point, none of the applied criteria has yet addressed the issue of signals
within cells inducing its partitioning into two superpixels which still share a relatively
straight boundary. However, these edges typically feature a lower signal intensity
or probability compared to correct cell membranes. To resolve that problem, I
therefore apply the developed criterion reviewing the relative edge strength. Now,
the majority of superpixels represent a correct cell. To validate this again and detect
exception that deviate from the expected cell shape of a regular polygon, the polygon
similarity criterion is finally applied. I complete the progressive merging by applying
the neighbor count criterion and the minimal cell criterion size a second time with
different parameters. These steps finally resolve implausible cells, which are either
completely enclosed by another one or too small to be correct, but feature a relatively
high average edge probability.
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2: Average Edge Probability
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4: Minimal Cell Size
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5: Relative Edge Strength
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Figure 4.6: Distribution of Scores of Each Criterion.
For a set of four equally distributed time points in the first dataset, I evaluated the distribution of the
scores obtained in each criterion. The scores of correct edges are displayed in blue, the ones from
the over-segmented edges in orange. The dashed lines present the used thresholds, which were
manually optimized to maximize the performance.
4.3.4 Setting Global Parameters
The progressive merging approach for segmenting cells employs a fixed sequence
of merging criteria that review various membrane and cell characteristics. Each
criterion translates the regarding feature into a single score, such that it is only
necessary to estimate one parameter per criterion. Using human curated data,
it is possible to determine training data for each criterion indicating whether an
edge with a specific feature score is correct or not (Figure 4.6). To determine an
optimal parameter, one typically employs supervised learning techniques such as
logistic regression, support vector machines or random forest. These techniques
aim to optimally separate the correct and incorrect edges, so as to minimize the
error rate on both sides. However, such an approach triggers too many segment
merges, which yields in more under-segmentation mistakes than originally intended.
Thus, this approach is not suitable to set the parameters in a way to only merge
incorrect edges but not result in false positives. The goal is to only merge edges
unambiguously stated as over-segmentation by one of the merging steps. This means
that an edge is not collapsed until a specific feature is explicitly violated. To obtain
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very effective parameters, I manually tweaked them until the percentage of over-
and under-segmentation converged. Figure 4.6 presents the obtained parameter and
resulting error profiles for each applied criterion. Even though this parametrization
was very time consuming, it yielded global parameter settings that are relatively
robust within an entire movie and can be applied as rough approximation for the
parameters of similar datasets. Each dataset requires slight adjustments, because of
variation in the image and membrane classification quality.
4.3.5 Evaluation of Segmentation Quality
A cell segmentation partitions an image into segments such that each segment
corresponds to a cell. To evaluate its quality, one typically compares the results
to manually-labeled ground truth data enabling the estimation of the number of cor-
rectly segmented cells and of the ones that were mistakenly split (over-segmentation)
or merged (under-segmentation). Such an evaluation allows one to detect challenging
regions and to estimate the amount of time for manual correction, which might be
required for subsequent analysis tasks, such as cell lineage reconstruction. One could
further estimate the pixel-wise accuracy of the cell outlining, although this requires
a perfect annotation in the ground truth data.
Common metrics to compare cell segmentation are, for example, the Rand index [103]
or Dice score [29, 125], which perform a pixel-wise comparison of the computed and
manually outlined segment. However, in the context of cell segmentation, it is more
reasonable to rather penalize mistakes in topology than in small pixel-wise differences
in outlining. Thus, the warping error [46] has been introduced implementing that
concept. The metric, however, yields only a single quality score and no indication
about the number of over- and under-segmentation, which are essential for the data
interpretation biologists typically perform. Because of this reason, I developed an
evaluation approach that applies bipartite matching to determine the number of
over-, under- and correctly segmented cells. These results can be further summarized
in a single score utilizing the F1 score of statistical analysis. This section presents
the introduced method in detail.
Just recently, Funke et al. [37] published the error measure TED, which addresses
the same issue and yields a metric that tolerates small shifts in the boundaries
and penalizes a cell split or merge once they exceed a given tolerance criterion. This
approach presents an alternative to the proposed evaluation using bipartite matching.
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c(g2, s2)
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, s1
)
c(g4,
s3)
c(g5, s5)
Ground truth cells GT Segmented cells V
Potential cell match
Cell match
g Under-segmentation
s Over-segmentation
Cost of a match with g ∈ GT and v ∈ V
c(g, v) = γs · min(S(g),S(v))max(S(g),S(v)) + γd · d(g, v)
Figure 4.7: Bipartite Matching Problem to Evaluate Cell Segmentations.
The figure displays the assignment problem being defined to compare two segmentations and to
reveal under- and over-segmentations. The set of nodes GT describes the ground-truth segments
being obtained by manual annotations (nodes named gi). The set of nodes V contains the segments
of an automatic segmentation (nodes named vi). For each cell pair having a spacial overlap, an edge
is included indicating a potential cell match (gray arrow). The edges obtain a cost being defined by
the difference in size (S(gi), S(vi)) and the distance between the center of mass (d(gi, vi)). The
Hungarian matching presents a global optimal solution, which is shown by the black arrows. The
unpaired cells yield the under-segmented cells (blue node) and over-segmented cells (yellow node).
Approach to Compare Cell Segmentations Using Bipartite Matching
The core of this evaluation is the identification of correct segment equivalents between
the ground truth and computed segmentation. All unpaired cells correspond to either
an over- or under-segmentation depending on the segmentation where they originate
from (Figure 4.7). To find the cell pairs, I formulate an assignment problem, whose
perfect matching with minimal costs reveals the global optimal pairing of the ground-
truth cells to the segmented cells. For a set of ground-truth cells GT and a set of
segmented cells V , the bipartite graph G is defined as G = (GT ∪V,E) having edges
only between cells featuring a spatial overlap. For each edge linking two cells g ∈ GT
and v ∈ V , a cost c(g, v) is assigned considering the pixel difference in size (S) and
the Euclidean distance between the center of mass (d(g, v)):
c(g, v) =
γs ·
min(S(g),S(v))
max(S(g),S(v)) + γd · d(g, v) d(g, v) < λ
∞ otherwise
(4.12)
with the weights γs = 1/3 and γd = 2/3 in order to bias the cost towards the distance
in center of mass. To determine the global optimal solution, I solve the assignment
95
4 Cell Segmentation and Tracking in the Developing Fly Wing
Figure 4.8: Observed Mistakes in Ground-Truth Data.
For each movie used in the evaluation of the cell segmentation in the developing fly wing, there is
manually corrected data available. However, there are still some mistakes that have been simply
overlooked. This figure shows five examples.
problem by computing a Hungarian Matching. The resulting cell matching reveals
the pairs of segments describing the very same cell (true positives TP ), i.e. the
correctly segmented cells. The unmatched segments represent under-segmentations
(false negatives FN), if they occur in the set of ground-truth cells, and over-segmentations
(false positives FP ), if they occur in the set of segmented cells. With that result, it
is possible to evaluate the segmentation by comparing the percentage of under- and
over-segmented cells or by computing, for example, the F1 score, the harmonic mean
of precision and sensitivity [107]:
F1 =
2TP
2TP + FP + FN
(4.13)
Besides giving quantitative measurements about the quality of the segmentation, it
also enables a visualization of the errors, such that the biologist interpreting the
results can identify challenging regions in the images or correct the segmentation
mask. In general, this method can be applied to compare any pair of segmentations
in order to reveal their differences. I further integrated the optional feature of
excluding irrelevant regions from the analysis by specifying the background location
or a minimal cell size.
Available Ground Truth Data
Ongoing research on wing morphogenesis in Drosophila has led to a large collection
of datasets showing the developmental process over several hours and providing
ground truth data for the cell segmentation at each point in time. This data gives
the possibility to evaluate the segmentation quality on entire movies showing the
movement of ~18000 cell over 200 time points. Within these long movies, the cell
appearance and image quality vary naturally, such that the segmentation method has
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to overcome different challenges over time. Therefore, it is very beneficial to validate
entire movies, which also feature these variations. In this PhD thesis, I utilize three
movies showing the developmental process of a wild-type pupal wing starting at 16 h
after puparium formation. Unfortunately the data include cell annotation at the
wing margin even though there is no support in the data. Therefore, I exclude the
two outermost cell rows from the evaluation of the segmentation quality.
The evaluation, however, revealed that the provided ground truth data still con-
tains obvious mistakes in the cell outlining (Figure 4.8). The data is typically
very straightforward, such that the majority of mistakes were caused by simply
overlooking during the correction or by adding a boundary even though there was
no signal indication in the image. I manually recorrected one of the last time points
to verify the mistakes and it turned out that still 0.15 % of under-segmentation and
0.17 % of over-segmentation exist. In particular these mistakes occur at the wing
margin, around the sensory organs and in regions with very elongated cells.
Evaluation of Cell Segmentation Using Ground Truth
The introduced cell segmentation method applies progressive merging with cus-
tomized merging criteria to segment each cell within the developing fly wing. To
evaluate the quality of the segmentations, the results are compared to manually
created ground-truth data (Section 4.3.5) using the cell matching approach described
in Section 4.3.5. The obtained evaluation is summarized in Table 4.2.
For each dataset, the classical watershed yields an initial segmentation that includes
more than 600 % of over-segmentation and no under-segmentation. The percentage of
over-segmentation is highly correlated to the image quality, since image noise causes
additional superpixels. The number of over-segmentation can be greatly reduced
with the application of the individual merging criteria. The final segmentation
identifies cells in the developing fly wing accurately and reaches an average F1 score
of 0.99. However, there are still ~0.51 % of over-segmentations and ~1.99 % of under-
segmentations that might affect the quantitative analysis of the developing fly wing.
To investigate whether these mistakes cluster at specific regions in the wing, I counted
how often each pixel was involved in an over- or under-segmentation (Figure 4.9).
Given these results and the obtained segmentation quality, one can conclude the
following.
The over-segmentation mistakes predominantly occur near the sensory organs and
in regions, where cells are highly elongated. In both of these cases, the background
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Figure 4.9: Location of Over- and Under-Segmentations.
To detect critical regions, where segmentation errors cluster, I counted each pixel how often it was
part of an over- or under-segmentation within the complete time lapse. N displays the total number
of errors that were cumulated during the segmentation of the 201 time points. Over-segmentations
cluster at the sensory organs and in regions with elongated cells (white arrow head), whereas under-
segmentations occur in regions with weak signal intensity.
signals are very bright, so that the relative difference between background and
membrane signal is lower than expected. One could adjust the relevant criteria
(relative edge intensity and relative edge strength), although this would introduce
new under-segmentation mistakes in other wing regions. It has to be mentioned that
the ground truth, the segmentation is compared to, also lacks in accuracy and thus
contains significant mistakes in the regions around the sensory organs (Figure 4.8).
The investigation of under-segmentation errors shows that these mistakes are rel-
atively uniformly distributed, but still feature clusters in regions where the signal
becomes very weak. In live-cell imaging, the notoriously low signal to noise ratios and
photobleaching occasionally cause fragmentary membrane signals. Even though the
method is tailored to handle such cases appropriately, under-segmentation errors can
still occur. A very critical region resides at the anterior hinge, where photobleaching
induced a significant loss of membrane signals, which has also led to inaccuracies in
the manual ground-truth annotations.
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Figure 4.10: Segmentation Quality Over Time.
The figure presents the final percentage of over- and under-segmentations achieved in the first
dataset (fly wing, wild-type 1 and 2) at each time point. Whereas the under-segmentations (green)
remain relatively constant, the over-segmentations (light red) decrease in the first part of the time-
lapse and the converge to ~0.96.
The presented evaluation summarizes the quality as an average over all 201 time
points of the acquired time lapse. With that, however, it is not possible to review
whether the results vary over time and might require individual parameters for
each point in time rather than a global set of time independent values. Hence, I
further investigated the change of error rates over time (Figure 4.10). The results
show that the under-segmentation rate stays relatively constant over time. Even
though the cell appearance significantly varies over time, the used parameter settings
achieve robust results in terms of under-segmentations. On the other hand, the
over-segmentation rate undergoes strong deviations, although there is no indication
in both datasets taken into account, putting the mistakes into correlation to the
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development over time. Nevertheless, the evaluation shows that the segmentation
approach yields robust results over time in terms of under-segmentations and partly
of over-segmentations.
The introduced segmentation approach, using progressive merging to identify cell
outlines, is able to generate accurate and relatively robust cell segmentations fea-
turing a very high F1 score. With each step in the sequence of merging steps, the
segmentation quality is improved in order to achieve the goal of having perfect cell
segmentations. Additionally, it was possible to identify critical regions where the
remaining over- and under-segmentation errors cluster.
4.4 Improving Cell Segmentations By Enforcing Temporal
Consistencies
The developed cell segmentation approach employs various cell and membrane char-
acteristics given at a single time point to determine an accurate identification of each
cell. The evaluation using ground-truth data revealed that the final segmentation
reaches an average F1 measure of 0.99, but still features on average ~1.99 % of over-
segmentation and ~0.51 % of under-segmentation mistakes. To further improve upon
this, it is possible to exploit the fact that the datasets actually presents a time lapse
of the tissue.
The analysis in Section 4.3.5 revealed that many of the remaining mistakes cluster,
based on their type, either around the sensory organs or are uniformly spread within
the tissue. To review whether these mistakes also correlate over time, it was counted
how long each mistake persists over time (Figure 4.11). The evaluation shows
that ~90% of the over- and ~90% under-segmentation errors occur only in single
time points and do not correlate with mistakes of the same type (over- or under-
segmentation) from the neighboring time points. Hence, this gives the opportunity
to improve the cell segmentations. If a segment is not present in its neighboring
time points, then its existence becomes very implausible. In a biological tissue, a
cell does typically not simply appear and disappear within 10 minutes. Therefore,
I introduce a postprocessing step, which enforces temporal consistencies in the cell
segmentation by merging and splitting segmented cells. For all cells in a time point,
the equivalents in the neighboring time points are identified using bipartite matching.
The resulting lineages are then reviewed to detect over- and under-segmentation
mistakes (Figure 4.12). If a cell has no equivalent in both frames, which means
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Figure 4.11: Persistence of Segmentation Errors.
For each mistake, it was determined over how many time points it remains. The analysis shows that
~90 % of the mistakes (both over- and under-segmentation) occur in only one time point and are not
spatially close to one in the neighboring point.
that it appeared and disappeared instantly, then it presents most likely an over-
segmentation mistake. On the other hand, if a cell features a predecessor and a
successor, but its size changes drastically, meaning it doubled and halved rapidly,
then it most likely presents an over-segmentation, which covers two correct cells.
This section describes the realization of that concept and presents the improvement
of the segmentation quality given by the initial cell segmentation (Section 4.3.5).
4.4.1 Estimating the Underlying Cell Flow
A developmental process is characterized, among other things, by the spatial re-
arrangements of the cells. These rearrangements are locally correlated, but vary
significantly across the tissue. In order to identify the correct cell equivalents in
neighboring time points, it is therefore essential to integrate the expected cell move-
ments into the method.
The Packing Analyzer, which is currently the state-of-the-art method for tracking
cells in the developing fly wing, integrates this information by globally registering
the images using maximum cross-correlation. However, this does not consider the
local variations that occur naturally in a developing tissue. In order to obtain the
expected movement of each pixel or cell, I determine a dense optical flow using the
method from Sun et al. [130], which integrates median filtering in the model to
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Figure 4.12: Identification of Over- and Under-segmentation Mistakes Using Temporal Consis-
tency.
To further improve the quality of the cell segmentations, segmentation mistakes are identified using
temporal information given by the acquired time lapse. If a cell has no predecessor or successor, then
it presents most likely an over-segmentation mistake. If a cell features a drastic size increase and
decrease within 2 time points, then it present an under-segmentation mistake. The figure displays a
schematic depiction of the concept in the upper row and a real data example in the lower one. The
identified mistakes are highlighted by a white border.
suppress noise. In 2010, this method was ranked as the best known technique for
computing an accurate flow on the Middlebury evaluation. The application of the
method to the datasets used in this project presented a reasonable estimation of the
underlying flow (Figure 4.13). To quantify the quality, a comparison between the
estimated cell flow and the flow obtained by the correct cell tracks was performed
for every 25th time point in the time lapse. It revealed only an average distance
of δ = (2.27 px, 1.28 px). Nevertheless, the downside of the method is the current
implementation, which takes up to 3 h per time point.
4.4.2 Finding Cell Equivalents in Neighboring Time Points
To improve the obtained cell segmentations using the concept described in Sec-
tion 4.4, it is essential to accurately identify cell equivalents in neighboring time
points. In Section 4.3.5, I already introduced an evaluation method that employs a
bipartite matching to compare two cell segmentations and identify over- and under-
segmentations. This approach can be further extended to allow for identifying cells
in neighboring time points.
To do so, I modify the used cost function c in two ways (Figure 4.14). First, I
integrate the underlying flow to approximate the expected cell movement. As a
103
4 Cell Segmentation and Tracking in the Developing Fly Wing
A BCorrect cell movements Estimated Cell Flow
Figure 4.13: Cell Flow During Fly Wing Development.
To obtain an approximation of the expected cell movements, a dense optical flow is computed using
the method of Sun et al. [130]. This figure contrasts the correct cell flow using available tracking data
(A) with the computed cell flow (B). The estimated flow of each individual cell is thereby represented
as a colored line. To simplify the representation, the sign of the flow is not indicated.
Features to Map Cells Over Time
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Figure 4.14: Used Features to Determine Cell Equivalents.
To determine cell equivalents, a bipartite matching is used that employs a cost function, which
integrates the features presented in this figure.
result, the distance term is now computed between the current center of mass and
the previous one, which has been shifted by the underlying flow. Second, to enforce
consistency across the three time points, I integrate whether a cell was matched
before or not. If a cell in time point t has a equivalent in t−1, then it will be favored
in the matching to t+ 1. This do this, the cost is reduced by a constant γp.
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Having two subsequent segmentations St and St+1, then the cost for linking a cell
st ∈ St to st+1 ∈ St+1 is defined as the following:
c(st, st+1) =
γs ·
min(S(st),S(st+1))
max(S(st),S(st+1)) + γd · dF (st, st+1)− γp dF (st, st+1) < λ
∞ otherwise
(4.14)
Here, S determines the segment size and dF (st, st+1) the distance between the center
of mass considering the underlying flow. γp presents the consistency term, which is
0.5 if the cell was previously matched and 0 otherwise.
The global optimal solution of that assignment problem can be computed using
Hungarian Matching algorithm [61].
To improve the cell segmentation at a time point t, it is necessary to match the
cells on the one hand to time point t − 1 and on the other to t + 1. In the second
matching, the consistency term γp has an impact on the solution. To finally detect
the mistakes, it is necessary to review the determined lineage for each individual
cell. The following sections (Section 4.4.3, Section 4.4.4) describe how the mistake
is thereby identified and corrected.
4.4.3 Correcting Over-segmentations
Detecting an over-segmentation is rather simple. If a cell feature no equivalent in
both neighboring time points, i.e. it remained completely unmatched, then it is
detected as a over-segmented cell. To remove it, its edge with the lowest average
probability P is collapsed. The adjacent segmented cells are merged and the over-
segmentation mistake could be resolved. This approach allows me to correct the
boundary, which is at least plausible.
4.4.4 Correcting Under-segmentations
In the case of under-segmentation, two cells are mistakenly merged leading to an
untypical large segment. Therefore, it would be reasonable to review the segment
size in order to detect over-segmented cell. However, in the case of a cell division,
the cell is significantly growing over time until it finally divides. To take that into
account, I designed a detector, which reviews the evolution of a segment size in
order to identify cells that are rapidly growing and shrinking within two time frames.
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Figure 4.15: Splitting of Under-segmented Cells.
To split an under-segmented cell, I transfer the center of mass of the two predecessors st−11 and s
t−1
2
into an image that only presents the segmented cell. The center of mass are not necessarily within
the area of the cell st. To split st, the shortest path of each cell pixel is determined to both center
of mass. The pixels are finally clustered using the sum of intensities along that path as distance
function.
For a segmented cell st ∈ St, which has a predecessor st−1 ∈ St−1 and a successor
st+1 ∈ St+1, the detection of an under-segmentation u(st) is defined as the following:
∀st ∈ St : u(st) =
1
S(st)
S(st−1) > λu and
S(st)
S(st+1) > λu
0 otherwise
(4.15)
where S determined the segment size and λu defined the threshold for an untypical
growth rate. In this dataset, I used λu = 1.5.
When a segment is detected as an under-segmentation, then it needs to be split into
two cells. Unfortunately, utilizing the shape to determine the missing boundary, as
it was suggested in [70], is not sufficient in this dataset, because there are many
incorrect, but convex cells. The example given in Figure 4.12 presents one of these
cases. Therefore, I do the following. The segmented cell st ∈ St is locally matched
to the cells in St−1 in order to determine the two cells st−11 and s
t−1
2 , which are most
likely the predecessors. The center of mass of these points are transferred into an
image that contains only the smoothed pixels of the segmented cell st. For each pixel
in st, the shortest paths to both centers of mass are determined using the Dijkstra
algorithm [30]. Given the sum of intensities along that path, the pixels are finally
clustered to yield two new cells (Figure 4.15).
4.4.5 Improvement of Cell Segmentation
The presented method to enforce consistency in cell segmentations allows me to
further improve the quality of the results presented in Section 4.3.5. Figure 4.16
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Figure 4.16: Cell Segmentation of Drosophila Wing.
The figure displays an example of the resulting cell segmentation in the developing fly wing. The
segmentation is visualized by a labeling, where each color corresponds to one cell instance.
shows the final segmentation of one exemplary time point of the developing fly
wing. As Table 4.3 shows, it is possible to significantly reduce the percentage of
over-segmentation by more than 2 fold. With that, also the final percentage of
over-segmentation is below 1%. In contrast to that, the correction of the under-
segmentations is only yielding minor improvements. Nevertheless, the results show
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that it is certainly valuable to integrate the information given by the natural temporal
coherence.
Even though the correction is greatly improving the segmentation quality, it is not
able to address all occurring mistakes. This is mainly caused by the following reason.
To identify cell equivalents, the method employs a bipartite matching, which infers
a global optimal linking given the cell segmentations. If, however, the segmentations
feature mistakes, then matching is certainly affected. Mistakes, which are then
identified as cell equivalents, cannot be detected anymore. Therefore, it would be
preferable to have a model, which links cells over longer time sequences in order to
improve the consistency of the obtained cell tracks (Section 4.5.1).
In addition to this, I compare the obtained results to the Packing Analyzer, which
is the state-of-the-art tool to segment cells in a developing fly wing. For the first
dataset, I manually recomputed the results and evaluated them given the available
ground truth (Table 4.3). The comparison reveals that both segmentations obtain
a similar quality. Whereas the Packing Analyzer is superior in resolving over-
segmentations, the proposed approach produces fewer under-segmentation mistakes.
However, it is necessary to emphasize that the Packing Analyzer requires a manual
curation after each time point in order to achieve these high quality results. Other-
wise, the mistakes accumulate and drastically decrease the segmentation quality.
Furthermore, if perfect segmentation is required, the segmentations need to be
corrected manually. It is thereby easier to delete a boundary, in order to resolve
over-segmentations, than to draw a new one. Thus, a correction of the segmentations
given by the progressive merging might be realized in less time.
The evaluation shows that the introduced approach is able to achieve a very similar
level of quality than the Packing Analyzer. If there is not time available to be
spend on human curation, the method using progressive merging with a subsequent
correction should be the method of choice over the state-of-art tool.
4.5 Cell Tracking During Fly Wing Development
Ultimately, the goal is to track all cells throughout the temporal sequence of images
in order to obtain dynamic behaviors that occur during the developmental process
of the fly wing (Section 1.3). To achieve this, one typically links segmented cells
by employing strong correlation in cell shape and position, which are naturally
given with sufficiently short sampling intervals. The actual linking can be computed
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sequentially for each pair of successive time points (state space models, Section 4.1.2)
or globally for every cell across all time points (assignment models, Section 4.1.2).
The Packing Analyzer, the method that is currently used to track cells in the
developing fly wing, employs the idea of state space models. After globally registering
the images, it matches all cells by minimizing the distance between the center of
mass points of the current and successive cell. However, this approach poses several
problems. First, even though the global registration tries to bring the pair of time
points into maximum correlation, it does not consider local variations in moving
speed or direction. Second, if cells are moving further than their actual cell radii,
which can occur easily when the cells become very small, then the method is not
able to find the correct equivalents. Third, in the case of a cell division, a cell is
split into two cells. The Packing Analyzer addresses the problem by tracking the
cells backwards and determining a linkage only for one of the daughter cells to the
mother cell. The other one receives no matching partner and will be assigned to this
cell division event in a postprocessing step. However, this strategy yields problems
when cell divisions locally cluster as it is the case in the early time points. Last, each
linking step is performed independently from the previous one. Therefore, it cannot
be guaranteed that the eventually obtained cell tracks are globally consistent and no
swapping of cells occurs. To improve upon this, I developed another approach that
considers these problems and yields a consistent and accurate cell tracking.
The method introduced to identify cell equivalents in neighboring time points (Sec-
tion 4.4.2) presents a suitable approach to link cells sequentially. By integrating
the information about the underlying flow and cell size, it is possible to improve
the accuracy of the cell identification and to consider the first two problems of the
previous tracking approach. However, it is still not possible to model cell division
events properly and to ensure consistent cell trackings over longer time sequences.
Hence, techniques being able to integrate that naturally have become more attractive.
In the field of assignment models, several approaches have been introduced which
are able to address all of the described issues and yield an accurate tracking over
long time lapses. However, these methods tend to be computationally expensive,
which becomes critical in the context of trackings thousands of cells over hundreds
of time points. In this section, I describe a tracking-by-assignment approach using the
basic concepts from [50] to track all cells during the fly wing development. Initially,
the entire optimization problem is split into small subproblems, which contain the
computation of a cell tracking within overlapping time sections of 10 time points.
After solving each subproblem globally optimal, the entire cell tracking is reassembled
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by enforcing consistent cell trackings in the overlapping regions. To do so, another
tracking-by-assignment problem is solved.
The following section describes the tracking pipeline in detail and evaluates the
quality on a small dataset with manually annotated cell tracks.
4.5.1 A Graphical Model to Track Cells Over Time
To track cells over time, I formulate a tracking-by-assignment model on the basis of
the concept given by Jug et al. [50]. In this publication, a tracking-by-assignment
model has been introduced to jointly segment and track cells during cell growth in
the Mother Machine. In that machine, cells grow in narrow tubes, which fix them
in their horizontal location and only allow for vertical movements or division. Even
though the dynamic behaviors in the developing fly wing are far more complex, it
is possible to adapt the underlying graphical model to track cells. The notation
and model formulation used here to describe the adapted model is based on the one
introduced by Jug et al. [50].
The main idea of assignment models is the formulation of the cell tracking as a
global energy minimization problem, where the global optimal solution reflects the
best tracking given the underlying model. In this approach, the underlying model
is given by a factor graph, which binary variables present possible linkages between
cells. Such a linkage can describe, for instance, a cell movement or a cell division.
Each variable obtains a unary factor reflecting the probability of this event happened
in the time lapse. To enforce that the final solution contains only consistent cell
linkings, i.e. exactly one event is assigned to each cell, higher order factors are
integrated encoding consistency constraints.
The resulting model is presented in detail in the following sections. A depiction of
the model can be found in Figure 4.17.
The model is described as a factor graph G = (V, F,E), which contains a set of
binary variables V , called assignments, a set of factors F and a set of edges E.
Variable nodes V The binary variables V = S ∪ A comprise the segmentation
variables S =
⋃T
t=1 S
t, containing one variable for each segmented cell, and the
assignment variables A =
⋃T
t=1A
t, summarizing possible linkings between the seg-
mented cells. The binary assignment for each variable v t ∈ V t reveals whether
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Figure 4.17: Graphical Model for Cell Tracking.
The figure displays a simplified model of the factor graph used to track cells in a time-lapse
experiment. The white polygons represent segmentation variables S, the colored rectangles
assignment variables A (green: cell movement, red: cell division, yellow: cell appearance, blue:
cell extrusion). A consistent solution is shown by the highlighted assignment variables.
the segmented cell or linking event is selected in the final solution. In this particular
assignment model, the cell segmentation is not jointly detected with the cell tracking.
Thus, each segmented cell will be included in the global optimal solution. As a result
of this conceptual idea, the assignment for each segmentation variable is 1.
Segmentation variable: A segmentation variable s i ∈ S t is assigned to each seg-
mented cell and indicates its presence.
Movement Assignment: A movement assignment a ti→j ∈ A t links two segments
s i ∈ S t and s j ∈ S t+1 and represents a movement of the same segmented cell from
time point t to t + 1. In other word, s j ∈ S t+1 corresponds to the equivalent of
s i ∈ S t in the subsequent time point.
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Division Assignment: A division assignment a ti≺jk ∈ A t connects the segment
s i ∈ S t to s j ∈ S t+1 and s k ∈ S t+1. It models a cell division, where the segmented
cell at t divides into two segmented daughter cells at t+ 1.
Appearance Assignment: An appearance assignment a t`i ∈ A t is only connected
to the segment s i ∈ S t and models the appearance of the segmented cell. This
appearance comprises the cell movement into the field of view.
Extrusion Assignment: An extrusion assignment a tia ∈ A t is only assigned to the
segment s i ∈ S t and models the extrusion of the segmented cell. This extrusion
comprises the disappearance at the image margin and within the image when a cell
is moving to a deeper tissue structure.
Factor nodes F The factor nodes F represent potentials, which are associated to
each variable or set of variables and reflect their plausibility in the data. A unary
factor f(v) is assigned to each variable v ∈ V reflecting how likely it is that this
event or segmented cell actually occurred in the data. Due to the fixation of the
segmentation variables, the factors are defined as the following:
∀v ∈ S : − ln f(v) = 0
∀v ∈ A : − ln f(v) =
0 if v = 0cv if v = 1
(4.16)
where cv describes the cost for accepting this event or variable in the final solution.
To enforce consistent cell trackings, a higher order factor is assigned for different sets
of variables. The factor is 0, when all assigned events can simultaneously occur and
∞ when they are in conflict. To decide about their potential coexistence, structural
constraints are formulated in terms of equalities (Section 4.5.1).
The costs cv introduced in the factor definition (Equation (4.16)) eventually effect
which variables are accepted in the final tracking solution. The lower the cost, the
more likely it is that this event is chosen for the final tracking solution. Thus, it is
essential to use suitable costs which review the changes in cell position and size to
decide about the plausibility of all possible cell linkage events.
Cost for Movement Assignment: In order to review whether the two segmented
cells represent a plausible cell movement, it is necessary to compare their position
considering the underlying flow and their size. In Equation (4.14), I already intro-
duced a suitable cost in order to find a global optimal matching between all cells
two successive time points. Here, I will apply the same definition (with γp = 0) for
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determining costs of movement assignments.
Cost for Division Assignment: In a division event, a cell drastically increases its
size and becomes round until it divides into two daughter cells featuring about
half of the size of their mother cell. Hence, I introduce a cost function, which
first reviews whether the two daughter cells feature the expected cell size and then
assigns a reasonable cost if they confirm the size criterion. The cost itself is defined
by the correspondence in cell size and the distance between the center of mass of the
mother cell and the center of mass point of the joined daughter cells. For a variable
a ti≺jk ∈ A t with si ∈ St and sj , sk ∈ St+1 and sjk presenting the joined daughter
cells, the cost is defined as
cv =
∞ if
2S(sj)
S(si) < λs and
2S(sk)
S(si) < λs
γs · min(S(si),S(sjk))max(S(si),S(sjk)) + γd · d(si, sjk) otherwise
(4.17)
Here, the function S determines the size of a segmented cell and d is the distance
between the center of masses. In order to bias the cost towards the distance between
the center of masses, a weighting with γs = 1/3 and γd = 2/3 is used. The threshold
used here to decide about an inclusion of that assignment is λs = 0.8.
Cost for Appearance and Disappearance Assignment: In the developing fly wing,
cells do not migrate into the dorsal cell layer, they only divide to create new ones.
Therefore, it is very unlikely that a cell suddenly appears within the wing. The only
exception is made at the wing margin, where cells just enter the field of view. As
a result, very high appearance costs are assigned to all cells in the main part of the
wing. Only along the margin (50 px), the costs linearly decrease with the decrease in
the distance to the margin. To further start the cell tracking correctly, all appearance
cost in the first time point are set to a negative value.
Cost for Extrusion Assignment: During the last part of the developmental process, a
handful of cells extrude from the dorsal cell layer. I design the costs as described for
the appearance event. However, instead of setting the costs in the first time point
to a negative value, I adjust them here in the last time point to enforce a correct
ending.
Edges E The set of edges E comprises all edges that connect the variable nodes to
their assigned factor nodes.
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Constraints As described in before (Section 4.5.1), structural constraints are in-
cluded to enforce a global consistent tracking solution, where no selected event
conflicts with another one. Since it is already set that all segmentation variables will
be included in the optimal solution, only two constraints are necessary. First, for
each segmentation variable, exactly one incoming assignment variable (appearance,
movement and division variable) is active.
∀t ∈ {1, T}, j ∈ {1, |St|} : a t`j +
∑
i∈{1,|St−1|}
a t−1i→j +
∑
i∈{1,|St−1|}
k∈{1,|St|}\{j}
a t−1i≺jk = 1 (4.18)
Second, exactly one outgoing assignment variable (disappearance, movement and
division variable) can be activated for each segmentation variable.
∀t ∈ {1, T}, i ∈ {1, |St|} : a tia +
∑
j∈{1,|St+1|}
a ti→j +
∑
j,k∈{1,|St+1|}
j 6=k
a ti≺jk = 1 (4.19)
All constraints can be also formulated as inequalities by just applying the principle
a = b ⇐⇒ (a ≥ b) ∧ (a ≤ b).
4.5.2 Integer Linear Program to Find the Global Optimal Solution
To find the global optimal solution of the tracking-by-assignment model, it is neces-
sary to determine the set of assignments, whose activation avoids conflicts and whose
total sum of costs in minimal. To do this, one often applies integer linear program-
ming [35, 50, 54, 115]. For the set of variables V , an integer linear program (ILP) is
defined by a linear objective function and a set of linear constraints (inequalities).
Whereas the constraints define the space of all feasible solutions, i.e. all possible
combination of active assignment variable, the objective function determines which
of these solutions presents the global optimal one.
An ILP is formally defined as:
Minimize
∑
v∈V
cv · v
subject to A · V ≤ b
(4.20)
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Time block 1
Time block 2
Time block 3
Figure 4.18: Stitching of Overlapping Cell Tracks.
The figure displays the concept of stitching cell trackings of two overlapping time lapses. Both time
lapses provide a globally optimal cell tracking in the overlapping region (grey area). Thus, they
coincide in the majority of activated assignment events (red lines). To stitch them, the cell tracking
is recomputed only for the overlapping area while enforcing an activation of the assignment variable
that have already been active in both tracks. The stitched solution (green line) is consistent in most
of the cases, although it cannot be guaranteed.
where the matrix A represents the left side of the inequalities and the column vector
b the right side.
The defined ILP is solved globally optimal using the ILP solver Gurobi [42].
4.5.3 Cell Tracking in Large Datasets
The graphical model introduced in Section 4.5.1 allows one to formulate a cell
tracking model in the developing fly wing. Its globally optimal solution presents
consistent cell tracks of all cells within the time lapse considering the different events
that can occur during the developmental process (cell movement, cell division, cell
extrusion). However, a model formulation over all 18000 cell in 200 time points
leads to a model size that cannot be solved efficiently anymore. Therefore, I define
a pipeline, which initially partitions the entire time lapse into small overlapping
blocks that can be still solved efficiently using the introduced tracking approach.
Afterwards, the blocks are stitched together in order to finally obtain a complete cell
tracking.
For a set of 11 time points, it is possible to find the globally optimal solution within
~150-180 minutes on a cluster, which is equipped with 210 Intel Xeon E5-2670v3
processors proving 12 cores with a clock speed of 2.30GHz each. The runtime is
exponentially increasing with the number of time points. Due to this reasonable
runtime, I partition the time lapse into blocks of 11 time points, such that each
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Figure 4.19: Cell Tracking Example.
This figure presents computed cell tracks in four subsequent time points of the small test dataset.
To compute these results, computed cell segmentations without subsequent manual correction were
used as input, thus mistakes in the segmentation can occur. The white dot indicates detection of
correct cell divisions, the black ones the cases where the cell division has not been detected.
block and its successor overlap in six frames (Figure 4.18). For each of these blocks,
the introduced model is solved as described before. In the overlapping regions, a
consistent cell tracking was computed within both blocks. Thus, they coincide in the
majority of activated assignment. To stitch the overlapping blocks, I recompute the
cell tracking between first and last overlapping time point. Thereby, I enforce the
activation of the assignment variables, which were already activated in the initial cell
trackings. With this strategy, I aim to compute consistent cell tracking within the
entire time lapse presenting the developmental process of the fly wing. Although the
results are of very high quality (Table 4.4), it cannot be guaranteed that the global
optimum has been found in the entire time lapse. Methods that can guarantee that
exist, but yet do not scale to models of the size required here [113, 131].
4.5.4 Evaluation of Cell Tracking Using Ground Truth
To evaluate the quality of the obtained cell tracks, I manually generated ground-
truth data, which presents the dynamic behaviors of around 150 cells over 11 time
points. In that time lapse, cells undergo both spatial movements and division events.
The performance of the introduced method is not only evaluated using this dataset,
but also compared to other cell tracking approaches. I compare my solutions to
two other methods that are able to track cells in the developing fly wing: (a) the
Packing Analyzer, the state-of-the-art tracking tool for this dataset and (b) Moral
Lineage Tracing (MLT) [49], a recently introduced method, which jointly infers the
cell segmentation and tracking using multicuts (Section 4.5.6). In the evaluation,
the quality is given by the error measure TRA, which has been introduced as an
117
4 Cell Segmentation and Tracking in the Developing Fly Wing
objective score for evaluating cell tracking algorithms under the auspices of the
IEEE International Symposium on Biomedical Imaging 2013 Cell Tracking Challenge
[74]. TRA accounts for all possible errors, which can appear during a tracking, and
combines them with a weighting system that reflects how long it takes to manually
correct the mistake. The obtained results are summarized in Table 4.4.
First, I evaluated the quality of the actual cell tracking without having the com-
plication of incorrect cell segmentation. Therefore, ground-truth segmentations were
used to define the segmentation variables S. The results show that the tracking-
by-assignment method introduced here performs best in comparison to the Packing
Analyzer. This has actually been expected, because the developed model considers
all the issues that have been criticized for Packing Analyzer (Section 4.5). Even
though the segmentation allows for a perfect tracking, it was still not possible to find
all correct cell tracks (TRA = 0.9941). Mistakes occur because cell division events
have not been detected and cells have been incorrectly tracked along the image
margin. In the case of a missed cell division event, the mother cell could be correctly
matched to one of its daughter cells and a new cell was introduced for the second
one. This suggests that the costs for division events are still too high and the ones
for appearance events are too low. If parameter optimizations are still not giving the
intended results, it would be possible to automatically correct them by reviewing cells
that appeared in the middle of the tissue. Furthermore, due to the image cropping,
the cells are only partially visible and do not feature the typical cell characteristics.
The currently used cost functions for the appearance and disappearance events are
not able to handle cells along the wing margin properly. It would be beneficial if the
underlying cell flow is integrated to recognize that a cell is moving out of the field of
view.
In a second analysis, I evaluated the tracking quality using cell segmentation that
have been computed with the corresponding segmentation method (Figure 4.19).
Here as well, the introduced tracking-by-assignment model outperforms alternative
tracking approaches. It is able to detect most of the moving events correctly, but
again misses cell division events. This is even more frequent in regions where
additionally mistakes in the segmentations occur. The cell tracking strategy of the
Packing Analyzer was designed under the assumption that the underlying segmen-
tations are correct. Due to local mistakes, it is therefore not able to reveal cell
tracks which are consistent over longer time lapses. In this experiment, I further
compared the results to MTL, which presents a method that jointly segments and
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Table 4.4: Evaluation of Cell Tracking.
The quality of the cell tracking is evaluated using manually labeled ground truth data and the error
measure TRA, which was introduced in [74]. Since the tracking results depend in the correctness of
the underlying cell segmentation, the performance was evaluated using both correct segmentations
(GT) and segmentations resulting in the corresponding segmentation (SEG).
Method TRA measure
with GT with SEG
Packing Analyzer 0.9898 0.9206
MLT - 0.9813
Proposed method 0.9941 0.9907
Proposed method (incl. partitioning) 0.9941 0.9907
tracks cells using multicuts (Section 4.5.6). This approach is able to detect more
divisions correctly, but also adds a lot of wrong detections, when the cell segmentation
could not be correctly identified and a over-segmentation occurred.
The two evaluations show that the introduced method is able to give the best tracking
results in the given test dataset. Even though the resulting cell tracking still features
mistakes, it is, because of the obtained error measure, not an overstatement to say
that they are relatively easy to correct. In addition to this, the analysis revealed
that the costs for cell division and cell appearance events might not have the best
parameter settings and could be further improved.
4.5.5 Application to Real Data Examples
The introduced pipeline to track cells during fly wing development was applied to
the two datasets described in Section 1.5.1. I partitioned the time lapse into small
blocks of 11 time points, which could be then tracked and stitched as described in
Section 4.5.3. With parallelizing the individual subproblems on a cluster, it was
possible to compute the complete cell tracks in less than a day.
A simple, manual verification showed that the obtained cell tracking presents similar
results as obtained in the small dataset. Major problems occur in regions, where cell
divisions cluster and segmentation errors occur. Instead of correctly assigning a cell
division event, the algorithm links an over-segmented cell to one of the daughter cells.
However, such a problem can be most likely resolved by optimizing the parameters.
In addition to this, cells are incorrectly linked along the wing margin, because of
two reasons. First, appearance events are often less expensive than linking two
cells. Second, due to mistakes in segmentations, the size of a cell significantly varies
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over time, which eventually prevents the correct linking by a movement assignment.
Apart from that, the tracking-by-assignment model further enable a detection of
over-segmentation mistakes. The model aims to yield very consistent solutions over
long periods of time and is therefore superior in detecting over-segmentations. An
over-segmentation is finally given if a cell appears in one time point and immediately
disappears the following one. This makes it possible to remove these cells and further
improve the underlying cell segmentations. However, under-segmentations cannot be
addressed.
So far, it is not possible to evaluate the obtained cell tracks properly. The available
data contains drastic mistakes, which need to be manually corrected. As an alterna-
tive, it would be also feasible to review whether the obtained cell dynamics confirm
the quantitive model, which was published in [31].
4.5.6 Future Improvements of Cell Tracking
To track cells over time, a tracking-by-assignment model is used to determine optimal
assignments given a fixed cell segmentation. However, with the current pipeline, this
segmentation can still feature over- and under-segmentation mistakes. As mentioned
in Section 4.5.5, the current model allows for further correcting over-segmentations,
but not for resolving under-segmentations.
In recent years, several methods have been introduced to address that problem by
simultaneously segment and track cells in order to maximize both performances.
A very successful method to approach that, is the integration of segmentation hy-
pothesis ([35, 50, 54]). With that, the model can finally chose the segmentation,
which suits best the underlying cell tracks and vice versa. However, it is thereby
essential that the correct segmentation is certainly included in the set of hypotheses.
Since the presented results of my method could already demonstrate that both the
cell segmentation can be improve by integrating temporal information and the cell
tracking is affected by incorrect cell segmentations, the approach of simultaneously
segment and track cells would be very applicable.
In the last year of my PhD, I could already take a first step towards the direction
of combining segmentation and tracking. Together with Florian Jug and others,
we developed Moral Lineage Tracing (MLT), which clusters superpixels over space
and time in order to find a globally optimal solution which reveals segmented cells
within a time point and their linkage across time points. To do this, we construct
an ILP that features a variable for each superpixel and each linkage, which can be
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Figure 4.20: Moral Lineage Tracing.
Another approach to segment and track cells simultaneously is given by the recently developed Moral
Lineage Tracing. The figure presents the main ideas. A To construct the model, each superpixel
obtains a linkage to other superpixels within and across time points. B The solution of the model will
reveal, which of these links should be activated in order to reveal a consistent cell segmentation and
tracking. Correct links are displayed in green, incorrect ones in red.
Images taken from [49].
drawn within and across time points (Figure 4.20). The cost for each linkage is given
by the plausibility of the boundary between the adjacent superpixels. To enforce
the morality of lineages, we add the constraint that cells cannot merge. The final
solution of the model yields a cell segmentation by clustering superpixels within a
time point and cell tracks by clustering them across time points. This approach is
to our knowledge the first method that really identifies the segmentation during the
tracking. Even though the results are very accurate on the small dataset described
in Section 4.5.4, it is so far not feasible to scale the model to the size of a developing
fly wing. This issue will be addressed in the near future.
In summary, in order to significantly enhance the performance of the cell tracking,
it is necessary to enable an adaptation of the underlying cell segmentation. To do
this, one could either add different segmentation hypotheses or go into the direction
of MLT and compute the segmentation directly during the cell tracking.
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4.6 Summary and Discussion
In this chapter, I introduced efficient algorithms to segment and track cells during
fly wing morphogenesis. During that developmental process, around 18000 cells are
moving, dividing and extruding in order to create the specific wing shape.
To segment all 18000 cells in the wing efficiently, I initially partition the image
using a classical watershed and afterwards merge adjacent segments if they fulfill
certain criteria. The developed criteria review specific cell characteristics such as
edge intensity or smoothness. To enhance the performance of that approach, the
output of a membrane classifier (Random Forest Classifier) was integrated to weight
each merging criterion accordingly. The computation of the results takes around
200 s per time point (on an Intel Core i7 laptop with 2.66 GHz quad-core-CPUs and
16 GB of RAM). To even improve the resulting segmentations, temporal consistency
is enforced. The idea is that a cell boundary is implausible if it is not present in
the segmentations before and after the current time frame. On the other hand, if
a cell rapidly grows and shrinks, then it most likely presents an under-segmented
cell. I developed a method that detects the critical cells and resolves the underlying
mistakes by merging or splitting cells accordingly. For one time point, the correction
takes around 80 s. This finally leads to an accurate cell segmentation with a F1
score of 1.00. However, there still remain on average 0.94 % of over-segmentations
and 0.53 % of under-segmentations, which need to be corrected if perfect results
are required. The comparison to the state-of-the-art method “Packing Analyzer”
shows that the method introduced here is capable of producing results of similar
quality. However, there is one critical point to mention. In order to obtain these
results, the Packing Analyzer requires manual curation after each individual time
point. Without that, the quality decreases rapidly. Hence, the developed progressive
merging approach is definitely the method of choice when no time can be spend on
human curation.
Even though the method is able to yield accurate results in the developing fly wing,
there are still critical issues, which should be addressed in future work.
First, all parameters used for segmenting cells are manually set without employing
a learning system. However, it would be actually feasible to automatically learn the
optimal parameters given the available ground-truth data. The challenge thereby
is to determine parameters, which eventually favor over-segmentations instead of
under-segmentations in order to simplify the correction of remaining mistakes. In
fact, it is easier to remove a boundary than to draw a new one. I have already made a
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few attempts to learn parameters using logistic regression, although the results could
not yield the quality as required. A very promising learning approach is described
in [37], which employs structured learning. In future work, this could be included to
automatize the parametrization and potentially improve the results.
Second, to correct cell segmentations, I presented an approach, which solves two
individual, subsequent assignment problems in order to detect over- and under-
segmentations. Even though I already integrated a term to facilitate consistent
solutions across three time points, it was not always possible to link cells correctly.
However, the tracking-by-assignment model, which has been introduced to track cells,
allows one to detect consistent tracking over several time points. An integration into
this correction step would certainly enhance the detection of mistakes.
Third, so far, the introduced method was mainly evaluated using the two datasets
shown in this chapter. However, the results already reveal that the performance
partially depends on the quality of the datasets. Whereas the percentage of under-
segmentations is relatively constant, the amount of remaining over-segmentations
significantly varies. It is therefore necessary to validate additional datasets in order
to support the results presented here. Given all the collaboration I established during
my PhD (Chapter 5), it will be further possible to even verify datasets from other
tissues or organisms.
The segmented cells are subsequently tracked throughout entire time lapses using
a pipeline of tracking-by-assignment models. On the basis of [50], I introduced a
tracking-by-assignment model, which links cells over time by taking cell divisions, cell
appearances and cell extrusions into consideration. On a small dataset, where ground
truth is available, it outperform existing methods. In order to enable an efficient cell
tracking over several hundred time points, I further developed a procedure to split
time lapses into small blocks, to solve each block globally optimal and restitch the
results consistently. With that, it is possible to efficiently track cells over hundreds
of time points in less than a day. On a small dataset, for which I manually annotated
cell tracks, the introduced approach is outperforming alternative methods. Due to
the lack of exact ground truth for entire datasets, the results could not be properly
evaluated on a large dataset yet. Besides evaluating complete datasets in detail,
there are still points that could be addressed in the future.
The developed tracking pipeline determines for each cell in a given segmentation the
most optimal trajectory throughout the entire time lapse. If, however, the segmenta-
tion includes mistakes, then it will affect the resulting tracking. The approach of [50]
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therefore proposed a model, which does not only integrate one fixed segmentation,
but several hypotheses. The solution of that model eventually yields a consistent
cell tracking, but also the most suitable cell segmentation. Since the evaluation of
the introduced cell segmentation already revealed that the results are not perfect,
such a joint segmentation and tracking approach would certainly lead to a major
improvement of the results.
The methods I presented in this chapter constitute efficient and accurate methods to
segment and track thousands of cells over long time periods. With the application
of suitable parallelization of the individual analyses steps, it is possible to process
the cell dynamics in the Drosophila wing in roughly a day.
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With the progress in modern confocal microscopy, it has become possible to image
living organisms during developmental processes with sufficient resolution to localize
subcellular structures. This allows one to study, for instance, changes in cell shape or
polarity over time and how they affect the underlying processes. However, these new
experimental opportunities lead to a significant increase in size and complexity of
the resulting image data. To process the data accordingly, the necessity emerged of
applying computational methods, which are capable of handling these large datasets
efficiently while still giving accurate results. In this thesis, I have introduced new
computational pipelines to address three main problems that arise when large tissues
are imaged and analyzed in high resolution.
In Chapter 2, I presented a fully-automatic pipeline to preprocess large 3D mosaics of
overlapping image stacks. This pipeline reduces the acquired dataset to a single 2D
projection with even illumination as well as optimized contrast and brightness. To do
this, it accurately extracts a 2D manifold within the volume, projects it to a 2D plane,
corrects illumination artifacts, stitches the mosaic planes and adjusts local brightness
and contrast levels. The pipeline and its contained methods are constructed in an
efficient way, such that it is feasible to handle large datasets as typically given in these
live-imaging experiments. With the application of the pipeline, it is not only possible
to reduce the data quantity, but also to simplify subsequent analysis task. Therefore,
it has been established as the standard preprocessing routine for the projects of my
collaborators.
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The lab of Suzanne Eaton1 utilizes the surface extraction method as well as the com-
plete pipeline to process their datasets, which comprise time series of the developing
wing disc and pupal wing. The methods are fully integrated in their workflow and
have supported the data analysis of several experiments leading to two publications
[31, 78].
Sarah Mansour from Jochen Rink’s lab1 applies the complete pipeline to process large
datasets displaying ciliary components in entire planarians. Beside the enormous
data reduction, this pipeline further allows her to replace manual curation steps and
to simplify the data analysis. It was previously necessary to manually extract the
outermost cell layer of the tissue, which led to a very time-consuming analysis. With
the application of the surface extraction for multichannel datasets, it was possible
to completely automatize this step and thus, reduce the manual processing time.
This finally allowed them to extend their studies by first, increasing the number of
samples and second, analyzing entire tissues instead of small extracts.
Marcus Michel from Christian Dahmann’s lab2 uses the entire pipeline to process
datasets showing cell migration in the fly abdomen. Other methods yield artifacts
during the extraction of the relevant 2D surface of signals due to the high curvature
of the tissue. The processed data allows them to investigate how the larval cells are
systematically extruded from the epithelium.
The wide field of applications shows that this pipeline presents a very general ap-
proach to preprocess large 3D mosaics.
In Chapter 3, I introduced an approach to determine cell polarity in the planarian
epithelium by analyzing the orientation of the ciliary rootlets. For this type of
data, there is to date no method, which is capable of automatically analyzing ciliary
components and determining the underlying tissue polarity. This thesis yields an ap-
proach, which is able to address that problem in a fully-automatic way. It allowed my
collaborator Sarah Mansour to automatize her analyses and to investigate samples
of entire planarians. With the resulting, extensive dataset, it was possible to model
tissue polarity in planarians and to study the underlying molecular mechanisms.
A manuscript about the established analysis tools and the biological outcome is
currently in preparation. Even though this method was tailored to address the
datasets of Sarah Mansour, I see no reason why it should not be applicable to analyze
the tissue polarity in other organisms, e.g. Xenopus, which feature polarized ciliary
1Max Planck Institute of Molecular Cell Biology and Genetics, Dresden, Germany
2Technische Universität Dresden, Dresden, Germany
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rootlets.
In Chapter 4, I presented an efficient cell segmentation and tracking approach to
analyze cell organization and dynamics during the morphogenesis of the Drosophila
wing.
To segment cells in individual time points, I developed an efficient progressive merg-
ing approach with a subsequent improvement step. In the datasets presenting the
developing fly wing over time, the introduced method reaches similar results as
the state-of-the-art method, which highly depends on intermediate, manual cura-
tion. The progressive merging employs merging criteria that take typical cell and
membrane characteristics into account. By adjusting these criteria and the applied
merging sequence, it is further possible to adapt the approach to other datasets with
membrane staining. Because of that, two additional applications could be identified.
The developed segmentation approach is already used by my collaborators in Suzanne
Eaton’s lab1 in order to initialize their current segmentation pipeline. However,
the long-term goal is to fully replace the currently used Packing-Analyzer with the
methods introduced here. In her lab, they generally employ cell segmentation to
quantify the wing tissue in many details. This has allowed them to establish a precise
model of the fly wing morphogenesis, which is already published in [4, 24, 31, 78, 111].
Marcus Michel from Christian Dahmann’s lab2 further applies the method to seg-
ment cells in the fly abdomen. This allows him to study cell migration during the
developmental process of the abdomen.
Marija Matejcic from Caren Norden’s lab1 uses the segmentation method to extract
various characteristics of cells occurring in the optic cup of the zebra fish eye. She
requires these characteristics to reveal changes between the optic cup formation and
neurogenesis.
In a second step of my work, the segmented cells are tracked using a tracking-by-
assignment model, which allows me to link cells over time while considering critical
events such as cell division or cell extrusion. On a small dataset, where ground truth
is available, it outperforms currently available methods. To enable an application
to datasets that comprise thousands of cells and hundreds of time points, I further
introduce a concept to partition the problem into feasible subproblems. So far,
the tracking could be only evaluated on small datasets that provided ground-truth
data. After this submission, the tracking method will be integrated in the current
workflow of Suzanne Eaton’s lab, in order to quantify the performance on a complete
time lapse showing the wing morphogenesis. However, the evaluation on the small
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dataset already indicates that the tracking might be an improvement.
The methods I introduced in this PhD thesis yield high-quality results on the given
datasets. However, there is still one major point of criticism that I have to discuss.
In all approaches, suitable parameters were required in order to yield the presented
outcomes. So far, these parameters were optimized manually using underlying data
statistics only as guidance. This does not only require time, but can easily lead to an
overfitting of the data. With the available ground-truth data, it would be generally
much better to automatically learn the required parameters. Furthermore, such
a learning procedure would enable the integration of several datasets of a similar
experiment in order to even improve the parametrization. The development of a
suitable parameter learning will certainly be included in future work of this project.
Today, we see that the next important step will be to go towards a much tighter
integration of microscopic acquisition and image analysis. What is starting to
spread under the term smart microscopy [114] are systems that analyze recorded
images already while they are recorded. This will enable us to close the loop and
change the acquisition strategy of the microscope based on what the microscope
records. Smart microscopy could reduce data waste by recording only those parts
that contain relevant areas, or it could optimize parameters of the microscope in
order to get the best possible image quality. However, in order to make this become
reality, it is crucial that the online analysis is faster than the image acquisition rate
- a requirement that can be hard to meet.
In summary, high-resolution fluorescent microscopy has become the dominant tech-
nique for investigating the details of cellular processes. Today, it is possible to
label very specific structures, cell-types, and even specific subcellular structures
by genetically adding a fluorescent tag [127]. Microscopic imaging of such setups
typically leads to many large datasets that have the potential to reveal details
about the studied process. Consequently, there is a strong demand for efficient and
accurate image and data analysis methods, which can help to analyze and quantify
these datasets appropriately. In this PhD thesis, I have presented three examples
of such methods and illustrated how the underlying biological research projects are
benefitting from them.
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Abbreviations
2D 2-dimensional
3D 3-dimensional
Drosophila Drosophila melanogaster
Smed Schmidtea mediterranea
AP Anteroposterior
APC Adenomatosis polyposis coli
APF After puparium formation
DV Dorsal-ventral
Ecad::GFP E-Cadherin labeled with a GFP molecule
GFP Green fluorescent protein
ILP Integer linear program
ML Mediolateral
PCP Planar cell polarity
SPIM Selective plane illumination microscopy
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