The Tutte polynomial is originally a bivariate polynomial enumerating the colorings of a graph and of its dual graph. But it reveals more of the internal structure of the graph like its number of forests, of spanning subgraphs, and of acyclic orientations. In 2007, Ardila extended the notion of Tutte polynomial to the hyperplane arrangements, and computed the Tutte polynomials of the classical root systems for a certain prime power of the first variable. In this article, we compute Tutte polynomials of ideal arrangements. Those arrangements were introduced in 2006 by Sommers and Tymoczko, and are defined for ideals of root systems. For the ideals of the classical root systems, we bring a slight improvement of the finite field method showing that it can applied on any finite field whose cardinality is not a minor of the matrix associated to a hyperplane arrangement. Computing the minor set associated to an ideal of a classical root system permits us particularly to deduce the Tutte polynomials of the classical root systems. For the ideals of the exceptional root systems of type G 2 , F 4 , and E 6 , we use the formula of Crapo.
Introduction
In one of his last papers [10] , Tutte described with these words how in 1954 he became acquainted with the later called Tutte polynomial: "Playing with my W-functions I obtained a two-variable polynomial from which either the chromatic polynomial or the flow polynomial could be obtained by setting one of the variables equal to zero, and adjusting signs." At the beginning, this polynomial was effectively associated to a graph [9, Let (x 1 , . . . , x n ) be a variable of the n-dimensional space K n over the field K, and a 1 , . . . , a n , b in K such that (a 1 , . . . , a n ) = (0, . . . , 0). A hyperplane in K n is a (n − 1)-dimensional affine subspace H := (x 1 , . . . , x n ) ∈ K n | a 1 x 1 + · · · + a n x n = b that we simply denote by H = {a 1 x 1 + · · · + a n x n = b}. A hyperplane arrangement is a finite set of hyperplanes.
• s u (Φ) = Φ for every u in Φ,
• s u (v) has integer coefficients for every u, v in Φ.
A root system is irreducible if it cannot be expressed as a disjoint union of two nonempty subsets Φ 1 Φ 2 such that (u 1 , u 2 ) = 0 for u 1 in Φ 1 , and u 2 in Φ 2 . Denote by {e 1 , . . . , e n } the standard basis of R n . There are nine types of irreducible root systems: The four infinite families of root systems associated to the classical Lie algebras (A n−1 , n ≥ 2) Φ A n−1 = {e i − e j | 1 ≤ i = j ≤ n}, (B n , n ≥ 2) Φ Bn = {±e i ± e j | 1 ≤ i < j ≤ n} ∪ {±e i | i ∈ [n]}, (C n , n ≥ 2) Φ Cn = {±e i ± e j | 1 ≤ i < j ≤ n} ∪ {±2e i | i ∈ [n]}, (D n , n ≥ 4) Φ Dn = {±e i ± e j | 1 ≤ i < j ≤ n}, and the five exceptional root systems (G 2 ) Φ G 2 = ± (e i − e j ) | 1 ≤ i < j ≤ 3 ∪ ± (2e i − e j − e k ) | {i, j, k} = {1, 2, 3} ,
(±e 1 ± e 2 ± e 3 ± e 4 ) ,
±e i even number of + signs , (E 7 ) Φ E 7 = {±e i ± e j | 1 ≤ i < j ≤ 6} ∪ ± (e 7 − e 8 ) ∪ ± 1 2 e 7 − e 8 + (
±e i odd number of + signs) , (E 6 ) Φ E 6 = {±e i ± e j | 1 ≤ i < j ≤ 5} ∪ ± 1 2 e 8 − e 7 − e 6 + (
±e i odd number of + signs) .
A vector of a root system is called a root. There exist some subsets ∆ of Φ called simple systems such that ∆ = R n and each root in Φ is a linear combination of roots in ∆ with coefficients all of the same sign. Fixing a simple system ∆, a positive root system Φ + consists of the roots with positive coefficients. We endow Φ + with the partial order defined by u v, provided v − u is a linear combination of positive roots with positive coefficients. Definition 1.2. An ideal of a root system Φ is a subset I of Φ + satisfying the condition If u ∈ I, and v ∈ Φ + so that u v, then v ∈ I.
Let I c := Φ + \ I be the complement of an ideal I. The ideal arrangement A I associated to I is the hyperplane arrangement A I := {u ⊥ | u ∈ I c }.
Poincaré Polynomial of Ideal. The height of a root v = u∈∆ x u u is ht(v) := u∈∆ x u .
For an ideal I, let λ i := #{u ∈ I c | ht(u) = i}. This gives the height partition λ 1 ≥ λ 2 ≥ . . . A subset S of I c is said I c -closed if for u, v in S, if u + v ∈ I c then u + v ∈ S. And S is of Weyl type for I if both S and I c \ S are I c -closed. Denote by W I the set of subsets of I c of Weyl type. Sommers and Tymoczko proved that, for any ideal I of the root systems of type A n−1 , B n , C n , G 2 , F 4 , E 6 , its Poincaré polynomial is [8, Theorem 4 .1]
(1 + t + t 2 + · · · + t m I i ).
A parabolic subsystem is a subset Φ Φ such that there exists a subset ∆ ∆ with the property Φ = ∆ ∩ Φ. Röhrle showed another condition for the ideal I to satisfy (1) Suppose that for every proper parabolic subsystem of Φ, the Poincaré polynomials of all ideals factor as in (1) . Then the Poincaré polynomial of I also factors as in (1) .
Inductive Freeness of Ideal Arrangement. Denote the polynomial algebra R[x 1 , . . . , x n ] by S. A linear map θ : S → S is a derivation if, for f, g ∈ S, θ(f g) = f θ(g) + gθ(f ). Denote by Der(S) the S-module of derivations of S. Q A being the defining polynomial of A, the Ssubmodule D(A) := {θ ∈ Der(S) | θ(Q A ) ∈ Q A S} of Der(S) is the module of A-derivations. Recall that A is said free if D(A) is a free S-module. Sommers and Tymoczko showed that A I is free if the root system is associated to A n−1 , B n , C n , or G 2 [8, Theorem 11.1]. Let ∅ n be the empty arrangement of R n . The class IF of inductively free arrangements is the smallest class of hyperplane arrangements satisfying (1) ∅ n ∈ IF for n ≥ 0, (2) if there exists H ∈ A such that A H ∈ IF, A \ {H} ∈ IF, and exp A H ⊆ exp A \ {H}, then A ∈ IF.
Hultman proved that the ideal arrangements associated to the root systems of A n−1 , B n , C n , and G 2 are inductively free [4, Theorem 6.6, Theorem 7.1]. Röhrle proved that the ideal arrangements of type D n are inductively free [7, Theorem 1.7] . He showed as well that if I is an ideal of a root system Φ, and I satisfies one of the following conditions
(ii) A I is irreducible, and there exists a maximal parabolic subsystem Φ 0 of Φ such that Φ c 0 ∩ I c = ∅, Φ c 0 ∩ I c is linearly ordered, and for any u = v in Φ c 0 ∩ I c , there is w in Φ + 0 so that u, v, and w are linealy dependent, (iii) I is composed only of the highest root of Φ + , and each ideal arrangement of a proper parabolic subsystem is inductively free, then A I is inductively free with the nonzero exponents given by the ideal exponents m I i of I with the possible exception when the root system is of type E 8 and I is one of 4545 ideals [7, Theorem 1.9, Theorem 1.13, Theorem 1.14, Theorem 1.15].
We compute, for the four infinite families of root systems, and for the exceptional root systems G 2 , F 4 , and E 6 , the Tutte polynomials of their ideal arrangements. For the root systems of types A n−1 , B n , C n , and D n , we use a simple transformation of the Tutte polynomial, called coboundary polynomial of a hyperplane arrangement. Definition 1.3. The coboundary polynomial of a hyperplane arrangement A is
, y , computing the coboundary polynomial of a hyperplane arrangement is equivalent to computing its Tutte polynomial. Recall that the hyperplane arrangements generated by the classical root systems are
• and A Dn = x i ± x j = 0 1≤i<j≤n .
Using the finite field method, Ardila proved that for all powers of a large enough prime q,
In Section 2, we propose a slight improvement of the finite field method, on one side, showing that it can be applied for any q not in the minor set of a vector set. On the other side, we prove that the minor set of the matrix associated to Φ
is {0, ±1}, while the minor set of the matrix associated to Φ + Bn is {0, ±2 0 , ±2 1 , . . . , ±2 n 2 }. Those permit us to compute the Tutte polynomials of A A n−1 , A Bn , and A Dn undermentioned. For a positive integer n, let p(n) be the n th prime number with p(0) = 2, and define the polynomial
Moreover, let Par(n) be the set of ordered partitions of n. Theorem 1.4. For an integer n ≥ 2, let X m be one of the types in {A n−1 , B n , D n }. Then, the Tutte polynomial of A Xm is
In Section 3, we introduce a topology on the shifted Young diagrams, and recall the shifted Young diagrams associated the classical root systems. The open sets of the later diagrams correspond, in fact, to the ideal arrangements. The definition of a full ideal arrangement is particularly given.
In Section 4, we define the signature s I (i) of an integer i in accordance with an ideal I, and the partition
in accordance with I. We need them to compute the coboundary polynomial of an ideal arrangement using the finite field method. Remark that the signature s I depends on the ideal I.
In Section 5, we can finally compute the coboundary polynomial of an ideal arrangement associated to a classical root system. Then, we deduce the Tutte polynomials of the ideal arrangements associated to Φ A n−1 , Φ Bn , Φ Cn , and Φ Dn undermentioned. Remark that, since the Tutte polynomial of an ideal arrangement is equal the product of the Tutte polynomials associated to its connected ideal subarrangements, we just need to consider the full connected ideal arrangements. Theorem 1.5. Let A I be a full connected ideal arrangement of Φ A n−1 , with associated partition A (1) | . . . |A (r) , and let
1 +···+a
= #A (1) . . .
Theorem 1.6. Let A I be a full connected ideal arrangement of Φ Bn or Φ Cn , with associated partition
Then, the Tutte polynomial of A I is
. . .
and
Theorem 1.7. Let A I be a full connected ideal arrangement of Φ Dn , with associated partition
0 +···+a
In Section 6, we show how to compute the Tutte polynomial of an ideal arrangement of Φ The author would like to thank Gerhard Röhrle to have initiated him to ideal arrangements.
Correct Reduction
The finite field method reduces the coboundary polynomial computing for certain prime powers to a counting problem. We propose a slight improvement of that method which permits to determine the prime numbers for which it can be used. Then, we compute the minor sets of the matrices associated to the classical root systems. The finite field method is, in fact, valid for prime numbers not included in those minor sets. So, we get the valid prime numbers to use that method and the interpolation formula of Lagrange in order to compute the coboundary polynomial of an ideal arrangement. By the way, we complete the calculations of Ardila to obtain the Tutte polynomials associated to the classical root systems. A hyperplane arrangement whose coefficients lie in Z is called a Z-arrangement. Furthermore, for a prime number p, the finite field composed by the integers modulo p is denoted by F p . Definition 2.2. Take a Z-arrangement A in R n , and a prime number p. For a hyperplane H = {a 1 x 1 + · · · + a n x n = b} in R n , define the setH = {ā 1x1 + · · · +ā nxn =b} in F n p . One says that A reduces correctly over F p if
• for every hyperplane H in A,H is a hyperplane in F n p ,
• and, if we defineĀ := {H | H ∈ A}, A andĀ are isomorphic.
Let U = {u 1 , . . . , u m } be a vector set in R n . Define its associated matrix by
where u i is the i th row.
Denote by Min(U ) the minor set of the matrix M U .
Lemma 2.3. Take a Z-vector set U in R n , and a prime number p. Then, the central Z-
Proof. Since p / ∈ |i| | i ∈ Min(U ) , for every subset B of A, r(B) = r(B). That implies that
•H is a hyperplane in F n p for every H in A,
• ∀B, B ⊆ A : ∩B = ∩B ⇒ ∩B = ∩B ,
So, the function from L(A) to L(Ā), mapping ∩B to ∩B, is an order preserving bijection.
For a hyperplane arrangementĀ, and a vectorx in F n p , define the hyperplane arrangement
To compute the coboundary polynomial, we use the finite field method based on this theorem.
Theorem 2.4. Consider a Z-vector set U in R n , and its associated central arrangement
Proof. Remark that Then,
Recall that
Now, we compute the minor sets of the matrices associated to Φ
, and Φ Denote by D n the set of square matrices
Take a matrix M = (u l ) l∈[n] of D n with det M = 0. This determinant condition implies that there is at most two rows
Algorithm D1. Suppose first that M does not contain two such rows. We transform M into the matrix (1) ⊕ M , where
D1-2. Denote by T i,j the elementary matrix which switches the i th row with the j th row.
D1-3.
Denote by R i,j (m) the elementary matrix which adds the i th row multiplied by a scalar m to the j th row. Set
, we have
D1-4.
Denote by D i (m) the elementary matrix which multiplies all elements on the i th row by a nonzero scalar m.
D1-5.
Denote by C i,j (m) the elementary matrix which adds the i th column multiplied by a scalar m to the j th column. 
Denote by L i,j the elementary matrix which switches the i th column with the j th
Lemma 2.5. Let M be a square submatrix of order m of a matrix in D n . Then, 
, and repeating the same process as long as necessary, whether we end up at | det M| = 1 at the end, or we come to a nonnegative integer m < m and a square submatrix
Proposition 2.6. Let M be a square submatrix of a matrix in D n . Then,
Proof. Suppose that M ∈ D n with det M = 0. This condition infers that there is at most two
• If M does not contain two such rows, Algorithm D1 permits us to deduce that there exists a matrix M ∈ D n−1 such that | det M| = | det M |.
• Otherwise, Algorithm D2 infers that there is a square submatrix M of order n − 2 of a
Suppose now that M is a square submatrix of a matrix in D n such that det M = 0. By using Lemma 2.5, we deduce after a recursive argument that the value of | det M| must belong to the set {2 0 , 2 1 , . . . , 2 n 2 }.
Denote by A n the subset of D n consisting of the matrices
Lemma 2.7. Let M be a square submatrix of a matrix in A n . Then, | det M| ∈ {0, 1}.
Proof. It is known that the dimension of the subspace generated by d(i, −j) 1≤i<j≤n is n−1, as its orthogonal complement is e 1 + · · · + e n . Therefore, for every M in A n , det M = 0. Now, suppose that M be a square submatrix of order m of a matrix in A n . With an argument similar to the proof of Lemma 2.5, whether we end up at | det M| = 1 at the end, or we come to a nonnegative integer m ≤ m and a square submatrix M of M such that M ∈ A m and
We come to the main result of this section.
Theorem 2.8. Take an integer n ≥ 2. Then
is the determinant of a square submatrix of a matrix in A n . Then, we deduce from Lemma 2.7 that Min(Φ
is the determinant of a square submatrix of a matrix in D r . From Lemma 2.5, we deduce that
• whether |t| ∈ {0, 1},
• or there exist an integer m ∈ [n], and a matrix M ∈ D m such that |t| = | det M|.
We conclude, using Proposition 2.6, that Min(Φ
We deduce the coboundary polynomials of A A n−1 , A Bn , and A Dn . Theorem 2.9. For an integer n ≥ 2, let X m be one of the types in {A n−1 , B n , D n }. Then, the coboundary polynomial of A Xm is
Proof. 
The polynomialsχ 
Shifted Young Diagram
We introduce some definitions on the shifted Young diagram, and associate a topology on it. 
. . , r k } . Then, O is a basis for the topological space (B, O). We denote by T the topology of (B, O).
Proof. Let B i 1 ,j 1 , B i 2 ,j 2 ∈ O, and i = max(i 1 , i 2 ), j = max(j 1 , j 2 ). Then B i 1 ,j 1 ∩ B i 2 ,j 2 = B i,j which belongs to O. 
The set of generating boxes of O is The next step helps us to see which hyperplanes play a role in our calculations. We adopt the following notation, with i < j:
• the tuple (i, j) represents the hyperplane {x i = x j },
• the tuple (i, −j) represents the hyperplane {x i = −x j },
• the tuple (i, 0) represents the hyperplane {x i = 0}. 
With the adopted notation, b A (i, j) = (i, n − j + 1), 1 ≤ i ≤ j ≤ n − 1. 
With the adopted notation, we have
(2, −3) (2, −4) (2, −5) (2, −6) (2, 0) (2, 6) (2, 5) (2, 4) (2, 3) (3, −4) (3, −5) (3, −6) (3, 0) (3, 6) (3, 5) (3, 4) (4, −5) (4, −6) (4, 0) (4, 6) (4, 5) (5, −6) (5, 0) (5, 6) (6, 0) (C) For type C n , we use the simple system ∆ Cn = α i = e i − e i+1 | i ∈ [n − 1] {α n = 2e n }. Its suitable Young diagram Y Cn has shape (2n − 1, 2n − 3, . . . , 1), and boxes b C (i, j) filled with hyperplanes according to the assignment
With the adopted notation, we have 
Partition in Accordance
The partition in accordance with an ideal complement is a partition from which we compute the coboundary polynomial of this ideal. Each box of a shifted Young diagram we consider represents now a hyperplane (i, j). If (i, j) corresponds to the box b(u, v), we use (i, j) instead of b(u, v), and write B(i, j) for the box set B u,v to emphasize the hyperplane context. Moreover, since a box set is a hyperplane arrangement, we can consider an ideal arrangement as a subset of Y Xm , where X m is any type in {A n−1 , B n , C n , D n }. Remark that, since the coboundary polynomial of an open set is equal the product of the coboundary polynomials associated to its connected components, we just need to consider the full connected open sets or, equivalently, the full connected ideal arrangements. 
P-2. We partition
Let A I be a full connected ideal arrangement of
, and u a nonnegative integer. Then,
Example 9. The ideal arrangement A Ia of Φ A 7 , with G Ia = (1, 3), (2, 5) , (4, 7), (6, 8) , is 2, 5) (2, 4) (2, 3) (3, 5) (3, 4) (4, 7) (4, 6) (4, 5) (5, 7) (5, 6) (6, 8) (6, 7) (7, 8) The signatures in accordance with I a are
The partition of [8] in accordance with I a is P Ia = {1}|{2, 3}|{4, 5}|{6, 7}|{8}. 
with
• If l ∈ s I (A (i) ), then
• And if l ∈ s I (
Now, take (x, y) ∈ A I , which means (x, y) ∈ B A n−1 (i l , j l ) for l ∈ [k]. There are i, j ∈ [r] such that x ∈ A (i) , and y ∈ A (j) :
2 .
•
(B) Define the linear order ≺ b on {−n, . . . , −1, 0, 1, . . . , n} by
Consider a box (i, j) of Y Bn . The box subset B Bn (i, j) generated by (i, j) is
, and u a nonnegative integer. Then, The signatures in accordance with I b are
The partition of [6] according to I b is P I b = {1}|{2, 3}|{4}|{5, 6}.
Let B be a subset of N * . Definẽ B := {±i | i ∈ B}, and B 2 := (i, ±j) | i, j ∈ B, i < j .
Lemma 4.4. Take a full connected ideal arrangement A I of Φ Bn with associated partition
, and y ∈ A (j) ∪ B (j) :
• If i = j, suppose for example that x ∈ A (i) , and y ∈ B (j) . Since
The proof is analogous for the other cases.
(C) Define the linear order ≺ c on {−n, . . . , −1, 1, . . . , n} by
Let A I be a full connected ideal arrangement of Φ Cn , G I = (i l , j l ) l∈ [k] , and u a nonnegative integer. Then,
Example 11. The ideal arrangement A Ic of Φ C 6 , such that G Ic = (1, 4), (2, −6), (4, 0) , is
The signatures in accordance with I c are
The partition of [6] in accordance with I c is P Ic = {1}|{2, 3}|{4}|{5}|{6}.
Lemma 4.5. Take a full connected ideal arrangement A I of Φ Cn with associated partition
Proof. It is analogous to the proof of Lemma 4.4.
Let A I be a full connected ideal arrangement of Φ Dn , G I = (i l , j l ) l∈ [k] , and u a nonnegative integer. Then,
Example 12. The ideal arrangement (2, 6) , (4, −5) , is
The signatures in accordance with
The partitions of [6] in accordance with
Lemma 4.6. Take a full connected ideal arrangement A I of Φ Dn , with associated partition
Hyperplane Counting
We compute the coboundary polynomialχ A I p(i), t of an ideal arrangement associated to a classical root system, for prime numbers p(i) strictly bigger than 2. That computing is based on the finite field method, the minors associated to the classical root systems, and the partition in accordance with an ideal. By means of the polynomial interpolation of Lagrange, one can deduce the deduce the coboundary polynomial
We keep the notation of Section 3 stating that a tuple (i, j) represents a hyperplane. The examples in this section are computed with SageMath.
Lemma 5.1. Take two subsets A, B of [n] such that, for every i ∈ A, and j ∈ B, we have i < j. Forx = (x 1 , . . . ,x n ) ∈ F n q , define the sets a i (x) := {u ∈ A |x u =ī} and b i (x) := {u ∈ B |x u =ī}.
(1) Consider the hyperplane arrangement A = A 2 . Then
(2) Consider the hyperplane arrangement A = A × B. Then
(3) Consider the hyperplane arrangement A = Ã 2 . Then
(4) Consider the hyperplane arrangement A = A ×B. Then 
Proof. For a vectorx = (x 1 , . . . ,x n ) in F n p , define the set a
k (x) := {u ∈ A (i) |x u =k}. We have dim ∩A I = 1 for every full connected ideal arrangement A I of Φ A n−1 . Then,
=#A (1) . . .
s . 
Then, for a positive integer i, we havē
0 +···+b
Proof. We have dim ∩A I = 0 for every full connected ideal arrangement A I of Φ Bn . The proof is similar to that of Theorem 5.2, using Lemma 4.4 and Lemma 5.1 (1, 2, 3 ,4, 5) . 
Proof. We have dim ∩A I = 0 for every full connected ideal arrangement 
Proof. We have dim ∩A I = 0, for every full connected ideal arrangement A I of Φ Dn . The proof is similar to that of Proposition 5.2, using Lemma 4.6 and Lemma 5.1 (1, 2, 3, 4) . 
Exceptional Root Systems
We introduce a linear order on the exceptional root systems Φ
, and Φ + E 6
, and expose the formula of Crapo by means of this order. As the formula of Crapo computes the Tutte polynomial of a vector set, we draw the Hasse diagram of these root systems in order to visualize the vectors that make up their ideals. Then, we compute some examples of Tutte polynomials of ideal arrangements. These computings are done with SageMath.
Take an exceptional root system Φ Xn , X n ∈ {G 2 , F 4 , E 6 }, associated to a simple system ∆ Xn = {α 1 , . . . , α n }. Define the function l : Φ Let r be the rank function of vector sets in R n , and X a subset of Φ + Xn . A basis of X is a subset B of X such that r(B) = |B| = r(X). Denote by B(X) the basis set of X.
For a subset A of X, and an element x in X, define the set A ¡x := {a ∈ A | a ¡ x}.
Let X be a subset of Φ + Xn , and take a basis B in B(X):
• Let b ∈ B. One says that b is an internal active element of B if ∀x ∈ X ¡b \ B : r {x} (B \ {b}) < n.
• Let x ∈ X \ B. One says that x is an external active element of B if r {x} B £x = r(B £x ).
Denote by i(B) resp. e(B) the number of internal resp. external active elements of a basis B. We compute the Tutte polynomial of the hyperplane arrangement A = {x ⊥ } x∈X by using the formula of Crapo , and the Tutte polynomial of its associated hyperplane arrangement is , and the Tutte polynomial of its associated hyperplane arrangement is 
