In this paper, we study a class of stochastic optimization problems, referred to as the Conditional Stochastic Optimization (CSO), in the form of min x∈X E ξ f ξ E η|ξ [g η (x, ξ)] . CSO finds a wide spectrum of applications including portfolio selection, reinforcement learning, robust and invariant learning. We establish the sample complexity of the sample average approximation (SAA) for CSO, under a variety of structural assumptions, such as Lipschitz continuity, smoothness, and error bound conditions. We show that the total sample complexity improves from
Introduction
Decision-making in the presence of uncertainty has been a fundamental and long-standing challenge in many fields of science and engineering. In recent years, extensive research efforts have been devoted to the design and theory of efficient algorithms for solving the classical stochastic optimization (SO) in the form of min x∈X F (x) := E ξ [f (x, ξ)], (1.1)
where ξ 1 , . . . , ξ n are i.i.d. samples generated from the distribution of ξ. Note thatF n (x) converges pointwise to F (x) with probability 1 as n goes to infinity. Finite-sample convergence of SAA for SO has been well established. The seminal work by Kleywegt et al. (2002) proved that for general Lipschitz continuous objectives, SAA requires a sample complexity of O(d/ 2 ) to obtain an -optimal solution to the stochastic optimization problem. Shalev-Shwartz et al. (2010) proved that for strongly convex and Lipschitz continuous objectives, the sample complexity of SAA is O(1/ ). Detailed results can be found in the books, e.g., Shapiro et al. (2009) and Shalev-Shwartz and Ben-David (2014) . More generally, SAA is also a popular computational tool for solving multi-stage stochastic programming problems. In its general form, a multi-stage stochastic program (MSP) finds a sequence of decisions {x t } T t=0 that minimizes the nested expectation in the following form,
f 1 (x 1 , ξ 1 ) + E ξ 2 |ξ 1 · · · + E ξ T |ξ 1:T −1 inf
3) where T is the number of decision periods, ξ 1 , . . . , ξ T can be considered as a random process, and the decision x t is a function of the history of the process up to time t. Similarly, the SAA approach works by first generating a large scenario tree with conditional sampling and then processing with stage-based or scenario-based decomposition methods (Pereira and Pinto, 1991; Rockafellar and Wets, 1991; Ruszczyński, 1997) . When extended to the multi-stage case, the finite sample analysis indicates that the total number of samples, or scenarios, to achieve an -optimal solution to the original problem (1.3) grows exponentially as the number of stages increases (Shapiro and Nemirovski, 2005; Shapiro et al., 2009 ). In particular, for general three-stage stochastic problems, the sample complexity of SAA cannot be smaller than O(d 2 / 4 ); this holds true even if the cost functions in all stages are linear and the random vectors are stage-wise independent as discussed in Shapiro (2006) .
In this paper, we study an intermediate class of problems, referred to as the Conditional Stochastic Optimization (CSO), that sits in between the classical stochastic optimization and the multi-stage stochastic programming. The problem of interest takes the following general form:
(1.4)
Here X is the domain of the decision variable x ∈ R d ; f ξ (·) : R k → R is a continuous cost function dependent on the random vector ξ, and g η (·, ξ) : R d → R k is a vector-valued continuous cost function dependent on both random vectors ξ and η. The inner expectation is with respect to η given ξ, and the outer expectation is with respect to ξ. Same as the classical stochastic optimization, we don't assume any knowledge on the underlying distribution of P(ξ) nor the conditional distribution P(η|ξ). Instead, we assume availability of independent and identical samples generated from these distributions. CSO is more general than the classical stochastic optimization as it captures dynamic randomness and involves conditional expectation. It takes the stochastic optimization as a special case when g η (x, ξ) is an identical function. On the other hand, it is less complicated than the multi-stage stochastic optimization (in particular the three-stage case with T = 3) as it seeks for a static decision and does not subject to non-anticipativity constraints.
The goal of this paper is to derive the sample complexity of SAA for solving this intermediate class of problems, which can be constructed as follows based on conditional sampling:
where {ξ 1 , . . . , ξ n } are i.i.d. samples of ξ and {η i1 , . . . , η im } are i.i.d. samples of η|ξ i conditioned on each ξ i . We would like to examine the total number of samples T = nm + n required for SAA (1.5) to achieve an -optimal solution to the original CSO problem (1.4). We also consider a special case of the CSO problem (1.4), when ξ and η are independent:
(1.6)
One could still approximate (1.6) by the SAA (1.5), mimicking the conditional sampling scheme and using a different independent set {η i1 , . . . , η im } ∼ P(η) for each ξ i . However, since the inner expectation is no longer a conditional expectation, there is no necessity to estimate the inner expectation with different realizations of η. Hence, an alternative way to approximate (1.6) is through a modified SAA:
( 1.7) where {ξ 1 , . . . , ξ n } are i.i.d. samples of ξ and {η 1 , . . . , η m } are i.i.d. samples of η. As a result, the component functions f ξ i 1 m m j=1 g η j (x, ξ i ) , i = 1, . . . , n become dependent since they share the same {η j } m j=1 , making it very different from (1.5). In this case, total number of samples becomes T = n + m. We refer to this sampling scheme as independent sampling.
Motivating Applications
Notably, CSO can be used to model a variety of applications, such as portfolio selection (Hong et al., 2017) , robust supervised learning, reinforcement learning, personalized medical treatment. We discuss some of these examples in details below.
Robust Supervised Learning. Incorporation of priors on invariance and robustness into the supervised learning procedures is crucial for computer vision and speech recognition (Niyogi et al., 1998; Bhagoji et al., 2018) . Taking image classification as an example, we would like to build a classifier that is both accurate and invariant to certain kinds of data transformation, such as rotation or perturbation. Let ξ 1 = (a 1 , b 1 ), · · · , ξ n = (a n , b n ) be a set of input data, where a i is the feature vector and b i is the label. A plausible way to achieve such consistency is to consider the class of robust linear classifiers, say f (x, x 0 , ξ) = E η|ξ∼µ(σ(a)) [x T η + x 0 ] for given image data ξ, by averaging the prediction over all possible transformations σ(a), and then find the best fit by minimizing the expected risk:
Here (·, ·) is some loss function, ν > 0 is a regularization parameter, and µ(·) is a given distribution (e.g., uniform) over the transformations. Clearly, such problems belong to the category of CSO.
Reinforcement Learning Policy evaluation is a fundamental task in Markov decision processes and reinforcement learning. Consider a discounted Markov decision process characterized by the tuple M := (S, A, P, r, γ), where S is a finite state space, A is a finite action space, P (s, a, s ) represents the (unknown) state transition probability from state s to s given action a, r(s, a) : S × A → R is a reward function, and γ ∈ (0, 1) is a discount factor. Given a stochastic policy π(a|s), the goal of the policy evaluation is to estimate the value function V π (s) := E ∞ k=0 γ k r(s k , a k ) s 0 = s under the policy. It is well-known that V π (·) is a fixed point of the Bellman equation (Bertsekas, 2005) ,
To estimate the value function V π (s), one could resort to minimizing the mean squared Bellman error (Sutton et al., 2009; Dai et al., 2017) , namely:
Here µ(·) is some initial state distribution. This minimization problem can be viewed as a special case of CSO. Recently, Dai et al. (2018) showed that finding the optimal policy can also be formulated into an optimization problem in a similar form by exploiting the smoothed Bellman optimality equation. Again, the resulting problem falls under the category of CSO.
Uplift Modeling Uplift modelling aims at estimating individual treatment effects, and it has been widely studied in causal inference literature and used for personalized medicine treatment and targeted marketing (Jaskowski and Jaroszewicz, 2012; Yamane et al., 2018) . In an individual uplift model, the goal is to estimate the effect of a treatment on an individual with feature vector x, which could be represented by
, where t ∈ {±1} represents whether a treatment has been given to an individual, y ∈ Y ⊆ R represents the outcome. In practice, obtaining joint labels (y, t) can be difficult, whereas obtaining one label (either t or y) of the individual is relatively easier. Yamane et al. (2018) considered an individual uplift model that assumes availability of only one label from the joint labels, and estimates the unknown label with p(y|x) = t={±1} p(y|x, t)p(t|x). They showed that the individual uplift u(x) is equivalent to the optimal solution to the following least-squares problem:
where
< ∞} is a function space, and w and z are two auxiliary random variables, whose conditional density are given by
If we further restrict u(·) to a finite dimensional parameterization, then the above problem becomes a special case of CSO.
Related Work
A simpler model, called stochastic composition optimization, was considered in recent work by Wang et al. (2016 Wang et al. ( , 2017 , which takes the following form: 8) where ξ and η are independent, f (u) :
Although the two problems (1.8) and (1.4) share some similarities in that both objectives are represented by nested expectations, they are fundamentally different in two aspects: i) the inner randomness η in (1.4) is conditional dependent on the outer randomness ξ; ii) the inner random cost function g η (x, ξ) in (1.4) depends on both ξ and η. Both aspects result in dependence between the inner and outer function in our objective in (1.4), leading to a drastic difference in the SAA construction and the sample complexity analysis of these two types of problems, as we will show in the rest of the paper. When solving either (1.8) or (1.4), most of the existing work is devoted to developing stochastic oraclebased algorithms and their sample complexity analysis for solving these problems. Related work includes two-timescale stochastic approximation algorithms for solving the problem (1.8) (Wang et al., 2017 (Wang et al., , 2016 , variance-reduced algorithms for iteratively solving the SAA counterpart of (1.8) (Lian et al., 2017; Huo et al., 2018; Shen et al., 2018) , and a primal-dual functional stochastic approximation algorithm for solving the problem (1.4) (Dai et al., 2017) . These methods usually require convexity of the objective in order to obtain an -optimal solution. All of these work is different from ours since we mainly focus on the sample complexity of SAA itself. A closely related work is Dentcheva et al. (2017) , where the authors established a central limit theorem result for the SAA of the independent sampling case (1.7) and proved an asymptotic convergence rate of order O(1/ √ m) for the SAA estimator with m = n. Despite these developments, the study of the basic SAA approach and its finite sample complexity analysis remains unexplored for solving the general CSO problem (1.4) and even the special case (1.6). We aim to close this gap in this paper.
Contributions
In this paper, we formally analyze the sample complexity of the corresponding SAA approach for solving CSO. Our contributions are summarized as follows and in Table 1. (a) We establish the first sample complexity results of the SAA in (1.5) for the CSO problem (1.4) under several structural assumptions:
(i) Both f ξ and g η are Lipschitz continuous;
(ii) In addition to (i), f ξ is Lipschitz smooth;
(iii) In addition to (i), the empirical function satisfies the Hölderian error bound condition;
(iv) In addition to (i), f ξ is Lipschitz smooth and the empirical function satisfies the Hölderian error bound condition.
None of these assumptions require convexity of the underlying objective function. Note that the Hölderian error bound (HEB) condition (Bolte et al., 2017) , which includes the quadratic growth (QG) condition (Karimi et al., 2016) as a special case, is a much weaker assumption than strong convexity, and holds for many nonconvex problems in machine learning applications (Charles and Papailiopoulos, 2018) . We show that for general Lipschitz continuous problems, the sample complexity of SAA improves from O(d/ 4 ) to O(d/ 3 ) when assuming smoothness; for problems satisfying the QG condition, the sample complexity of SAA improves from O(1/ 3 ) to O(1/ 2 ) when assuming smoothness. This is very different from the classical results on the SO and the MSP, where Lipschitz smoothness plays no essential role in the sample complexity (Kleywegt et al., 2002; Shapiro, 2006) . Our results are built on the traditional large deviation theory and stability arguments, while leveraging several bias-variance decomposition techniques, in order to fully exploit the specific structure of CSO and other structural assumptions.
(b) We analyze the sample complexity of the modified SAA in (1.7) for the special case (1.6), where ξ and η are independent. We show that the total sample complexity of the modified SAA is O(d/ 2 ) for the general Lipschitz continuous problems. The existence of the QG condition only improves the complexity of the outer samples from O(d/ 2 ) to O(1/ ), yet the overall complexity is dominated by the complexity of the inner samples, which is O(d/ 2 ). Our complexity result matches with the 
Fn orFnm = empirical objective; SC = strongly convex; QG = quadratic growth; = accuracy; d = dimension Conditional = conditional sampling; Independent = independent sampling; xSAA = solution to the SAA problem asymptotic rate established in Dentcheva et al. (2017) even without assuming smoothness of outer and inner functions and is unimprovable. Because of the difficulty with the interdependence among the component functions, we use a different analysis when analyzing this special case. As the stochastic composition optimization (1.8) is a special case of our setting, our result also provides the finitesample complexity for the SAA of (1.8).
(c) We also conduct some simulations of the SAA approach on several examples, including the logistic regression, least absolute value (LAV) regression and its smoothed counterpart, under some modifications. Our simulation results indicate that solving the nonsmooth LAV regression requires more samples than solving its smooth counterpart to achieve the same accuracy. We also observe that when the variance of the inner randomness is relatively large, for a fixed budget T , setting n = O( √ T ) samples seems to perform best for logistic regression, which matches with our theory. Although both conditional sampling and independent sampling schemes can be applied to solving the special case (1.6), with nearly matching sample complexity in situation (iv) (see last row in Table 1 ), our simulations show that using the independent sampling scheme exhibits better performance in practice.
Paper Organization
The remainder of this paper is organized as follows. In Section 2, we introduce some notations and preliminaries. In Section 3, we give the basic assumptions and analyze the mean squared error of the Monte Carlo estimation. In Section 4, we present the main results on the sample complexity of SAA for CSO under different structural assumptions. In Section 5, we provide results for the special case when ξ and η are independent. Numerical results are given in Section 6.
Preliminaries
For convenience, we collect here some notations that will be used throughout the paper. We also introduce some mathematical tools and propositions that are necessary for future discussion. For simplicity, we restrict our attention to l 2 -norm, denoted as || · || 2 . Similar results on sample complexity with respect to different norms can be obtained with minor modification of the analysis.
Let X ⊆ R d be the decision set. We say X has a finite diameter
is said to be a υ-net of X , if x l ∈ X , ∀l = 1, · · · , Q, and the following holds: ∀x ∈ X , ∃l(x) ∈ {1, · · · , Q} such that ||x − x l(x) || 2 ≤ υ. If X has a finite diameter D X , for any υ ∈ (0, 1), there exists a υ-net of X , and the size of the υ-net is bounded, Q ≤ O((D X /υ) d ) (Shapiro et al., 2009) .
A function f : X → R is said to be L-Lipschitz continuous, if there exists a constant L > 0 such that |f (x 1 ) − f (x 2 )| ≤ L||x 1 − x 2 || 2 , ∀x 1 , x 2 ∈ X . The function f : X → R is said to be S-Lipschitz smooth, if it is continuously differentiable and its gradient is S-Lipschitz continuous. This also implies that
2 , then f is called µ-strongly convex when µ > 0, convex when µ = 0, and µ-weakly convex when µ < 0.
Definition 2.1 (Hölderian error bound condition). Let f : X → R be a function with compact domain X and the optimal solution set X * is nonempty. f (·) satisfies the (µ, δ)-Hölderian error bound condition if there exists δ ≥ 0 and µ > 0 such that
In particular, when δ = 1, we say f satisfies the quadratic growth (QG) condition.
The Hölderian error bound condition is also known as the Łojasiewicz inequality (Bolte et al., 2017) . When δ = 1, the condition implies a quadratic growth of the function value near any local minima. The QG condition is a weaker assumption than strong convexity and does not need to be convex. When f (·) is convex, the QG condition is also referred as optimal strong convexity in Liu and Wright (2015) and semi-strong convexity in Gong and Ye (2014) .
The Cramér's large deviation theorem will be frequently used, so we list it as a lemma below based on the result in Kleywegt et al. (2002) . We extend the result to random vectors and provide the proof in Appendix Section A.
Lemma 2.1. Let X 1 , · · · , X n be i.i.d samples of zero mean random variable X with finite variance σ 2 . For any > 0, it holds
where I( ) := sup t∈R {t − log M (t)} is the rate function of random variable X, and M (t) := Ee tX is the moment generating function of X. For any δ > 0, there exists 1 > 0, for any
We will also use the simple fact that for any random variables Y and Z, if random variable
. Lastly, throughout the paper, we call x ∈ X an -optimal solution to the problem
Mean Squared Error of SAA Estimator for CSO
In this section, we make the basic assumptions and analyze the mean squared error of the Monte Carlo estimate of the function value f (x) at a given point.
Problem Formulation and Assumptions
Recall the CSO problem (1.4):
We denote x * andx nm the optimal solutions to the CSO and the SAA problems, respectively. We are interested in estimating the probability ofx nm being an -optimal solution to the CSO problem, namely
Throughout the paper, we assume availability of i.i.d. samples generated from distribution P(ξ) and conditional distribution P(η | ξ) for any given ξ, and we make the following basic assumptions:
The assumption (e) on the boundedness of function values are implied from assumptions (a) and (b). The assumptions (c) and (d) on boundedness of variances are commonly used for sample complexity analysis in the literature. Although the parameters L f , L g , σ f , and σ g could depend on dimensions d and k, we treat these parameters as given constants throughout the paper.
Mean Squared Error of SAA Objective
In this subsection, we analyze the mean squared error (MSE) of the estimatorF nm (x), i.e., the SAA objective (or the empirical objective), for estimating the true objective function F (x), at a given x. The MSE can be decomposed into the sum of squared bias and variance of the estimator:
We first characterize the bias.
Lemma 3.1. Let {η j } m j=1 be conditional samples from P (η|ξ) given ξ ∼ P (ξ). Under Assumption 3.1, for any fixed x ∈ X that is independent of ξ and {η j } m j=1 , it holds that,
If additionally, f ξ (·) is S-Lipschitz smooth, we have
The results then follow directly by invoking the Lipschitz continuity and smoothness and taking expectations. Now we provide a bound on the variance.
Hence, we obtain the desired result.
Combing Lemma 3.1 and Lemma 3.2 leads to the following result on the mean squared error.
Theorem 3.1. Under Assumption 3.1, we have
If additionally, f ξ (·) is S-Lipschitz smooth, the mean squared error is further bounded by
Unlike the classical stochastic optimization, the SAA objective of CSO is no longer unbiased. The estimation error of the SAA objective therefore comes from both bias and variance. A key observation from Theorem 3.1 is that Lipschitz smoothness of f ξ (·) is essential to reduce the bias and can be potentially exploited to improve the sample complexity of SAA.
We point out that in Hong and Juneja (2009), the authors also consider the estimation problem of the expected value of a non-linear function on a conditional expectation, i.e., E[f (E[ζ|ξ])]. Their setting is slightly different from ours as they restrict f to be one-dimensional and assume f contains a finite number of discontinuous or non-differential points and is thrice differentiable with finite derivatives on all continuous points. They provide an asymptotic bound O(1/m 2 + 1/n) of the mean squared error for their nested estimator based on Taylor expansion. Here we focus on a general continuous outer function f ξ (·), and show that Lipschitz smoothness of f ξ (·) is sufficient to achieve a similar error bound with finite samples.
Sample Complexity of SAA for Conditional Stochastic Optimization
In this section, we analyze the number of samples required for the solution to the SAA (1.5) to be -optimal of the CSO problem (1.4), with high probability.
We consider two general cases: (i) when the objective is Lipschitz continuous and (ii) when the empirical objective satisfies the Hölderian error bound condition. In the former case, we establish a uniform convergence analysis based on concentration inequalities for bounding the probability P(F (x nm ) − F (x * ) ≥ ), and in the latter case, we provide a stability analysis for bounding the probability. In both cases, we further take into account two scenarios, with and without the Lipschitz smoothness assumption of the outer function.
Sample Complexity for General Lipschitz Continuous Functions
We first consider the case when the objective is Lipschitz continuous and prove the uniform convergence.
Theorem 4.1 (Uniform Convergence). Under Assumption 3.1, for any δ > 0, there exists 1 > 0 such that for
If additionally, f ξ (·) is S-Lipschitz smooth, then (4.1) holds as long as m ≥ 2Sσ 2 g / .
Proof. We construct a υ-net to get rid of the supreme over x and use a concentration inequality to bound the probability. First, we pick a υ-net
Hence, for any x ∈ X ,
2)
It follows that
If max l EZ(l) ≤ /4, by Lemma 2.1, we have
.
Similarly, we could show that if max l EZ(l) ≥ − /4,
Based on Lemma 3.1, we have, for Lipschitz continuous
is satisfied when m is sufficiently large. By analysis of Theorem 3.1, we know
. This then leads to the desired result.
(4.7)
Invoking Theorem 4.1, we immediately have the following result.
Corollary 4.1 (SAA under General Lipschitz Continuous Condition). Under Assumption 3.1, for any δ > 0, there exists 1 > 0 such that for
If additionally, f ξ (·) is S-Lipschitz smooth, then (4.8) holds as long as m ≥ 2Sσ 2 g / .
The corollary implies that any optimal solution to the SAA problem (1.5) is -optimal to the CSO problem (1.4) with high probability if a sufficiently large number of inner and outer samples is used. This further implies the following sample complexity result.
Corollary 4.2. With probability at least 1 − α, the solution to the SAA problem is -optimal to the original CSO problem if the sample sizes n and m satisfy that
is also Lipschitz smooth.
Ignoring the log factors, under Assumption 3.1, the total sample complexity of SAA for achieving anoptimal solution is T = mn + n = O(d/ 4 ); when f ξ (·) is Lipschitz smooth, the total sample complexity reduces to
The above result indicates that in general, the sample complexity of the SAA for the CSO problem is O(d/ 4 ) when assuming only Lipschitz continuity of the functions f ξ and g η . The sample complexity drops to O(d/ 3 ) assuming additionally Lipschitz smoothness of the outer function f ξ . Notice that the complexity depends only linearly on the dimension of the decision set. This is quite different from the three-stage stochastic optimization. In Shapiro (2006) , for a three-stage stochastic programming, the authors showed the sample sizes for estimating the second and the third stages need to be at least O(d/ 2 ), leading to a total of O(d 2 / 4 ) samples, to guarantee uniform convergence even for stage-wise independent random variables.
Sample Complexity under Error Bound Conditions
In this subsection, we consider the case when the empirical function satisfies Hölderian error bound condition, which includes the quadratic growth condition and strong convexity as special cases. Error bound condition has been widely studied recently in the context of (stochastic) oracle-based algorithm for faster convergence; see e.g., Karimi et al. (2016) ; Drusvyatskiy and Lewis (2018); Xu et al. (2016) and references therein. To our best knowledge, very few papers have exploited the Hölderian error bound condition for the SAA approach and analyzed the sample complexity under such a condition. We show that the CSO problem under the Hölderian error bound condition yields smaller orders of sample complexity for the SAA approach. We make the following two assumptions throughout this subsection.
Assumption 4.1. The empirical functionF nm (x) satisfies the (µ, δ)-Hölerian error bound condition with µ > 0, δ ≥ 0, i.e., it holds that
where n, m are any positive integers, and X * nm is the optimal solution set of the empirical objective function F nm (x) over X . Assumption 4.2. The empirical functionF nm has a unique minimizerx nm on X , for any n and m.
An interesting special case of Assumption 4.1 is the quadratic growth (QG) condition when δ = 1. QG condition is actually satisfied by a wide spectrum of objectives, such as strongly convex functions, general strongly convex functions composed with piecewise linear functions, general piecewise convex quadratic functions, etc. There are also many other specific examples arising in machine learning applications that satisfy the QG condition, including logistic loss composed with linear functions and neural networks with linear activation functions, see Charles and Papailiopoulos (2018) ; Karimi et al. (2016) , and reference therein. Another interesting case is the polyhedral error bound condition when δ = 0, which is known to hold true for many piecewise linear loss functions (Bolte et al., 2017) . For both cases, these functions are not necessarily strongly convex nor convex. Relevant problems with SAA objectiveF nm satisfying the QG condition are discussed in Appendix Section D.
Assumption 4.2 could be restricted and less straightforward to verify. In general, for a non-strictly convex empirical objective function, the optimal solution is not necessarily unique. Yet, it is not exclusive to strictly convex functions. We illustrate one such example below. Lastly, we point out that whenF nm (x) is strongly convex, for example, regularized convex empirical objective, the above assumptions hold naturally. Results for the regularized SAA are discussed in Appendix Section E. Example 1. Consider the following one-dimensional function
where ξ and η can be any random vectors that satisfy η|ξ ≥ √ µ with probability 1. Denoteη i = 1 m m j=1 η ij , the empirical function is given bŷ
It can be easily verified thatF nm (x) satisfies the QG condition with parameter µ > 0. Moreover, the empirical functionF nm (x) has a unique minimizer x * = 0 for any m, n.
Example 2. Consider the logistic regression problem with the objective
where a ∈ R d is a random feature vector and b ∈ {1, −1} is the label, η = a + N (0, σ 2 I d ) is a perturbed noisy observation of the input feature vector a. The empirical objective functionF nm (x) is given bŷ
We show thatF nm (x) satisfies the QG condition on any compact convex set in Appendix Section D. Note that the minimizer of a general empirical objective function is not necessarily always unique. However, the Hessian ofF nm (x) shows thatF nm (x) is strictly convex if 1 m m j=1 η ij = 0 for all i, which is satisfied with high probability. Thus,F nm (x) has a unique minimizer with high probability.
Next, we present our main result on the sample complexity of SAA.
Theorem 4.2 (SAA under Error Bound Condition). Under Assumption 3.1, 4.1, 4.2, for any > 0, we have
If additionally, f ξ (·) is S-Lipschitz smooth, then we further have
Different from the previous section, we use a stability argument in the analysis to exploit the error bound condition. The nature of CSO, namely, the composition of f ξ (·) and g η (·, ξ) introduces extra difficulty in the analysis. As shown in Lemma 3.1, the empirical function is a biased estimator of the original function due to such composition. Introducing a perturbed sample set could bring in some dependence in randomness. Below we provide the detailed proof of Theorem 4.2.
Proof. Recall that x * andx nm are the minimizers of F (x) andF nm (x), respectively. It's clear that x * has no randomness, andx nm is a function of
We decompose the error F (x nm ) − F (x * ) in three terms, and analyze each term below:
(4.10)
First, we use a stability argument and Lemma 3.1 to bound
as the empirical function by replacing the k th outer sample ξ k with another i.i.d outer sample ξ k , and replacing the corresponding inner samples {η kj } m j=1 with {η kj } m j=1 , which are sampled from the conditional distribution of P(η|ξ k ) for a given sample ξ k . Denotex nm (x). Further, we decompose EE 1 = E[F (x nm ) −F nm (x nm )] into three terms:
(4.12)
Since ξ k and ξ k are i.i.d,x nm andx
nm , ξ k ))] for any k, and thus the first term is 0. The second term could be bounded by Lemma 3.1. Asx
for S-Lipschitz smooth f ξ (·), we get
For the third term in (4.12), we use the stability argument.
By optimality ofx
nm (x) and Lipschitz continuity of f ξ and g η , we have,
(4.13)
Sincex nm is the unique minimizer ofF nm (x), andF nm (x) satisfies QG condition with parameter µ, we obtain,F
(4.14)
Combining with (4.13), we have,
By Lipschitz continuity of f ξ (·) and g η (·, ξ), we obtain,
Combining (4.12) and (4.15), for
Second, by optimality ofx nm ofF nm , we have
Notice that x * is independent of {η ij } m j=1 for any i = {1, · · · , n} and E[F n (x) − F (x)] = 0. By Lemma 3.1, for L f -Lipschitz continuous f ξ (·),
for S-Lipschitz smooth f ξ (·), we have,
Finally, combining (4.16), (4.18), (4.19), with (4.9), we obtain the desired result for the Lipschitz continuous case. Combining (4.17), (4.18), (4.20), with (4.9), we obtain the desired result for the Lipschitz smooth case.
As an immediate result, we derive the sample complexity of SAA under the error bound condition.
Corollary 4.3. Under Assumption 4.1 and 4.2, with probability at least 1 − α, the solution to the SAA problem is -optimal to the original CSO problem if the sample sizes n and m satisfy that
Hence, the total sample complexity of SAA for achieving an -optimal solution is at most T = mn + n = O(1/ δ+2 ); when f ξ (·) is Lipschitz smooth, the total sample complexity reduces to T = mn + n = O(1/ δ+1 ).
In particular, when the empirical function is strongly convex or satisfies the QG condition, i.e., Assumption 4.1 with δ = 1, this leads to the total sample complexity of O(1/ 3 ) for Lipschitz continuous case and O(1/ 2 ) for Lipschitz smooth case, respectively. From the above corollary, the error bound condition only affects the sample complexity of the outer samples, and the sample size decreases as δ decreases. As δ gets closer to zero, the sample complexity will essentially be dominated by the inner sample size.
A key difference between the results in Theorems 4.1 and 4.2 lies in the dependence on the problem dimension and confidence level. While the sample complexity under the Hölderian error bound condition is dimension-free, the dependence on the confidence level 1 − α grows from O(log(1/α)) to O(1/α δ ). This is similar to classical results on stochastic optimization for strongly convex objectives (Shalev-Shwartz et al., 2010) .
Sample Complexity of SAA for CSO with Independent Random Vectors
In this section, we consider the special case when the outer and the inner randomness are independent. The objective in (1.4) then simplifies to
(5.1) This is similar yet slightly more general than (1.8), the compositional objective considered in Wang et al. (2016 Wang et al. ( , 2017 . Note that the inner cost function we consider here is dependent on both ξ and η, and thus cannot be written as a composition of two deterministic functions. The sample complexity of SAA under the conditional sampling setting achieved in Section 4 applies to this setting since it can be viewed as a special case of the former. However, due to the special independence structure, we now consider an alternative modified SAA, using the independent sampling scheme, in which we use the same set of samples to estimate the inner expectation. The procedure of the independent sampling scheme for solving (5.1) works as follows: first generate n i.i.d. samples {ξ 1 , . . . , ξ n } of ξ ∼ P(ξ); generate m i.i.d samples {η 1 , . . . , η m } of η ∼ P(η), then solve the following approximation problem:
As a result, the total sample complexity becomes T = m + n. In recent work by Dentcheva et al. (2017) , the authors established a central limit theorem result for the SAA (5.2) with m = n. In particular, they have shown that for Lipschitz smooth functions f ξ (·) and g η (·, ξ) = g η (·), the SAA estimator converges in distribution as follows:
where W (·) = (W 1 (·), W 2 (·)) is a zero-mean Brownian process with certain covariance functions and Z(·) is a function that depends on the first order information. This result only yields an asymptotic convergence rate of order O(1/ √ m) for the SAA with m = n. Below, we will provide a finite sample analysis for SAA and establish refined sample complexity results based on concentration inequality techniques.
Note that in the above SAA problem (5.2), the component functions f ξ i 1 m m j=1 g η j (x, ξ i ) share the same random vectors {η j } m j=1 and are dependent. This is distinct from the SAA (1.5) considered in the previous section. Because of this key difference, the previous analysis will no longer apply to this modified SAA. We will resort to a different analysis for deriving the sample complexity. Similarly, we consider two structural assumptions, when the empirical objective is only known to be Lipschitz continuous and when the empirical objective also satisfies the error bound condition.
Sample Complexity for Lipschitz Continuous Problems
We first consider the case when the objective is Lipschitz continuous. We make the same basic assumptions of the Lipschitz continuity of f ξ (·) and g η (·, ξ) and boundedness of variances as described in Assumption 3.1. Our main result is summarized below.
Theorem 5.1. Under the independent sampling scheme and Assumption 3.1, for any δ > 0, there exists an 1 > 0 such that for any ∈ (0, 1 ), we have
(5.3) Here, d is the dimension of the decision set, and k is the dimension of the range of function g.
Proof. First, we pick a υ-net {x l } Q l=1 on the decision set X , such that L f L g υ = /4. Using a similar argument in the proof of Theorem 4.1, we have
(5.4) By Lipschitz continuity of f ξ (x) and Lemma 2.1, we have
By Lemma 2.1, we also have
Combining the above two inequalities and the fact that
, we obtain the desired result.
Invoking the relation in (4.7), the above theorem implies the following:
Corollary 5.1. Under Assumption 3.1, with probability at least 1 − α, the solution to the modified SAA problem (5.2) is -optimal to the original problem (5.1) if the sample sizes n and m satisfy
Ignoring the log factors, under Assumption 3.1, the total sample complexity of the modified SAA for achieving an -optimal solution is T = m + n = O(d/ 2 ).
Note that this sample complexity is significantly smaller than that for the general CSO. The O(d/ 2 ) sample complexity also matches the lower bounds on sample complexity of SAA for classical stochastic optimization with Lipschitz continuous objectives (Massart et al., 2006) ; therefore, this result is unimprovable without further assumptions.
Sample Complexity Under Error Bound Conditions
We now consider the case when the empirical objective satisfies Assumption 4.1 and 4.2, i.e., the empirical objectiveF nm (x) satisfies the error bound condition and has a unique minimizer for any integers n, m. Our main result is summarized as follows.
Theorem 5.2. Under Assumptions 3.1, 4.1, and 4.2, then for any > 0 and υ > 0, we have
(5.7) The solution to the modified SAA problem (5.2) is -optimal to the problem (5.1) with probability at least 1 − α, if υ = α 12L f Lg , and the sample sizes n and m satisfy that
Similar to Theorem 4.2, the outer sample size is independent of dimension and decreases as δ decreases. As δ gets closer to zero, the sample complexity will essentially be dominated by the inner sample size. In particular, when the empirical function satisfies the QG condition or is strongly convex, i.e., Assumption 4.1 holds with δ = 1, the outer sample size is reduced from O(d/ 2 ) in the Lipschitz continuous case to O(1/ ). Yet, the total sample complexity remains O(d/ 2 ).
In contrast to the sample complexity established in Section 4 for the conditional sampling setting, a notable difference here is that the Lipschitz smoothness condition does not necessarily help reduce the sample complexity. This result aligns with the central limit theorem established in Dentcheva et al. (2017) . One of the reasons arises from the interdependence among the component functions in the modified SAA objective, leading to extra variance. Because of that, the analysis requires sophisticated arguments to handle the dependence and is much more involved . We defer the proof to Appendix Section B.
Remark 5.1. Although the overall O(1/ 2 ) sample complexity cannot be further improved in general, it is worth pointing out that, for some interesting specific instances, the modified SAA could achieve lower sample complexity than what is described from theory. We illustrate this from the following example.
Example 3. For γ > 0, consider the following problem
where η ∼ N(0, σ 2 η ) and H(·, γ) is the Huber function, i.e.,
for |x| ≤ γ.
(5.9)
Note that here f ξ (x) := f (x) = H(x, γ) + x 2 is deterministic, and g η (x, ξ) = x + η. When γ > 0, f (x) is 1/γ-Lipschitz smooth. When γ → 0, f (x) → |x| + x 2 , which is no longer differentiable. In this example, x * = argmin x∈X F (x) = −Eη, F * = min x∈X F (x) = 0. The empirical objective becomeŝ
Thus,x m = argmin x∈XFm (x) = −η. It can be easily shown that the error of SAA satisfies that when γ > 0, Remark 5.2. For a CSO problem with independent random vectors, both of the above SAA approaches, through conditional sampling, or independent sampling, can be applied to solve the problem (5.1). Comparing Theorem 4.2 and Theorem 5.2, when both smoothness and quadratic growth conditions are satisfied, the sample complexities of these two SAA approaches achieve the same order O(1/ 2 ), except for an extra O(d) factor for the independent sampling. Interestingly, our numerical experiment in the next section shows that the independent sampling outperforms the conditional sampling scheme under a given dimension and the same sample budget on our testing cases.
Numerical Experiments
In this section, we conduct numerical experiments based on two applications, logistic regression and robust regression, to demonstrate the performance of SAA for solving CSO problems. For a fixed sample budget T , we adopt difference sample allocation strategies for (m, n), and compute the corresponding accuracy of the SAA estimators. We repeat 30 runs for each sample allocation and report the average performance. The SAA problems are directly solved by CVXPY 1.0.9 (Diamond and Boyd, 2016).
Logistic Regression
We consider the logistic regression problem in Example 2. The problem is formulated as follows: 
where a ∈ R d is a random feature vector and b ∈ {1, −1} is the label, η = a + N (0, σ 2 η I d ) is a perturbed noisy observation of the input feature vector a, and the domain is X = {x|x ∈ R d , x 2 ≤ 100}. The empirical functionF nm (x) is given bŷ
Note that from Example 2, f is Lipschitz-smooth,F nm (x) satisfies QG condition on any compact convex set, and with high probability has a unique minimizer for large n. Theorem 4.2 implies that the theoretical optimal sample allocation strategy is n = O(1/ √ T ) and m = O(1/ √ T ). In the experiment, samples of ξ = (a, b) and η are generated as follows:
We set σ 2 ξ = 1, and consider three cases for σ η : σ 2 η = {0.1, 10, 100}, corresponding low, medium, high variances from inner randomness. For a given sample budget T ranging from 10 3 to 10 6 , four different sample allocation strategies are considered, i.e. n = [T 1/4 ], n = [T 1/3 ], n = [T 1/2 ], and n = [T 2/3 ]. We then compute the average estimation error F (x nm ) − F * over 30 runs and its standard deviation. The results are summarized in Figure 6 .1, where x-axis denotes the sample budget T , and y-axis shows the estimation error. Each curve represents a sampling scheme, showing the average error and upper confidence bound.
The trend from Figure 6 .1(a)-(c) shows that when the inner variance is relatively large, setting n = O(T 1/2 ) consistently outperforms the other sampling strategies, which matches our analysis. The error bar suggests that larger number of outer samples results in smaller deviation of the estimation accuracy.
Robust Regression
We now examine the robust regression problem, where the objective is no longer Lipschitz differentiable. The problem is as follows: min
where a ∈ R d is a random feature vector and b ∈ R is the label, η = a + N (0, σ 2 η I d ) is a perturbed noisy observation of the input feature vector a, and the domain is X = {x|x ∈ R d , x 2 ≤ 100}. For comparison purposes, we also consider the smoothed version of this problem based on the Huber function:
where γ > 0 is the smoothness parameter. The empirical functions for these two objectives are given bŷ
Theorem 4.1 and Theorem 4.2 indicate that Lipschitz smoothness of outer function f ξ (x) helps reduce the inner sample size required to achieve the same level of accuracy. For a given budget T , the theoretical optimal sample allocation strategies for these two problems is n = O(T 1/2 ) and n = O(T 2/3 ), respectively. In our experiment, we set d = 20. Samples of ξ = (a, b) and η are generated as follows:
As in the previous experiment, we measure the average error and upper confidence bound for both problems with sample budget T ranging from 10 3 to 10 6 under four different sample allocation strategies over 30 runs. We also consider two sets of smoothness parameters, γ ∈ {0.1, 10}. The results are summarized in Figure 6 .2. Figure 6 .2 (a)-(c) shows that setting n = O( √ T ) indeed yields almost the best accuracy for absolute value loss minimization, which again matches our analysis. The overall performance of SAA for the original and that of the smoothed problems behave quite similarly in this case, yet solving the smoothed problem yields much better accuracy under the same budget. This also supports our theoretical findings that the sample complexity is lower for smooth problems.
Comparison of Conditional Sampling and Independent Sampling
In this experiment, we consider a modified logistic regression example, that falls into the special case with independent inner and outer randomness:
where a ∈ R d is a random feature vector, b ∈ R is the label, η ∼ N (0, σ 2 η I d ) is the noise. The empirical functionF C nm (x) under conditional sampling scheme iŝ
The empirical functionF I nm (x) under independent sampling scheme iŝ
For both sampling schemes, the optimal allocation for n is in the order of O( √ T ), and m is set to m = T /n or m = T − n.
In our experiment, we set d = {10, 100}. Samples of ξ = (a, b) and η are generated as follows: 
We set σ 2 ξ = 1, and σ 2 η = 10. For any given sample budget T , we compare the performance of the two sampling scheme under different choices of outer sample n varying from 0 to 10000. Figure 6 .3(a) illustrates the comparison when d = 10, and T = 10000. The bell shape in Figure 6 .3(a) reflects a clear bias-variance tradeoff for different n and m.
In Figure 6 .3(b), we report the best performance (by choosing the best n) of these two sampling schemes with d ∈ {10, 100}, and T ranging from 1000 to 50000. Figure 6 .3(b) shows that the independent sampling scheme always achieves a smaller error for the logistic regression problem. The gap between the two schemes decreases as the dimension increases, which also matches our analysis.
Conclusion
In this paper, we introduce the class of conditional stochastic optimization problems and provide sample complexity analysis of sample average approximation under different structural assumptions. Our results show that the overall sample complexity can be significantly reduced under Lipschitz smoothness condition, which is very different from the theory of classical stochastic optimization and multi-stage stochastic programming. By exploiting error bound conditions, the sample complexity could be further reduced. To our best knowledge, these are the first non-asymptotic sample complexity results established in the context of conditional stochastic optimization. For future work, we will investigate stochastic approximation algorithms for solving this family of problems and establish their sample complexities. 
Replacing t n with t, and taking logarithm on both sides, then for all t > 0, we have
Minimizing over t, we further obtain,
The rate function I( ) of a zero-mean random variable X has some nice properties. I( ) is a convex function and min I( ) = I(0) = 0. If M (t) is finite valued in a neighborhood of t = 0, X has finite moments. Since M (t) is infinitely differentiable at t = 0, by dominated convergence theorem, log M (t) is infinitely differentiable at t = 0, and ∇ log M (t)| t=0 = 0. Thus, I( ) > 0 for > 0, I (0) = 0, and I (0) = σ −2 , where σ 2 is the variance of X, by Taylor expansion,
It implies that for any δ > 0, there exists 1 > 0, for all ∈ (0, 1 ), I( ) ≥ 2 (2+δ)σ 2 . Alternatively, if X is a zero-mean sub-Gaussian random variable, by definition we have I( ) ≥ 2 2σ 2 , ∀ > 0. Now let's consider the case when X is a zero-mean random vector in R k . Denote
, and I j (·) the rate function of the j th coordinate of the random vector X. We have
The last inequality is due to the fact that
A.2 Proof of Lemma 3.1
Proof. Denote X j (x) := g η j (x, ξ) − E η|ξ g η (x, ξ), and {η j } m j=1 = {η 1 , · · · , η m }. By Assumption 3.1,
For the other side, we could derive a similar lower bound. Then,
B Proof of Theorem 5.2
Convergence Analysis We follow a similar decomposition as we did in proving Theorem 4.2 and use the same notations, likeF
nm , the perturbed empirical function and its minimizer, except that we replace all the η kj with η j for k = 1, · · · , n and replace the conditional expectation E η | ξ with E η . Unfortunately, one will immediately notice that Lemma 3.1 is no longer applicable for bounding the second term in (4.12):
Because the minimizerx
nm depends on {η j } m j=1 . It means Lipschitz continuity or smoothness condition cannot upper bound the term above. Below we provide the detailed proof of Theorem 5.2.
Proof. It is clear that x * has no randomness,x nm is a function of {ξ i } n i=1 , {η j } m j=1 . Since x * is the minimizer of F (x), F (x nm ) − F (x * ) ≥ 0. By Markov inequality, for any > 0,
We still decompose the error F (x nm ) − F (x * ) in three terms:
First, we use a stability argument to bound
the empirical function by replacing the k th outer sample ξ k with another i.i.d sample ξ k . Denotex
nm (x). Then, EE 1 could be written as:
The first term is zero. Since ξ k and ξ k are i.i.d,x nm andx
To analyze the second term, denote
We pick a υ-net {x l } Q l=1 for the decision set X , such that for any x ∈ X , there exists l 0 ∈ {1, · · · , Q},
nm is independent of ξ k , and f ξ (·) and g η (·, ξ) are Lipschitz continuous, we obtain,
Denote t = 2υL f L g , then we could select proper t. By Jensen's inequality, for any s > 0
, and given η 1 , . . . , η p−1 , η p+1 , · · · , η m , we have
where M g is the upper bound of g η (·, ξ) on X . It implies that H k (x l ) =H(η 1 , · · · , η m ) has bounded difference 2MgL f m . By McDiarmids inequality (McDiarmid, 1989) , for any r > 0,
is a sub-Gaussian random variable with zero mean and variance proxy 2M 2 g L 2 f /m for any given ξ k . The definition of sub-Gaussian random variable (Buldygin and Kozachenko, 1980) yields
Since x l is independent of random vectors {η j } m j=1 , by Lemma 3.1, we know
With (B.5), we have
Taking the logarithm, dividing s on each side, and minimizing over s yields
We use the stability argument to bound the third term in (B.4).
Combining with (B.9), we have,
Combining with (B.4), (B.8), and (B.11),
Notice that x * is independent of {η j } m j=1 and {ξ i } n i=1 , by Lemma 3.1, for L f -Lipschitz continuous f ξ (·),
(B.14)
Finally, combining (B.12), (B.13), (B.14), with (B.1), we obtain (5.7), namely,
It remains to show the sample size of n and m forx nm to be an -optimal solution to problem (1.6) with probability at least 1 − α. Let
We obtain the desired sample complexity (5.8).
C Example of Huber Loss Minimization
For γ > 0, consider the following problem Note that here f (x) = H(x, γ) + x 2 is deterministic, g η (x, ξ) = x + η. When γ > 0, f (x) is 1/γ-Lipschitz smooth. When γ → 0, f (x) → |x| + x 2 , which is no longer differentiable. In this simple example, x * = argmin x∈X F (x) = −Eη, F * = min x∈X F (x) = 0. The empirical objective function becomeŝ F m (x) = H(x +η, γ) + (x +η) 2 , whereη = We use the fact that: where Eη ij = a i . Here f ξ i (u) = log 1 + exp(b i u) .F nm (x) = 1/n n i=1 f (u i ), where f (u) = log 1 + exp(u) is strictly convex, and u i = 1 m m j=1 η ij x is bounded for any x ∈ X and realization η ij . It is easy to verify that on any compact set, f (u) is strongly convex. The strong convexity parameter is related to the compact size. With (D.1),F nm (x) satisfies the QG condition.
Note that the result is not necessarily true for all strictly convex function. For instance, ||x|| 4 2 is strictly convex, but ||Ax|| 4 2 does not satisfies quadratic growth condition on any compact set containing x = 0.
E Other Results on Regularized SAA
The previous theorems discuss the sample complexity of SAA for strongly convex and QG condition cases. However, in many real world applications, the empirical function may not satisfy either of those conditions. For instance, the objective function might be only convex. Actually, the result obtained in strongly convex cases can be used to obtain dimensional free tail bounds for general convex objective by adding l 2 -regularization.
Lemma E.1 (Shalev-Shwartz et al. (2010) ). Consider a stochastic convex optimization problem:
where G(x) is the expectation over some convex random function. Suppose that the decision set X ∈ R d has bounded diameter D X . Denote G µ (x) := G(x) + µ 2 ||x|| 2 2 , where µ > 0 is a strongly convex parameter. DenoteĜ(x) as the SAA counterpart of G(x), x * ∈ argmin x∈X G(x),x ∈ argmin x∈XĜ (x), x * µ = argmin x∈X G µ (x), andx u = argmin x∈XĜµ (x) :=Ĝ(x) + µ 2 ||x|| 2 2 . If the expected error of SAA on strongly convex objectives is bounded by β(µ), i.e.,
(E.1)
Then,
Remark E.1. This theorem shows that the minimum pointx µ to a l 2 -regularized empirical functionĜ µ could be a good solution to the original convex function G(x) as long as one selects µ properly. Note that x µ might not be a minimum point of the empirical functionĜ(x). In CSO case, according to Theorem 4.2, if F (x) is convex, the expected error of SAA method for min x∈X F (x) + µ 2 ||x|| 2 2 is bounded by β(µ) = 
Minimizing over µ, we obtain,
As a result,
We notice that the outer sample size, n = O(1/ 2 ), is dimensional free, while in Theorem 4.1, n = O(d/ 2 ), depends linearly in dimension; the inner sample size m stays the same in either Lipschitz continuous or smooth setting. For high-dimensional problems, adding regularization is sometimes more favorable as it lowers the sample complexity and also helps boosting the convergence when solving the SAA. Below we give the proof of Theorem E.1.
Proof.
The first inequality is by assumption on β(µ). Switching side we get
