The medium access control of IEEE 802.11e defines a novel coordination function, namely, hybrid coordination function (HCF), which allocates transmission opportunity (TXOP) to stations taking their quality of service (QoS) requirements into account. However, the reference TXOP allocation scheme of HCF controlled channel access, a contention-free channel access function of HCF, is only suitable for constant bit rate traffic. For variable bit rate traffic, packet loss may occur seriously. The authors propose a TXOP allocation scheme to efficiently allocate bandwidth and meet the QoS requirements in terms of both delay bound and packet loss probability. To achieve high bandwidth efficiency, the authors take advantage of not only intra-flow multiplexing gain of traffic flows with large delay bounds, but also inter-flow multiplexing gain of multiple traffic flows with different delay bounds. According to numerical results obtained by computer simulations, the proposed TXOP allocation scheme results in much higher bandwidth efficiency than previous algorithms under the same constraints of delay bounds and packet loss probability.
Introduction
Nowadays, wireless network such as IEEE 802.11 WLANs [1] is deployed widely with rapidly, increasing users all over the world. As real-time applications, such as VoIP and streaming video are getting more common in daily life, quality of service (QoS) guarantee over wireless networks is becoming an important issue. Generally speaking, QoS includes guarantee of maximum packet delay, delay jitter and packet loss probability. To cope with this problem, a new enhancement of WLANs, called IEEE 802.11e [2] , is introduced to support the QoS requirements of real-time traffic.
IEEE 802.11e proposes a QoS-aware coordination function, which is called hybrid coordination function (HCF). This function consists of two-channel access mechanisms. One is contention-based enhanced distributed channel access (EDCA) and the other is contention-free HCF-controlled channel access (HCCA). Because of the contention-free nature, HCCA can provide much better QoS guarantee than EDCA [3] .
HCCA requires a centralised QoS-aware coordinator, called hybrid coordinator (HC), which has a higher priority than normal QoS-aware stations (QSTAs) in gaining channel control. HC can gain control of the channel after sensing the medium idle for a point coordination function interframe space (PIFS) interval that is shorter than distributed coordination function interframe space (DIFS) adopted by QSTAs. After gaining control of the transmission medium, HC will poll QSTAs according to its polling list. In order to be included in HC's polling list, each QSTA needs to make a separate QoS service reservation, which is accomplished by sending the add traffic stream (ADDTS) frame to HC. In this frame, QSTAs can give their traffic characteristics a detailed description in the traffic specification (TSPEC) field. Based on the traffic characteristics specified in TSPEC and the QoS requirements, HC calculates the scheduled service interval (SI) and transmission opportunity (TXOP) duration for each admitted flow.
Upon receiving a poll, the polled QSTA either responds with QoS-data if it has packets to send or a QoS-null
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IET frame otherwise. When the TXOP duration of some QSTA ends, HC gains the control of channel again and either sends a QoS poll to the next station on its polling list or releases the medium if there is no more QSTA to be polled.
The TXOP calculation of the reference scheduler provided in IEEE 802.11e standard document is based on mean data rate and nominal medium access control service data unit (MSDU) size. It performs well for constant bit rate (CBR) traffic. For variable bit rate (VBR) traffic, packet loss may occur seriously. A simple solution to cope with this problem is to use the maximum data rate of a VBR flow to allocate TXOP. However, such a solution tends to significantly reduce bandwidth utilisation. In [4] , a new HCF scheduling scheme, called fair HCF (FHCF) scheduling algorithm, was proposed for IEEE 802.11e WLANs, which aims to be fair for both CBR and VBR traffic. Unfortunately, it does not provide guaranteed delay bound for all admitted flows. The scheduling algorithms proposed in [5] and [6] provide bounded average packet delay without considering packet loss. Since many real-time VBR applications can tolerate packet loss as long as the loss probability is under a pre-defined level [7] , one can manage medium bandwidth more efficiently if such a feature is utilised.
Fan et al. [8] and our previous work [9] modified the TXOP calculation and admission control unit of the reference design so that under a bounded delay, packet loss probability can be controlled under a pre-defined level. To reduce computational complexity, it is assumed that all real-time traffic flows have the same delay bound and a packet is dropped if it cannot be served in the next SI right after the one it arrived in. However, different real-time traffic flows may have distinct delay bounds [7] . In other words, for a given flow with delay bound greater than one SI, the allocated TXOP in a specific SI can be shared by packets that arrived in previous SIs as long as these packets do not violate their delay bound requirement. Such a mechanism is called intra-flow multiplexing. When there are multiple VBR flows in one QSTA, the total allocated TXOP can be smaller than the sum of the TXOPs allocated to each individual flow if the service requirements of these flows are considered together. Such a mechanism is called inter-flow multiplexing. Without taking into account the earlier two multiplexing mechanisms, a TXOP-allocation scheme tends to be too conservative and results in inefficient bandwidth allocation.
To reduce computational complexity, we assume in this paper that the arrival process of each real-time VBR traffic flow is Gaussian, which has been widely adopted as traffic arrival model in previous works [9] [10] [11] [12] [13] [14] [15] [16] . It is often an acceptable assumption especially when there are multiple independent traffic flows multiplexed together. Based on this assumption, we propose an effective and efficient TXOP-allocation scheme and the associated admission control unit so that delay and packet loss probability can both be bounded. To achieve high bandwidth efficiency, we take advantage of not only intra-flow multiplexing gain of traffic flows with large delay bounds, but also inter-flow multiplexing gain of traffic flows with different delay bounds. Numerical results obtained by computer simulations show that our proposed TXOP allocation scheme results in much better performance than previous works. Although we assume the arrival process is Gaussian, our idea can be applied to other arrival processes.
The remainder of this paper is organised as follows. In Section 2, we describe the system model. In Section 3, we review related previous works, including the reference scheduler, admission control unit presented in the consensus proposal and other TXOP allocation algorithms. Section 4 contains our proposed TXOP allocation scheme for traffic flows with different delay bounds. Simulation results are provided and discussed in Section 5. Finally, we draw conclusions in Section 6.
Acronyms
The acronyms that will be frequently used in the paper are listed as follows: Moreover, an SI is further divided into a contention period and a contention-free period.
When the connection request of a new real-time flow arrives, a QSTA has to negotiate with the HC for admission. The QSTA needs to describe the traffic characteristics of the new flow in the TSPEC field of the ADDTS frame. As an example, the mandatory traffic characteristics defined in the consensus proposal include mean data rate (r), nominal MSDU size (L) and maximum service interval (SI max ). The HC uses the specified traffic characteristics and the requested QoS requirements to calculate the TXOP allocation for the new flow and accepts it if the requested QoS can be guaranteed without violating the QoS requirements of existing connections.
In this paper, we assume that the specified maximum service interval is the delay bound of a flow and, in addition, a pre-defined packet loss probability has to be guaranteed for all real-time flows.
Previous works
In this section, we describe previous works, including the reference scheduler proposed in the IEEE 802.11e standard document and other designs based on exactly known arrival process or Gaussian approximation. For the ease of description, we assume that there are K QSTAs with a total of n existing flows, and QSTA k is negotiating with HC for a new flow, i.e. flow n þ 1.
The reference scheduler
Let r i , L i and SI max,i denote respectively the mean data rate, nominal MSDU size and maximum service interval of flow i. In the reference scheduler, the HC determines a possible new SI according to SI ¼ minfSI,SI max,nþ1 g. Note that SI has to be a sub-multiple of the beacon interval and is initially set to T b , the duration of a beacon interval. The HC then calculates the TXOP duration for flow i, 1 i n þ 1, as follows.
Firstly, the HC decides the average number of packets N i that arrive at the mean data rate during one SI
Secondly, the TXOP duration is obtained by
where R i is the minimum physical transmission rate, M and O denote, respectively, the maximum allowable size of MSDU and per-packet overhead in time units. The overhead O includes the transmission time for an ACK frame, inter-frame space, medium access control (MAC) header, CRC field and PHY PLCP preamble and header.
Finally, the total TXOP duration of station k with m traffic flows is obtained as
where SIFS and t POLL are, respectively, the short inter-frame space and the transmission time of a CF-Poll frame.
After calculating TXOP k , 1 k K, flow n þ 1 is admitted if the following inequality is satisfied:
where T cp is the time used for EDCA traffic. In case the new flow is admitted, the value of SI is updated, if necessary. Note that the reference scheduler does not consider packet loss probability in calculating TXOP. Moreover, it is only suitable for CBR traffic.
Schemes with exactly known arrival process
There are schemes which assume that the arrival process is exactly known and is used to compute TXOP with guaranteed packet loss probability [8, 17] . The basic idea is to set SI ¼ min 1 k K SI max ,k and assume that all traffic flows have the same delay-bound SI. As a result, the system can be modelled as a buffer-less queue such that packets arrived in the previous SI are lost if they cannot be served in the current SI. Under the buffer-less queueing model, the packet loss probability (P L ) of a single flow can be derived in terms of allocated TXOP duration (TD) and the probability density function of packet arrivals in one SI (see, e.g. (8) of [8] ). The effective TXOP with guaranteed packet loss probability can be determined with some numerical algorithm, such as the bisection method for the derived equation. Obviously, one difficulty of these schemes is to exactly know the arrival process. Even if the arrival process is exactly known, the computational complexity of the numerical algorithm could make the scheme infeasible in practice. In fact, the complexity increases dramatically when there are multiple VBR flows and the inter-flow multiplexing gain is to be taken into account. Because of the buffer-less assumption, the intra-flow multiplexing gain of flows with delay bounds greater than one SI is neglected, meaning that the TXOP durations allocated to such flows tend to be too conservative.
Schemes with Gaussian approximated arrival process
Since the arrival process is difficult to be exactly known, the authors of [9] adopted the Gaussian approximation assuming that the traffic arrival of a VBR flow in an SI can be modelled as a Gaussian random variable with probability density function N(m,s 2 ). It is still assumed that all traffic flows have the same delay-bound SI. Consequently, the packet loss probability can be derived as [18] 
where
where l i and c denote respectively, the amount of traffic arrival in the ith SI and the maximum amount of traffic that can be served in one SI. Variable c is called the effective bandwidth of the VBR flow because, given a bounded delay (i.e. SI), the packet loss probability is guaranteed to be no greater than the pre-defined threshold P L . The effective bandwidth c can be represented as
where a is called the QoS parameter of the flow and is dependent on the packet loss probability. Substituting (6) into equation (5), we get
where R(a,m,s) represents the bracket term in (7).
Since [19] 
we conclude that R(a,m,s) has a lower bound shown as follows
As a result, we can use P L ¼ Q(a) to approximate the packet loss probability with a negative deviation if s m , a. From the numerical results obtained with computer simulations for some typical applications, it was found that the packet loss probability can still be guaranteed and the deviation from the desired packet loss probability is small if the term R(a,m,s) is neglected [9] . Therefore we will use P L ¼ Q(a) to determine the QoS parameter in this paper.
It is clear that inter-flow multiplexing gain can be easily achieved under the Gaussian approximation because sum of independent Gaussian random variables remains Gaussian. Again, the Gaussian approximation does not take advantage of the intra-flow multiplexing gain by keeping packets for more than one SI and thus is too conservative for flows with large delay bounds.
Our proposed TXOP allocation scheme
In this section, we present our TXOP allocation scheme which allows packets to be kept for more than one SI as long as they do not violate the delay-bound requirement. To simplify TXOP calculation and admission control, we adopt the Gaussian approximation.
Flows with identical delay bounds
It is easy to obtain inter-flow multiplexing gain under Gaussian approximation if all flows have identical delay bounds. Therefore it suffices to study the single flow case. Let N(m,s 2 ) be the distribution of traffic arrival in one SI and SI max the maximum service interval, which satisfies
where b is a positive integer !1. If b ¼ 1, then packets cannot be kept for more than one SI and the buffer-less model applies. Assume that b . 1. In this case, packets can be kept for up to b SI. Let l i and Q i denote, respectively, the amount of traffic arrival in the ith SI and buffer occupancy at the end of the ith SI. We assume that packet arrivals in the ith SI happen at the beginning of the ith SI and are eligible for service starting from the ith SI. The service discipline is assumed to be first come first served (FCFS). Let c represent the maximum amount of traffic that can be served in one SI. As a result, the system can be modelled as a finite buffer queue with buffer size bc. Note that it is not helpful to use a buffer of size greater than bc because a packet will violate its delay bound if buffer occupancy is larger than or equal to bc upon its arrival. Based on the finite buffer queue model, one can derive the traffic lost in the ith SI as www.ietdl.org Moreover, the buffer occupancy can be updated according to
It is a difficult task to derive the exact packet loss probability for a finite buffer system. An approximated calculation of packet loss probability for a finite buffer system under Gaussian input arrival was presented in [10] . Its basic idea is to approximate the loss probability of the finite buffer system with the tail probability of an infinite buffer system and the loss probability of the buffer-less system, as shown in (13)
where P L (x) represents the packet loss probability of a finite buffer system with buffer size x and P(Q . x) denotes the tail probability above level x of an infinite buffer system. Applying the approximation to (11), one can obtain the approximate packet loss probability as follows.
Given m, s, b and P L , the bisection method can be adopted to derive the effective QoS parameter a, and thus effective bandwidth c can be obtained.
We conclude our proposed effective TXOP allocation scheme for a single VBR flow as follows.
Step 1. Find mean and variance of the VBR traffic flow.
Step 2. Determine the value of b.
Step 3. Compute a and use it to derive c.
Step 4. Estimate the number of packets N which can be transmitted in one SI. Since the nominal MSDU size is L, we estimate N by
Step 5. Calculate the allocated TXOP by
where R phy is the physical transmission rate in TSPEC: (16) The admission control can be decided by substituting the result of (16) 
into (4).
Note that the TXOP-allocation scheme presented earlier achieves intra-flow multiplexing gain for a VBR flow with delay bound greater than one SI. In the next sub-section, we propose a technique to achieve inter-flow multiplexing gain of flows with different delay bounds. 
Flows with different delay bounds
where m k and s 2 k represent, respectively, the mean and variance of the traffic arrival distribution of Flow k.
Step 2. For 1 i g, determine the effective bandwidth a i for flow (G i ). It can be obtained by pluggingm i ,s 2 i , P L , andb i , the delay bound of flow (G i ), into (7) or (14) .
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Note that a represents the QoS parameter for all the M flows and can be obtained with (7).
The remaining steps to compute the aggregate TXOP for all the M flows is similar to the steps (i.e. steps 4 and 5) shown in previous sub-section. Again, we can perform admission control by plugging the calculated TXOP into (4). Numerical results presented in the following section show that inter-flow multiplexing gain can be obtained by converting the flows with different delay bounds into the equivalent flows defined in this sub-section without violating the packet loss probability requirement.
Note that, although an aggregate TXOP is allocated to multiple flows with different delay bounds, we need to maintain a separate queue for each group of flows. Since there are multiple queues, a service discipline is required to decide which head-of-line (HOL) packet is to be served. We suggest to use the earliest deadline first (EDF) scheduling to reduce the packet loss probability. Either round robin or random selection can be used when there are multiple HOL packets with the same minimum deadline.
Simulation results
The PHY and MAC parameters in our simulations are shown in Table 1 . Note that the sizes of QoS-ACK and QoS-Poll in the table only include the sizes of MAC header and CRC overhead. We assume the minimum physical rate is 2 Mbps and t PLCP is reduced to 96 ms. All related information is presented in Table 2 .
The bit rate of ordinary streaming video is chosen from 500 kbps to 1.5 Mbps [20] . In our simulations, we consider three kinds of data rate: 500 kbps, 1 Mbps and 1.5 Mbps. As for nominal MSDU size, 750, 1000 and 1250 bytes are studied for each data rate. The behaviour of packet arrival is assumed to be Poisson process. The packet length varies according to exponential distribution with mean packet size equal to nominal MSDU size. All related parameters are summarized in Table 3 . In addition, we assume that the scheduled service interval is 80 ms. Simulations are performed for 100 000 SIs.
The traffic is assumed to be delivered from QSTA to AP and the contention-free period occupies the entire scheduled service interval, i.e. 80 ms. The TXOP duration of the reference scheduler is calculated by plugging the simulation parameters into (1) and (2) shown in Section 2. The TXOP duration of the buffer-less queueing system is obtained by (7) , whereas the TXOP duration for our proposed scheme is calculated by (14) . The simulation results for VBR traffic flows with delay bounds two or three times of SI are shown in Tables 4  and 5 , respectively. In these tables, N means the number of packets that can be sent during one SI. It is clear that for the same traffic flow, packet loss probability (P L ) increases as the allocated TXOP duration decreases. On the other hand, the medium waste ratio (P W ), which is defined as the ratio of the wasted transmission time over the allocated TXOP duration, increases as the allocated TXOP increases. A good TXOP allocation mechanism should allocate TXOP durations as small as possible to reduce the medium waste ratio but simultaneously not to violate the predefined packet loss probability. Theoretically, the allocated TXOP based on the buffer-less model is independent of delay bound. This implies that both P L and P W are independent of delay bound as verified by the numerical results shown in Tables 4 and 5 . In fact, the packet loss probability for the buffer-less model is always zero because the allocated TXOP is so large that all packets are served within one SI after their arrivals.
As one can see from Fig. 1 , for both 160 and 240 ms delay bound requirements, the packet loss probabilities of our proposed scheme are under the pre-defined level, whereas those of the reference scheduler are not. For the buffer-less model, the packet loss probabilities can meet the predefined threshold. However, compared with our proposed scheme, it allocates larger TXOP durations and thus results in much higher medium waste ratio as shown in Fig. 2 . The reason is that the buffer-less model does not take advantage of the intra-flow multiplexing gain. Note that since its medium waste ratio is independent of delay bound, only one curve for the buffer-less model appears in Fig. 2 . Owing to space limitation, we only show figures for data rate equal to 500 kbps. The results for data rate equal to 1 or 1.5 Mbps are similar. Table 6 shows the results when one QSTA requests multiple VBR flows, all of which have the same maximum service intervals as the scheduled service interval, that is, 80 ms. For M ¼ 2 (i.e. two flows), the allocated TXOP is about 18% less than two times the TXOP allocated to an individual flow. The percentage of reduction increases as the number of flows increases, as illustrated in Fig. 3 . Table 7 illustrates the results when one QSTA requests multiple VBR flows, one of which has the maximum service interval equal to the scheduled service interval (i.e. 80 ms), and all other M flows have two times the scheduled service interval (i.e.160 ms). For M ¼ 1, the allocated TXOP with both intra-and inter-flow multiplexing gains is about 41% less than two times the TXOP allocated to an individual flow (without multiplexing gain), while the allocated TXOP with only intra-flow multiplexing gain is about 22% less than that. Comparing these two cases, we conclude that the introduction of interflow multiplexing of flows with different delay bounds can contribute about 19% reduction of TXOP allocation. The percentage of reduction increase as the number of concurrent flows increase, as illustrated in Fig. 4 . Again, for these two cases, Figs. 5 and 6 show that our proposed scheme provides packet loss probability guarantee, whereas the reference 
Conclusion
We have presented in this paper an effective TXOP allocation scheme for real-time VBR flows with various delay bounds. Our proposed scheme takes advantage of both intra-and inter-flow multiplexing gains to reduce the allocated TXOP durations when maintaining the QoS guarantee in terms of both delay bound and packet loss probability. The effectiveness of our proposed scheme is verified with computer simulations. In real systems, it is likely that there are only a limited number of possible applications, and therefore one can pre-compute the QoS parameter of each type of application so that admission control can be performed in real time. An interesting further research topic, which is currently under study, is to allocate an aggregate TXOP to multiple VBR flows which have different packet loss probability requirements.
Figure 7 Medium waste ratio comparison
All SI max are equal to 80 ms 
