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Abstract. To handle time series with complicated oscillatory structure, we
propose a novel time-frequency (TF) analysis tool that fuses the short time
Fourier transform (STFT) and periodic transform (PT). Since many time series
oscillate with time-varying frequency, amplitude and non-sinusoidal oscillatory
pattern, a direct application of PT or STFT might not be suitable. However,
we show that by combining them in a proper way, we obtain a powerful TF
analysis tool. We first combine the Ramanujan sums and l1 penalization to
implement the PT. We call the algorithm Ramanujan PT (RPT). The RPT is
of its own interest for other applications, like analyzing short signal composed
of components with integer periods, but that is not the focus of this paper.
Second, the RPT is applied to modify the STFT and generate a novel TF repre-
sentation of the complicated time series that faithfully reflect the instantaneous
frequency information of each oscillatory components. We coin the proposed
TF analysis the Ramanujan de-shape (RDS) and vectorized RDS (vRDS). In
addition to showing some preliminary analysis results on complicated biomed-
ical signals, we provide theoretical analysis about RPT. Specifically, we show
that the RPT is robust to three commonly encountered noises, including en-
velop fluctuation, jitter and additive noise.
Keywords: periodicity transform, Ramanujan sums, l1 regularization, time-
frequency analysis, de-shape, Ramanujan de-shape
1. Introduction
Oscillatory signals are ubiquitous in our life. For example, signals in seismol-
ogy, finance and medicine are usually oscillatory. They are often “non-stationary”1,
composed of multiple oscillatory components, and each oscillatory component car-
ries time-varying features, like time-varying frequency, time-varying amplitude, or
even time-varying oscillatory pattern. In practice, these time-varying quantities en-
code abundant information of the underlying system. A common interest in signal
processing is extracting those time-varying quantities from the given signal. With
these quantities, researchers can infer the underlying system behavior, or forecast
the upcoming events.
To appreciate the challenge of achieving the above-mentioned signal processing
interests, see the trans-abdominal maternal electrocardiogram (ta-mECG) signal
shown in Figure 1. In this example, the signal is clearly oscillatory, and we briefly
summarize its characteristics.
1Technically speaking, a random process that is not stationary in the wide sense is non-
stationary. In our setup, the meaning of non-stationary is more qualitative and colloquial. A
rigorous quantification of our model will be shown later.
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(C1) It is composed of two oscillations; one is the maternal ECG (mECG), and
the other one is the fetal ECG (fECG). Moreover, there is a slowly varying
trend, which is usually called the baseline wandering.
(C2) Although it is not easy to identify from the signal, according to physiolog-
ical knowledge, the cycle-to-cycle period changes from time to time, both
in mECG and fECG. This variation is usually known as the heart rate
variability (HRV) [36].
(C3) The oscillation is far from sinusoidal, whose “shape” encodes the heart’s
electrophysiological information, like arrhythmia. Moreover, due to the
nonlinear relationship between the cycle-to-cycle period and the ventricular
electrophysiological dynamics, the cycle morphology changes from cycle to
cycle as well [26]. This variation can be quantified as the QT interval
variability [1].
(C4) The amplitude of each cycle changes due to the respiration-induced impedance
variation [31].
These four characteristics are time-varying, and quantifications of these character-
istics allow researchers or clinicians to understand more health-related information.
There are many other signals sharing similar complicated structures, not only from
medicine. We need a systematic signal processing tool to extract the information
we have interest. In this paper, we propose a novel time-frequency (TF) analysis
tool aiming to extract how fast the signal oscillates at each moment.
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Figure 1. The ta-mECG signal of 4 seconds long. The signal is
sampled at 250Hz. The spikes indicated by red arrows are mECG,
and those spikes indicated by blue arrows are fECG.
TF analysis extracts the temporal and spectral information from the signal simul-
taneously. The short-time Fourier transform (STFT) and continuous wavelet trans-
form (CWT) are probably the most well known TF analysis tools. Usually, a TF
analysis tool converts the given signal, a function defined on R, which parametrizes
time, into a TF representation (TFR), a function defined on R2, which parametrizes
time and frequency. The user can then read the oscillatory information from the
TFR; for example, how fast and strong the signal oscillates at a given time, or if
there is a singularity. Usually, the modulation of the TFR is represented as an im-
age for users’ visual inspection; for example, the squared modulation of STFT is the
widely applied spectrogram, and the squared modulation of CWT is the scalogram.
In this paper, we focus on the common challenge all these TF tools face when
the signal does not oscillate sinusoidally, as is illustrated in (C3) above. Since
the oscillation is not sinusoidal, in the frequency domain the oscillatory pattern is
“automatically” decomposed into multiple oscillatory components via the Fourier
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series, and this “automatic” decomposition generates a lot of trouble when we
interpret the output TFR. Let us take a look at this fact mathematically. Consider
a function that oscillates regularly with a non-sinusoidal pattern that repeats every
1/ξ0 seconds, where ξ0 > 0 can be viewed as the frequency of the oscillation, and
the strength is A > 0. We represent the non-sinusoidal oscillatory pattern by a
1-periodic function s, and to simplify the discussion, we assume it has sufficient
regularity so that it can be pointwisely expanded by its Fourier series; that is,
s(t) =
∞∑
n=0
an cos(2pint + αn), where an ≥ 0, and αn is the phase and α0 = 0. In
this setup, the oscillatory signal can be written as
f(t) = As(ξ0t) =
∞∑
n=0
Aan cos(2pinξ0t+ αn),
where each term Aan cos(2pinξ0t+αn) can be viewed as an oscillatory component,
n ≥ 1. By a simple calculation, we get the STFT with a window function g:
V
(g)
f (t, ξ) = Aa0e
−2piitξ gˆ(ξ) +
A
2
∑
n∈Z,n6=0
ane
isign(n)αn gˆ(ξ − nξ0)e2piit(ξ−nξ0) . (1)
Clearly, we will see multiple components in the spectrogram, the squared magnitude
of V
(g)
f (t, ξ). Figure 2 gives an example of the spectrogram of a signal f(t) =
s(φ(t)), where s is a non-sinusoidal function and φ(t) is a smooth and monotonically
increasing function. We can clearly observe multiple components. If our interest is
extracting how fast or how large the signal oscillates at each time, this TFR might
be misleading and difficult to interpret.
To appreciate how this trouble impacts the interpretation for real data, see Figure
3 for the spectrogram of the ta-mECG shown in Figure 1. It is clear that there are
various “curves” in the TF domain. Since we have ground truth information for
this signal (the direct contact fECG is available in this database), we know that
those curves indicated by blue arrows are associated with the mECG, and those
light curves indicated by red arrows are associated with the fECG. These curves
come from the non-sinusoidal oscillatory patterns of mECG and fECG. However,
if we are interested in getting the maternal instantaneous heart rate (IHR) and
the fetal IHR for various clinical applications, like maternal stress detection [22],
it is difficult to directly extract this information from the TFR. Note that IHR
quantifies how fast the signal oscillates at each moment. Although not shown, we
mention that the scalogram and other TFRs face the same challenge. A summary
and comparison of different techniques of handling the single-channel ta-mECG is
out of the scope of this paper, and we refer readers with interest to [35] and citations
therein.
A natural question to ask is if it is possible to come out with a TF analysis tool
that is immune to the non-sinusoidal oscillatory patterns? In [18], the de-shape
algorithm was introduced to handle this challenge. It modifies the well known
cepstrum idea, called inverse cepstrum, to eliminate the impact of non-sinusoidal
oscillatory pattern in the TFR. While the de-shape algorithm has been applied to
study various biomedical signals, like the ta-mECG [34], the respiratory signal [23],
and the sawtooth artifacts in the pulse transit time [19], it has several limitations.
For example, when the oscillatory pattern is also time varying, the inverse cepstrum
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Figure 2. Top: plot of f(t) = s(φ(t)) up to 4 seconds; bottom:
the spectrogram of f(t), where s(t) = cos(2pit) + 2 cos(4pit + 2) +
3 cos(6pit+1)+4 cos(8pit)+7 cos(10pit)−10 cos(12pit)+8 cos(14pit)+
6 cos(16pit− 1.5) + 3 cos(18pit+ 0.8) + cos(20pit− 0.2).
might not perform well; due to the interaction of the inverse cepstrum and the non-
sinusoidal oscillation, the TFR from the de-shape algorithm might not correctly
encode the oscillatory strength information. We will elaborate its limitations in
more detail later in Section 3.2.
To resolve these limitations, we propose a novel TF analysis algorithm inspired
by the periodic transform (PT) that has been actively studied in the signal process-
ing society [32, 47, 48, 39, 41, 42]. Based on the nice properties of the Ramanujan
sum and Ramanujan subspace [47, 48, 39, 41], we propose a l1 minimization ap-
proach for the PT under the Ramanujan subspace, which we call the Ramanujan
periodic transform (RPT). Based on the RPT, and a critical observation of the
periodic structure in the spectrogram, we propose a novel TF analysis algorithm
called the Ramanujan de-shape (RDS), and its vectorization version called the vec-
torized Ramanujan de-shape (vRDS). We also provide theoretical support for the
RPT, particularly three robustness results. Specifically, we show that the RPT is
robust to envelope fluctuation, jitter, and additive noise. These results explain the
performance of RDS and vRDS. We also demonstrate its performance by showing
some preliminary results on real biomedical signals.
We will use following notations throughout this paper. Denote N+ = {1, 2, . . .}
be the set of positive natural numbers, and N = N+∪{0}. (p, q) denotes the greatest
common divisor of two integers p and q and lcm stands for least common multiple.
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For a real number x, bxc denotes the largest integer no greater than x. For two
integers p and q, p|q denotes that p is a divisor of q. Given two sequences f(n)
and g(n) ≥ 0, we say f(n) = O(g(n)) if there exists a constant c1 > 0 such that
|f(n)| ≤ c1g(n); f(n) = Ω(g(n)) if there exists c2 > 0 such that |f(n)| ≥ c2g(n);
f(n) = Θ(g(n)) if there exists c1 and c2 such that c1|g(n)| ≤ |f(n)| ≤ c2|g(n)|.
The paper is organized in the following way. In Section 2, we summarize nec-
essary mathematical background, including the mathematical model we consider
for the complicated time series and the basic framework for the PT. In Section 3,
we briefly review the de-shape algorithm and then introduce our RDS and vRDS
algorithms. We illustrate the effectiveness of RDS and vRDS by several numerical
examples in Section 4. We leave the proofs of the theoretical foundations of RDS
in Section 5. Section 6 summarizes the paper.
2. Mathematical background
In this section, we summarize the model we choose to model high-frequency
oscillatory time series. Then we summarize an existing algorithm aiming to handle
this kind of signal, and describe its limitation as a motivation for the proposed
algorithm in this study.
2.1. Adaptive harmonic model. In [10], motivated by capturing time-varying
amplitude and frequency of a given time series, Daubechies et al. consider the
intrinsic mode type (IMT) function:
f(t) = A(t) cos(2piϕ(t)), (2)
where A(t) > 0 is a smooth function that represents the time-varying amplitude of
the signal, and ϕ(t) is a smooth monotonically increasing function that describes
the phase of the signal. We call A(t) the amplitude modulation (AM) and ϕ′(t)
the instantaneous frequency (IF). In practice, 1ϕ′(t) can be understood as the in-
stantaneous period (IP) of the oscillation at time t. We need some conditions for A
and ϕ, otherwise we cannot identify A and ϕ in general. A common condition is
assuming that A and ϕ′ changes slowly in the following sense. Fix a small  > 0, we
assume |A′(t)| ≤ ϕ′(t) and |ϕ′′(t)| ≤ ϕ′(t) for all t ∈ R. Under this condition, the
identifiability of A, ϕ and ϕ′ of the IMT function has been proved in [7]. A signal
satisfies the adaptive harmonic model (AHM) if it is composed of one or multiple
IMT functions,
f(t) =
L∑
l=1
fl(t) + Φ(t), (3)
where L ∈ N+, fl = Al(t) cos(2piϕl(t)) is an IMT function, with the assumption that
ϕ′l(t) > ϕ
′
l−1(t) and the separation of ϕ
′
l(t) and ϕ
′
l−1(t) is uniformly bounded from
below, and Φ(t) is a mean zero random process that models noise or other stochastic
quantity that we have interest. Note that Φ does not need to be stationary, and
we may even consider the piecewise locally stationary random process [55] to more
realistically model noise. See [7] for more discussion when the noise is nonstationary.
For readers with interest in the identifiability issue of the AHM, see [7] for details
and proof. The AHM has been proved useful to model various types of time series
from different fields, including instantaneous heart rate [21], vibration signal [15],
and seismic signal [50].
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2.2. Adaptive non-harmonic model. The AHM has been considered in various
applied problems. However, there are many oscillatory signals that cannot be
satisfactorily modeled by the AHM, since their oscillatory pattern is non-sinusoidal.
The ta-mECG shown in Figure 1 is a typical example that cannot be satisfactorily
modeled by the AHM. The main observation that the oscillatory pattern is non-
sinusoidal motivates us to replace the cosine function in the IMT function by a
1-periodic function to capture this non-sinusoidal oscillatory pattern [52]:
f(t) = A(t)s(ϕ(t)), (4)
where A(t) and ϕ(t) are the same as those of (2), and s(t) is a real 1-periodic
function. Here, s(t) is called the wave-shape function. Usually we assume that the
wave-shape function has zero mean and unitary L2 norm to avoid the identifiability
issue. In [52], the first Fourier coefficient of s is assumed to be sˆ(1) 6= 0, and this
condition is later relaxed in [53]. We mention that for a reasonable s, f could be
expanded by Fourier series as:
f(t) =
∞∑
n=0
A(t)an cos(2pinϕ(t) + αn), (5)
where an ≥ 0 are associated with the Fourier coefficients of s and αn ∈ [0, 2pi)
(α0 = 0). Note that the equality in (5) in general has to be understood in the
distribution sense, and this equality is in the pointwise sense if s is smooth enough.
Therefore, instead of viewing f in (4) as an oscillatory signal with single oscillatory
component with non-sinusoidal oscillation, we could also view f as an oscillatory
signal with multiple components with sinusoidal oscillation pattern as in (2). Under
this interpretation, we call the first oscillatory component A(t)a1 cos(2piϕ(t) + α1)
the fundamental component and A(t)an cos(2pinϕ(t) +αn), n ≥ 2 the n-th multiple
(or harmonic) of the fundamental component. We call the IF ϕ′(t) of the funda-
mental component the fundamental IF of f , and clearly, the IF of the nth multiple
is n-times the fundamental frequency. A signal satisfies the adaptive non-harmonic
model (ANHM) if it can be written as
f(t) =
L∑
l=1
fl(t) + Φ, (6)
where L ∈ N+, fl = Al(t)sl(ϕl(t)) satisfies (5), and Φ is the same as that in (3).
This model is also considered in [13]. To model the ta-mECG shown in Figure 1,
we have L = 2, and sl captures the typical “P-QRS-T pattern” of the ECG signal.
With this model, the signal processing challenge can be itemized to the following –
(Q1) how to estimate the maternal IHR ϕ′1(t) and fetal IHR ϕ
′
2(t) from f(t)?
(Q2) how to estimate the maternal AM A1(t) and fetal AM A2(t) from f(t)?
(Q3) how to estimate the maternal wave-shape dynamics s1 and fetal wave-shape
dynamics s2 from f(t)?
(Q4) may we even decompose the ta-mECG (f(t)) to the mECG (f1(t)) and
the mECG (f2(t))? This question is called the single channel blind source
separation (scBSS) problem since we only have one channel.
Note that (Q1)-(Q4) are typical questions we may ask for any other oscillatory
time series, while the interpretation of these quantities depends on the background
knowledge and purposes. In this study, we focus on answering question (Q1), which
serves as the initial point to answer questions (Q2), (Q3) and (Q4) [35, 20].
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Remark 1. We have several remarks.
(1) We mentioned that the ta-mECG may be satisfactorily modeled by the
AHM, like the expansion shown in (5). The main reason about the satisfac-
tion depends on the background knowledge. In many problems like the ECG
analysis, how the signal oscillates provides abundant information about the
system. Specifically, it is the oscillatory pattern of an ECG signal that a
physician diagnose arrhythmia or other health issues. Therefore, for these
signals, we should model how fast the signal oscillates and the oscillatory
pattern separately, instead of using the AHM.
(2) The model in (4) has been further generalized to capture the “time-varying
oscillatory pattern” in [18, 53, 20]. See [18, 20] for more discussion about its
physiological motivation and generalization. Among these generalized mod-
els, the one proposed in [20] is designed to further quantify the wave-shape
dynamics mentioned in (Q3), and it has been applied to study the ultra-
long time physiological time series [51]. Since taking these generalizations
into account will not make a conceptual difference, we focus on the simple
ANHM model in this paper.
(3) In practice we have trend in the signal that needs to be modeled [7]. In
this study, to simplify the discussion and focus on the main idea beyond the
algorithm for (Q1), we focus on the ANHM considered in (6) and assume
that the trend can be removed by traditional filtering techniques.
2.3. Periodicity transform: old and new. Before handling signals described
in the previous section, we detour to review a relevant signal processing tool, the
periodic transform (PT) [32], and propose a new implementation of the PT. In
a nutshell, the PT is a time domain technique aiming to quantifying the oscilla-
tory behavior of a given signal. It helps us obtain the periods of each oscillatory
components. It is particularly useful when the periodicity is integer or can be
well approximated by an integer [42], and when we have a short recording [39] so
that frequency domain or TF domain techniques are limited. It has been applied to
study various signals, ranging from music [33], video [30], to DNA sequence analysis
[4, 5, 40].
The reason we detour to discuss PT comes from the critical observation in Figure
2 in the Introduction. Recall that there is a repetition pattern in the frequency axis
of spectrogram shown in Figure 2, where the period of the repetition pattern equals
the fundamental frequency. This motivates us to consider the PT that aims to
obtain the hidden periodicity, and hence the fundamental frequency. Specifically,
as we will show in the next section, we will analyze the spectrogram at time t,
|V (h)f (t, ·)| shown in (1), by the PT.
Intuitively, if we can find a good dictionary encoding the periodicity information,
then by decomposing the signal via the associated space in some special way, we can
determine if the signal contains an oscillatory component and decide its periodicity.
Such intuition is now known as the Basis Pursuit [6]. To realize this intuition, we
need to find the space encoding the periodicity information. First, recall that a
vector v ∈ Rn is called p-periodic, where p ≤ n, if p is the smallest positive integer
so that v(j + p) = v(j) for any j = 1, . . . , n − p. An intuitive space that encodes
the information of period p can be defined in the following way.
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Definition 1 (Periodic space [32]). Fix n ∈ N+ and take the period p ≤ n. The
periodic subspace of period p of Rn, denoted as Pp, consists of p-periodic vectors,
denoted as δsp, s = 0, 1, 2, . . . , p− 1, and defined by
δsp(j) =
{
1, (j − s) mod p = 0;
0, otherwise.
We call δsp the p-periodic basis vector.
Note that this basis of p-periodic subspace Pp is redundant in that Pm1p∩Pm2p =
Pp, if m1 and m2 are mutually prime. This could make the estimation of periodicity
fail since there is a strong correlation and overlap between subspaces Pm1p and
Pm2p. In [39, IV.A], this basis is called the natural basis, which is a special case of
nested periodic subspaces.
To tackle this problem, Vaidyanathan [47, 48] considered the Ramanujan sums
and the p-periodic Ramanujan subspace so that a p-periodic sequence can be uniquely
decomposed into periodic components in the p-periodic Ramanujan subspace and
those Ramanujan subspaces with periods being factors of p. We mention that Ra-
manujan sums has been applied to various problems, ranging from low frequency
noise analysis [28], 1/f noise analysis [29], electrocardiogram signal [24], amino
acid sequences [25], etc. Moreover, the Ramanujan subspace is also a special case
of nested periodic subspaces, which contains several nice properties [39] compared
with other nested periodic subspaces. For more theoretical details about nested
periodic subspaces and its relationship with several other existing work, we refer
readers with interest to [41]. We now briefly review the theory of Ramanujan sums
and Ramanujan subspaces. More details about Ramanujan sums and Ramanujan
subspaces and historical notes can be found in [47, 48, 39] and the citation therein.
Definition 2 (Euler totient function). The Euler totient function φ(n), where
n ∈ N+, is defined as the number of positive integers m ∈ N+, m ≤ n, such that m
is coprime to n; that is, (m,n) = 1. The totient summation function is defined as
Φ(n) :=
n∑
i=1
φ(i).
Definition 3 (Ramanujan sum). For p ∈ N+, the pth Ramanujan sum is defined
as
cp(n) =
p∑
k=1
(k,p)=1
e
2piikn
p ,
where n ∈ Z.
Note that there are φ(p) terms in the summation of cp(n) for all n ∈ Z. Also, it
is clear from the definition that cp(n) = cp(n+p) for all n ∈ Z. We list some useful
properties of Ramanujan sums here:
Proposition 1 (Some properties of the Ramanujan sums). The Ramanujan sums
satisfy the following properties:
(1) [47, Corollary 1] cp(n) is an integer and cp(n) ≤ φ(p) for any p and n ;
(2) [47, Equation (9)] cp(n) = cp(−n) for any p and n ;
(3) (Autocorrelation) [47, Theorem 7]
p−1∑
n=0
cp(n)cp(n− l) = pcp(l) for any l ∈ Z;
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(4) (Orthogonality) [47, Equation (15)]
lcm(p,q)−1∑
n=0
cp(n)cq(n − l) = 0 for any
l ∈ Z when p 6= q.
Definition 4. Define the k-th circular shift sequence of cp(n) as c
(k)
p (n):
c(k)p (n) := cp(n− k),
where n, k ∈ Z.
To detect a p-periodic component in a given signal, we consider the following
p× p circulant matrix:
Bp :=

cp(0) cp(p− 1) cp(p− 2) · · · cp(1)
cp(1) cp(0) cp(p− 1) · · · cp(2)
cp(2) cp(1) cp(0) · · · cp(3)
...
...
...
. . .
...
cp(p− 1) cp(p− 2) cp(p− 3) · · · cp(0)

=

c
(0)
p (0) c
(1)
p (0) c
(2)
p (0) · · · c(p−1)p (0)
c
(0)
p (1) c
(1)
p (1) c
(2)
p (1) · · · c(p−1)p (1)
...
...
...
. . .
...
c
(0)
p (p− 1) c(1)p (p− 1) c(2)p (p− 1) · · · c(p−1)p (p− 1)
 .
Clearly Bp is a symmetric matrix due to Proposition 1 (2).
Proposition 2 (Properties of circulant matrix [47]). The circulant matrix Bp ∈
Zp×p has some nice properties:
(1) rank(Bp) = φ(p)
(2) any φ(p) consecutive columns of Bp are linearly independent.
(3) the period of any vector in the column space of Bp is exactly p and cannot
be smaller.
(4) The column space of Bp is the same as that of the subspace spanned by φ(p)
Fourier columns:
{

1
ωkip
ω2kip
...
ω
(p−1)ki
p

}
i
, (ki, p) = 1, 1 ≤ ki ≤ p,
where ωp = e
−2pii
p .
Proposition 2 reminds us the usual definition of the discrete Fourier transform
(DFT) matrix, which we remind the readers below.
10 ZIYU CHEN AND HAU-TIENG WU
Definition 5. The p× p DFT matrix is defined as
Wp =

1 1 1 · · · 1
1 ω1p ω
2
p · · · ωp−1p
1 ω2p ω
2×2
p · · · ω2(p−1)p
1
...
...
. . .
...
1 ω
(p−1)
p ω
(p−1)×2
p · · · ω(p−1)(p−1)p
 .
Definition 6. We need the following notations.
(1) Denote the matrix formed by the first φ(p) columns of Bp by Cp.
(2) Fix N ∈ N+. Let Cp,N be an N × φ(p) matrix defined as
Cp,N =

Cp
...
Cp
R
 ,
where R is the first N − p
⌊
N
p
⌋
rows of Cp if N − p
⌊
N
p
⌋
6= 0, and R is not
needed if N − p
⌊
N
p
⌋
= 0.
(3) Denote the columns of Cp,N by c
(0)
p,N , c
(1)
p,N , · · · , c(φ(p)−1)p,N accordingly.
Note that by a direct calculation, we have Bp = VpV
∗
p , where Vp is a p × φ(p)
submatrix of Wp whose columns are those φ(p) Fourier columns shown in Propo-
sition 2 (4) [47]. By (2) of Proposition 2, Cp has full column rank and has the
same column space as Vp. Moreover, C
T
p Cp ∈ Zφ(p)×φ(p) is positive definite. Cp,N
is designed to capture the p-periodic component inside a signal of length N by pe-
riodically extending Cp to length N with Cp repeated for
⌊
N
p
⌋
times padded with
R if needed. Note that CTp,NCp,N is always positive definite when N ≥ p.
Definition 7 (Ramanujan subspace [47, 39]). The p-periodic Ramanujan subspace
of length N , denoted by Rp,N , is defined to be the column space Cp,N ; that is, the
span of {c(0)p,N , c(1)p,N , · · · , c(φ(p)−1)p,N }.
By construction, it is clear that the p-periodic Ramanujan subspace Rp,N is
formed by fewer basis vectors than Pp. We have the following important property
of the Ramanujan subspace by (4) in Proposition 2.
Proposition 3 ([47, 48]). Rp,N and Rq,N are “asymptotically orthogonal” for
p 6= q in the following sense: for any sequence x(n) ∈ Rp,N and y(n) ∈ Rq,N we
unifomly have
lim
N→∞
1
N
N−1∑
n=0
x(n)y(n) = 0.
To investigate a p-periodic signal, it is sufficient to look at the case when N = p,
Definition 8 ([47, 39]).
Fp :=
[
Cp1,p Cp2,p · · · Cpn,p
]
,
where pi’s are divisors of p with 1 = p1 < p2 < · · · < pn = p.
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By a well known property that
∑
pi|p
φ(pi) = p, we know that Fp is a p× p matrix.
Proposition 4 ([47, 39]). We have that rank(Fp) = p. Moreover, Fp has the same
column space as the p× p DFT matrix.
Thus, any signal with period p can be uniquely expressed by a linear combination
of columns of Fp. In other words, any p-periodic signal can be uniquely decomposed
into Ramanujan subspaces corresponding to period p and its divisors. Therefore,
it is likely to observe periods pi that are divisors of p, when we decompose a p-
periodic signal. Moreover, by the orthogonality property of the Ramanujan sums,
we immediately have:
Corollary 1. Following the notation in Definition 8, when N is a multiple of p, the
column spaces associated with Cp1,N , Cp2,N , . . . , Cpn,N are mutually orthogonal.
2.3.1. Existing algorithms for PT. There have been many algorithms proposed for
the PT. Those algorithms can be roughly classified into two categories. The first
one is projecting the signal into the prescribed dictionary, and the second one
includes those greedy-based algorithm [32], such as Small to Large algorithm, M-
best algorithm, Best Correlation algorithm. In [32], the natural periodic subspaces
Pp were chosen. The same algorithm can also be adapted to the setup of Ramanujan
subspaces Rp,N .
For the comparison purpose in the numerical section, we summarize these al-
gorithms in terms of Rp,N . Take a signal x ∈ RN and a predetermined longest
periods Pmax. Given a predetermined threshold T , the Small to Large algorithm
iteratively checks the existence of periods, starting from the shortest period p = 1,
and finish up to the maximal period Pmax. During the iteration, if there exists
p ≥ 1 so that the orthogonal projection of x onto Rp,N has magnitude greater than
T times the magnitude of x, we remove that component from x, get the residue r,
and continue the algorithm with r. Note that p = 1 is related to the constant trend.
To run the M-best algorithm, we need a prior estimate of the number of periods,
M , that constitute x. The algorithm maintains a list of the M best periods and the
corresponding basis elements. When a new (sub)period is detected that removes
more energy from the signal than one currently on the list, the new one replaces the
old, and the algorithm iterates until convergence. The Best Correlation algorithm
also needs a predetermined number of periods M . This algorithm projects x onto
all R1,N , . . . ,RPmax,N , essentially measuring the correlation between x and the in-
dividual periodic basis elements. The period p with the largest correlation is then
used for the projection. The selection of M is critical for the M-best algorithm and
Best Correlation algorithm.
Vaidyanathan et al. also proposed to use the l2 norm minimization to replace
the l1 norm in (7) [38, 39, 41]. In [42], the integer MUltiple SIgnal Classification
(iMUSIC) algorithm is proposed, which follows the idea of minimizing the l2 norm
of the correlation vector of the periodic component with the noise eigenspace of
the sample autocorrelation matrix of x [42]. However, these methods cannot guar-
antee a sparse estimation and spurious periods are possible. This might impede
identifying the underlying periods.
2.3.2. Our proposed algorithm for PT. We now describe our approach of PT. Our
approach is based on the following observation and assumption. Since many signals
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of practical interest consist of few periodic components, the ideal output of the PT
encoding the underlying periodicity of the signal should be sparse. This sparsity
requirement motivates us to implement the PT as a l1-norm minimization problem.
This sparsity idea has been mentioned in [38, 39, 41, 17], while our implementation is
different from what have been proposed. Take a signal y ∈ RN . Fix a predetermined
upper bound of estimated periods, denoted as Pmax ∈ N. Consider
min‖Dx‖1 s.t. y = Ax, (7)
where A is an N × Φ(Pmax) dictionary defined as
A :=
[
C1,N C2,N · · · CPmax,N
]
,
D is a diagonal penalty matrix whose i-th diagonal entry is ζ(Pi), where Pi is the
period associated with the i-th column of A, and ζ is the chosen positive function
describing how the optimization is penalized. We call ζ the periodicity penalization
function. In [39, (32)], due to the inclination of PT in favor of long period via the
dictionary approach, the quadratic penalization, ζ(x) = x2, is suggested. In other
words, D suppresses high-period components since the components with longer
periods are penalized more. In practice, if we have any prior knowledge about the
period range, we can design a suitable periodicity penalization function. How to
incorporate the prior knowledge depend on the application, and it is out of the
scope of this work. Note (7) is similar to Basis Pursuit proposed in [6].
Next, we shall relax the condition y = Ax, particularly when the signal is cor-
rupted by noise. So, instead of considering (7), we focus on the following program
x¯ ∈ arg min
x∈RΦ(Pmax)
1
2
‖y −Bx‖22 + λ‖x‖1 , (8)
where B := AD−1 and λ > 0 is a tuning parameter. This is the l1 penalized
linear regression, also known as Basis Pursuit Denoising (BPDN) or Lasso, which
was originally proposed in [43, 6]. This type of regression has been extensively
studied, for example, in [54, 49, 46, 44]. We call the proposed algorithm for PT
the Ramanujan PT (RPT). Note that a similar program involving the Ramanujan
sums has also been experimented in [17] for music analysis with satisfactory results
but with a more redundant dictionary and a different penalty matrix.
Recall that z ∈ RΦ(Pmax) is a subgradient of the l1-norm ‖·‖1 at x ∈ RΦ(Pmax),
i.e., z ∈ ∂‖x‖1, if
zi =
 1, xi > 0 ;−1, xi < 0 ;∈ [−1, 1], xi = 0 ,
where i = 1, . . . ,Φ(Pmax). A subgradient for the function (8) being minimized is
therefore −BT (y − Bx) + λz for some z ∈ ∂‖x‖1. Moreover, x¯ ∈ RΦ(Pmax) is a
solution to (8) if and only if there exists a z¯ ∈ ∂‖x¯‖1, such that
BTBx¯−BT y + λz¯ = 0. (9)
We know from [44, Lemma 1] that if x1 and x2 are both solutions to (8), then
Bx1 = Bx2. Therefore, if x1,i = 0 for i ∈ G ⊆ {1, 2, . . . ,Φ(Pmax)} and there exists
a z1 ∈ ∂‖x1‖1 such that |z1,i| < 1 for i ∈ G, then z1 ∈ ∂‖x2‖1 by (9), and we have
x2,i = 0 for all i ∈ G.
Since each Ramanujan subspace of period p has φ(p) basis vectors, we have the
following definitions. The first definition is from [39, equation (22)],
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Definition 9 (Energy of period). The energy of period of a vector x ∈ RΦ(Pmax),
denoted as EOPx ∈ RPmax , is defined as
EOPx(p) =
Φ(p)∑
i=Φ(p−1)+1
x2i .
Essentially, EOPx(p) summarizes how strong the signal x oscillates with the
period p, since the (Φ(p− 1) + 1)-th to the Φ(p)-th bases captures the component
oscillating with the period p. In this paper, we also propose the following quantities
for the upcoming algorithm and analysis.
Definition 10 (Intrinsic period). The intrinsic period (IP) of a vector x ∈ RΦ(Pmax)
is a set defined as
IPx = {p : EOPx(p) > 0}.
We define the IP so that the solution x to (8) tells us that the signal y contains
an oscillatory component with p-periodicity if p ∈ IPx. We further define their
corresponding indices in the dictionary
Definition 11 (Support of periodicity). The support of periodicity (SOP) of a
vector x ∈ RΦ(Pmax) is defined as
SOPx =
⋃
p∈IPx
{i : Φ(p− 1) + 1 ≤ i ≤ Φ(p)}.
Finally, we mention that when we have multiple realizations of the signal we have
interest, we can easily generalize (8) to take all realizations into account. Suppose
we have k signals, y1, . . . , yk ∈ RN with the same periodic components but different
noise realizations, we can estimate the periodicity by
x¯ ∈ arg min
x∈RΦ(Pmax)
1
2
∥∥∥Y −Bx1T∥∥∥2
F
+ λ‖x‖1 ,
where 1 is a k-dim vector with all entries 1 and Y = [y1, . . . , yk] ∈ RN×k. We call
this generalized algorithm vectorized RPT (vRPT).
3. Proposed time-frequency analysis algorithm
In this section, we summarize the existing de-shape algorithm and discuss its
limitation. Then we introduce our proposed RDS and vRDS algorithms by taking
the PT into account.
3.1. A critical observation of spectrogram. We start from recalling the STFT.
Given a window function h, such as a Gaussian function centered at the origin, the
STFT of f is defined as:
V
(h)
f (t, ξ) =
∫
R
f(τ)h(τ − t)e−2piiξτ dτ,
where t ∈ R and ξ ∈ R indicate time and frequency respectively. We call V (h)f :
R2 → C a TFR of f . Usually, people call |V (h)f (t, ξ)|2 the spectrogram of f , which
is another TFR. The TFR depicts the spectral dynamics of the signal as time t
evolves.
If we apply the STFT to analyze an oscillatory signal with non-sinusoidal oscilla-
tory pattern modeled by (4), a critical observation is that there exists an oscillatory
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pattern in the frequency domain. A specific example is shown in (1), and see Figure
2 for an example of a simulated signal, and Figure 3 for an example of the fetal ECG
signal shown in Figure 1. Recall that this pattern comes from the Fourier series
expansion of the non-sinusoidal wave-shape function shown in (5). As is discussed
in the Introduction, it is not easy to extract useful information from the TFR, even
when we know the ground truth, not to say if we are blind to the ground truth.
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Figure 3. Top left: the magnitude of the STFT of the ta-mECG
signal f shown in Figure 1, |V (h)f (t, ξ)|. The blue arrows indicate
the fundamental frequency and its multiples of the mECG, while
the red arrows indicate the fundamental frequency and its multiples
of the fECG. It is clear that the information associated with the
fECG is weak and hard to identify. Moreover, the spectral infor-
mation of the mECG and fECG is mixed up, which makes it more
challenging to proceed. Top right: |V (h)f (t, ξ)|0.1. The line associ-
ated the fECG indicated by read arrows are more visible, but still
challenging. Middle left: |V (h)f (t0, ·)|, where t0 = 24.24s. Middle
middle: |V (h)f (t0, ·)|0.1. Clearly, the envelope is “flattened” after
taking a fractional power, as is discussed in the main article. Bot-
tom right: result of the proposed RPT on |V (h)f (t0, ·)|0.1, where we
see two dominant periods predicted by RPT. Since the frequency
bin is 0.04Hz, these two periods are associated with 35×0.04 = 1.4
Hz and 52× 0.04 = 2.08 Hz.
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3.2. Existing approach – De-shape algorithm. To handle the challenge shown
above, Lin etc. [18] proposed the de-shape algorithm to eliminate the impact of non-
sinusoidal oscillation of f satisfying (4). In a nutshell, by modifying the cepstrum
idea [27] and incorporating it into the STFT, the de-shape algorithm modifies the
STFT so that the resulting TFR looks like if the input signal oscillates with a
sinusoidal oscillation. Below, we recall the cepstrum and summarize the de-shape
algorithm.
Cepstrum is a widely-used technique that has been applied to various signal
processing problems, such as pitch detection, deconvolution and speech recognition
since its invention in 1963 [2]. The cepstrum fC for a proper signal f is defined as
fC(q) =
∫
R
log |fˆ(ξ)|e2piiqξ dξ,
where fˆ(ξ) is the Fourier transform of f and q ∈ R is called quefrency, whose unit
is the same as the unit of the original signal f . We refer interested readers to [27]
for a review of cepstrum.
Clearly, like Fourier transform, cepstrum is a global operator, and the local
dynamics cannot be directly captured by the cepstrum. Thus, in [18], the cepstrum
is generalized to the short-time cepstral transform (STCT), which is defined as
C
(h)
f (t, q) =
∫
R
log |V (h)f (t, ξ)|e2piiqξ dξ .
Since taking logarithm transforms the multiplication operation to the addition op-
eration, taking logarithm decouples the amplitude modulation from the oscillation
in log |V (h)f (t, ·)|. Here, the amplitude modulation in |V (h)f (t, ·)| comes from the
Fourier series coefficients. To elaborate this important fact, take (1) as an example.
Assume suppgˆ in (1) is sufficiently small so that suppgˆ(ξ−nξ0)∩suppgˆ(ξ−mξ0) = ∅
when n 6= m. Thus,
|V (g)f (t, ξ)| = Aa0|gˆ(ξ)|+
A
2
∑
n∈Z,n6=0
|an||gˆ(ξ − nξ0)| .
This can be understood as
|V (g)f (t, ξ)| ≈ E(ξ)
[∑
n∈Z
|gˆ(ξ − nξ0)|
]
,
where E is a “low frequency” positive function so that E(nξ0) =
A|an|
2 for n 6= 0
and E(0) = A|a0|. We thus call E(ξ) the spectral envelope of the wave-shape
function. A rigorous treatment of this argument can be found in [18], particularly
when f satisfies the ANHM. As a result, log |V (h)f (t, ξ)| becomes a summation of the
logarithm of the spectral envelope E(ξ), which oscillates slowly, and the logarithm
of
∑
n∈Z |gˆ(ξ − nξ0)|, which oscillates fast. In other words, logE(ξ) is in the low-
quefrency domain and log
[∑
n∈Z |gˆ(ξ − nξ0)|
]
is in the high-quefrency domain.
However, since taking the natural logarithm might be unstable numerically, the
γ-power of |V (h)f (t, ·)| is introduced to approximate the logarithm, where γ > 0
is a small constant, so that we can compute it in a more numerically stable way
[18, 14, 45, 37]; that is, we consider
C
(h,γ)
f (t, q) =
∫
R
|V (h)f (t, ξ)|γe2piiqξ dξ ,
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where γ > 0 is a small constant chosen by the user. As a result, if we ignore
the low-quefrency content, we would obtain the fundamental IP (the inverse of the
fundamental IF) and its multiples in C
(h,γ)
f (t, ·). Note that in general the Fourier
transform of |V (h)f (t, ξ)|γ should be understood in the distribution sense. See [18]
for mathematical details.
Next, in order to extract the fundamental IF, we construct the inverse short-time
cepstral transform (iSTCT) defined as
U
(h,γ)
f (t, ξ) = C
(h,γ)
f (t, 1/ξ),
where the unit of ξ is in the frequency domain. The main motivation of this
conversion comes from the relationship between period and frequency – the inverse
of period is frequency. Hence, the inverse of the k-th multiple of the fundamental IP
is the fundamental IF divided by k. Specifically, at time t, if there are peaks around
ξ0, 2ξ0, 3ξ0, etc, in |V (h)f (t, ·)|γ , then we would observe peaks around 1/ξ0, 2/ξ0,
3/ξ0, etc, in C
(h,γ)
f (t, ·), and hence ξ0, ξ0/2, ξ0/3, etc, in U (h,γ)f (t, ·). Consequently,
the information shared by the STFT and the iSTCT is the fundamental IF. Thus,
we can use U
(h,γ)
f (t, ξ) as a mask for the spectrogram. Motivated by this fact, the
de-shape STFT is defined as
W
(h,γ)
f (t, ξ) = V
(h)
f (t, ξ)U
(h,γ)
f (t, ξ), (10)
and the final TFR containing only the fundamental frequency is given by |W (h,γ)f (t, ξ)|2.
Note that in general (10) should be understood in the distribution sense. For math-
ematical details, we refer readers with interest to [18].
Details of numerically implementation of de-shape STFT can be found in [23, 34].
Applications of the de-shape algorithm can be found, for example, in [8, 23, 34,
19, 16]. We mention that based on the STFT of f , one may further apply the sy-
chrosqueezing transform [10] to sharpen the TFR W
(h,γ)
f (t, ξ) or even concentration
of frequency and time (ConceFT) [11] to alleviate the noise impact. We skip these
steps to simplify the discussion.
While the de-shape algorithm has been applied to several problems [34, 23, 19],
however, it has its own limitations.
(L1) The first trouble is the noise. By taking the γ power of |V (h)f (t, ξ)|, we might
amplify the unwanted noise in a nonlinear way. Take the fetal ECG signal
in Figure 1 as an example. Its iSTCT and de-shape STFT are displayed
in Figure 4. While we can observe two dark curves in the de-shape STFT
(the curve above 2Hz is the fetal IHR, and the other one below 2Hz is the
maternal IHR), there are several artifacts around them.
(L2) Second, the inversion operation in the iSTCT would flip the noisy short-
quefrency content into the high-frequency area. However, since the spectral
envelope associated with the wave-shape function can be complicated, even
when there is no noise, we generate complicated short-quefrency content in
the STCT. Thus, a careful handle of the short-quefrency content is critical
in the de-shape STFT framework.
(L3) Third, the de-shape STFT might not faithfully reflect the strength of the
non-sinusoidal oscillation. Indeed, since the de-shape STFT comes from a
direct entrywise multiplication of the STFT and its iSTCT (10), only the
strength of the fundamental component will be preserved. For example,
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Figure 4. Left: the iSTCT of the ta-mECG signal f , |U (h)f (t, ξ)|.
Right: the de-shape STFT of f , |W (h)f (t, ξ)|2. Note that there are
some light lines below 1.5Hz in the iSTCT, which are masked out
in the de-shape STFT. It is clear that there are two curves in the
de-shape STFT, one is around 1.5Hz, and one is around 2Hz. The
curve around 1.5Hz is the maternal IHR, and the curve around
2Hz is the fetal IHR. To enhance the visibility, we only show the
frequency up to 4 Hz.
suppose we have two oscillatory signals of the same energy, f1(t) = As1(ξ0t)
and f2(t) = As2(ξ0t), where A > 0 and ‖s1‖2 = ‖s2‖2 = 1, but |sˆ1(1)| 
|sˆ2(1)|; that is, the fundamental component of s1 is much weaker than that
of s1. In this case, the STFT of f1 around ξ0 will be much weaker than
that f2, and hence the de-shape STFT.
The above three issues might generate troubles when we interpret the results for
scientific research. We thus propose a novel TF analysis tool motivated by these
practical issues.
3.3. Proposed algorithm – Ramanujan de-shape. To handle the above-mentioned
limitations (L1)-(L3), we consider the RPT. Note that in general PT is a global
time-domain approach, we may not be able to capture the time-varying oscillatory
pattern. Thus, in order to capture the time-varying period, or the IF, of our ana-
lyzed dataset, we apply the PT in the frequency domain. We coined the algorithm
Ramanujan de-shape (RDS) algorithm if we apply the RPT, or vectorized RDS
(vRDS) if we apply the vRPT.
We now describe the RDS and vRDS algorithms. From now on, we follow the
convention and assume that the indices of vectors and matrices start at 1. Suppose
the continuous signal f is sampled at uniform interval ∆t > 0, and we denote its
discretization as f ∈ RN , where f(n) = f(n∆t), where 1 ≤ n ≤ N ; that is, we
“record” the signal for N∆t long. Choose a discrete window function h ∈ R2K+1,
where K ∈ N. For example, h can be a discretization of a Gaussian, so that
h(K+1) is the center of the Gaussian. Fix M ∈ N, and let M+1 be the number of
bins in the frequency axis of our targeting TFR. We choose STFT to generate our
targeting TFR. Then, the STFT of f would be a matrix Vf ∈ C(M+1)×N , whose
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entries are
Vf (m,n) =
2K+1∑
k=1
f(n+ k −K − 1)h(k)e−2pii(k−1)(m−1)2M ,
where we define f(n) = 0 when n < 1 or n > N , n = 1, 2, . . . , N is the time index,
and m = 1, 2, . . . ,M+1 is the frequency index. For a fixed n, we apply the program
(8) to each column of the matrix Vf (m,n), that is, the frequency axis, to obtain a
matrix Xf ∈ RΦ(Pmax)×N , where
Xf (·, n) ∈ arg min
x∈RΦ(Pmax)
1
2
∥∥|Vf (·, n)|γ −Bx∥∥22 + λ‖x‖1 , γ > 0.
The parameter γ should be chosen small enough like that in STCT in order to
flatten the spectral envelope. The dictionary B is the same as in (8) with the chosen
periodicity penalization function ζ and length M+1. We may only utilize the STFT
with the corresponding frequency no more than a given maximal frequency fmax;
that is, we only keep the first 1 + b fmax2M∆t c entries of |Vf (·, n)|γ and the dictionary
B has 1 + b fmax2M∆t c rows in the above minimization. We then transform Xf to a
matrix Ef ∈ RPmax×N , where
Ef (j, n) = EOPXf (·,n)(j) , (11)
where j = 1, . . . , Pmax. Then, define Pf (m,n) ∈ C(M+1)×N as
Pf (m,n) =
{
Ef (m,n) 1 ≤ m ≤ Pmax;
0 Pmax < m ≤M + 1.
(12)
If we have a priori knowledge about the periods and the periodicity penalization
function is designed properly, we may assign Pf (m,n) to be the final TFR; that is,
Rf (m,n) = Pf (m,n). (13)
In general, when we do not have the prior knowledge about the period, the final
TFR would be the entry-wise product
Rf (m,n) = |Vf (m,n)|γ′Pf (m,n) , (14)
where γ′ > 0 is a parameter that the user can choose. Indeed, since there is a
nontrivial relationship between Ramanujan subspaces of periods p and p′ when
(p, p′) 6= 1, it is possible that the RPT outputs spurious spikes in the divisors of the
fundamental IF we have interest. Thus, we count on the STFT to “mask” those
spurious spikes. This is possible since in the spectrogram, we have the fundamental
IF and their multiples. The pseudo-code for RDS is shown in Algorithm 1.
The computational complexity of Algorithm 1 isO(N(F (b fmax2M∆t c+1)+M logM)),
where F (b fmax2M∆t c + 1) is the complexity of running the minimization at step 3 in
the algorithm. Thus, if M is fixed and hence F (b fmax2M∆t c + 1) is fixed, overall the
computational complexity is O(N).
In order to obtain a smoother TFR, instead of applying RPT at each time slot,
we apply vRPT on the neighborhood of that time; that is, for each time index n
and chosen k ∈ N, we rather solve for
Xf (·, n) ∈ arg min
x∈RΦ(Pmax)
1
2
∥∥∥|V˜f (·, n)|γ −Bx1T∥∥∥2
F
+ λ‖x‖1 , γ > 0,
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Algorithm 1 Ramanujan de-shape (RDS)
INPUT: sampled signal f(n) ∈ RN , window function h(n), Pmax, fmax, λ, γ, γ′,
and the periodicity penalization function ζ;
OUTPUT: RDS Rf (m,n).
1: Compute the STFT Vf (m,n);
2: Set Tf ∈ C(b
fmax
2M∆t
c+1)×N , where Tf (m,n) = Vf (m,n) for 1 ≤ m ≤ b fmax2M∆t c+ 1
and 1 ≤ n ≤ N , and zero otherwise;
3: for n from 1 to N , solve for
Xf (·, n) ∈ arg min
x∈RΦ(Pmax)
1
2
∥∥|Tf (·, n)|γ −Bx∥∥22 + λ‖x‖1 ;
4: Obtain Ef (m,n) by Ef (j, n) = EOPXf (·,n)(j);
5: Extend Ef (m,n) to Pf (m,n);
6: Rf (m,n) = |Vf (m,n)|γ′Pf (m,n) or Rf (m,n) = Pf (m,n), depending on the
prior knowledge.
where 1 is a (2k+1)-dim vector with all entries 1, |V˜f (·, n)|γ ∈ R(M+1)×(2k+1), and
|V˜f (·, n)|γ :=
[|Vf (·, n− k)|γ . . . |Vf (·, n)|γ . . . |Vf (·, n+ k)|γ] ,
except that the smallest time index would be 1 if n − k < 1 and the largest time
index would be N if n+ k > N , and ‖·‖F is the matrix Frobenius norm. With Xf ,
we can follow the same line as those from (11) to (14) to construct the final TFR,
denoted as VRf . We call this proposed algorithm the vRDS, whose pseudo-code
is shown in Algorithm 2. Note that when k = 0, the vRDS is just RDS.
Algorithm 2 Vectorized Ramanujan de-shape (vRDS)
INPUT: sampled signal f(n) ∈ RN , window function h(n), Pmax, fmax, λ, γ, γ′,
number of time slots k, and the periodicity penalization function ζ;
OUTPUT: vRDS VRf (m,n).
1: Compute the STFT Vf (m,n);
2: Set Tf ∈ C(b
fmax
2M∆t
c+1)×N , where Tf (m,n) = Vf (m,n) for 1 ≤ m ≤ b fmax2M∆t c+ 1
and 1 ≤ n ≤ N , and zero otherwise;
3: for n from 1 to N , solve for
Xf (·, n) ∈ arg min
x∈RΦ(Pmax)
1
2
∥∥∥|T˜f (·, n)|γ −Bx ∗ 1T∥∥∥2
F
+ λ‖x‖1 ,
where
|T˜f (·, n)|γ =
[|Tf (·, n− k)|γ . . . |Tf (·, n)|γ . . . |Tf (·, n+ k)|γ] ;
4: Obtain Ef (m,n) by Ef (j, n) = EOPXf (·,n)(j);
5: Extend Ef (m,n) to Pf (m,n);
6: VRf (m,n) = |Vf (m,n)|γ′Pf (m,n) or VRf (m,n) = Pf (m,n), depending on
the prior knowledge.
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4. Numerical Results
In this section we illustrate the effectiveness of the proposed l1 penalized PT and
RDS on several examples. All the numerical examples (as well as those in previous
sections) are generated in Matlab R2019a on a 2017 15-inch Macbook Pro with
16GB memory and 2.8 GHz Quad-Core Intel Core i7 processor. The l1 penalized
regression is based on Alternating Direction Method of Multipliers (ADMM) [3]
in Matlab. The implementation of Small to Large algorithm, M-best algorithm,
Best Correlation algorithm are downloaded from https://sethares.engr.wisc.
edu/downloadper.html announced by the inventors of those algorithms. For the
reproducibility purpose, the Matlab code is available upon requests.
4.1. Simulated signal. We start by considering two synthesized data. In the
first example, we have two periodic signals y1(n) and y2(n) of length 500, where
y1(n) = 5 if n is a multiple of 15, and 0 otherwise; y2(n) = 8 if n is a multiple of
21, and 0 otherwise. Take two white random processes ξn, ηn, n = 1, . . . , 250 that
are independently sampled from the uniform distribution on (−0.3, 0.3). Generate
A1, A2 ∈ R250 so that A1(n) = ξn if n is a multiple of 15, and 0 otherwise, and
A2(n) = ηn if n is a multiple of 21, and 0 otherwise. We also set A1(15) =
A2(21) = 0. Then y1(n) and y2(n) are pointwisely multiplied by A1(n) and A2(n)
respectively, and set y(n) = A1(n)y1(n) +A2(n)y2(n). To make the example more
challenging, we further apply an envelope E(n) to y(n), where E(n) = e
−n2
2502 . Then,
we apply the proposed RPT to y˜(n) = E(n)y(n), with Pmax = 50, λ = 1 and the
periodicity penalty function ζ(p) = p. Results are shown in Figure 5. In the period
estimation, we can find peaks at 15 and 21 as well as their divisors 3, 5 and 7.
The arise of 3, 5, 7 is due to the fact that by Proposition 4, a p-periodic signal can
contain components in Ramanujan subspaces Rpi,N , where pi are divisors of p.
The second example is a signal with a series of Gaussian peaks of length 301.
y1(n) and y2(n) are two periodic signals, where y1(n) is 27-periodic with Gaussian
peaks centered at every 27 points with width 9 points; y2(n) is 17-periodic with
Gaussian peaks centered at every 17 points with width 13 points, and both have
peak values 3. Set ξn, ηn to be i.i.d. uniformly distributed on (−0.2, 0.2) and
A1(n) = ξn and A2(n) = ηn. Define E(n) := e
−n2
(2×301)2 and e(n) is i.i.d. Gaussian
noise with standard deviation 1.11. Finally, set y(n) = A1(n)y1(n) + A2(n)y2(n)
and y˜(n) = E(n)y(n) + e(n). The signal to noise ratior (SNR) is 5.21, where SNR
is defined as 20 log std(E(n)y(n))std(e(n)) . Figure 6 shows the result of the proposed RPT on
y˜(n) with Pmax = 50, λ = 0.5 and ζ(p) = p
2. We observe peaks at periods 17 and
27.
4.2. Trans-abdominal maternal ECG signal. We first show the RDS and the
vRDS of the ta-mECG shown in Figure 1. This signal is from the 4th channel
of the 17th recording of the Noninvasive Fetal ECG database for the PhysioNet
Computing in Cardiology Challenge 2013 (CinC2013) [12],2. Each recording in this
database contains 4 ta-mECG channels, and each channel is recorded for 60 seconds
and sampled at 1000Hz. In this case, the signal is downsampled to 250Hz, that is,
∆t =
1
250 second. We de-trend the signal by the standard median filter technique
[9] for the ECG signal. In the STFT, each frequency bin is 0.04Hz, so there are
2https://physionet.org/content/challenge-2013/1.0.0/
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Figure 5. Top row: left panel y1(n); right panel A1(n)y1(n). Sec-
ond row: left panel y2(n); right panel A2(n)y2(n). Third row: left
panel y(n); right panel envelope E(n). Bottom row: left panel
y˜(n) = E(n)y(n); right panel period estimation of y˜(n). Clearly,
two periods 15 and 21 are captured, along with some unwanted
periods that have small energies.
M = 3126 frequency bins. To run the RDS and vRDS, we choose Pmax = 100
(corresponds to 4Hz), fmax = 60Hz, ζ(p) = p
2 as is suggested in [39, (32)], γ = 0.1,
and γ′ = 1. We choose λ = 0.01 for the RDS and k = 1 and λ = 0.03 for the vRDS.
The result is shown in Figure 7. Note that in vRDS, each time we have 3 time slots
in the minimization program, and hence the quadratic term in the convex program
would be approximately 3 times larger than that of the RDS. Thus, the λ should
be 3 times as that of the RDS for a fair comparison.
Second, we show that the PT is not suitable to analyze this kind of signal. In
Figure 8, the results of RPT with different periodicity penalty functions are shown.
In this example, we know that the maternal IHR is higher than 1.4Hz, so we take
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Figure 6. Top row: left panel y1(n); right panel A1(n)y1(n). Sec-
ond row: left panel y2(n); right panel A2(n)y2(n). Third row: left
panel y(n); right panel envelope E(n). Bottom row: left panel
y˜(n) = E(n)y(n) + e(n), SNR = 5.21; right panel period estima-
tion of y˜(n).
Pmax = 200, which is related to 250/200 = 1.25 Hz, to enhance the result. Note
that due to the time-varying frequency and the global nature of the PT, there are
several spikes in all results and it is not clear how to interpret the results.
Third, we show a comparison with other existing PT algorithms. We replace the
RPT in Step 3 in Algorithm 1 by other existing PT algorithms, including the Small
to Large algorithm, the M-Best algorithm and the Best correlation algorithm. We
consider these algorithms since the benchmark code is available online in https:
//sethares.engr.wisc.edu/downloadper.html. See Figure 9 for the comparison.
We set Pmax = 100 in all cases. In the Small to Large algorithm, we observe that
the threshold T should be very small otherwise no periodic component would be
extracted. Thus, we set T = 0.01 which is close to the threshold when there is at
least one output period and we can observe some artifacts in the high-frequency
range. In the M-Best algorithm and the Best correlation algorithm, we assume
that we know the number of oscillatory components, that is M = 2. Under this
assumption, we can only observe one curve in the TFR. On the other hand, when
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Figure 7. Left: the Pf of the ta-mECG signal f . Right: the
Ramanujan de-shape (RDS) Rf . Note that there is a curve around
1Hz in Pf , which is masked out in Rf . It is clear that there are two
curves in the RDS, one is around 1.5Hz, and one is around 2Hz.
The curve around 1.5Hz is the maternal IHR, and the curve around
2Hz is the fetal IHR. Compared with the de-shape STFT shown in
Figure 4, the TFR generated by RDS is cleaner. To enhance the
visibility, we only show the frequency up to 4 Hz.
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Figure 8. Application of the RPT on the ta-mECG signal f
shown in Figure 1. Left: the application of RPT with ζ(p) = 1 and
λ = 5. Middle: the application of RPT with ζ(p) = p with λ = 20.
Right: the application of RPT with ζ(p) = p2 with λ = 5. Since
∆t = 1/250 second, period p corresponds to frequency 250/p Hz.
As expected, due to the time-varying frequency, there are several
spikes in all results.
M = 3, these algorithms tend to show the maternal IHR but vaguely. We thus
show the results of these algorithm for M = 3.
Finally, we compare the RDS with the de-shape algorithm, and point out how
the proposed RDS resolves the limitations of the de-shape STFT. We take the 2nd
channel of the 31st recording of CinC2013 database. The signal is shown in Figure
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Figure 9. Illustration of replacing the proposed Ramanujan peri-
odic transform (RPT) by different periodicity transform algorithms
in the Ramanujan de-shape. The resulting time-frequency repre-
sentations are shown. Top left: Small to Large, where T = 0.01.
Top right: M-best, where M = 3. Second row left: Best correla-
tion, where M = 3. Second row right: our RDS approach. Bottom
row: our vRDS approach.
10. Again, we can see that the ta-mECG has non-sinusoidal oscillation pattern.
After downsampling the signal to 250 Hz and de-trending it as in the previous
example, we apply the RDS, vRDS and the de-shape STFT. The result of de-shape
STFT is shown in Figure 10 and those of RDS and vRDS are shown in Figure 11.
Like what is shown in Figure 4, the de-shape STFT captures both the maternal IHR
and fetal IHR, while the resulting TFR is corrupted by noise in the background.
We then apply the RDS with Pmax = 100 (corresponds to up to 4Hz), fmax = 49Hz
and γ = 0.1. When λ = 0.01, we can successfully extract both the maternal IHR
and the fetal IHR. Compared with the de-shape STFT, the denoising effect of the
RDS is clear. While less dramatic compared with the improvement of the RDS
over the de-shape STFT, the vRDS can further stabilize the TFR. Therefore, the
first and second limitations, (L1) and (L2), of de-shape STFT are resolved. When
λ = 0.03, the fetal IHR is suppressed and the maternal IHR is kept. This is due to
the property that the energy of the oscillatory signal is well preserved by the PT
and the fact that the mECG has a larger energy than that of the fECG. Moreover,
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since the penalty matrix D penalizes more on high frequency, when we set a larger
l1 penalty, the fetal ECG is removed. This is an important feature in that we
can more adaptively determine which component is associated with the mECG.
Therefore, the third limitation, (L3), of the de-shape STFT is alleviated. We will
explore its clinical value in the future work.
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Figure 10. Top row: ta-mECG signal shown for 10 seconds. Sec-
ond row: ta-mECG signal after removing the trend, denoted as f .
Third row left: the spectrogram of f ; third row right: the mag-
nitude of the de-shape STFT of f . To enhance the visibility of
de-shape STFT, we only show the frequency range up to 4Hz. We
can see two clear curves around 1.5Hz and 2.5Hz, which are asso-
ciated with the maternal instantaneous heart rate (IHR) and fetal
IHR respectively.
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Figure 11. The RDS and vRDS of the ta-mECG signal f shown
in Figure 10. Top left: RDS of f when λ = 0.01; top right: RDS
of f when λ = 0.03; Bottom left: vRDS of f when k = 1, λ = 0.03;
bottom right: vRDS of f when k = 1, λ = 0.09. It is clear that
when we have a larger penalty term, the maternal IHR information
is further enhanced. To enhance the visibility, we only show the
frequency range up to 4Hz. Note that compared with the de-
shape STFT shown in Figure 10, the TFR determined by RDS is
cleaner; that is, there are less background artifact. Also note that
the artifacts in RDS are less enhanced in vRDS.
5. Theoretical results
In this section, we theoretically analyze several natural questions associated with
the proposed RPT, and hence the RDS. The analysis for vRPT is direct, and we
omit it. First, the solution to (8) should be unique (the existence follows from [44,
Lemma 1]); otherwise the construction of Xf would be meaningless. Second, this
approach can accurately reveal the underlying periods (and hence the fundamental
frequency) if the input signal, |V (h)f (t, ·)|γ , is oscillatory but modulated by the
spectral envelope and corrupted by noise. Third, it is also important to show that
the RPT is robust to the jitter; that is, the oscillation happens around but not
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precisely on multiples of the period. Last, we want to better know the role of λ in
the program.
We start with preparing some notation. Recall the notation A, B and D used
in (8). Assume that a signal y ∈ RN consists of l oscillatory components coming
from Rp1,N ,Rp2,N , . . . ,Rpl,N , where 1 ≤ p1 < p2 < . . . < pl, so that
y = Bx∗ = AD−1x∗ .
Suppose
Bx∗ = BSx∗S ,
where BS is an N × (
l∑
i=1
φ(pi)) submatrix of B with the column index SOP (x
∗),
and x∗S is a subvector of x
∗ with the index SOP (x∗). Denote
x∗S =

x∗p1
...
x∗pl
 ,
where x∗pi ∈ Rφ(pi). Now, for i = 1, . . . , l, set
b
(k)
pi,N
:=
1
ζ(pi)
c
(k)
pi,N
,
where 0 ≤ k ≤ φ(pi)− 1. With the above setup, we thus have
y =
l∑
i=1
φ(pi)−1∑
j=0
b
(j)
pi,N
x∗pi(j + 1),
where at least one of the x∗pi(j), 1 ≤ j ≤ φ(pi), for each pi is nonzero. Throughout
this paper, we further assume that N is sufficiently large compared with pl so that
BS has full column rank, according to Proposition 4. We mention that this is a
reasonable and practical assumption since the signal should have enough length,
compared to the underlying periods, so that we can be sure that there exists an
oscillation. Under this assumption, we would have that BTSBS is invertible.
We use IP cx∗ to denote the complement set of IPx∗ in {1, 2, . . . , Pmax} and Sc
to denote the complement of the index set S in {1, 2, . . .Φ(Pmax)}. As a result, y
can be written as
y =
[
BS BSc
] [x∗S
0
]
.
Define
MS,S = max
i,j:
pi,pj∈IPx∗
max

∣∣∣∣∣∣∣∣∣
m∑
n=1
c
(s)
pi (n)c
(t)
pj (n)
ζ(pi)ζ(pj)
∣∣∣∣∣∣∣∣∣
0 ≤ m ≤ lcm(pi, pj)− 1;
0 ≤ s ≤ φ(pi)− 1;
0 ≤ t ≤ φ(pj)− 1.
 ,
and
MS,Sc = max
i,j:
pi∈IPx∗
pj∈IP cx∗
max

∣∣∣∣∣∣∣∣∣
m∑
n=1
c
(s)
pi (n)c
(t)
pj (n)
ζ(pi)ζ(pj)
∣∣∣∣∣∣∣∣∣
0 ≤ m ≤ lcm(pi, pj)− 1;
0 ≤ s ≤ φ(pi)− 1;
0 ≤ t ≤ φ(pj)− 1.
 .
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MS,S is the upper bound for the truncated correlation within SOP (x
∗), while MS,Sc
is the upper bound for the truncated correlation between columns in the SOP (x∗)
and those not in SOP (x∗).
In the following analysis, we assume Pmax ∈ N+ is fixed. Suppose y˜ is some noisy
version of y. Below, we will show the robustness of the proposed Ramanujan-based
PT algorithm, and see that the solution to
arg min
x∈RΦ(Pmax)
1
2
‖y˜ −Bx‖22 + λ‖x‖1 (15)
could reveal those periods associated with y. We prepare some technical lemmas.
Lemma 1. Let M = max{MS,S ,MS,Sc}, λi be the minimal eigenvalue of CTpiCpi
and
K := min
i
⌊
N
pi
⌋
λi
ζ2(pi)
− nSM,
where nS :=
l∑
i=1
φ(pi). Then, the minimal eigenvalue of B
T
SBS has a lower bound
λmin(B
T
SBS) ≥ K.
Proof. Write BS =
[
B1 B2 · · · Bl
]
, where Bi =
1
ζ(pi)
Cpi,N . Then, B
T
SBS is an
l× l block matrix whose (i, j)-th block is BTi Bj . Let B˜i be the upper pi
⌊
N
pi
⌋
×φ(pi)
submatrix of Bi, and set H to be
H =

B˜T1 B˜1
B˜T2 B˜2
. . .
B˜Tl B˜l
 ;
that is, a block diagonal matrix of the same size as BTSBS whose diagonal entries
are B˜Ti B˜i. By definition, the minimum eigenvalue λmin(H) of H is
λmin(H) = min
i
⌊
N
pi
⌋
λi
ζ2(pi)
,
where i = 1, 2, . . . , l. Denote
P := BTSBS −H.
By the orthogonality property of the Ramanujan sums, any entry of P is either a
truncated correlation within SOP (x∗) (in diagonal blocks) or a truncated correla-
tion between some column in the SOP (x∗) and the other not in SOP (x∗) (off diag-
onal block). Hence any entry of P is bounded by M so that ‖P‖2 ≤ (
l∑
i=1
φ(pi))M .
Therefore, by Weyl’s inequality we have
|λmin(BTSBS)− λmin(H)| ≤ nSM.
As a result, we have
λmin(B
T
SBS) ≥ λmin(H)− (
l∑
i=1
φ(pi))M = min
i
⌊
N
pi
⌋
λi
ζ2(pi)
− nSM.

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Since the term nSM does not depend onN and p1, . . . , pl are fixed, mini
⌊
N
pi
⌋
λi
ζ2(pi)
−
nSM grows asymptotically as N increases. Based on Lemma 1, we have
Lemma 2. Suppose the signal length N is sufficiently large such that K = mini
⌊
N
pi
⌋
λi
ζ2(pi)
−
nSM > 0. Then we have∥∥∥BTScBS(BTSBS)−1∥∥∥∞ ≤ n2SMS,ScK .
Proof. Since BTSBS is positive definite when N is sufficient large, we have the
eigen-decomposition as
BTSBS = UΛU
T =
[
u1 u2 · · · unS
]

λ1
λ2
. . .
λnS


uT1
uT2
...
uTnS
 ,
where U ∈ O(nS), ui is the i-th eigenvector associated with the i-th eigenvalue λi,
and λ1 ≥ λ2 ≥ . . . ≥ λnS ≥ K > 0. Therefore,
(BTSBS)
−1 =
[
u1 u2 · · · unS
]

1
λ1
1
λ2
. . .
1
λnS


uT1
uT2
...
uTnS
 .
Moreover, let
BS =
[
b˜1 b˜2 . . . b˜nS ,
]
and the m-th row of BTSc be denoted as a
T , where a is the m-th column of BSc .
Then, the (m, k)-th entry of BTScBS(B
T
SBS)
−1 is equal to
[
aT b˜1 . . . a
T b˜nS
] [
1
λ1
u1 . . .
1
λnS
unS
]
u1,k
...
unS ,k
 = nS∑
j=1
nS∑
i=1
1
λj
aT b˜iuj,iuj,k,
where ui,j is the j-th entry of ui. Hence, the l
1 norm of them-th row ofBTScBS(B
T
SBS)
−1
is
nS∑
k=1
∣∣∣∣∣ nS∑j=1 nS∑i=1 1λj aT b˜iuj,iuj,k
∣∣∣∣∣, and
nS∑
k=1
∣∣∣∣∣∣
nS∑
j=1
nS∑
i=1
1
λj
aT b˜iuj,iuj,k
∣∣∣∣∣∣ ≤ 1K
nS∑
k=1
nS∑
j=1
nS∑
i=1
∣∣∣aT b˜i∣∣∣ ∣∣uj,i∣∣ ∣∣uj,k∣∣ (by Lemma 1)
≤ MS,Sc
K
nS∑
k=1
nS∑
i=1
(
nS∑
j=1
∣∣uj,i∣∣ ∣∣uj,k∣∣)
≤ MS,Sc
K
nS∑
k=1
nS∑
i=1
1 (by Cauchy-Schwarz)
=
n2SMS,Sc
K
.
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Therefore, ∥∥∥BTScBS(BTSBS)−1∥∥∥∞ ≤ n2SMS,ScK .

Note that since nS andMS,Sc are fixed andK = Θ(N) whenN →∞,
∥∥BTScBS(BTSBS)−1∥∥∞ =
O(N−1) when N →∞. We proceed to prove the main theorems using the technique
similar to the Primal-Dual Witness construction in [49], where
∥∥BTScBS(BTSBS)−1∥∥∞ <
1 is presumed and the probability of successful support recovery by Lasso under
additive Gaussian noise is estimated.
Theorem 1 (Robustness to envelope perturbations). Suppose N is sufficiently
large such that K > n2SMS,Sc and y˜ = Ey, where E = diag(e1, e2, . . . , eN ) is the
envelope. Let
M1S,y :=
∥∥∥BTSc(I −BS(BTSBS)−1BTS )∥∥∥∞‖y‖∞ (16)
and
M2S,y :=
∥∥∥(BTSBS)−1BTS ∥∥∥∞‖y‖∞ . (17)
Then, if
max
i
|ei − 1| < λ
M1S,y
(
1− n
2
SMS,Sc
K
)
, (18)
where λ > 0 is the chosen penalty in (15), the program (15) has a unique solution
xˆ such that if xˆi 6= 0, then i ∈ SOP (x∗).
Moreover, if for i = 1, 2, . . . , l we denote
βi := max
j
|x∗pi(j)| , (19)
then the solution xˆ can successfully identify periods pi when βi satisfies
βi > max
i
|ei − 1| ·M2S,y + λ
∥∥∥(BTSBS)−1∥∥∥∞ . (20)
Before proving the theorem, let us have a closer look at this theorem. First, if
E = I, that is, when there is no envelop variation, max
i
|ei − 1| = 0. Thus, for
any λ > 0, the program (15) always has a unique solution xˆ such that SOP (xˆ) ⊆
SOP (x∗), so there is no spurious period detected. Moreover, if λ is sufficiently
small such that λ < mini βi‖(BTSBS)−1‖∞ , we can detect all the periods pi, 1 ≤ i ≤ l.
Second, (16) might rings the bell that BS(B
T
SBS)
−1BTS y˜ is the solution of min-
imizing minxS ‖y˜ − BSxS‖2. Thus, BTSc(I − BS(BTSBS)−1BTS )y˜ is quantifying the
deviation of y˜ from y using the basis not indexed by S. However, as we will see in
the proof, (16) comes from controlling y˜ − y instead of y˜.
Third, for fixed coefficients x∗pi(j), ‖y‖∞ is fixed. Hence by the definition of BS
and BSc , it is clear that M
1
S,y = Θ(N), and M
2
S,y = Θ(1) when N → ∞. So, if
the strength of envelope modulation maxi |ei − 1| is fixed in (18), to ensure the
uniqueness solution of (15) and to avoid spurious periods, λ should be Ω(N). This
result provides a rule-of-thumb criterion to choose λ when we solve the program.
Finally, note that
∥∥(BTSBS)−1∥∥∞ = Θ( 1N ), and a bound for ∥∥(BTSBS)−1∥∥∞ is∥∥(BTSBS)−1∥∥∞ ≤ 1K , which can be proved in a way similar to that of Lemma 2 by
using its eigenvalue decomposition. As a result, by (20), the lower bound for βi in
order to to successfully identify the period pi is Θ(
λ
N ).
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Proof. To study (15), we first look at the following restricted problem:
arg min
x∈RnS
1
2
‖y˜ −BSx‖22 + λ‖x‖1 , (21)
where λ > 0. By the assumption, BS is of full rank, and hence we have B
T
SBS
is invertible. Therefore, the minimized function in (21) is strictly convex and the
solution xˆS to (21) is unique. Let
zˆS =
1
λ
(BTS y˜ −BTSBS xˆS)
be a subgradient of‖x‖1 at xˆS by (9). Set xˆ =
[
xˆS 0
]T
and zˆ =
[
zˆS zˆSc
]T
, where
zˆSc is to be determined so that zˆ ∈ ∂‖xˆ‖1. We thus plug xˆ and zˆ into equation (9),
and get
BTBxˆ−BTEBx∗ + λzˆ = 0, (22)
where we use the assumption that y = Bx∗. Let I be the N ×N identity matrix.
Then (22) can be rewritten as
BTB(xˆ− x∗) +BT (I − E)Bx∗ + λzˆ = 0,
which can also be written as[
BTS
BTSc
] [
BS BSc
] [xˆS − x∗S
0
]
+
[
BTS
BTSc
]
(I − E) [BS BSc] [x∗S0
]
+ λ
[
zˆS
zˆSc
]
= 0,
where we use the fact that x∗Sc = 0. We have from the top block that
BTSBS(xˆS − x∗S) +BTS (I − E)BSx∗S + λzˆS = 0,
which indicates
xˆS − x∗S = −(BTSBS)−1[BTS (I − E)BSx∗S + λzˆS ]. (23)
On the other hand, we have from the bottom block that
BTScBS(xˆS − x∗S) +BTSc(I − E)BSx∗S + λzˆSc = 0. (24)
By plugging xˆS − x∗S from (23) to (24), since BTSBS is invertible and λ > 0, we
have solved zˆSc and get
zˆSc = B
T
Sc [BS(B
T
SBS)
−1zˆS − 1
λ
(BS(B
T
SBS)
−1BTS − I)(E − I)BSx∗S ].
We need to show that zˆ is a subgradient of the l1 norm at xˆ. Note that ‖zˆS‖∞ ≤ 1.
Thus, by a direct bound, we have
‖zˆSc‖∞ ≤
∥∥∥BTScBS(BTSBS)−1∥∥∥∞ + 1λ∥∥∥BTSc(I −BS(BTSBS)−1BTS )∥∥∥∞‖E − I‖∞‖y‖∞
<
n2SMS,Sc
K
+
1
λ
M1S,y
λ
M1S,y
(1− n
2
SMS,Sc
K
) (by Lemma 2)
< 1.
Hence zˆ is a subgradient of the l1 norm at xˆ and xˆ is a solution to (15), and any
solution x to (15) satisfies xi = 0, if i ∈ Sc; that is, x =
[
xS 0
]T
where xS is a
solution to program (21). Therefore, xˆ is the unique solution to (15) since xˆS is
the unique solution to (21).
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For the second part, we have from (23),
‖xˆ− x∗‖∞ =‖xˆS − x∗S‖∞ ≤
∥∥∥(BTSBS)−1BTS ∥∥∥∞‖E − I‖∞‖y‖∞ + λ∥∥∥(BTSBS)−1∥∥∥∞
≤ max
i
|ei − 1| ·M2S,y + λ
∥∥∥(BTSBS)−1∥∥∥∞
Therefore, if for some period pi, there exists a coefficient |x∗pi(j)| > maxi |ei − 1| ·
M2S,y + λ
∥∥(BTSBS)−1∥∥∞, then EOPxˆ(pi) > 0. 
Next, we show the robustness of (15) to jitter; that is, when the periods between
two consecutive cycles are not fixed and deviated by some perturbation. For exam-
ple, a p-periodic signal with peaks at p, 2p, 3p, . . . is jittered (or its peak locations
are perturbed) so that the peaks arise at p + 1, 2p + 2, 3p + 3, . . . , where i is
bounded and |i| < p/2.
Theorem 2 (Robustness to jitter). Suppose N is sufficiently large such that K >
n2SMS,Sc , and y˜ =
l∑
i=1
Viyi, where yi =
φ(pi)−1∑
j=0
b
(j)
pi,N
x∗pi(j + 1), and Vi is a diagonal
block matrix:
Vi =

Vi,1
Vi,2
. . .
Vi,ki
 ,
where each Vi,j is either a identity matrix or a permutation matrix. Then, if
λ >
2K
∑l
i=1M
1
S,yi
K − n2SMS,Sc
, (25)
the program (15) has a unique solution xˆ such that if xˆi 6= 0, then i ∈ SOP (x∗).
Moreover, if for i = 1, 2, . . . , l we denote
βi = max
j
|x∗pi(j)|, (26)
then the solution xˆ can successfully identify periods pi if βi satisfies
βi >
l∑
i=1
2M2S,yi + λ
∥∥∥(BTSBS)−1∥∥∥∞ . (27)
Proof. First we note that ‖Vi − I‖∞ ≤ 2 for any i. We can write each yi as yi =
Bx∗Si = BSix
∗
Si
, where Si are indices in B that correspond to Rpi,N so that S =⋃l
i=1 Si. We follow the same procedure an notations as in the proof of previous
theorem to obtain[
BTS
BTSc
] [
BS BSc
] [xˆS − x∗S
0
]
+
l∑
i=1
[
BTS
BTSc
]
(I−Vi)
[
BSi BSci
] [x∗Si
0
]
+λ
[
zˆS
zˆSc
]
= 0.
We have from the top block that
BTSBS(xˆS − x∗S) +
l∑
i=1
BTS (I − Vi)BSix∗Si + λzˆS = 0,
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which indicates
xˆS − x∗S = −(BTSBS)−1[
l∑
i=1
BTS (I − Vi)BSix∗Si + λzˆS ]. (28)
On the other hand, we have from the bottom block that
BTScBS(xˆS − x∗S) +
l∑
i=1
BTSc(I − Vi)BSix∗Si + λzˆSc = 0. (29)
By plugging xˆS − x∗S from (28) to (29), we get
zˆSc = B
T
Sc [BS(B
T
SBS)
−1zˆS +
l∑
i=1
1
λ
(BS(B
T
SBS)
−1BTS − I)(I − Vi)BSix∗Si ].
Thus, by a direct bound, we have
‖zˆSc‖∞ ≤
∥∥∥BTScBS(BTSBS)−1∥∥∥∞ +
l∑
i=1
1
λ
∥∥∥BTSc(I −BS(BTSBS)−1BTS )∥∥∥∞‖I − Vi‖∞‖yi‖∞
<
n2SMS,Sc
K
+ 2
l∑
i=1
M1S,yi
K − n2SMS,Sc
2K
∑l
i=1M
1
S,yi
= 1.
On the other hand, we have from (28)
‖xˆ− x∗‖∞ =‖xˆS − x∗S‖∞ ≤
l∑
i=1
∥∥∥(BTSBS)−1BTS ∥∥∥∞‖Vi − I‖∞‖yi‖∞ + λ∥∥∥(BTSBS)−1∥∥∥∞
≤
l∑
i=1
2M2S,yi + λ
∥∥∥(BTSBS)−1∥∥∥∞ .

Theorem 3 (Robustness to additive noise). Suppose N is sufficiently large such
that K > n2SMS,Sc and y˜ = y + e, where the entries of e are i.i.d. Gaussian with
mean 0 and variance σ2, i.e. e ∼ N (0, σ2I). Let
C := max
1≤i≤Φ(Pmax)
‖bi‖22 . (30)
Denote
βi = max
j
|x∗pi(j)| (31)
for i = 1, 2, . . . , l. Then, with probability at least
1− (Φ(Pmax)− nS)e−
λ2(K−n2SMS,Sc )
2
2Cσ2K2 , (32)
we have the following:
a) the program (15) has a unique solution xˆ such that if xˆi 6= 0, then i ∈
SOP (x∗).
b) the solution xˆ can successfully identify the period pi if βi satisfies
βi >
√
λ2(K − n2SMS,Sc)2
K4
+
2Cσ2(log nS − log(Φ(Pmax)− nS))
K2
+λ
∥∥∥(BTSBS)−1∥∥∥∞ .
(33)
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Before we prove the theorem, we mention that if we choose λ = Ω(
√
N), then the
above probability tends to 1 as N →∞ since K = Θ(N) and C = Θ(N). Moreover,
with the choice of λ = Ω(
√
N), the right-hand side of (33) will be Ω(1/
√
N). The
proof below is similar to the proof of [49, Theorem 1].
Proof. First we note that for any i, 1 ≤ i ≤ N and t > 0 we have
P(|ei| ≥ t) = 2√
2piσ
∫ ∞
t
e−
x2
2σ2 dx =
2√
2piσ
∫ ∞
0
e−
(x+t)2
2σ2 dx
≤ 2√
2piσ
e−
t2
2σ2
∫ ∞
0
e−
x2
2σ2 dx = e−
t2
2σ2 .
As at the beginning of the proof of Theorem 1, we have from (9) that
BTBxˆ−BT (Bx∗ + e) + λzˆ = 0,
so that
BTB(xˆ− x∗)−BT e+ λzˆ = 0.
Consequently,[
BTS
BTSc
] [
BS BSc
] [xˆS − x∗S
0
]
−
[
BTS
BTSc
]
e+ λ
[
zˆS
zˆSc
]
= 0.
For the first part of the theorem, it is sufficient to prove ‖zˆSc‖∞ < 1.
We have from the top block that
BTSBS(xˆS − x∗S)−BTS e+ λzˆS = 0,
which indicates
xˆS − x∗S = (BTSBS)−1(BTS e− λzˆS). (34)
On the other hand, we have from the bottom block that
BTScBS(xˆS − x∗S)−BTSce+ λzˆSc = 0.
Substitute xˆS − x∗S to have
zˆSc = B
T
ScBS(B
T
SBS)
−1zˆS +
1
λ
BTSc(I −BS(BTSBS)−1BTS )e. (35)
Note that each entry of 1λB
T
Sc(I − BS(BTSBS)−1BTS )e has mean zero and variance
at most Cσ
2
λ2 , since I − BS(BTSBS)−1BTS is an orthogonal projection an thus has
spectral norm equal to 1. Therefore, by a direct union bound we have
P
(∥∥∥∥ 1λBTSc(I −BS(BTSBS)−1BTS )e
∥∥∥∥
∞
≥ t
)
≤ (Φ(Pmax)− nS)e−
λ2t2
2Cσ2 , (36)
since there are Φ(Pmax) − nS entries in 1λBTSc(I − BS(BTSBS)−1BTS )e. Let t =
1− n2SMS,ScK , and we have
P
(∥∥∥∥ 1λBTSc(I −BS(BTSBS)−1BTS )e
∥∥∥∥
∞
≥ 1− n
2
SMS,Sc
K
)
≤ (Φ(Pmax)−nS)e−
λ2(K−n2SMS,Sc )
2
2Cσ2K2 ,
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so that with probability at least 1− (Φ(Pmax)− nS)e−
λ2(K−n2SMS,Sc )
2
2Cσ2K2 , we have
‖zˆSc‖∞ ≤
∥∥∥BTScBS(BTSBS)−1∥∥∥∞ +
∥∥∥∥ 1λBTSc(I −BS(BTSBS)−1BTS )e
∥∥∥∥
∞
<
n2SMS,Sc
K
+ 1− n
2
SMS,Sc
K
= 1.
To prove the second part of the theorem, we first note that by Lemma 2, each entry
of (BTSBS)
−1BTS e has mean zero and variance at most
Cσ2
K2 . Therefore, by a direct
union bound we have
P
(∥∥∥(BTSBS)−1BTS e∥∥∥∞ > t) ≤ nSe−K2t22Cσ2 . (37)
Let
t =
√
λ2(K − n2SMS,Sc)2
K4
+
2Cσ2(log nS − log(Φ(Pmax)− nS))
K2
,
then with probability at least 1− (Φ(Pmax)− nS)e−
λ2(K−n2SMS,Sc )
2
2Cσ2K2 , we have
‖xˆ− x∗‖∞ =‖xˆS − x∗S‖∞
≤
∥∥∥(BTSBS)−1BTS e∥∥∥∞ + λ∥∥∥(BTSBS)−1∥∥∥∞
≤
√
λ2(K − n2SMS,Sc)2
K4
+
2Cσ2(log nS − log(Φ(Pmax)− nS))
K2
+ λ
∥∥∥(BTSBS)−1∥∥∥∞ .

6. Discussion and Conclusion
We have proposed a novel TF analysis algorithm, RDS, which incorporates the
RPT and l1 penalized linear regression, to analyze complicated time series with non-
sinusoidal oscillatory patterns. Numerical experiments demonstrate its usefulness
in the extraction of the fundamental IF of a non-stationary signal. It alleviates
some limitations of the traditional cepstrum-based de-shape algorithm, and it is
supported by the provided robustness analysis of RPT to different perturbations.
Specifically, the l1 approach helps stabilize the impact of inevitable noise; the ro-
bustness of the RPT to the spectral envelop fluctuation helps reduce the inevitable
low quefrency artifact issue when we apply the STCT; the fact that the PT preserves
the oscillatory component energy helps resolve the “weak fundamental component”
issue. In addition to these benefits, the computational complexity of this algorithm
is reasonably fast, and can be easily scaled to long time series.
We have a comment here regarding directly applying the PT to the high fre-
quency time series, particularly the biomedical signals. In general, any oscillatory
component in a biomedical signal does not oscillate with a fixed period. Instead,
its period changes from time to time. Since the PT is a global method, directly
applying the PT to extract periods from such time series might not be suitable.
Note that this does not contradict the provided robustness property of RPT against
jitter shown in Theorem 2. This is because the time-varying period cannot be well
approximated by the jitter effect.
It is natural to ask if we can generalize the PT to short periods, and come out
with the idea of “short-time PT”; that is, we run the PT over a short period around
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the time we want to study how fast it oscillates, and stitch all PT together and
generate a two-dimensional matrix that we can call the time-period representation.
See Figure 12 for a preliminary result of this idea when we apply it to the ta-
mECG f shown in Figure 1, where f(i) = f(i∆t), f is the ta-mECG, ∆t = 1/250
second, and i = 1, . . . , N . Numerically, for the i-th sampling time, [f(i− 500) f(i−
499) f(i− 500) . . . f(i) . . . f(i+ 499) f(i+ 500)]; that is, the window is chosen to be
of 4 seconds long. Then, based on the knowledge of the maternal IHR, we choose
Pmax = 200, which is associated with 250/200 = 1.25Hz. After tuning parameters
(although not optimized via a grid search), the final “time-period representation”
results with different periodicity penalization functions are shown in Figure 12. It
is clear that we can get some useful information both for the fetal IHR, but the
quality of the maternal IHR information is less ideal compared with the proposed
RDS. We mention that we can choose other window lengths, like 10 seconds long,
but the results are worse and we do not show them. We emphasize that we do not
claim that the short-time PT does not work, since we have not extensively explored
its possibility. This is the direction we would explore in our future work.
Another comment following the about discussion about the short-time PT, the
RDS solution we propose can be viewed as a solution sitting between PT and
short-time PT in the following sense. We first delegate the time-varying oscilla-
tory periods information to the TF domain, where the oscillation is related to the
spectrum of the non-sinusoidal oscillation, and this oscillation in the TF domain is
more regular and can be well modeled by the jitter effect. Then, we can benefit
from this nice periodicity property in the TF domain and apply the PT to extract
the fundamental IF, and hence the instantaneous period.
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Figure 12. A preliminary result of the short-time periodic
transform (STPT) for the ta-mECG signal f shown in Fig-
ure 1. Here, for the i-th sampling time, we run the RPT on
[f((i− 500)∆t) f((i− 499)∆t) f((i− 500)∆t) . . . f(i∆t) . . . f((i+
499)∆t) f((i+500)∆t)] with Pmax = 200, which is associated with
250/200 = 1.25Hz since ∆t = 250. Left: ζ(p) = 1 with λ = 500.
Middle: ζ(p) = p with λ = 200. Right: ζ(p) = p2 with λ = 10.
The curve around period 180 (about 1.39Hz) is associated with the
maternal IHR, and the curve around period 120 (about 2.08Hz) is
associated with the fetal IHR.
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There are several future directions we will explore. From the theoretical perspec-
tive, we need to establish the statistical property of the RPT, and hence the RDS,
so that we can carry out statistical inference. To the best of our knowledge, there is
limited work in this direction, even for the basic PT. Note that the statistical prop-
erty of de-shape algorithm is also missing. Although we do not discuss extensively
in the main article, we shall indicate the boundary problem, which is universal to
all kernel-based algorithms. Around the boundary, the STFT would get distorted,
and hence the RDS. How to handle this boundary effect is important and will be
studied in the future work, particularly for the real-time implementation of the
RDS. Although our theoretical results and preliminary numerical results support
that the RDS resolves several limitations of the traditional de-shape approach, it is
not clear how useful it is to real data. We will explore its performance in the real
database and clinical problems in future work.
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