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We develop a first-principles theory for Schottky barrier physics. The Poisson equation is solved completely self-
consistently with the electrostatic charge density and outside the normal density functional theory (DFT) electronic structure 
iteration loop, allowing computation of a Schottky barrier entirely from DFT involving thousands of atomic layers in the 
semiconductor. The induced charge in the bulk consists of conduction and valence band charges from doping and band 
bending, as well as charge from the evanescent states in the gap of the semiconductor. The Schottky barrier height is 
determined when the induced charge density and the induced electrostatic potential reach self-consistency. A test on the 
GaAs – graphene system is presented. 
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I. INTRODUCTION 
The physics of Schottky contact is one of the most 
important topics in semiconductor physics.1 Schottky barriers 
form at the interface between a semiconductor and a metal, 
or between two dissimilar semiconductors. At such an 
interface, charge transfer between the two materials is usually 
necessary in order to bring their Fermi levels into alignment. 
However, unlike metal-metal contacts where a dipole layer of 
atomic thickness is all it takes to align the Fermi levels, in a 
semiconductor the Fermi level density of states is nominally 
zero, requiring a space charge layer of macroscopic thickness 
to accommodate the amount of charge transfer needed. Such 
a space charge layer causes a corresponding shift in the 
electrostatic potential, producing a potential barrier for the 
carriers.2,3 
The macroscopic size of a Schottky barrier makes its 
modeling from first-principles a prohibitively difficult task. 
State of art models for Schottky barriers are parameterized 
from empirical data.4 Several density functional theory (DFT) 
studies modeled the band bending3, 5 , 6 , 7 , 8  and averaged 
electrostatic potential9,8 of metal/semiconductor by including 
several layers of the bulk. But the size of system in such studies 
is orders of magnitude smaller than the actual size of a typical 
Schottky barrier, which involves thousands layers of 
semiconductor.  
The physics of Schottky barrier is rich and has far-reaching 
impacts. It is important in wide ranging problems including 
how to make good contact between the semiconductor and 
the metal layer In order to avoid surface charge accumulation 
and produce high-quality Schottky contacts,10 how to use gate 
dielectric to avoid Fermi level pinning and reduce tunneling 
from metal to semiconductor.11 The Schottky barrier depends 
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on many factors, for example, the quality and structure of the 
semiconductor surface. Some combination of 
metal/semiconductor may favor creating chemical bonding 
and increase the current, Van der Waals materials such as 
graphene may create graphene pz – metal d-state 
hybridization, 12  which affects the graphene band structure 
significantly and changes the work function of the metal. The 
Schottky barrier height (SBH) can be also tuned by applying a 
stress on the junction.13  
A major contribution to the charge distribution near the 
interface is that from the metal induced gap states (MIGS).2  A 
powerful tool for calculating the MIGS from first-principles, 
which  are evanescent states,14,15 is the framework of complex 
band structure (CBS)15,16,17 in semiconductor, and it has been 
used, for example, for calculation of carrier mobility in 
heterojunctions 18 , 19  and tunneling coefficients in strong-
correlated systems.20 
In the current work we develop a first-principles 
description of the physics of Schottky barrier, defining the 
induced charge in the bulk of semiconductor due to surface 
induced gap states (SIGS) and electrostatic potential due to 
dipoles at the interface. The SBH is determined from the self-
consistency between the electrostatic potential and the 
induced charges in the bulk 
II. THEORY 
The charge distribution near an interface on the 
semiconductor side usually contains two main contributions. 
One is from the so-called metal-induced gap states (MIGS) or 
in the case of a surface, surface-induced gap states (SIGS), the 
other is from free carriers in the semiconductor due to doping 
or thermal activation. The best way to calculate the MIGS 
contribution is to calculate the evanescent states within the 
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band gap, which form on the surface of the semiconductor and 
penetrate into the bulk, generating a charge distribution. 
Additional charge is contributed from free carriers in the 
semiconductor, either thermally activated or by doping, that 
responds to the electric field near the interface. In turn, the 
induced charge generates a dipole on the surface and 
increases or decreases the energy of the surface states 
accordingly. The electrostatic potential of the induced charges 
can provide the information about the energy changes of the 
surface electrons due to surface dipoles. The self-consistency 
between the charge redistribution and the electrostatic 
potential determines the Schottky barrier. 
A. Metal-induced gap states as evanescent states 
Bringing a semiconductor into contact with a metal over a 
clean interface will accumulate or deplete free mobile charges 
from the semiconductor, depending on the difference in the 
electrostatic potential on two sides of the interface. This 
redistribution of the charges creates a volume charge density 
(z) in the semiconductor region next to the interface and a 
surface charge density  on the metal side, keeping the total 
charge of the system equal to zero. The wave functions of the 
Bloch electrons in the metal have exponential tails extending 
into the semiconductor, and manifest as the evanescent 
states. These evanescent states are described by the CBS16,17 
and are energy dependent. We express the evanescent state 
wave functions in the form 
      ,,   z x yk k zx yz k k e   (1) 
where (kx,ky) is a periodic function in the plane perpendicular 
to z, and z is the penetration (decay) rate.  
B. Induced charge distribution in bulk semiconductor 
The charge distribution of the thermally activated holes in 
the valence band is calculated according to the Fermi-Dirac 
distribution (see Fig. 1) and increases (or decreases) closer to 
the interface due to the bending of the valence band by the 
electrostatic energy eV(z), where V(z) is the change in the 
electrostatic potential due to the induced charges. To account 
for this extra change without computing the self-consistent 
electronic structure involving the entire region containing the 
Schottky barrier, the density of states (DOS) of this region is 
assumed to be that of the bulk semiconductor, except that it is 
shifted by amount eV(z). To obtain the induced charge, 
integration over the energy up to EVBM + eV(z) is equivalent to 
the shifting of the Fermi level down by eV(z): 
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where f(E) is the Fermi-Dirac function and Db[E] is the DOS of 
the bulk semiconductor. 
The electron carrier contribution to the charge distribution 
in the semiconductor is calculated by a similar integration of 
the DOS from the conduction band minimum (CBM) up to +: 
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Another contribution from the electron density is from the 
evanescent states in the band gap, which is proportional to the 
exponential factor of the CBS decay rate z(E,kx,ky): 
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Figure 1: Schottky contact between graphene and GaAs. B shows the 
SBH.  is the surface charge on the metal surface, and (z) is the 
charge distribution in the GaAs bulk. 
is the DOS of a SIGS, and DS[,E,kx,ky] is the projected density 
of states (PDOS) of the interfacial layer of the semiconductor. 
The semiconductor energy gap near the surface is shifted due 
to the Schottky barrier, therefore the SIGS will emerge and 
disappear near the bended VBM and CBM (see Fig. 2). These 
states are taken into account by matching boundary conditions 
for DS[,E,kx,ky] at each position z.  
The total charge density in the bulk of semiconductor is the 
sum of the charges for holes, electrons, and SIGS,  
        SIGSh ez z z z        (6) 
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Figure 2: Emergence and disappearance of SIGS near the bended VBM 
and CBM at the gap of semiconductor.  
C. Electrostatic potential from induced charges 
The induced volume charge distribution (z) (6) in the 
semiconductor medium creates an additional electrostatic 
potential, which can be calculated as the potential of the 
surface charges (z)dz’ in the bulk of semiconductor and of the 
charge accumulated at the metal surface : 
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where r is the dielectric constant of the semiconductor, 0 is 
the vacuum dielectric constant, and zM is the coordinate of the 
metal surface (Fig. 3). Since the total charge of the system is 
zero, we can set the potential at z  + to zero: 
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z
V z
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The induced charge on the metal surface can be calculated 
from the total charge in the bulk semiconductor with the 
opposite sign 
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0
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Taking into account (8) and (9) we can transform (7) into a 
form suitable for calculation without peculiarities at z  +: 
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Since (z) is non-zero at z > 0 only, the potential at z < zM is 
constant: 
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The boundary conditions (8) and (11) for the Poisson equation 
uniquely define the charge density. 
The slope of V(z) at the surface of the semiconductor is 
proportional to the accumulated charge at the metal surface: 
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D. Self-consistent solution for Schottky barrier 
In equilibrium, the induced charge density is defined by the 
electrostatic potential (2) - (4), and the electrostatic potential 
is defined by the induced charge in the bulk of semiconductor 
(7): 
    V V z V z        (13) 
 
Figure 3: The electrostatic potential due to induced charge in the bulk 
semiconductor and on the metal surface. z = 0 is the surface of the 
semiconductor, and z = zM is the surface of the metal. 
In order to find the equilibrium (13) we use a self-consistent 
procedure. A good approximate initial charge distribution is, 
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The corresponding charge accumulated at the metal surface 
due to (14) is 
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The electrostatic potential from charge distribution (14) 
according to (10) is  
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0 and z0 are taken from the experimental data, 21  which 
yield z0 ~ 10,000 Å and eV(0) = 0.3 eV. Using (16) we calculate 
the charge distribution (6) in the bulk, and then calculate the 
new potential (10) corresponding to the new charge 
distribution. We then repeat the whole procedure until 
convergence (reaching self-consistency (13) between V(z) and 
(z)). 
II. RESULTS 
We now apply the self-consistent condition (13) on a pure 
surface GaAs(111) and a GaAs surface in contact with a 
monolayer graphene (Gr). 
A. Surface of intrinsic GaAs 
Fig. 4 shows the CBS of bulk GaAs along the (111) direction 
calculated by Quantum Espresso. 22  The main band z 
responsible for the evanescent states in the gap is bolded in 
red in Fig. 4. The smallest penetration rate of SIGS into the bulk 
of GaAs is near the middle of the gap (midpoint)2 with the 
characteristic length of about 100 Å. The penetration rate 
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(decay rate) is increasing (decreasing) as the energy 
approaches VBM/CBM, and diverges at the CBM/VBM (z = 0).   
 
Figure 4: CBS of GaAs (111). The band highlighted by red (the slowest 
decaying band) is responsible for evanescent states in the gap of the 
semiconductor. 
When the semiconductor GaAs with sp3 hybridization in 
the bulk is cleaved to create a surface, the dangling sp3 bonds 
tend to form a surface with metallic properties.23 The surface 
atoms tend to organize the surface reconstruction in order to 
reduce dangling bonds and minimize the energy of the surface 
states. 24 , 25 , 26  GaAs (111) surface is known to have several 
surface configurations. 27  One of the configurations with 
minimum surface energy is a (2x2) surface reconstruction with 
vacancies of Ga atom.28,29,30 In this configuration on every (2x2) 
surface unit one Ga atom is removed (see Fig. 5 and 6).  
 
Figure 5: Surface reconstruction (2x2) with vacancy of Ga (shown as 
dashed green circles). The dangling bonds of Ga atoms exposed to 
vacuum are shown as green dots, and the dangling bonds of As atoms 
are shown by dashed red lines. Dangling bonds of As-Ga tend to 
combine to eliminate all dangling bonds of the surface. The relaxed 
surface is shown on Fig. 6. 
Ga vacancies create additional dangling bonds on As atoms 
(dashed red lines in Fig. 5), which form pairs with dangling 
bonds of Ga atoms exposed to vacuum24 (see Fig. 5). Such a 
reconstruction favors relaxation of Ga atoms towards As 
atoms to form a planar surface with Ga-As sp2 hybridized 
bonds.31 Thus, after the reconstruction the metallic character 
of the surface containing dangling bonds is changed back to a 
semiconducting character with all bonds filled. The band gap 
of the reconstructed surface is 0.63 eV.31 Such surface 
reconstruction creates surface states in the valence band and 
in the conduction band32,33,34,35 which are partially filled (see 
Fig. 7a). 
 
Figure 6: GaAs (111) (2x2) surface reconstruction with vacancy of Ga, 
Ga atoms in green, and As atoms in red. The left the view along z 
direction perpendicular to the surface, and the right is the view on the 
surface layer. Each (2x2) unit (shown as a blue quadrangle) has a 
vacancy of Ga. 
We calculated the PDOS of the surface layer and the 
internal layers of the system containing six layers of GaAs, 
where the last layer is H-terminated, in order to keep bulk 
properties. The results are shown in Fig. 8. For intrinsic 
(undoped) GaAs the Fermi level in the bulk is 0.73 eV (at 300 K) 
measured from the VBM, satisfying total charge neutrality. The 
Fermi level and intrinsic concentration of holes and electrons 
which compensate each other in undoped GaAs depends on 
the temperature; the calculated values are listed in Table 1. 
The results of the intrinsic concentrations are in good 
agreement with experiment.36  
 
(a)                                                              (b) 
Figure 7: Fermi level and CNL in (a) undoped GaAs surface (S), (b) n-
type doped GaAs. The dark blue rectangle shows the partially filed 
surface states by the doped electrons from the bulk. 
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Table 1. Fermi level and intrinsic concentrations of holes and 
electrons in undoped bulk GaAs. 
T (K) EF (eV) h = -e (cm-3) 
50 0.513 2.710-73 
100 0.529 8.110-27 
150 0.544 2.510-11 
200 0.560 1.410-3 
250 0.720 1.510+4 
300 0.728 5.510+6 
350 0.736 4.010+8 
400 0.744 1.010+10 
 
On the surface, thermally activated surface holes in the 
surface valence band and electrons in the surface conduction 
band compensate each other to create the charge neutrality 
level (CNL) on the surface (see Fig. 7a). SIGS for holes and 
electrons also compensate each other in the gap of the nearest 
layers to the surface. For undoped GaAs(111) the CNL 
coincides with the Fermi level of the bulk.31 Thus this surface is 
kept uncharged. However some of the semiconducting 
surfaces may have slightly bent bands.4 The obvious solution 
for the charge equilibrium condition (13) between the SIGS 
and the electrostatic potential for the uncharged surface is 
   0V z    (17) 
 
 
Figure 8: PDOS of GaAs, surface layer is dashed blue for GaAs(111)-Gr, red for pure GaAs(111). DOS of the bulk as solid blue. 
 
B. Surface of n-type GaAs 
Doped semiconductors can be described simply by the 
location of the Fermi energy in the gap, which in turn 
determines the concentration of the carriers (Table 2). By 
placing the Fermi energy at a desired energy in the calculation, 
we can adjust the doping level without dealing with the actual 
dopants. For a n-type doped semiconductor with a clean 
surface (i.e., not in contact with a metal or an overlayer), the 
surface layer exhibits electron accumulation filling the surface 
states, and the layers closer to the bulk have electrons 
depleted. This causes both the conduction and the valence 
bands to bend. The band bending moves the band gap away 
from the Fermi energy, creating the SIGS (Fig. 7b).  
In the bulk, doping, for example, with Si atoms as dopants 
substituting Ga atoms, creates excess electrons on SiGa defects, 
which become mobile. The remaining body of positively 
charged GaSi
  defects creates a compensating background 
charge, maintaining charge neutrality in the bulk.   
Table 2. Concentration of carriers in n-type doped GaAs at T 
= 300 K for different Fermi level positions. 
EF (eV) n (cm-3) 
0.73 0 
0.80 8.910+7 
0.90 4.310+9 
1.00 2.010+11 
1.10 9.810+12 
1.20 4.710+14 
1.30 2.210+16 
1.40 9.010+17 
We assume, first, that electrons accumulate on the surface 
layer only, and the depletion starts from the second layer of 
GaAs. Second, to be consistent with experimental findings,37,38  
we assume that when the bulk is doped, the surface of GaAs 
remains undoped. 
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Table 3 shows the calculated SBH for a clean GaAs(111) 
surface with and without an overlayer. The SBH is sensitive to 
the doping concentration. When there is no overlayer, the SBH 
is zero in the absence of any doping. A positive SBH appears 
when the semiconductor is n-type doped. The effect of a 
graphene overlayer is discussed below. 
Table 3. SBH and charge accumulation at the surface as 
functions of the concentration of carriers in n-type doped GaAs 
at T = 300 K for pure GaAs(111) and for GaAs(111)-Gr complex. 
n (cm-3) 
 GaAs GaAs-Gr 
SBH 
(eV) 
 
(1012 cm-2) 
SBH 
(eV) 
  
(1012 cm-2) 
0 0 0 -0.32  1.3 
3.3 × 1016 +0.26 −3.6 +0.58 −1100 
 
C. GaAs in contact with graphene 
Fig. 9 shows the relaxed structure of GaAs(111)-Gr. The 
distance between the surface of GaAs and the flat Gr layer is 
3.32 Å. The PDOS of the surface layer of GaAs in contact with 
Gr is shown in Fig. 8 in comparison with PDOS for pure GaAs 
surface. The electron states in the Gr penetrate into the GaAs 
surface and create additional gap states.   
 
 
Figure 9: GaAs(111) surface layer in contact with Gr. Ga atoms in 
green, As atoms in red, and C atoms in grey. 
The results for the SBH for GaAs(111)-Gr system are also 
listed in Table 3, and the self-consistent solution for the charge 
and the electrostatic potential are plotted in Fig. 10 (note the 
log scale for the distance). Gr in contact with undoped GaAs 
induces electron states on the surface of GaAs. A part of this 
charge penetrates into the bulk and causes a negative SBH of -
1  S.M. Sze, K.K. Ng “Physics of semiconductor devices” 3rd Ed., 
John Wiley & Sons, New York, 2007 
0.32 eV. In this case, the induced charge density in the bulk of 
GaAs is defined by the SIGS only, 
 
SIGS,h e     
 
Figure 10: Self-consistent charge density (dashed lines) and 
electrostatic potential (solid lines) for GaAs(111) – Gr complex, red 
color for undoped GaAs, and blue lines for 𝜌𝑛 = 3.3 × 10
16 cm-3. 
III. CONCLUSION 
We have developed a first-principles theory for calculating 
SBH. The theory is tested on a pure surface of GaAs(111) and 
on the GaAs(111)-graphene complex. We find that the SBH 
depends on the surface states and on the complex band 
structure of the bulk. The height is a consequence emerging 
from the self-consistency between the induced charges in the 
bulk of the semiconductor due to SIGS and the electrostatic 
potential arising from these charges. Our results can have 
great impact on modeling junctions where a Schottky barrier 
is present and allow one to compare experiments with first-
principles calculations. This capability can be used to guide 
computational design of heterogeneous junctions. Further 
studies of a magnetic molecule-graphene-GaAs complex is 
underway. 
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