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We present a theoretical study of the finite-temperature Kosterlitz-Thouless (KT) and vortex-antivortex lat-
tice (VAL) melting transitions in two-dimensional Fermi gases with p- or d-wave pairing. For both pairings,
when the interaction is tuned from weak to strong attractions, we observe a quantum phase transition from the
Bardeen-Cooper-Schrieffer (BCS) superfluidity to the Bose-Einstein condensation (BEC) of difermions. The
KT and VAL transition temperatures increase during this BCS-BEC transition and approach constant values in
the deep BEC region. The BCS-BEC transition is characterized by the non-analyticities of the chemical poten-
tial, the superfluid order parameter, and the sound velocities as functions of the interaction strength at both zero
and finite temperatures; however, the temperature effect tends to weaken the non-analyticities comparing to the
zero temperature case. The effect of mismatched Fermi surfaces on the d-wave pairing is also studied.
I. INTRODUCTION
It was proposed by Eagles [1] and Leggett [2] several
decades ago that, in a many-fermion system with attractive
interaction, one can realize an evolution from the Bardeen-
Cooper-Schrieffer (BCS) superfluidity to Bose-Einstein con-
densation (BEC) of difermion molecules by gradually in-
creasing the strength of the interaction. For s-wave interac-
tion, such a BCS- BEC evolution is a smooth crossover [3–
11] which has been experimentally studied by using the di-
lute ultracold fermionic atoms [15–17], where the interaction
strength is tuned by means of the Feshbach resonance. Such
a dilute ultracold atomic system is characterized by a dimen-
sionless parameter 1/(kFas), where as is the s-wave scatter-
ing length of the short-range interaction and kF is the Fermi
momentum in the absence of interaction. The BCS-BEC
crossover occurs when 1/(kFas) goes from −∞ to ∞. In addi-
tion, the Anderson-Bogoliubov collective mode of fermionic
superfluidity at weak attraction evolves smoothly to the Bo-
goliubov excitation of weakly repulsive Bose condensate at
strong attraction [5, 11–14].
On the other hand, for nonzero orbital-angular-momentum
pairing, such as p- or d-wave pairing, the BCS-BEC evolu-
tion is not smooth but associated with some quantum phase
transition[18, 23–29]. Such a quantum phase transition can-
not be characterized by a change of symmetry or the asso-
ciated order parameter. Instead, different quantum phases can
be distinguished topologically [18]. Recently, the p-wave Fes-
hbach resonance has been realized in three-dimensional ultra-
cold Fermi gases of 40K [19] and bosonic 85Rb−87Rb mix-
ture [20], and some of the predicted universal relations for
p-wave interaction [21, 22] were successfully verified. On the
other hand, the two-dimensional (2D) systems are of particu-
lar interest since the topological p-wave pairing state exhibits
nonabelian statistics [18] and hence is useful for topological
computation. In cold-atom experiments, a quasi-2D Fermi gas
can be realized by arranging a one-dimensional optical lattice
along the axial direction and a weak harmonic trapping poten-
tial in the radial plane, such that fermions are strongly con-
fined along the axial direction and form a series of pancake-
shaped quasi-2D clouds [30–34].
For 2D fermionic systems with generic p-or d-wave pairing
at zero temperature, the thermodynamic quantities and the ve-
locity of the low-energy collective mode can be non-analytic
functions of the two-body binding energy at the BCS-BEC
quantum phase transition point where the chemical potential
vanishes [23, 24, 29]. Interestingly, these non-analyticities are
determined solely by the infrared behavior of the interaction
potential, i.e., independent of the details of the interaction po-
tential as well as the symmetry associated with the order pa-
rameter [29]. However, the temperature in a realistic ultra-
cold atomic gas is always nonzero. Therefore, it is important
to study how these non-analyticities are modified when the
temperature is nonzero. In addition, it is well known that the
thermal superfluid transition in 2D becomes of the Kosterlitz-
Thouless (KT) type and vortex-antivortex lattice (VAL) may
also exist at low temperature [37–39]. It is thus necessary
to study the KT and VAL transitions in 2D fermionic sys-
tems with p-or d-wave pairing. The KT and VAL transitions
has been comprehensively studied for 2D Fermi gases with s-
wave pairing [8, 40–46] and with spin-orbit coupling [47–51].
In this work, we present a systematical study of the KT
and VAL melting transitions in 2D Fermi gases with p- or
d-wave pairing. We find that the non-analyticities are weak-
ened by finite-temperature effect. In particular, we calculate
the sound velocity υ as a function of temperature and inter-
action strength (the two-body binding energy). For the p-
wave pairing, υ is a non-monotonous function of the two-body
binding energy, while for the d-wave pairing, υ decreases
monotonously with the binding energy. The effect of mis-
matched Fermi surfaces is also studied for the d-wave pairing.
In the BEC regime, we find that the KT and VAL transition
temperature both decrease linearly for large chemical poten-
tial imbalance, and a superfluid-normal phase transition oc-
curs when the imbalance reaches a critical value.
The paper is arranged as follows. We present the study of
p-wave pairing system and d-wave pairing system in Sec.II
and Sec.III, respectively. The theoretical formalism is given
2in Sec.II A and Sec.IIIA. The numerical results are given in
Sec.II B for p-wave pairing and in Sec.III B for d-wave pair-
ing. Finally, we summarize in Sec.IV. We use the natural units
~ = kB = 1 throughout.
II. p-WAVE PAIRING IN SPINLESS FERMI GASES
A. Formalism in Gaussian approximation
Since the fermion wave function should be anti-symmetric,
the simplest setup to study p-wave pairing is a “spinless”
Fermi gas, or single-component Fermi gas. The Hamiltonian
can be written as [18, 23]
H =
∑
k
ξ
k
ψ
†
k
ψ
k
+
∑
k,k′ ,q
V
p
kk′
b
†
kq
b
k′q
, (1)
where ψk represents the fermion annihilation operator, bkq =
ψ−k+q/2ψk+q/2, and ξk = ǫk − µ with the kinetic energy ǫk =
k2/(2m). For the sake of simplicity, we consider a separable
p-wave interaction potential V
p
kk′
[29],
V
p
kk′
= −λΓp(k)Γp∗(k′), (2)
where λ is the interaction strength. The gamma functions
takes the Nozieres-Schmitt-Rink (NSR) form [3, 23],
Γ
p
s (k) =
(kx + iky)/k1
(1 + k/k0)3/2
, Γ
p
a(k) =
kx/k1
(1 + k/k0)3/2
, (3)
with k = |k|. Here s and a represent the symmetric (isotropic)
px + ipy and asymmetric (anisotropic) px pairings, respec-
tively. The parameters k0 and k1 set the momentum scale in the
short and long wavelength limits, respectively [23]. The form
of the denominator is chosen to mimic the amplitude damping
for p-wave partial potential at large momentum [23].
The partition function at finite temperature can be given by
the imaginary-time path integral formalism,
Z =
∫
[dψ†][dψ] exp
−
∫ β
0
dτ
∑
k
ψ
†
k
∂τψk +H

 , (4)
where τ = it is the imaginary time and β = 1/T with
T being the temperature. Introducing an auxiliary bosonic
field φq(τ) = 2λ
∑
k Γ
p(k)bkq and applying the Hubbard-
Stratonovich transformation, we can rewrite the partition
function as
Z =
∫
[dφ∗][dφ][dΨ†][dΨ] exp
{
−
∫ β
0
dτ
[∑
q
|φq(τ)|
2
4λ
+
1
2
∑
k,k′
(
ξkδk,k′ −Ψ
†
k
G−1k,k′Ψk′
)]}
, (5)
where we use the Nambu-Gor’kov representation Ψ
†
k
=
(ψ
†
k
, ψ
−k
). The inverse fermion Green’s function is given by
G−1k,k′ (τ)=
 (−∂τ−ξk)δk,k′ φk−k′ (τ)Γp
(
k+k′
2
)
φ∗
−k+k′
(τ)Γp∗
(
k+k′
2
)
(−∂τ+ξk)δk,k′
 . (6)
Integrating out the fermion degrees of freedom, we obtain
Z =
∫
[dφ∗][dφ] e−S
p
eff
[φ∗ ,φ], (7)
with the effective action
S
p
eff
=
∫ β
0
dτ
[∑
q
|φq(τ)|
2
4λ
+
1
2
∑
k,k′
(
ξkδk,k′ − Tr lnG
−1
k,k′
)]
, (8)
where the trace is taken over imaginary time, momentum and
Nambu-Gor’kov spaces.
To proceed, we decompose the auxiliary field φq(τ) into its
mean-field and fluctuation parts,
φq(τ) = ∆δq,0 + φˆq(τ). (9)
The effective action can be evaluated in powers of the fluc-
tuation φˆq(τ), i.e., S
p
eff
= S
p
0
+ S
p
2
+ · · · . Here we omit the
linear term in the fluctuation since it vanishes due to the gap
equation. The leading-order term S
p
0
represents the mean-
field contribution. The next-to-leading-order term S
p
2
, which
is quadratic in the fluctuation, represents the Gaussian fluctu-
ations and hence the collective mode dynamics.
1. Mean-field approximation
The mean-field contribution S
p
0
can be evaluated as
S
p
0
= βS
∆24λ + 12
∫
d2k
(2π)2
ξk−
T
2
∑
n
∫
d2k
(2π)2
ln detG−1k (iωn)

= βS
{
∆
2
4λ
−
1
2
∫
d2k
(2π)2
[
Ek−ξk+2T ln
(
1+e−Ek/T
)]}
,(10)
where S is the area of the system and ωn = (2n + 1)πT (n ∈
Z) is the fermion Matsubara frequency. The inverse fermion
Green’s function in mean-field approximation is given by
G−1k (iωn) =
(
iωn − ξk ∆
p
k
∆
p∗
k
iωn + ξk
)
, (11)
which gives the fermionic quasiparticle spectrum Ek =(
ξ2
k
+ |∆
p
k
|2
)1/2
with ∆
p
k
= ∆Γ
p(k). The mean field ∆, normally
referred to as the superfluid order parameter, is determined by
the extreme condition ∂S
p
0
/∂∆ = 0, which gives rise to the gap
equation
1
λ
=
∫
d2k
(2π)2
|Γp(k)|2
Ek
tanh
(
Ek
2T
)
. (12)
The mean-field contribution to the number density is obtained
through the thermodynamic relation n0 = −(∂S
p
0
/∂µ)/(βS ).
We have
n0 ≡
∫
d2k
(2π)2
n0(k) =
1
2
∫
d2k
(2π)2
[
1 −
ξk
Ek
tanh
(
Ek
2T
)]
. (13)
3The interaction strength λ can be physically characterized
by the two-body binding energy Eb in vacuum. It is given
by [23]
1
λ
=
∫
d2k
(2π)2
2|Γp(k)|2
2ǫk − Eb
. (14)
Note that unlike the s-wave case, here the binding energy Eb
can be both negative or positive. The weak and strong attrac-
tion limits correspond to Eb → +∞ and Eb → −∞, respec-
tively.
2. Gaussian fluctuation and Goldstone mode
The Gaussian fluctuation contribution to the effective action
is quadratic in φq(τ) and thus represents the collective mode
dynamics. It can be evaluated as
S
p
2
=
∑
q,n
{
|φˆq(iνn)|
2
4λ
+
T
4S
∑
k,m
Tr
[
Gk−q/2(iωm)
× Φ−q(−iνn)Gk+q/2(iωm + iνn)Φq(iνn)
]}
, (15)
where νn = 2πnT (n ∈ Z) is the boson Matsubara frequency,
and the mean-field fermion Green’s function and the vertex
matrix Φ are given by
Gk(iωm) =
1
(iωm)2 − E
2
k
(
(iωm + ξk) −∆
p
k
−∆
p∗
k
(iωm − ξk)
)
,
Φq(iνn) =
(
0 φˆq(iνn)Γ
p(k)
φˆ∗−q(−iνn)Γ
p∗(k) 0
)
. (16)
After some algebra, S
p
2
can be written in a compact form
S
p
2
=
1
2
∑
q,n
(
φˆ∗q(iνn) φˆ−q(−iνn)
)
M(q, iνn)
(
φˆq(iνn)
φˆ∗−q(−iνn)
)
,(17)
where the inverse boson propagator M(q, iνn) takes the form
M(q, iνn) =
(
M11(q, iνn) M12(q, iνn)
M21(q, iνn) M22(q, iνn)
)
. (18)
The matrix elements are given by
M11 =
1
4λ
+
T
2S
∑
k,m
G11k−q/2(iωm)G
22
k+q/2(iωm + iνn)|Γ
p(k)|2,
M22 =
1
4λ
+
T
2S
∑
k,m
G22k−q/2(iωm)G
11
k+q/2(iωm + iνn)|Γ
p(k)|2,
M12 =
T
2S
∑
k,m
G12k−q/2(iωm)G
12
k+q/2(iωm + iνn)[Γ
p∗(k)]2,
M21 =
T
2S
∑
k,m
G21k−q/2(iωm)G
21
k+q/2(iωm + iνn)[Γ
p(k)]2. (19)
It is easy to prove that these matrix elements satisfy
M∗11(q, iνn) = M22(q, iνn), M
∗
12(q, iνn) = M21(q, iνn). (20)
Completing the fermion Matsubara frequency summation, we
obtain
M11 =
1
4λ
+
∫
d2k
(2π)2
|Γp(k)|2
2
[(
u2−υ
2
+
iνn+(E+−E−)
−
u2
+
υ2−
iνn − (E+ − E−)
)
( f+− f−)+
(
u2
+
u2−
iνn−(E++E−)
−
υ2
+
υ2−
iνn + (E++E−)
)
(1− f+− f−)
]
,
M12 = −
∫
d2k
(2π)2
[Γp∗(k)]2
8E+E−

(
∆
p
k−q/2
∆
p
k+q/2
iνn−(E+−E−)
−
∆
p
k−q/2
∆
p
k+q/2
iνn + (E+ − E−)
)
( f+− f−)+
(
∆
p
k−q/2
∆
p
k+q/2
iνn−(E++E−)
−
∆
p
k−q/2
∆
p
k+q/2
iνn + (E++E−)
)
(1− f+− f−)
 , (21)
where the BCS distributions are defined as u2± = (1+ξ±/E±)/2
and υ2± = (1 − ξ±/E±)/2, and the Fermi-Dirac distribution
is given by f± =
(
1 + eE±/T
)−1
, with the dispersions ξ± =
ξk±q/2 and E± = Ek±q/2. We note that the terms proportional
to f+ − f− corresponds to the Landau damping effect, which
vanish when T → 0.
It is more physical to decompose the fluctuation into its
real and imaginary parts, i.e., φˆ(x) = σ(x) + iπ(x). In mo-
mentum space we have φˆq(iνn) = σq(iνn) + iπq(iνn) and
φˆ∗q(iνn) = σ
∗
q(iνn) − iπ
∗
q(iνn) = σ−q(−iνn) − iπ−q(−iνn). Thus,
the Gaussian fluctuation part of the effective action can be ex-
pressed as
S
p
2
=
1
2
∑
q,n
(
σ∗q(iνn) π
∗
q(iνn)
)
Π(q, iνn)
(
σq(iνn)
πq(iνn)
)
, (22)
where the inverse boson propagator reads
Π=
(
(M11+M12+M21+M22) i(−M11−M12+M21+M22)
i(M11−M12+M21−M22) (M11−M12−M21+M22)
)
.(23)
The low-energy dynamics is governed by the gapless Gold-
stone mode. Diagonalizing the matrixΠ, we obtain two eigen-
modes. Their inverse propagators are given by
D−1θ/η(q, iνn) = M11 + M22 ∓
√
(M11 − M22)2 + 4M12M21.(24)
4We can prove that D−1θ (0, 0) = 0, which indicates that the θ-
mode is gapless, i.e., the Goldstone mode. It is a mixture of σ
and π components and can be expressed as
θq(iνn) = C
[
D−1θ (q, iνn)σq(iνn) +D
−1
η (q, iνn)πq(iνn)
]
, (25)
where C is a normalization coefficient.
The KT transition is related to the stiffness of the Goldstone
mode, i.e., the gapless θ mode. To this end, we need to study
the low-energy dynamics of the collective modes. At small
energy and momentum, the propagator of the gapless θ mode
can be expressed as
D−1θ (q, iνn) = −ζ
p(iνn)
2
+
1
4m∆2
(
ρ
p
xq
2
x + ρ
p
yq
2
y
)
, (26)
where ρ
p
x and ρ
p
y are the so-called stiffnesses of the Goldstone
mode. To compute the coefficients ζp, ρ
p
x, and ρ
p
y , we make
the low-energy expansion of Mij (i, j = 1, 2) to the quadratic
order in frequency and momentum,
Mij(q, iνn) = Aij + iνnBij + (iνn)
2Cij + D
x
ijq
2
x + D
y
ij
q2y . (27)
However, because of the Landau damping terms proportional
to f+ − f− in Eq. (21), such an expansion is in principle only
valid at zero temperature or near the superfluid transition tem-
perature [5, 52]. Mathematically, the Landau damping terms
bring divergences when doing such an expansion. Since the
KT and VAL melting transitions occur at low temperature
where the pairing gap is still large, we may neglect the diver-
gences from Landau damping effect and perform this expan-
sion. Physically, in this approximation, we neglect the damp-
ing of the collective modes and treat them as stable modes.
Below the KT transition temperature, we expect that the large
pairing gap suppresses the damping of the collective modes
and validates this approximation.
By neglecting the Landau damping effect, we can evaluate
the expansion coefficients as
A11 = A22 =
1
4λ
−
∫
d2k
(2π)2
(
E2k + ξ
2
k
) |Γp(k)|2
8E3
k
tanh
(
Ek
2T
)
,
B11 = −B22 = −
∫
d2k
(2π)2
ξk|Γ
p(k)|2
8E3
k
tanh
(
Ek
2T
)
,
C11 = C22 = −
∫
d2k
(2π)2
(
E2k + ξ
2
k
) |Γp(k)|2
32E5
k
tanh
(
Ek
2T
)
,
A12 = A21 = ∆
2
∫
d2k
(2π)2
|Γp(k)|4
8E3
k
tanh
(
Ek
2T
)
,
B12 = B21 = 0,
C12 = C21 = ∆
2
∫
d2k
(2π)2
|Γp(k)|4
32E5
k
tanh
(
Ek
2T
)
. (28)
The coefficients D
x,y
ij
can be obtained but quite lengthy (see
Appendix. A). Here we show the combined quantities
ρ
p
i
= 4m∆2(Di11 + D
i
22 − D
i
12 − D
i
21), (i = x, y) (29)
which are exactly the superfluid density along the x and y di-
rections. After a lengthy calculation we obtain
ρ
p
i
=
∫
d2k
(2π)2
n0(k) − k2i
4mT
sech2
(
Ek
2T
) . (30)
At zero temperature, the superfluid density is isotropic for
both px and px + ipy pairings and we have ρ
p
x = ρ
p
y = n as
required by the Galilean invariance [35]. However, for px
pairing, finite temperature effect generates anisotropy of the
superfluid density.
Finally, the low-energy behavior of the θ-mode or the Gold-
stone mode is given by Eq. (26), where the coefficient ζp reads
ζp = ζ
p
0
+
B2
11
A12
, (31)
with ζ
p
0
= −2(C11 − C12). The Goldstone mode velocity or
sound velocity along the i-direction reads
υ
p
i
=
√
ρ
p
i
4m∆2ζp
. (32)
We note that the term B2
11
/A12 arises from the coupling be-
tween the phase and amplitude modes and is rather important
to recover the correct sound velocity in the BCS-BEC evolu-
tion [46]. We also emphasize that even though the low-energy
expansion of the matrix elements Mij(q, iνn) suffers from the
divergence problem caused by the Landau damping effect,
these divergences cancels exactly for the coefficients ζp, ρ
p
x,
and ρ
p
y . The divergences only arises for higher-order terms
in the expansion (26). These divergences correspond to the
damping of the Goldstone mode and we may neglect it at low
temperature.
Comparing to previous approach to KT transition in su-
perfluid 2D Fermi gases [8, 43, 53], we make some com-
ments here. Previous approach adopted an alternative de-
composition of the superfluid order parameter field φ(x), i.e.,
φ(x) = [∆ + η(x)]eiθ(x), and the amplitude fluctuation η(x) is
normally neglected [8, 43, 53]. The KT transition can be ob-
tained by studying the low energy dynamics of the pure phase
mode θ(x). The advantage of this approach is that it formally
does not suffer from the Landau damping problem as we en-
counter here. We have also evaluated the low-energy expan-
sion for the phase mode in this approach. The expansion also
takes the form (26) and leads to the same result for the super-
fluid density ρ
p
i
. However, the coefficient ζp is different [53]:
ζp=
∫
d2k
(2π)2
|Γp(k)|2
8E2
k
 |∆pk|2
Ek
tanh
(
Ek
2T
)
+
ξ2
k
2T
sech2
(
Ek
2T
) . (33)
We can easily identify that the first term is just ζ
p
0
and the sec-
ond term comes from the fact that this approach amounts to
take the limit q → 0 first when evaluating the low-energy ex-
pansion. As clarified in [46], this approach leads to incorrect
result for the sound velocity υ
p
i
in the BCS-BEC evolution. In
summary, our approach can recover not only the correct su-
perfluid density but also the correct sound velocity. The price
5we pay in this approach is that we have to neglect the damping
of the collective modes.
In our low-energy approximation, the contribution of the
Goldstone mode to the thermodynamic potential can be given
by
Ω
p
2
=
∫
d2q
(2π)2
T ln
(
1 − e−εq/T
)
= −
ζ(3)T 3
2π(υ
p
xυ
p
y)
, (34)
where the dispersion relation of the Goldstone mode is given
by εq = [
∑
i=x,y(υ
p
i
qi)
2]1/2 and ζ(x) is the Riemann zeta func-
tion. At finite temperature, we take into account the fluctu-
ation contribution to the number density. The total fermion
number density n can be given by
n = n0 −
∂Ω
p
2
∂µ
= n0 −
ζ(3)T 3
2π(υ
p
xυ
p
y)
2
∂(υ
p
xυ
p
y)
∂µ
. (35)
At T = 0 we have n = n0 and therefore the quantum fluctu-
ations [54–56] are not taken into account in the present the-
ory. For s-wave pairing, it was found that inclusion of quan-
tum fluctuations leads to slight correction to the KT transi-
tion [57, 58]. Thus we expect that the present theory can pro-
vides reliable results for the KT and VAL transition for higher
partial wave pairings.
B. Kosterlitz-Thouless and vortex-antivortex lattice melting
transitions
The KT and VAL melting temperatures are both directly
related to the stiffness Ji = ρ
p
i
/(4m) [37–39, 53]:
TKT =
π
2
√
J
p
x(TKT)J
p
y (TKT), TM = 0.3
√
J
p
x(TM)J
p
y (TM).(36)
For the anisotropic px pairing, the vortex might be elliptically
shaped and the usual square vortex-antivortex lattice will also
deform accordingly just like the case with anisotropic spin-
orbit coupling [48]. However, one can scale one direction so
that the scaled vortex is circular (the scaled lattice thus be-
comes square). Thus we can apply Eq. (36) to the scaled vor-
tex and lattice. Then for a given Eb and number density, the
gap equation (12), the number equation (35), and the critical
temperature equation Eq.(36) can be solved self-consistently
to give TKT (TM) and ∆ and µ at TKT (TM).
To present the numerical results, it is convenient to define
the Fermi momentum kF and Fermi energy ǫF of a noninter-
acting Fermi gas, through n = k2
F
/(4π) and ǫF = k
2
F
/(2m).
The numerical results are shown in Fig.1 in which we plot the
transition temperatures TKT and TM, the chemical potential,
the order parameter, and the sound velocity at TKT and TM
as functions of Eb. The Eb dependence of TKT clearly shows
the BCS-BEC evolution when Eb is tuned from positive to
negative values (Note that for p-wave pairing in 2D, an attrac-
tive potential does not necessarily lead to a bound state; when
Eb > 0 the two-fermion state is a scattering state.). The chem-
ical potential at TKT and TM are almost the same for a given
p-wave pairings; similarly, the order parameter at TKT and
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FIG. 1: (Color online) Upper panel: the transition temperatures,
TKT (solid lines) and TM (dashed lines), as functions of the two-
body binding energy Eb for the isotropic px + ipy pairing (black and
green thick lines) and anisotropic px pairing (blue and red thin lines).
Lower panels: the chemical potential µ and sound velocity υ as func-
tions of Eb at TKT and TM. The anisotropic velocities for px pairing
are denoted by υx and υy. The inserts show the zoom-in plots of TKT
with respect to µ around the BCS-BEC transition point µ = 0 for
the px pairing and the order parameter ∆ as a function of Eb . The
parameters for NSR potential are k0 = 10
3/2kF and k1 = 10
1/2kF.
TM are also almost the same. In the deep BEC region where
Eb < 0 with a large magnitude, the transition temperatures
TKT and TM are found to be constants TKT ≃ 0.0625ǫF and
TM ≃ (0.6/π)TKT which are comparable to the s-wave pairing
case [53]. Besides, the anisotropy in the sound velocity dis-
appears for px pairing in deep BEC region as illuminated in
the plot of the sound velocities υx and υy, because the basic
degrees of freedom are compactly bound bosons now and the
6Yoshida term in Eq. (30) is suppressed.
One interesting feature we observe is that there are non-
analytic behavior at the BCS-BEC transition point µ = 0. We
can see this most clearly from the sound velocity. For other
values of µ, the KT and VAL melting transitions are always
analytic and smooth. To illuminate this more explicitly, we
show the results for TKT around the region µ ∼ 0 in the in-
serted figure for the anisotropic px pairing, which is more ob-
vious than the isotropic px+ipy pairing. In order to understand
the non-analyticity, we explore the properties of the most rel-
evant quantity ζ
p
0
around µ = 0. The first two derivatives of ζ
p
0
with respect to µ are given by
∂ζ
p
0
∂µ
=
∫
d2k
(2π)2
ξk|Γ
p(k)|2
8E4
k
[
3 tanh
(
Ek
2T
)
Ek
−
sech2
(
Ek
2T
)
2T
]
, (37)
∂2ζ
p
0
∂µ2
=
∫
d2k
(2π)2
|Γp(k)|2
8E5
k
[
3
(
5ξ2
k
− E2
k
)
E2
k
tanh
(
Ek
2T
)
−
|∆
p
k
|2
2TEk
×sech2
(
Ek
2T
)
−
ξ2
k
2T 2
tanh
(
Ek
2T
)
sech2
(
Ek
2T
) ]
. (38)
For small µ → 0+, ∂ζ
p
0
/∂µ is finite but
∂2ζ
p
0
∂µ2
∼
1
T∆4
ln
µ
∆
. (39)
As ζ
p
0
appears in n and ρ
p
i
, this shows that the higher order
derivatives of n and ρ
p
i
with respect to µ is not analytic at the
point where µ = 0. Also, TKT, TM, and the sound velocity υ
are all non-analytic at the point where µ = 0. But we note that
the temperature effect weakens the non-analyticities as can be
seen from the above equations. Thus, the BCS-BEC evolu-
tion in p-wave pairing system is actually a phase transition
although there is no change of symmetry across the transition.
The sound velocities behave non-monotonically versus Eb
and we will analyze it in more detail. For the anisotropic px
pairing, the sound velocities along x and y directions split in
the BCS region (Eb positive and large) and merge into a sin-
gle curve in the deep BEC region. For the isotropic px + ipy
pairing, we plot the relevant functions ζ
p
0
, ζp and ρp versus the
chemical potential µ in Fig.2 to understand the extremas in the
sound velocities. As can be seen, the term B2
11
/A12 dominates
ζ
p
0
at low temperature which indicates the importance of the σ
component in θ mode and the increasing feature of the sound
velocities in the BCS region is due to the fast decreasing of ζp.
The sound velocity decreases in the BCS regime with large Eb
where ∆ is small. This interesting non-monotonic behavior of
the sound velocity may be used to probe the BCS-BEC tran-
sition in Fermi gases with p-wave pairing.
III. d-WAVE PAIRING IN SPIN-1/2 FERMI GASES
A. Formalism in Gaussian approximation
We now consider a spin-1/2 Fermi gas or a two-component
Fermi gas with a d-wave interaction between the unlike spin
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FIG. 2: The behavior of the quantities ζ
p
0
, ζp, and ρp with respect to
the chemical potential µ for the px + ipy pairing. These quantities
have been scaled by proper constants so that they are dimensionless
in the plot. In the calculations we choose T = 0.06ǫF and ∆ = 4ǫF.
The parameters for the NSR potential are the same as used in Fig. 1.
components. In this case, Fermi surface mismatch between
different spin components can be introduced through Zeeman
effect induced by a magnetic field [59–62], through imbalance
spin populations [63–65], or through spin-orbit coupling [66].
The Hamiltonian density can be written as [24]
H =
∑
k,s=↑↓
ξ
ks
ψ
†
k,s
ψ
k,s
+
∑
k,k′ ,q
Vdkk′b
†
kq
b
k′q
, (40)
where ψk,s represents the fermion annihilation operator with
spin s =↑, ↓, bkq = ψ−k+q/2,↓ψk+q/2,↑ and ξks = ξk − sδµ. Here
and in the following, s = +(−) for the spin ↑(↓) when we use
. For the sake of simplicity, we consider a separable d-wave
interaction potential [29]:
Vdkk′ = −λΓ
d(k)Γd∗(k′), (41)
where the gamma functions are defined according to NSR-
type potentials [23]:
Γ
d
s(k) =
(kx + iky)
2/k2
1
(1 + k/k0)5/2
, Γda(k) =
(k2x − k
2
y )/k
2
1
(1 + k/k0)5/2
(42)
with s and a representing the symmetric (or isotropic) dx2−y2 +
2idxy and asymmetric (or anisotropic) dx2−y2 pairings, respec-
tively. The form of the denominator is chosen to mimic the
amplitude damping for d-wave partial potential at large mo-
mentum [23].
Then, the partition function at finite temperature is given by
Z=
∫ ∏
s=↑↓
[dψ†s][dψs ] exp
−
∫ β
0
dτ
( ∑
k,s=↑↓
ψ
†
k,s
∂τψk,s+H
) .(43)
Introducing the auxiliary field φq(τ) = λ
∑
k Γ
d(k)bkq through
Hubbard-Stratonovich transformation, the partition function
7can be rewritten as:
Z =
∫
[dφ∗][dφ][dΨ†][dΨ] exp
−
∫ β
0
dτ
[∑
k
|φk(τ)|
2
λ
+
∑
k,k′
(
ξkδk,k′ + Ψ
†
k
G−1k,k′Ψk′
)] , (44)
where the fermion field in Nambu-Gor’kov space is Ψ
†
k
=
(ψ
†
k,↑
, ψ−k,↓). The inverse propagator is then a 2 × 2 matrix
which is given by
G−1k,k′ (τ)=
(
(∂τ+ξk↑)δk,k′ −φk−k′ (τ)Γ
d( k+k
′
2
)
−φ∗
−k+k′
(τ)Γd∗( k+k
′
2
) (∂τ−ξk↓)δk,k′
)
. (45)
Integrating out the fermion degrees of freedom, we can get a
bosonic version of partition function
Z =
∫
[dφ∗][dφ] e−S
d
eff
[φ∗ ,φ], (46)
with the effective action
Sdeff =
∫ β
0
dτ
[∑
k
|φk(τ)|
2
λ
+
∑
k,k′
(
ξkδk,k′ − Tr lnG
−1
k,k′
)]
, (47)
where the trace is taken over imaginary time, momentum and
Nambu-Gorkov spaces.
To proceed, we decompose the auxiliary field φq(τ) into its
mean-field and fluctuation parts,
φq(τ) = ∆δq,0 + φˆq(τ). (48)
The effective action can be evaluated in powers of the fluctu-
ation φˆq(τ), i.e., S
d
eff
= Sd
0
+ Sd
2
+ · · · . The leading-order term
Sd
0
represents the mean-field contribution. The Gaussian term
S
p
2
represents the collective modes.
1. Mean field approximation
The mean-field effective potential can be obtained in a way
parallel to the p-wave pairing case. We obtain
S d0(∆)=βS
[
∆
2
λ
+
∫
d2k
(2π)2
ξk−
T
2
∑
n
∫
d2k
(2π)2
lnDetG−1k (iωn)
]
=βS
{
∆
2
λ
−
∫
d2k
(2π)2
[
Ek−ξk+
∑
s=±
T ln
(
1+e−
Ek+sδµ
T
)]}
,(49)
where the dispersion is Ek = (ξ
2
k
+ |∆d
k
|2)1/2 with the gap func-
tion ∆d
k
= ∆Γ
d(k). The inverse fermion propagator reads
G−1k (iωm) =
(
(iωn + ξk↑) −∆
d
k
−∆d∗
k
(iωn − ξk↓)
)
. (50)
The saddle point condition ∂S d
0
(∆)/∂∆ = 0 gives the gap equa-
tion for the order parameter ∆,
2
λ
=
∑
s=±
∫
d2k
(2π)2
|Γd(k)|2
2Ek
tanh
(
Ek + sδµ
2T
)
. (51)
The number density can be obtained through the thermody-
namic relation n = −(∂S d
eff
(∆)/∂µ)/βS . We obtain
n0 ≡
∑
s=±
∫
d2k
(2π)2
n0(k, s)
=
1
2
∑
s=±
∫
d2k
(2π)2
[
1 −
ξk
Ek
tanh
(
Ek + sδµ
2T
) ]
. (52)
Similar to the p-wave pairings, the interaction strength λ
can be physically characterized by the two-body binding en-
ergy Eb in vacuum [23]:
1
λ
=
∫
d2k
(2π)2
|Γd(k)|2
2ǫk − Eb
. (53)
The weak and strong attraction limits correspond to Eb → +∞
and Eb → −∞, respectively.
2. Gaussian fluctuation and Goldstone mode
Similar to the p-wave pairing case, the the effective action
for the collective modes can be evaluated as
Sd2 =
∑
q,n
{
|φˆq(iνn)|
2
λ
+
T
2S
∑
k,m
tr
[
Gk−q/2(iωm)
× Φ−q(−iνn)Gk+q/2(iωm + iνn)Φq(iνn)
]}
, (54)
where the fermion propagator and the matrix Φ are given by
Gk(iωn) =
1
(iωn − δµ)2 − E
2
k
(
(iωn − ξk↓) ∆
d
k
∆
d∗
k
(iωn + ξk↑)
)
,
Φq(iνn) =
(
0 −φˆq(iνn)Γ
d(k)
−φˆ∗−q(−iνn)Γ
d∗(k) 0
)
. (55)
After some algebra, Sd
2
can be written in a compact form
Sd2 =
1
2
∑
q,n
(
φˆ∗q(iνn) φˆ−q(−iνn)
)
M(q, iνn)
(
φˆq(iνn)
φˆ∗−q(−iνn)
)
,(56)
where the inverse boson propagator M(q, iνn) takes the form
M(q, iνn) =
(
M11(q, iνn) M12(q, iνn)
M21(q, iνn) M22(q, iνn)
)
. (57)
The matrix elements of M are given by
M11 =
1
λ
+
T
S
∑
k,m
G11k−q/2(iωm)G
22
k+q/2(iωm + iνn)|Γ
d(k)|2,
M22 =
1
λ
+
T
S
∑
k,m
G22k−q/2(iωm)G
11
k+q/2(iωm + iνn)|Γ
d(k)|2,
M12 =
T
S
∑
k,m
G12k−q/2(iωm)G
12
k+q/2(iωm + iνn)[Γ
d∗(k)]2,
M21 =
T
S
∑
k,m
G21k−q/2(iωm)G
21
k+q/2(iωm + iνn)[Γ
d(k)]2. (58)
8It is easy to prove that these matrix elements satisfy
M∗11(q, iνn) = M22(q, iνn), M
∗
12(q, iνn) = M21(q, iνn). (59)
Completing the summation over the fermion Matsubara fre-
quency iωm we obtain
M11 =
1
λ
+
∑
s=±
∫
d2k
(2π)2
|Γd(k)|2
2
[(
u2−υ
2
+
iνn+(E+−E−)
−
u2
+
υ2−
iνn − (E+ − E−)
)
( f s
+
− f s−)+
(
u2
+
u2−
iνn−(E++E−)
−
υ2
+
υ2−
iνn + (E++E−)
)
(1− f s
+
− f s−)
]
,
M12 = −
∑
s=±
∫
d2k
(2π)2
[Γd∗(k)]2
8E+E−

(
∆
d
k−q/2
∆
d
k+q/2
iνn−(E+−E−)
−
∆
d
k−q/2
∆
d
k+q/2
iνn + (E+ − E−)
)
( f s
+
− f s−)+
(
∆
d
k−q/2
∆
d
k+q/2
iνn−(E++E−)
−
∆
d
k−q/2
∆
d
k+q/2
iνn + (E++E−)
)
(1− f s
+
− f s−)
 ,(60)
where the Fermi-Dirac distribution function is given by f s± =(
1 + e(E±+sδµ)/T
)−1
. Again, we note that the terms proportional
to f s
+
− f s− corresponds to the Landau damping effect, which
vanish for the balanced case δµ = 0 when T → 0.
It is more physical to decompose the collective mode φˆ(x)
into a sum of real and imaginary parts, that is, φˆ(x) = σ(x) +
iπ(x). Then Gaussian fluctuation part of the effective action
can be reexpressed as
Sd2 =
1
2
∑
q,n
(
σ∗q(iνn) π
∗
q(iνn)
)
Π(q, iνn)
(
σq(iνn)
πq(iνn)
)
, (61)
where the effective inverse boson propagator is
Π=
(
(M11+M12+M21+M22) i(−M11−M12+M21+M22)
i(M11−M12+M21−M22) (M11−M12−M21+M22)
)
.(62)
Thus, all the matrix elements ofΠ are real and the propagators
of independent collective modes can be obtained through the
diagonalization and we find
D−1θ/η(q, iνn) = M11 + M22 ∓
√
(M11 − M22)2 + 4M12M21.(63)
It can be verified that D−1θ (0, 0) = 0 which shows θ to be
the Goldstone mode with the following mixing of σ and π
components:
θq(iνn) = C
[
D−1θ (q, iνn)σq(iνn) +D
−1
η (q, iνn)πq(iνn)
]
, (64)
where C is a normalization coefficient.
The approach for the KT and VAL transitions are the same
as we adopted for the p-wave pairing. At small energy and
momentum, the propagator of the gapless θ mode can be ex-
pressed as
D−1θ (q, iνn) = −ζ
d(iνn)
2
+
1
4m∆2
ρdq2, (65)
where we can show that the stiffness ρd is isotropic for both
isotropic and anisotropic d-wave pairings. To compute the co-
efficients ζd and ρd, we make the low-energy expansion of Mij
(i, j = 1, 2) to the quadratic order in frequency and momen-
tum,
Mij(q, iνn) = Aij + iνnBij + (iνn)
2Cij + D
x
ijq
2
x + D
y
ij
q2y . (66)
The Landau damping problem still exists here. We again ne-
glect the damping of collective modes and perform this ex-
pansion. The expansion coefficients read
A11 = A22 =
1
λ
−
1
S
∑
k,s=±
(E2k + ξ
2
k)
|Γd(k)|2
8E3
k
tanh
(
Ek + sδµ
2T
)
,
B11 = −B22 = −
1
S
∑
k,s=±
ξk|Γ
d(k)|2
8E3
k
tanh
(
Ek + sδµ
2T
)
,
C11 = C22 = −
1
S
∑
k,s=±
(E2k + ξ
2
k)
|Γd(k)|2
32E5
k
tanh
(
Ek + sδµ
2T
)
,
A12 = A21 =
1
S
∑
k,s=±
|∆d
k
|2|Γd(k)|2
8E3
k
tanh
(
Ek + sδµ
2T
)
,
B12 = B21 = 0,
C12 = C21 =
1
S
∑
k,s=±
|∆d
k
|2|Γd(k)|2
32E5
k
tanh
(
Ek + sδµ
2T
)
. (67)
The coefficients Dij is again rather lengthy and we show the
combined quantities
ρdi = 4m∆
2(Di11 + D
i
22 − D
i
12 − D
i
21), (i = x, y) (68)
which are exactly the superfluid densities along the x and y
directions. After a lengthy calculation we obtain
ρdi =
∑
s=±
∫
d2k
(2π)2
n0(k, s) − k2i
4mT
sech2
(
Ek + sδµ
2T
) . (69)
Compared to p-wave pairing, the superfluid density is
isotropic for both dx2−y2 +2idxy and dx2−y2 pairings at any tem-
perature. We have ρdx = ρ
d
y = ρ
d.
Finally, the low-energy behavior of the θ-mode or the Gold-
stone mode can be given by Eq. (65) where ζd = ζd
0
+ B2
11
/A12
with ζd
0
= −2(C11 − C12). The sound velocity is given by
υd =
√
ρd
4m∆2ζd
. (70)
As mentioned in the p-wave case, the coupling term B2
11
/A12
ensures that we recover the correct sound velocity in the BCS-
9BEC evolution. The Goldstone mode contribution to the ther-
modynamic potential can be given by
Ω
d
2 =
∫
d2q
(2π)2
T ln
(
1 − e−εq/T
)
= −
ζ(3)T 3
2π(υd)2
, (71)
where the dispersion relation is εq = υ
d|q|. At finite temper-
ature, we take into account the fluctuation contribution to the
number density. The total fermion density n is given by
n = n0 −
∂Ωd
2
∂µ
= n0 −
ζ(3)T 3
π(υd)3
∂υd
∂µ
, (72)
which reduces to the mean-field result n = n0 at zero temper-
ature.
B. KT and VAL melting transitions
In the following, we explore the feature of KT and VAL
transitions in this spin-1/2 Fermi system with d-wave paring.
The KT and VAL melting temperatures are both directly re-
lated to the stiffness J = ρd/(4m) in the following way [37–
39, 53]:
TKT =
π
2
Jd(TKT), TM = 0.3J
d(TM). (73)
The transition temperatures TKT and TM can be determined
by solving the gap equation (51), the number equation (72),
and critical temperature equation (73) self-consistently. In
the following we will consider balanced (δµ = 0) and im-
balanced (δµ , 0) systems. To present the numerical results,
we define the Fermi momentum kF and Fermi energy ǫF of a
noninteracting balanced Fermi gas, through n = k2
F
/(2π) and
ǫF = k
2
F
/(2m).
1. Balanced Fermi gases
For the balanced system with δµ = 0, the numerical results
are shown in Fig.3. The transition temperatures TKT and TM
approach constants in the deep BEC region, TKT = 0.125ǫF
and TM = (0.6/π)TKT, as we found in the p-wave pairing case.
The chemical potential, the order parameter, and the sound
velocity are not sensitive to the temperature. At intermediate
and at strong coupling, their values at TM and TKT are almost
the same. .
For the d-wave paring case, the non-analyticity is also
found at the BCS-BEC transition point µ = 0. To see this,
we can take the same argument as we gave for the p-wave
pairing case. We explore the properties of the most relevant
quantity ζd
0
around µ = 0. The derivative of ζd
0
with respect to
µ is given by:
∂ζd
0
∂µ
=
∫
d2k
(2π)2
ξk|Γ
d(k)|2
4E4
k
[3 tanh ( Ek
2T
)
Ek
−
sech2
(
Ek
2T
)
2T
]
,(74)
which is divergent logarithmically at µ = 0. This further in-
duces non-analyticities in n, TKT, TM, etc. In the numerical
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FIG. 3: (Color online) Upper panel: the transition temperatures, TKT
(solid lines) and TM (dashed lines), as functions of the two-body
binding energy Eb for the isotropic dx2−y2 + 2idxy pairing (black and
green thick lines) and the anisotropic dx2−y2 pairing (blue and red thin
lines). Lower panels: the chemical potential µ and sound velocity υ
as functions of Eb at TKT and TM. The inserts show the zoom-in plots
of TKT with respect to µ around the BCS-BEC transition point µ = 0
and the the order parameter ∆ as a function of Eb. The parameters
for NSR potential are k0 = 10
3/2kF and k1 = 10
1/2kF.
results shown in Fig. 3, the non-analyticities are not obvious
for the present choice of the parameters k0 and k1; however,
we can easily identify the non-analyticity in the inserted figure
for TKT.
Unlike the p-wave pairing case, the sound velocity for d-
wave pairing does not show non-monotonicity: it is always
a decreasing function when Eb goes from negative to posi-
10
tive. This can be understood from Fig.4: As ζd always in-
creases faster than ρd with µ, the sound velocity υd decreases
monotonously with the binding energy Eb.
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FIG. 4: The behavior of the quantities ζd
0
, ζd, and ρd with respect to
the chemical potential µ for the dx2−y2 + 2idxy pairing. These quanti-
ties have been scaled by proper constants so that they are dimension-
less in the plot and the magnitudes are all increased by multiplying
106. In the calculations we choose T = 0.12ǫF and ∆ = 150ǫF. The
parameters for the NSR potential are the same as used in Fig. 3.
2. Mismatched Fermi gases
In order to study the effect of mismatched Fermi surfaces
(δµ , 0) on KT and VAL melting transitions, we choose a
fixed binding energy Eb = −2ǫF as an example which lies in
the BEC region.
We plot the transition temperatures TKT and TM, the chem-
ical potentials at TKT and TM, the order parameters ∆ at TKT
and TM, and the sound velocity υ at TKT and TM as functions
of δµ in Fig.5. As we expect, all these quantities decreases
with δµ. For small δµ, the decreasing effect is not significant.
However, for large δµ, they almost linearly decrease with δµ
and finally reach a critical point δµc ∼ 3ǫF beyond which the
superfluidity is destroyed and the KT and VAL melting tran-
sition temperatures both approach zero at this point.
IV. SUMMARY
In this work, the features of the Kosterlitz-Thouless and
vortex-antivortex lattice melting transitions are explored in
detail for fermionic systems with higher partial wave pairings,
including p-wave and d-wave pairings. The KT and VAL
melting transitions are obtained by studying the low-energy
dynamics of the gapless Goldstone mode. Our approach takes
into account both the amplitude and phase modes and can re-
cover the correct sound velocity in the BCS-BEC evolution,
which enables us to include correctly the collective modes
contribution to the thermodynamics.
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FIG. 5: (Color online) Upper panel: the transition temperatures,
TKT (solid lines) and TM (dashed lines), as functions of the Zeeman
field δµ with a fixed binding energy Eb = −2ǫF for the isotropic
dx2−y2 +2idxy pairing (black and green thick lines) and the anisotropic
dx2−y2 pairing (blue and red thin lines). Lower panels: the chemical
potential µ and sound velocity υ as functions of δµ at TKT and TM.
The insert shows the order parameter ∆ as a function of δµ. The
parameters for the NSR potential are the same as used in Fig. 3.
The main results in this work can be summarized as fol-
lows:
(a) For the p-wave pairing, we find that the transition tem-
peratures TKT and TM approach constants in the BEC region:
TKT = 0.0625ǫF and TM = (0.6/π)TKT. The KT transition
temperature is thus reachable in current cold atom experi-
ments. The transition temperatures and the sound velocities
are continuous but non-analytic across the BCS-BEC transi-
tion point µ = 0. For the anisotropic px pairing, the sound
velocity is anisotropic in BCS region but becomes nearly
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isotropic in the BEC region. The sound velocity exhibits non-
monotonic behavior and may be used to probe the BCS-BEC
transition in Fermi gases with p-wave pairing.
(b) For d-wave pairing, the transition temperatures TKT and
TM also approach constants in the BEC region: TKT = 0.125ǫF
and TM = (0.6/π)TKT. The transition temperatures and sound
velocities are noncontinuous across the BCS-BEC transition
point µ = 0 because of the higher divergence degree [29]. Be-
cause of the exchange symmetry between kx and ky, the sound
velocity is isotropic even for the anisotropic dx2−y2 pairing. We
find that the effect of mismatched Fermi surfaces also destroys
the d-wave superfluidity and the associated KT transition.
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Appendix A: The expansion coefficients for the θ mode
In order to obtain the analytic form of the stiffness, we expand M11 + M22 − M12 − M21 for small q at iνn = 0. We take the
d-wave pairing case as an example and the p-wave pairing case is similar. The relevant term is
F(q) =
∑
k,m
1[
(iω˜m)2 − E
2
k−q/2
][
(iω˜m)2 − E
2
k+q/2
]{2(iω˜m − ξk−q/2)(iω˜m + ξk+q/2)|Γd(k)|2
−∆k−q/2∆k+q/2[Γ
d∗(k)]2 − ∆∗k−q/2∆
∗
k+q/2[Γ
d(k)]2
}
, (A1)
where iω˜m = iωm − δµ. The first derivative of F(q) with respect to qi (i = x, y) is
∂qiF(q) =
∑
k,m
1[
(iω˜m)2 − E
2
k−q/2
][
(iω˜m)2 − E
2
k+q/2
]{ [∂kiξk−q/2(iω˜m + ξk+q/2) + ∂kiξk+q/2(iω˜m − ξk−q/2)] |Γd(k)|2
+
1
2
(
∆
′
k−q/2∆k+q/2 − ∆k−q/2∆
′
k+q/2
)
[Γd∗(k)]2 +
1
2
(
∆
∗′
k−q/2∆
∗
k+q/2 − ∆
∗
k−q/2∆
∗′
k+q/2
)
[Γd(k)]2
}
−
∑
k,m
1
2
[
(iω˜m)2 − E
2
k−q/2
]2[
(iω˜m)2 − E
2
k+q/2
]2
{ (
E2k−q/2
)′ [
(iω˜m)
2 − E2k+q/2
]
−
(
E2k+q/2
)′ [
(iω˜m)
2 − E2k−q/2
]}
{
2(iω˜m − ξk−q/2)(iω˜m + ξk+q/2)|Γ
d(k)|2 − ∆k−q/2∆k+q/2[Γ
d∗(k)]2 − ∆∗k−q/2∆
∗
k+q/2[Γ
d(k)]2
}
. (A2)
Here we use the notation A′ = ∂qiA. Keeping in mind that
[
(iω˜m)
2 − E2
k−q/2
][
(iω˜m)
2 − E2
k+q/2
]
is an even function of q, we can
evaluate the second derivative of F(q) around q = 0 as
∂2qiF(q)|q=0 =
∑
k,m
1[
(iω˜m)2 − E
2
k
]2
{[
ξk∂
2
ki
ξk + 3(∂kiξk)
2
]
|Γd(k)|2 +
∆
2
4
(
|Γd(k)|4
)′′ }
+
∑
k,m
4|Γd(k)|2[
(iω˜m)2 − E
2
k
]3 [ξk∂kiξk + 12
(
|∆k|
2
)′ ]2
. (A3)
Finally, we complete the Matsubara frequency summation and obtain
∂2qiF(q)|q=0 =
∑
k,s=±
{[
ξk∂
2
ki
ξk + 3(∂kiξk)
2
]
|Γd(k)|2 +
∆
2
4
(
|Γd(k)|4
)′′ }  tanh
(
Es
k
2T
)
8E3
k
−
sech2
(
Es
k
2T
)
16TE2
k

+
∑
k,s=±
[
ξk∂kiξk +
1
2
(
|∆k|
2
)′ ]2 |Γd(k)|2
8E3
k
−3 tanh
(
Es
k
2T
)
E2
k
+
3sech2
(
Es
k
2T
)
2TEk
+
tanh
(
Es
k
2T
)
sech2
(
Es
k
2T
)
2T 2
 . (A4)
Here E s
k
= Ek + sδµ for convenience.
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For s-wave or p-wave pairing, we only need to change the corresponding gamma functions Γd(k) to Γs,p(k) and set δµ ≡ 0 for
the p-wave case. For s-wave pairing where Γs(k) = 1, Eq.(A3) becomes
∂2qiF(q)|q=0 =
∑
k,m

ξk∂
2
ki
ξk + 3(∂kiξk)
2[
(iω˜m)2 − E
2
k
]2 + 4(ξk∂kiξk)2[
(iω˜m)2 − E
2
k
]3
 . (A5)
Using the following identities
−
∂
∂µ
ξk[
(iω˜m)2 − E
2
k
]2 = 1[
(iω˜m)2 − E
2
k
]2 + 4ξ
2
k[
(iω˜m)2 − E
2
k
]3 , (A6)
−
∑
k,m
(∂kiξk)
2 ∂
∂µ
ξk[
(iω˜m)2 − E
2
k
]2 = ∑
k,m
(∂kiξk)
2 ∂
∂ξk
ξk[
(iω˜m)2 − E
2
k
]2 = 2m4π
∑
m
∫ ∞
0
dξk(∂kiξk)
2 ∂
∂ξk
ξk[
(iω˜m)2 − E
2
k
]2
= −
2m
4π
∑
m
∫ ∞
0
dξk∂
2
ki
ξk
ξk[
(iω˜m)2 − E
2
k
]2 = −∑
k,m
∂2kiξk
ξk[
(iω˜m)2 − E
2
k
]2 , (A7)
we obtain
∂2qiF(q)|q=0 =
∑
k,m
2(∂kiξk)
2[
(iω˜m)2 − E
2
k
]2 =∑
k
k2
4m2E2
k
 tanh
(
Ek
2T
)
Ek
−
sech2
(
Ek
2T
)
2T
 (A8)
at δµ = 0. This is equivalent to the explicit form given in [53].
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