Given a set of linear equations M x = b, we say that a set of integers S is (M, b)-free if it contains no solution to this system of equations. Motivated by questions related to testing linear-invariant properties of boolean functions, as well as recent investigations in additive number theory, the following conjecture was raised (implicitly) by Green [27] and by Bhattacharyya, Chen, Sudan and Xie [14]: we say that a set of integers S ⊆ [n], is -far from being (M, b)-free if one needs to remove at least n elements from S in order to make it (M, b)-free. The conjecture of [14, 27] was that for any system of homogenous linear equations M x = 0 and for any > 0 there is a constant time algorithm that can distinguish with high probability between sets of integers that are (M, 0)-free from sets that are -far from being (M, 0)-free. Or in other words, that for any M there is an efficient testing algorithm for the property of being (M, 0)-free. In this paper we confirm the above conjecture by showing that such a testing algorithm exists even for non-homogenous linear equations. As opposed to most results on testing boolean functions, which rely on algebraic and analytic arguments, our proof relies on results from extremal hypergraph theory, such as the recent removal lemmas of Gowers [25] , Rödl et al. [38, 39] and Austin and Tao [10] .
INTRODUCTION
The basic question we address here is deciding if a given set of integers S contains a solution to a fixed set of linear equations. More formally, fixing a set of linear equations in p unknowns M x = b, we say that a set of integers S is (M, b)-free if S contains no solution to the set of linear equations M x = b, that is, if there is no vector v ∈ S p for which M v = b. Perhaps the simplest special case of this general family of problems is the so called 3SUM problem, in which we are asked to decide if S contains three numbers a, b, c satisfying a + b = c. As it turns out, even this special case is of particular interest (e.g. in computational geometry, see [23] ) and finding an algorithm with running time O(|S| 2−c ), for some c > 0, is a major open problem (see [11] for a weaker result in this direction). Erickson [19] has shown that in certain models of computation, such an algorithm does not exist, and that more generally, the problem of deciding if a set of integers contains a solution to a single linear equation in p unknowns requires time Ω(|S| p/2 ). Motivated by several recent works in property testing of boolean functions as well as in additive number theory, we consider the following relaxed version of this problem. For a set of integers S ⊆ [n] = {1, . . . , n}, we say that S is -far from being (M, b)-free if one needs to remove at least n elements from S in order to make it (M, b)-free. The relaxed version of the problem we consider here is that of distinguishing, with high probability, between the case that the input set S is (M, b)-free from the case that it is -far from satisfying this property. Such an algorithm will be called an -tester for the property of being (M, b)-free. So when = 0, we have that -testing the property of being (M, b)-free is precisely the decision problem we have discussed in the previous paragraph. Our main result in this paper is that whenever > 0, one can design surprisingly fast algorithms for the relaxed version of the problem. In fact, we show that for any set of linear equations M x = b and for any > 0, there is an -tester for the property of being (M, b)-free whose running time depends only on , and is independent of the size of S. This result confirms conjectures that were raised by Green [27] and Bhattacharyya, Chen, Sudan and Xie [14] . We next discuss the computational as well as the combinatorial background and significance of our results.
Background on Property Testing
While in standard decision problems one is asked to decide if an input object O satisfies a given property P or not, property testing asks for solving the following relaxed version of the decision problem: given oracle access to the object O, the (possibly randomized) algorithm should accept O with high probability if it satisfies P and reject O with high probability if it is -far from satisfying P, where O is -far from satisfying P if an -fraction of its representation should be modified in order to make it satisfy P. If O does not satisfy P but is not -far from satisfying it, the algorithm can return any answer. Of course, the definition of what it means for an object to be far from satisfying P, and the way in which the oracle access to O is implemented varies from problem to problem. For example, if the input is a boolean function f : D → {0, 1} then we assume that the algorithm has an oracle for evaluating f on some x ∈ D, and f if said to be -far from satisfying a property if we should modify f (x) for at least |D| of the elements x ∈ D in order to get a function that satisfies the property. The main goal in designing property testing algorithms is to find algorithms whose running time is sub-linear in the size of the input, or better yet, an algorithm whose running time is a constant that depends only on and is independent of the size of the input.
The study of property testing, and in particular testing boolean functions, was pioneered by Blum, Luby and Rubinfeld [15] and by Rubinfeld and Sudan [39] , who studied algebraic properties, like linearity of boolean functions. The first to start a systematic study of property testing were Goldreich, Goldwasser and Ron [24] , who also initiated the study of combinatorial property testing, and in particular testing properties of graphs.
Perhaps the most interesting question in property testing is the following: which properties have testing algorithms whose running time depends only on the error parameter ? Are there any attributes that make a property efficiently testable? Questions of this type in the context of graph property testing were first raised in [24] and later received a lot of attention. Some very general results have been obtained [3, 9, 20] , leading to an (almost) complete qualitative understating of which graph properties can be efficiently tested.
As opposed to testing graph properties, though a number of properties of boolean functions are known to be testable (see [37] and its references) the results in this area are (relatively) more isolated. Some examples are the result of [15] that one can test the linearity of a boolean function using only O(1/ ) accesses to the oracle of the input. Alon. et al [5] generalized this result to testing if a function is a low-degree polynomial. There are also results on testing dual-BCH codes [30] and generalized Reed-Muller codes [31, 29] . A common feature of the above results is that the property being tested is linearly-invariant, where a property P of functions in said to be linearly-invariant if for every f that satisfies P and for every linear transformation L (over the domain) the composed function f • L also satisfies P. In an attempt to unify some of the above results, and thus make a step towards a characterization of the boolean functions that are testable, Kaufman and Sudan [32] showed that the testability of the properties mentioned above can be attributed to the linear-invariance of these properties. However, the setting of [34] is that the property being tested must itself be linear, that is, [34] only considered properties that have the attribute that if f, g ∈ P then so is f + g.
In an attempt to further extend the results of [34] , and find an even more general family of testable properties of boolean functions, Bhattacharyya, Chen, Sudan and Xie [14] studied the following problem: does linear-invariance lead to testability even when the property P is not necessarily linear? To describe the setting and problems studied in [14] , and in order to relate them to the work of Green [27] , it would actually be more convenient to think of testing properties of subsets of some finite field F rather than testing properties of boolean functions f : F → {0, 1}. Rather than thinking of a function f : F → {0, 1} we will simply consider the corresponding subset of F defined as follows S = {x ∈ F : f (x) = 1}. In this setting we wish to test if an input S ⊆ F has a certain property, for example, if it contains three elements a, b, c satisfying a + b = c. Here we assume that the algorithm can ask an oracle whether some x ∈ F belongs to S. In this setting, S is said to be -far from satisfying a property P if one needs to add/delete at least |F | elements in order to make S satisfy P. Again, our goal is to design an algorithm that will distinguish with high probability between the case that S satisfies a property P from the case that S is -far from satisfying it.
As we have mentioned above, the main focus of [14] was the testing of linear-invariant properties of functions. When thinking of properties of subsets of a finite field F (rather than boolean functions over F), a property of subsets is linearly-invariant if it has the attribute that for every S satisfying P and for any a ∈ F, the set a · S also satisfies the property, where a·S = {a·s : s ∈ S}. Notice that the property of having no solution to the linear equation x + y = z is linear-invariant. Following [14] let us call this property triangle-freeness. Note that actually for any system of homogenous linear equations M x = 0, the property of being (M, 0)-free is linear-invariant 1 . However, such properties are not linear (when thought of as properties of functions), so they do not fit the setting of [34] .
Very recently, and motivated by problems in additive number theory, Green [27] has (implicitly) shown that the triangle freeness property can be tested in constant time. More on Green's result in the next subsection. In an attempt to extend Green's result, Bhattacharyya, Chen, Sudan and Xie [14] showed that for certain 0/1 matrices M , the property of being (M, 0)-free can be tested using a constant number of queries. Roughly speaking, their result applies to 0/1 matrices M whose rows form a binary graphic matroid. They stated that extending their results to arbitrary 0/1 matrices "seems to pose significant technical hurdles". They actually posed as an open problem to show that there is a constant time testing algorithm for the property of being (M, 0)-free, where M is the matrix defined by the system of homogenous linear equations
Our main result confirms the above conjecture of [14] . Note that Theorem 1 is actually more general than the one conjectured in [14] , as it applies to arbitrary matrices M (not just 0/1) and to arbitrary sets of linear equations (not just homogenous). Our hope is that Theorem 1 will serve as a step in the program set forth in [14] and [34] , of proving general testability results for boolean functions, and would ultimately lead to a characterization of the properties of boolean functions that can be efficiently tested.
We note that essentially all the previous results on testing properties of boolean functions were obtained using algebraic and/or analytic techniques, and it seems that those techniques cannot be applied in order to prove Theorem 1. An interesting aspect of our proof of Theorem 1 is that it uses a completely different approach 3 which relies on combinatorial ideas similar in nature to those that were previously used in the study of testing graph properties. We hope these ideas will be useful for tackling other problems in this area. We elaborate on these issues in the next subsection.
Background on Additive Combinatorics
The main ingredient of the proof of Theorem 1 is Theorem 3 (stated below) which is a type of removal lemma for sets of linear equations. Results of this type were extensively studied in extremal combinatorics and additive number theory in the past decades. Perhaps the most well known result of this type is the (triangle) removal lemma of Ruzsa and Szemerédi [43] , which is by now a cornerstone result in combinatorics, that states that a graph on n vertices that contains only o(n 3 ) triangles can be made triangle free by the removal of only o(n 2 ) edges. Or in other words, if a graph has asymptomatically few triangles then it is asymptotically close to being triangle free. While the lemma was proved in [43] for triangles, an analogous result for any fixed graph can be obtained using the same proof idea. Actually, the main tool for obtaining the removal lemma is Szemerédi's regularity lemma for graphs [45] , another landmark result in combinatorics.
The removal lemma has many applications in different areas like extremal graph theory and additive number theory. Perhaps its most well known application appears already in [43] where it is shown that an ingenious application of it gives a very short and elegant proof of Roth's Theorem [40] . But the most relevant application of the triangle removal lemma to our investigation here is that it implies that triangle-freeness (in graphs, not functions) is testable with a constant number of queries, see [2, 1] . In an attempt to find a large family of graph properties that can be tested with a constant number of queries, the triangle removal lemma was recently extended to arbitrary families of graphs, see [9] .
Recall that an r-uniform hypergraph H = (V, E) has a set of vertices V and a set of edges E, where each edge e ∈ E contains r distinct vertices from V . So a graph is a 2-uniform hypergraph. Szemeredi's famous theorem [44] extends Roth's theorem by showing that every S ⊆ [n] of positive density actually contains arbitrarily long arithmetic progressions (when n is large enough). Motivated by the fact that the removal lemma for graphs can be used to prove Roth's theorem, Frankl and Rödl [21] showed that a removal lemma for r-uniform hypergraphs could be used to prove Szemeredi's theorem on (r+1)-term arithmetic progressions. They further developed a regularity lemma, as well as a corresponding removal lemma, for 3-uniform hypergraphs thus obtaining a new proof of Szemeredi's theorem for 4-term arithmetic progressions. In recent years there have been many exciting results in this area, in particular the results of Gowers [25] and of Nagle, Rödl Schacht and Skokan [38, 39] , who independently obtained regularity lemmas and removal lemmas for r-uniform hypergraph, thus providing alternative combinatorial proofs of Szemeredi's Theorem [44] and some of it generalizations, notably those of Furstenberg and Katznelson [22] . Tao [46] later obtained another proof of the hypergraph removal lemma and of its many corollaries mentioned above. For more details see [26, 33] .
We will later use the above mentioned hypergraph removal lemma in order to prove a removal lemma for sets of linear equations. Just like the removal lemma for graphs states that a graph that has few copies of H should be close to being H-free, a removal lemma for sets of linear equations M x = b should say that a subset of F that contains few solutions to M x = b, should be close to being (M, b)-free. Let us start by defining this notion precisely. We note that in the above definition, as well as throughout the paper, we assume that the × p matrix M of a set of linear equations has rank .
The following simple (yet crucial) proposition relates the above notion with the property testing problems discussed in the previous subsection. Proof. Let M x = b be a set of linear equations in p unknowns. Definition 1.1 guarantees that if this set of equations has the removal property, then for every there a δ = δ( , M, b), such that if S is -far from being (M, b)-free, then S contains at least δn p− solutions to M x = b. As S ⊆ Fn and |Fn| = n, this means that if we pick a random vector v ∈ S p− , then with probability at least δ it satisfies M v = b. Hence, it is enough for the -tester to pick 4/δ such vectors v and check if any one of them satisfies M v = b. If one of them satisfies the linear equations the tester rejects, otherwise it accepts. The tester clearly accepts with probability 1 any S that is (M, b)-free, therefore it indeed has one-sided error. Furthermore, if S is -far from being (M, b)-free, then the tester rejects S with probability at least 1 − (1 − δ) 4/δ > 2/3, as needed. Finally, note that for any fixed set of linear equations, the running time of the algorithm is O(1/δ), where δ depends only on .
Green [27] has initiated the study of the removal properties of sets of linear equations. His main result was the following:
Theorem 2 (Green [27]). Any single homogenous linear equation has the removal property.
The main result of Green actually holds over any abelian group. To prove this result, Green developed an analytic regularity lemma for abelian groups, which is somewhat analogous to Szemerédi's regularity lemma for graphs [45] . Although the application of the group regularity lemma for proving Theorem 2 was similar to the derivation of the graph removal lemma from the graph regularity lemma, the proof of the group regularity lemma was far from trivial and relied heavily on Fourier analysis. We note that Green's analytic regularity lemma is also central tool in the result of Bhattacharyya et al. [14] , which we have discussed in the previous subsection.
One of the main conjectures raised in [27] is that a natural generalization of Theorem 2 should also hold (Conjecture 9.4 in [27] ).
Conjecture 1 (Green [27] ). Every system of homogenous linear equations M x = 0 has the removal property 4 .
Very recently, Král', Serra and Vena [35] gave a surprisingly simple proof of Theorem 2, which completely avoided the use of Green's regularity lemma for groups. In fact, their proof is an elegant and simple application the removal lemma for directed graphs [6] , which is a simple variant of the graph removal lemma mentioned earlier. In fact, the proof given in [35] actually extends Theorem 2 to any single non-homogenous linear equation over arbitrary groups. Král', Serra and Vena [35] also show that Conjecture 1 holds when M is a 0/1 matrix, which satisfies certain conditions. But these conditions are not satisfied even by all 0/1 matrices. In another recent result, Candela [17] showed that Conjecture 1 holds for every system of homogenous linear equations M x = 0 in which every columns of M are linearly independent. See more details in Subsection 2.1. A similar result to Candela's [17] , was also obtained by Král', Serra and Vena [36] .
We confirm Green's conjecture for every homogenous set of linear equations. In fact, we prove the following more general result, which immediately implies Theorem 1. 
Organization
The rest of the paper is organized as follows. In the next section we give an overview of the proof of Theorem 3, which has two major components: the first one, described in Lemma 2.3, applies the main idea from [35] in order to show that if a set of linear equations can be "represented" by a hypergraph then Theorem 3 would follow from the hypergraph removal lemma mentioned earlier. So the second, and most challenging step of the proof, is showing that every set of linear equations can be represented as a hypergraph. This is stated in Lemma 2.4. Due to space limitations, the proof of this lemma is deferred to the full version of the paper, which is available from the author's webpage. In Subsection 2.1 we give a brief overview of the proof of Lemma 2.4. We conclude with Section 3 which contains some final remarks and open problems.
PROOF OVERVIEW
Somewhat surprisingly, in order to prove Theorem 3 we will need to prove a stronger claim than the one asserted in Theorem 3. This more general variant, stated in Theorem 4, allows each of the variables x i to have its own subset S i ⊆ [n]. We note that a proof of this variant of Theorem 3 for the case of a single equation was already proved in [27] and [35] , but in those papers it was not necessary to go through this more general result. The fact that we are considering a more general problem will allow us to overcome some degeneracies in the system of equations by allowing us to remove certain equations. This manipulation can be performed when one considers the generalized removal property (defined below) but there is no natural way of performing these manipulations when considering the standard removal property. Therefore, proving this extended result is essential for our proof strategy.
In what follows and throughout the paper, whenever x is a vector, x i will denote its i th entry. Similarly, if x 1 , . . . , x p are elements in a field, then x will be the vector whose entries are x 1 , . . . , x p . We say that a collection of p subsets S 1 , . . . , S p ⊆ Fn is (M, b)-free if there are no x1 ∈ S1, . . . , xp ∈ Sp which satisfy M x = b.
Definition 2.1 (Generalized Removal Property).
Let F n be the field of size n, let M be an × p matrix over By taking all sets Si to be the same set S we, of course, get the standard notion of the removal property from Definition 1.1 so we may indeed work with this generalized definition. Thus instead of proving Theorem 3 we will prove the following:
Theorem 4. Every set of linear equations M x = b over a finite field has the generalized removal property.
For the proof of Theorem 4 we will need a variant of the hypergraph removal lemma which works for colored hypergraphs. But let us first recall some basic definitions. An r-uniform hypergraph is simple if it has no parallel edges, that is, if different edges contain different subsets of vertices of size r. We say that a set of vertices U in an r-uniform hypergraph H = (V H , E H ) spans a copy of an r-uniform hypergraph K = (VK , EK ) if there is an injective mapping φ from VK to U such that if v1, . . . , vr form an edge in K then φ(v 1 ), . . . , φ(v r ) form an edge in U ⊆ V H . We say that a hypergraph is c-colored if its edges are colored by {1, . . . , c}. If K and H are c-colored, then U is said to span a colored copy of K if the above mapping φ sends edges of K of color i to edges of H (in U ) of the same color i. We stress that the coloring of the edges does not have to satisfy any constraints that are usually associated with edge colorings. Finally, the number of colored copies of K in H is the number of subsets U ⊆ V H of size |V K | which span a colored copy of K.
The following variant of the hypergraph removal lemma was proved in [28] In order to use Theorem 5 for the proof of Theorem 4, we will need to represent the solutions of M x = b as colored copies of a certain "small" hypergraph K in a certain "large" hypergraph H. The following notion of hypergraph representability specifies the requirements from such a representation that suffices for allowing us to deduce Theorem 4 from Theorem 5. The following lemma shows that a hypergraph representation can allow us to prove Theorem 4 using the hypergraph removal lemma. Proof. Suppose M x = b is a system of linear equations in p unknowns. Let S 1 , . . . , S p be p subsets of F n and let H be the hypergraph guaranteed by Definition 2.2. We claim that we can take δ( , p) in Theorem 2.1 to be the value δ = δ( /pk r , k) from Theorem 5. Indeed, if S1, . . . , Sp contain only δn p− solutions to M x = b then by item 3 of Definition 2.2 we get that H contains at most δn p− ·n r−1 = δn k colored copies of K. As H is simple, we can apply the removal lemma for colored hypergraphs (Theorem 5) to conclude that one can remove a set E of at most pk r (kn) r = p n r edges from H and thus destroy all the colored copies 5 As noted to us by Terry Tao, this variant of the hypergraph removal lemma can probably be extracted from the previous proofs of the hypergraph removal lemma [25, 38, 39, 46] , just like the colored removal lemma for graphs can be extracted from the proof of the graph removal lemma, see [34] . r−1 edge disjoint colored copies of K in H, with the property that in every colored copy, the edge with color i is labeled with the same element s i ∈ S i . As E must contain at least one edge from each of these colored copies (as it should destroy all such copies), there must be some 1 ≤ i ≤ p for which E contains at least n r−1 /p edges that are colored i and labeled with s i . But this contradicts the fact that s i should have been removed from S i .
Definition 2.2 (Hypergraph Representation). Let
We note that the above lemma generalizes a similar lemma for the case of representing a single equation using a graph, which was implicit in [35] . In fact, as we have mentioned earlier, [35] also show that a set of homogenous linear equations M x = 0, with M being a 0/1 matrix, that satisfies certain conditions also has the removal lemma. One of these conditions essentially says that the system of equations is graph representable. However, there are even some 0/1 matrices for which M x = 0 is not graph representable (in the sense of [35] ). Lemma 2.4 below shows that any set of linear equations has a hypergraph representation. This lemma is proved in the next section and it is the most challenging part of this paper. 
Overview of the Proof of Lemma 2.4
As noted above, due to space limitations, the proof of Lemma 2.4 is differed to the full version of the paper, and in this subsection we only give a brief overview of the proof. Let us start by noting that Lemma 2.4 for the case of a single equation was (implicity) proven in [35] , where they show that one can take r = 2, in other words, they represent a single equation as a graph K, in a graph H. Actually, the graph K in the proof of [35] is a cycle of length p. The proof in [35] is very short and elegant, and we recommend reading it to better understand the intuition behind our proof (although this paper is, of course, self contained). Another related result is the proof of Szemerédi's theorem [44] using the hypergraph removal lemma [21] , which can be interpreted as (essentially) showing that the set of p − 2 linear equations which define a p-term arithmetic progression 6 are hypergraph representable with K being the complete (p − 1)-uniform hypergraph of size p. "Interpolating" these two special cases of Lemma 2.4 suggests that a hypergraph representation of a set of linear equations in p unknowns should involve an ( + 1)-uniform hypergraph K of size p. And indeed, we initially found a (relatively) simple way to achieve this for p − 2 equations in p unknowns, thus extending the representability of the arithmetic progression set of linear equations.
However, somewhat surprisingly, when 1 < < p − 2 the situation becomes much more complicated and we did not manage to find a simple representation along the lines of the above two cases. The problem with trying to extend the previous approaches to larger sets of equations is that obtaining all the requirements of Definition 2.2 turns out to be very complicated when M has a set of columns that are not linearly independent. Let us mention again that Candela [17] has recently considered linear equations M x = 0 in which every columns are linearly independent, and showed that Conjecture 1 holds in these cases.
The way we overcome the above complications is by using a representation involving hypergraphs of a much larger degree of uniformity (that is, larger edges), which is roughly the number of non-zero entries of M after we perform certain manipulations on it. We note that specializing our proof to either the case = 1 or to the case = p − 2 does not give proofs that are identical to the ones (implicit) in [21] or [35] . For example, our proof for the case of a single equation in p unknowns uses a (p − 1)-uniform hypergraph, rather than a graph as in [35] .
So let us give a brief overview of the proof. We need to find a small hypergraph K with p edges, whose copies, within another hypergraph H, will represent the solutions to M x = b. Each edge of H, and therefore also K, will have a color 1 ≤ i ≤ p and a label s ∈ S i . The system M x = b has p unknowns and K has p edges and it may certainly be the case that all the entries of M are non-zero. It is apparent that using all the edges of K to "deduce" a linear equation of M x = b is not a good idea because in that way we will only be able to extract one equation from a copy of K and we need to extract such equations. Therefore, we will first "diagonalize" an × sub-matrix of M to get an equivalent set of equations (which we still denote by M x = b) which has the property that p − of its unknowns x 1 , . . . , x p− (can) appear in all equations and the rest of the unknowns x p− +1 , . . . , x p each appear in precisely one equation. This suggests the idea of extracting equation i from (some of) the edges corresponding to x1, . . . , x p− and one of the edges corresponding to x p− +1 , . . . , x p . The hypergraph K first contains p − edges that do not depend on the structure of M . The other edges do depend on the structure of M and use the previous p − edges in order to "construct" the equations of M x = b. The way to think about this is that for any copy of K in H the first p − edges will have a special vertex that will hold a value from S i The other edges will include some of these special vertices, depending on the equation we are trying to build. The way we will deduce an equation from a copy of K in H is that we will argue that the fact that two edges have a common vertex means that a certain equation holds.
But there is another complication here because the linear equation we obtain in the above process will contain many other variables not from the sets S i , which will need to vanish from such an equation, in order to allow us to extract the linear equations we are really interested in. The reason for these "extra" variables is that H needs to contain n r−1 edge disjoint copies of K for every solution of M x = b. Hence, an edge of H will actually be parameterized by several other elements from F n . So we will need to make sure that these extra variables vanish in the linear equation which we extract from a copy of K. To make sure this happens we will need to carefully choose the vertices of each edge within H.
A final complication arises from the fact that while we need H to contain relatively few copies of H, we also need it to contain many copies edge disjoint copies of H for every solution of M x = b. To this end we will think of each vertex of H as a linear equation and we will want the linear equations corresponding to the vertices of an edge to be linearly independent. The reason why it is hard to prove Lemma 2.4 using an ( + 1)-uniform hypergraph (as the results of [35] and [21] may suggest) is that it seems very hard to obtain all the above requirements simultaneously. The fact that we are considering hypergraphs with a larger degree of uniformity will allow us (in some sense) to break the dependencies between these requirements.
CONCLUDING REMARKS AND OPEN PROBLEMS

The possibility of efficient testing
The proof of Theorem 1 applies the hypergraph removal lemma, and as a consequence, gives extremely poor bounds on the query complexity (and running time) of testing sets for the property of being (M, b)-free. Roughly speaking, the bound we get for the running time of -testing a set of linear equations grows like A (1/ ), where A is the th Ackerman function. It is thus natural to ask for which sets of equations M x = b one can design a poly(1/ ) time testing algorithm for the property of being (M, b)-free. As the main tool we used in order to obtain Theorem 1 was Theorem 3, it is natural to ask the following; for which sets of equations can we have a polynomial dependency in Theorem 3, that is: which sets of linear equations M x = b have the property that if a set S is -far from being (M, b)-free, then S contains poly( )n −p solutions to M x = b (where p is the number of unknowns and the number of equations). Let us call such sets of equations abundant. It is interesting to note that in many aspects testing (M, b)-freeness is analogous to testing Hfreeness in graphs. Alon [1] found a characterization of the graphs H for which testing H-freeness can be done in time poly(1/ ), thus resolving the analogous problem for testing H-freeness in graphs.
Finding a characterization of the abundant systems of equations seems to be a challenging open problem even for a single homogenous equation so let us focus on this case. For a linear equation L, let r L (n) denote the size of the largest subset of n which contains no (non-trivial) solution to L. Problems of this type were studied by Ruzsa [42] . It can be shown that for some equations satisfying rL(n) = n 1−c for some positive c, the equation L is abundant. However, characterizing the equations with this property seems like a very hard problem, see [42] . Furthermore, we do not even know if all the linear equations for which rL(n) = n 1−o(1) are not abundant. An interesting open special case is the "triangle equation" a + b = c (for which r L (n) = Θ(n)), which we have discussed earlier. But as the following proposition shows, for at least some linear equations, we can give some quantitative bounds. Proof. We will show that for every > 0 and large enough n, there is a set S ⊆ [n] which is -far from satisfying AP 3 and yet it contains only c log 1/ n 2 solutions to a + b = 2c (i.e. 3-term arithmetic progressions). Fix an and let n 0 = n 0 ( ) be such that for every n ≥ n 0 , every S ⊆ [n] of size n contains a non-trivial 3-term arithmetic progression. Roth's Theorem [42] states that such an n 0 exists. Therefore, for every n ≥ n0 and for every S ⊆ [n] of size 2 n we have to remove at least n elements from S in order to destroy all 3-term arithmetic progressions. Let m be the largest integer for which [m] contains a subset of size 4 m, containing no (non-trivial) 3-term arithmetic progressions. The well known construction of Behrend [12] implies that m ≥ (1/ ) c log(1/ ) for some absolute constant c. Let X be one such subset of [m] . Now, for every n ≥ n 0 , let S ⊆ [n] be the set of integers with the property that in their base 2m representation, the least significant element belongs to X. Then clearly |S| = n · |X| 2m = 2 n and so one should remove at least n elements from S to destroy all 3-term arithmetic progressions. On the other hand, if x 1 , x 2 , x 3 ∈ S form a 3-term arithmetic progression then as X ⊆ [m], so do the least significant characters of x 1 , x 2 , x 3 , because there in no carry in the base 2m addition. But as these characters belong to X we get that they must be identical. Therefore, the number of 3-term arithmetic progressions in S is at most n 2 /m ≤ c log 1/ n 2 , thus completing the proof.
Non-monotone analogues of Theorem 1
As we have mentioned above, testing sets for being (M, b)-free is analogous to testing graphs for being H-free. Note that both properties are monotone in the sense that removing elements from a set that is (M, b)-free results in an (M, b)-free set, just like removing edges from an H-free graph results in an H-free graph. A non-monotone variant of graphs being H-free is of course the property of being induced H-free. It was shown in [3] that for every H the property of being induced H-free can be tested with a constant number of queries. It is now natural to ask if the following non-monotone variant of Theorem 3 also holds. Note that in the above definition we allow to both add and delete elements from S in order to destroy all solutions.
Of course, a positive answer to the above conjecture, will result in testing algorithms for the non-monotone variant of the property of being (M, b)-free.
Testing subsets of groups
Our testing algorithm (and the corresponding removal lemma) for sets of linear equations works when S is a subset of a finite field. For the special case of a single linear equation, Král', Serra and Vena [35] (following Green [27] ) proved an analogous result over any group. It is natural to ask if our result can be extended to subsets of arbitrary groups, or even subsets of abelian groups.
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RECENT UPDATE
After we have published a preliminary proof of Theorem 3 on the arxiv, we learned that Král', Serra and Vena have independently managed to improve upon their result in [36] and obtained a proof of Theorem 3.
