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DEFORMATION OF GABOR SYSTEMS
KARLHEINZ GRO¨CHENIG, JOAQUIM ORTEGA-CERDA`, AND JOSE´ LUIS ROMERO
Abstract. We introduce a new notion for the deformation of Gabor systems. Such
deformations are in general nonlinear and, in particular, include the standard jitter er-
ror and linear deformations of phase space. With this new notion we prove a strong
deformation result for Gabor frames and Gabor Riesz sequences that covers the known
perturbation and deformation results. Our proof of the deformation theorem requires a
new characterization of Gabor frames and Gabor Riesz sequences. It is in the style of
Beurling’s characterization of sets of sampling for bandlimited functions and extends sig-
nificantly the known characterization of Gabor frames “without inequalities” from lattices
to non-uniform sets.
1. Introduction
The question of robustness of a basis or frame is a fundamental problem in functional
analysis and in many concrete applications. It has its historical origin in the work of
Paley and Wiener [40] who studied the perturbation of Fourier bases and was subsequently
investigated in many contexts in complex analysis and harmonic analysis. Particularly
fruitful was the study of the robustness of structured function systems, such as reproducing
kernels, sets of sampling in a space of analytic functions, wavelets, or Gabor systems. In
this paper we take a new look at the stability of Gabor frames and Gabor Riesz sequences
with respect to general deformations of phase space.
To be explicit, let us denote the time-frequency shift of a function g ∈ L2(Rd) along
z = (x, ξ) ∈ Rd × Rd ' R2d by
pi(z)g(t) = e2piiξ·tg(t− x) .
For a fixed non-zero function g ∈ L2(Rd), usually called a “window function”, and Λ ⊆ R2d,
a Gabor system is a structured function system of the form
G(g,Λ) = {pi(λ)g := e2piiξ·g(· − x) : λ = (x, ξ) ∈ Λ} .
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The index set Λ is a discrete subset of the phase space R2d and λ indicates the localization
of a time-frequency shift pi(λ)g in phase space.
The Gabor system G(g,Λ) is called a frame (a Gabor frame), if
A ≤ ‖f‖22 ≤
∑
λ∈Λ
|〈f, pi(λ)g〉|2 ≤ B‖f‖22, f ∈ L2(Rd),
for some constants 0 < A ≤ B < ∞. In this case every function f ∈ L2(Rd) possesses
an expansion f =
∑
λ cλpi(λ)g, for some coefficient sequence c ∈ `2(Λ) such that ‖f‖2 
‖c‖2. The Gabor system G(g,Λ) is called a Riesz sequence (or Riesz basis for its span), if
‖∑λ cλpi(λ)g‖2  ‖c‖2 for all c ∈ `2(Λ).
For meaningful statements about Gabor frames it is usually assumed that∫
R2d
|〈g, pi(z)g〉| dz <∞.
This condition describes the modulation space M1(Rd), also known as the Feichtinger
algebra. Every Schwartz function satisfies this condition.
In this paper we study the stability of the spanning properties of G(g,Λ) with respect
to a set Λ ⊆ R2d. If Λ′ is “close enough” to Λ, then we expect G(g,Λ′) to possess the
same spanning properties. In this context we distinguish perturbations and deformations.
Whereas a perturbation is local and Λ′ is obtained by slightly moving every λ ∈ Λ, a
deformation is a global transformation of R2d. The existing literature is rich in perturbation
results, but not much is known about deformations of Gabor frames.
(a) Perturbation or jitter error: The jitter describes small pointwise perturbations of
Λ. For every Gabor frame G(g,Λ) with g ∈ M1(Rd) there exists a maximal jitter  > 0
with the following property: if supλ∈Λ infλ′∈Λ′ |λ− λ′| <  and supλ′∈Λ′ infλ∈Λ |λ− λ′| < ,
then G(g,Λ′) is also a frame. See [19, 23] for a general result in coorbit theory, the recent
paper [21], and Christensen’s book on frames [10] for more details and references. Concep-
tually the jitter error is easy to understand, because the frame operator is continuous in
the operator norm with respect to the jitter error. The proof techniques go back to Paley
and Wiener [40] and amount to norm estimates for the frame operator.
(b) Linear deformations: The fundamental deformation result is due to Feichtinger
and Kaiblinger [20]. Let g ∈ M1(Rd), Λ ⊆ R2d be a lattice, and assume that G(g,Λ)
is a frame for L2(Rd). Then there exists  > 0 with the following property: if A is a
2d × 2d-matrix with ‖A − I‖ <  (in some given matrix norm), then G(g, AΛ) is again a
frame. Only recently, this result was generalized to non-uniform Gabor frames [3]. The
proof for the case of a lattice [20] was based on the duality theory of Gabor frames,
the proof for non-uniform Gabor frames in [3] relies on the stability under chirps of the
Sjo¨strand symbol class for pseudodifferential operators, but this technique does not seem
to adapt to nonlinear deformations. Compared to perturbations, (linear) deformations of
Gabor frames are much more difficult to understand, because the frame operator no longer
depends (norm-) continuously on Λ and a deformation may change the density of Λ (which
may affect significantly the spanning properties of G(g,Λ)).
DEFORMATION OF GABOR SYSTEMS 3
Perhaps the main difficulty is to find a suitable notion for deformations that preserves
Gabor frames. Except for linear deformations and some preliminary observations in [12,
15] this question is simply unexplored. In this paper we introduce a general concept of
deformation, which we call Lipschitz deformations. Lipschitz deformations include both
the jitter error and linear deformations as a special case. The precise definition is somewhat
technical and will be given in Section 6. For simplicity we formulate a representative special
case of our main result.
Theorem 1.1. Let g ∈M1(Rd) and Λ ⊆ R2d. Let Tn : R2d → R2d for n ∈ N be a sequence
of differentiable maps with Jacobian DTn. Assume that
sup
z∈R2d
|DTn(z)− I| −→ 0 as n→∞ .(1)
Then the following holds.
(a) If G(g,Λ) is a frame, then G(g, Tn(Λ)) is a frame for all sufficiently large n.
(b) If G(g,Λ) is a Riesz sequence, then G(g, Tn(Λ)) is a Riesz sequence for all sufficiently
large n.
We would like to emphasize that Theorem 1.1 is quite general. It deals with non-uniform
Gabor frames (not just lattices) under nonlinear deformations. In particular, Theorem 1.1
implies the main results of [20, 3]. The counterpart for deformations of Gabor Riesz
sequences (item (b)) is new even for linear deformations.
Condition (1) roughly states that the mutual distances between the points of Λ are
preserved locally under the deformation Tn. Our main insight was that the frame property
of a deformed Gabor system G(g, Tn(Λ)) does not depend so much on the position or
velocity of the sequences (Tn(λ))n∈N for λ ∈ Λ, but on the relative distances |Tn(λ)−Tn(λ′)|
for λ, λ′ ∈ Λ. For an illustration see Example 7.4.
As an application of Theorem 1.1, we derive a non-uniform Balian-Low theorem (BLT).
For this, we recall that the lower Beurling density of a set Λ ⊆ R2d, which is given by
D−(Λ) = lim
R→∞
min
z∈R2d
# Λ ∩BR(z)
vol(BR(0))
,
and likewise the upper Beurling density D+(Λ) (where the minimum is replaced by a
supremum). The fundamental density theorem of Ramanathan and Steger [31] asserts that
if G(g,Λ) is a frame then D−(Λ) ≥ 1. Analogously, if G(g,Λ) is a Riesz sequence, then
D+(Λ) ≤ 1 [5]. The so-called Balian-Low theorem (BLT) is a stronger version of the density
theorem and asserts that for “nice” windows g the inequalities in the density theorem are
strict. For the case when g ∈ M1(Rd) and Λ is a lattice, the Balian-Low theorem is a
consequence of [20]. A Balian-Low theorem for non-uniform Gabor frames was open for a
long time and was proved only recently by Ascensi, Feichtinger, and Kaiblinger [3]. The
corresponding statement for Gabor Riesz sequences was open and is settled here as an
application of our deformation theorem. We refer to Heil’s detailed survey [27] of the
numerous contributions to the density theorem for Gabor frames after [31] and to [13] for
the Balian-Low theorem.
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As an immediate consequence of Theorem 1.1 we obtain the following version of the
Balian-Low theorem for non-uniform Gabor systems.
Corollary 1.2 (Non-uniform Balian-Low Theorem). Assume that g ∈M1(Rd).
(a) If G(g,Λ) is a frame for L2(Rd), then D−(Λ) > 1.
(b) If G(g,Λ) is a Riesz sequence in L2(Rd), then D+(Λ) < 1.
Proof. We only prove the new statement (b), part (a) is similar [3]. Assume G(g,Λ) is
a Riesz sequence, but that D+(Λ) = 1. Let αn > 1 such that limn→∞ α = 1 and set
Tnz = αnz. Then the sequence Tn satisfies condition (1). On the one hand, we have
D+(αnΛ) = α
2d
n > 1, and on the other hand, Theorem 1.1 implies that G(g, αnΛ) is a Riesz
sequence for n large enough. This is a contradiction to the density theorem, and thus the
assumption D+(Λ) = 1 cannot hold.
The proof of Theorem 1.1 does not come easily and is technical. It combines methods
from the theory of localized frames [22, 25], the stability of operators on `p-spaces [1, 36]
and weak limit techniques in the style of Beurling [7]. We say that Γ ⊆ R2d is a weak limit
of translates of Λ ⊆ R2d, if there exists a sequence (zn)n∈N ⊆ R2d, such that Λ + zn → Γ
uniformly on compact sets. See Section 4 for the precise definition and more details on
weak limits.
We will prove the following characterization of non-uniform Gabor frames “without
inequalities”.
Theorem 1.3. Assume that g ∈M1(Rd) and Λ ⊆ R2d. Then G(g,Λ) is a frame for L2(Rd),
if and only if for every weak limit Γ of Λ the map f → (〈f, pi(γ)g〉)
γ∈Γ is one-to-one on
(M1(Rd))∗.
The full statement with five equivalent conditions characterizing a non-uniform Gabor
frame will be given in Section 5, Theorem 5.1. An analogous characterization of Gabor
Riesz sequences with weak limits is stated in Theorem 5.4.
For the special case when Λ is a lattice, the above characterization of Gabor frames
without inequalities was already proved in [26]. In the lattice case, the Gabor system
G(g,Λ) possesses additional invariance properties that facilitate the application of methods
from operator algebras. The generalization of [26] to non-uniform Gabor systems was rather
surprising for us and demands completely different methods.
To make Theorem 1.3 more plausible, we make the analogy with Beurling’s results on
balayage in Paley-Wiener space. Beurling [7] characterized the stability of sampling in the
Paley-Wiener space of bandlimited functions {f ∈ L∞(Rd) : supp fˆ ⊆ S} for a compact
spectrum S ⊆ Rd in terms of sets of uniqueness for this space. It is well-known that
the frame property of a Gabor system G(g,Λ) is equivalent to a sampling theorem for
an associated transform. Precisely, let z ∈ R2d → Vgf(z) = 〈f, pi(z)g〉 be the short-time
Fourier transform, for fixed non-zero g ∈ M1(Rd) and f ∈ (M1(Rd))∗. Then G(g,Λ) is a
frame, if and only if Λ is a set of sampling for the short-time Fourier transform on (M1)∗.
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In this light, Theorem 1.3 is the precise analog of Beurling’s theorem for bandlimited
functions.
One may therefore try to adapt Beurling’s methods to Gabor frames and the sampling of
short-time Fourier transforms. Beurling’s ideas have been used for many sampling problems
in complex analysis following the pioneering work of Seip on the Fock space [32],[33] and
the Bergman space [34], see also [8] for a survey. A remarkable fact in Theorem 1.3 is
the absence of a complex structure (except when g is a Gaussian). This explains why we
have to use the machinery of localized frames and the stability of operators in our proof.
We mention that Beurling’s ideas have been transferred to a few other contexts outside
complex analysis, such as sampling theorems with spherical harmonics in the sphere [28],
or, more generally, with eigenvectors of the Laplace operator in Riemannian manifolds [30].
This article is organized as follows: In Section 2 we collect the main definitions from
time-frequency analysis. In Section 3 we discuss time-frequency molecules and their `p-
stability. Section 4 is devoted to the details of Beurling’s notion of weak convergence of
sets. In Section 5 we state and prove the full characterization of non-uniform Gabor frames
and Riesz sequences without inequalities. In Section 6 we introduce the general concept
of a Lipschitz deformation of a set and prove the main properties. Finally, in Section 7
we state and prove the main result of this paper, the general deformation result. The
appendix provides the technical proof of the stability of time-frequency molecules.
2. Preliminaries
2.1. General notation. Throughout the article, |x| := (|x1|2 + . . .+ |xd|2)1/2 denotes the
Euclidean norm, and Br(x) denotes the Euclidean ball. Given two functions f, g : X →
[0,∞), we say that f . g if there exists a constant C > 0 such that f(x) ≤ Cg(x), for all
x ∈ X. We say that f  g if f . g and g . f .
2.2. Sets of points. A set Λ ⊆ Rd is called relatively separated if
rel(Λ) := sup{#(Λ ∩B1(x)) : x ∈ Rd} <∞.(2)
It is called separated if
sep(Λ) := inf {|λ− λ′| : λ 6= λ′ ∈ Λ} > 0.(3)
We say that Λ is δ-separated if sep(Λ) ≥ δ. A separated set is relatively separated and
rel(Λ) . sep(Λ)−d, Λ ⊆ Rd.(4)
Relatively separated sets are finite unions of separated sets.
The hole of a set Λ ⊆ Rd is defined as
ρ(Λ) := sup
x∈Rd
inf
λ∈Λ
|x− λ| .(5)
A sequence Λ is called relatively dense if ρ(Λ) < ∞. Equivalently, Λ is relatively dense if
there exists R > 0 such that
Rd =
⋃
λ∈Λ
BR(λ).
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In terms of the Beurling densities defined in the Introduction, a set Λ is relatively separated
if and only if D+(Λ) <∞ and it is relatively dense if and only if D−(Λ) > 0.
2.3. Amalgam spaces. The amalgam space W (L∞, L1)(Rd) consists of all functions f ∈
L∞(Rd) such that
‖f‖W (L∞,L1) :=
∫
Rd
‖f‖L∞(B1(x))dx 
∑
k∈Zd
‖f‖L∞([0,1]d+k) <∞.
The subspace ofW (L∞, L1)(Rd) consisting of continuous functions is denoted byW (C0, L1)(Rd).
This space will be used as a convenient collection of test functions. We will repeatedly
use the following sampling inequality: Assume that f ∈ W (L∞, L1)(Rd) and Λ ⊆ Rd is
relatively separated, then
(6)
∑
λ∈Λ
|f(λ)| . rel(Λ) ‖f‖W (L∞,L1) .
The dual space of W (C0, L
1)(Rd) will be denoted W (M, L∞)(Rd). It consists of all the
complex-valued Borel measures µ : B(Rd)→ C such that
‖µ‖W (M,L∞) := sup
x∈Rd
‖µ‖B1(x) = sup
x∈Rd
|µ| (B1(x)) <∞.
For the general theory of Wiener amalgam spaces we refer to [17].
2.4. Time-frequency analysis. The time-frequency shifts of a function f : Rd → C are
pi(z)f(t) := e2piiξtf(t− x), z = (x, ξ) ∈ Rd × Rd, t ∈ Rd.
These operators satisfy the commutation relations
pi(x, ξ)pi(x′, ξ′) = e−2piiξ
′xpi(x+ x′, ξ + ξ′), (x, ξ), (x′, ξ′) ∈ Rd × Rd.(7)
Given a non-zero Schwartz function g ∈ S(Rd), the short-time Fourier transform of a
distribution f ∈ S ′(Rd) with respect to the window g is defined as
Vgf(z) := 〈f, pi(z)g〉 , z ∈ R2d.(8)
For ‖g‖2 = 1 the short-time Fourier transform is an isometry:
‖Vgf‖L2(R2d) = ‖f‖L2(Rd), f ∈ L2(Rd).(9)
The commutation rule (7) implies the covariance property of the short-time Fourier trans-
form:
Vg(pi(x, ξ))f(x
′, ξ′) = e−2pii(x−x
′)(ξ−ξ′)Vgf(x′ − x, ξ′ − ξ), (x, ξ), (x′, ξ′) ∈ Rd × Rd.
In particular,
|Vgpi(z)f | = |Vgf(· − z)| , z ∈ R2d.(10)
We then define the modulation spaces as follows: fix a non-zero g ∈ S(Rd) and let
Mp(Rd) :=
{
f ∈ S ′(Rd) : Vgf ∈ Lp(R2d)
}
, 1 ≤ p ≤ ∞,(11)
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endowed with the norm ‖f‖Mp := ‖Vgf‖Lp . Different choices of non-zero windows g ∈
S(Rd) yield the same space with equivalent norms, see [18]. The space M1(Rd), known as
the Feichtinger algebra, plays a central role. It can also be characterized as
M1(Rd) :=
{
f ∈ L2(Rd) : Vff ∈ L1(R2d)
}
.
The modulation space M0(Rd) is defined as the closure of the Schwartz-class with respect
to the norm ‖ · ‖M∞ . Then M0(Rd) is a closed subspace of M∞(Rd) and can also be
characterized as
M0(Rd) =
{
f ∈M∞(Rd) : Vgf ∈ C0(R2d)
}
.
The duality of modulation spaces is similar to sequence spaces; we have M0(Rd)∗ = M1(Rd)
and M1(Rd)∗ = M∞(Rd) with respect to the duality 〈f, h〉 := 〈Vgf, Vgh〉.
In this article we consider a fixed a function g ∈ M1(Rd) and will be mostly concerned
with M1(Rd), its dual space M∞(Rd), and M2(Rd) = L2(Rd). The weak* topology in
M∞(Rd) will be denoted by σ(M∞,M1) and the weak* topology on M1(Rd) by σ(M1,M0).
Hence, a sequence {fk : k ≥ 1} ⊆M∞(Rd) converges to f ∈M∞(Rd) in σ(M∞,M1) if and
only if for every h ∈M1(Rd): 〈fk, h〉 −→ 〈f, h〉.
We mention the following facts that will be used repeatedly (see for example [19, Theorem
4.1] and [24, Proposition 12.1.11]).
Lemma 2.1. Let g ∈M1(Rd) be nonzero. Then the following hold true.
(a) If f ∈M1(Rd), then Vgf ∈ W (C0, L1)(R2d).
(b) Let {fk : k ≥ 1} ⊆M∞(Rd) be a bounded sequence and f ∈M∞(Rd). Then fk −→
f in σ(M∞,M1) if and only if Vgfk −→ Vgf uniformly on compact sets.
(c) Let {fk : k ≥ 1} ⊆M1(Rd) be a bounded sequence and f ∈M1(Rd). Then fk −→ f
in σ(M1,M0) if and only if Vgfk −→ Vgf uniformly on compact sets.
In particular, if fn → f in σ(M∞,M1) and zn → z ∈ R2d, then Vgfn(zn)→ Vgf(z).
2.5. Analysis and synthesis maps. Given g ∈ M1(Rd) and a relatively separated set
Λ ⊆ R2d, consider the analysis operator and the synthesis operator that are formally
defined as
Cg,Λf := (〈f, pi(λ)g〉)λ∈Λ , f ∈M∞(Rd),
C∗g,Λc :=
∑
λ∈Λ
cλpi(λ)g, c ∈ `∞(Λ).
These maps are bounded between Mp and `p spaces [24, Cor. 12.1.12] with estimates
‖Cg,Λf‖`p . rel(Λ)‖g‖M1‖f‖Mp ,
‖C∗g,Λc‖Mp . rel(Λ)‖g‖M1‖c‖`p .
The implicit constants in the last estimates are independent of p ∈ [1,∞].
For z = (x, ξ) ∈ R2d, the twisted shift is the operator κ(z) : `∞(Λ) → `∞(Λ + z) given
by
(κ(z)c)λ+z := e
−2piixλ2cλ, λ = (λ1, λ2) ∈ Λ.
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As a consequence of the commutation relations (7), the analysis and synthesis operators
satisfy the covariance property
pi(z)C∗g,Λ = C
∗
g,Λ+zκ(z) and e
2piixξCg,Λpi(−z) = e−2piixξκ(−z)Cg,Λ+z(12)
for z = (x, ξ) ∈ Rd × Rd.
A Gabor system G(g,Λ) is a frame if and only if Cg,Λ : L2(Rd) → `2(Λ) is bounded
below, and G(g,Λ) is a Riesz sequence if and only if C∗g,Λ : `2(Λ) → L2(Rd) is bounded
below. As the following lemma shows, each of these conditions implies a restriction of the
geometry of the set Λ.
Lemma 2.2. Let g ∈ L2(Rd) and let Λ ⊆ R2d a set. Then the following holds.
(a) If G(g,Λ) is a frame, then Λ is relatively separated and relatively dense.
(b) If G(g,Λ) is a Riesz sequence, then Λ is separated.
Proof. For part (a) see for example [9, Theorem 1.1]. For part (b), suppose that Λ is not
separated. Then there exist two sequences {λn : n ≥ 1} , {γn : n ≥ 1} ⊆ Λ with λn 6= γn
such that |λn − γn| −→ 0. Hence we derive the following contradiction:
√
2 = ‖δλn −
δγn‖`2(Λ)  ‖pi(λn)g − pi(γn)g‖L2(Rd) −→ 0.
We extend the previous terminology to other values of p ∈ [1,∞]. We say that G(g,Λ)
is a p-frame for Mp(Rd) if Cg,Λ : Mp(Rd) → `p(Λ) is bounded below, and that G(g,Λ)
is a p-Riesz sequence within Mp(Rd) if C∗g,Λ : `p(Λ) → Mp(Rd) is bounded below. Since
boundedness below and left invertibility are different properties outside the context of
Hilbert spaces, there are other reasonable definitions of frames and Riesz sequences for
Mp. This is largely immaterial for Gabor frames with g ∈M1, since the theory of localized
frames asserts that when such a system is a frame for L2, then it is a frame for all Mp and
moreover the operator Cg,Λ : M
p → `p is left invertible [25, 22, 4, 5]. Similar statements
apply to Riesz sequences.
3. Stability of time-frequency molecules
We say that {fλ : λ ∈ Λ} ⊆ L2(Rd) is a set of time-frequency molecules if Λ ⊆ R2d is a
relatively separated set and there exists a non-zero g ∈ M1(Rd) and an envelope function
Φ ∈ W (L∞, L1)(R2d) such that
|Vgfλ(z)| ≤ Φ(z − λ), z ∈ Rd, λ ∈ Λ.(13)
If (13) holds for some g ∈ M1(Rd), then it holds for all g ∈ M1(Rd) (with an envelope
depending on g).
Remark 3.1. Every Gabor system G(g,Λ) with window g ∈ M1(Rd) and a relatively
separated set Λ ⊆ R2d is a set of time-frequency molecules. In this case the envelope can
be chosen to be Φ = |Vgg|, which belongs to W (L∞, L1)(R2d) by Lemma 2.1.
The following stability result will be one of our main technical tools.
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Theorem 3.2. Let {fλ : λ ∈ Λ} be a set of time-frequency molecules. Then the following
holds.
(a) Assume that
‖f‖Mp  ‖(〈f, fλ〉)λ∈Λ‖p, ∀ f ∈Mp(Rd),(14)
holds for some 1 ≤ p ≤ ∞. Then (14) holds for all 1 ≤ p ≤ ∞. In other words, if
{fλ : λ ∈ Λ} is a p-frame for Mp(Rd) for some p ∈ [1,∞], then it is a p-frame for
Mp(Rd) for all p ∈ [1,∞].
(b) Assume that
‖
∑
λ∈Λ
cλfλ‖Mp  ‖c‖p, c ∈ `p(Λ),(15)
holds for some 1 ≤ p ≤ ∞. Then (15) holds for all 1 ≤ p ≤ ∞.
The result is similar in spirit to other results in the literature [37, 1, 35, 39, 38], but none
of these is directly applicable to our setting. We postpone the proof of Theorem 3.2 to the
appendix, so as not to interrupt the natural flow of the article. As in the cited references,
the proof elaborates on Sjo¨strand’s Wiener-type lemma [36].
As a special case of Theorem 3.2 we record the following corollary.
Corollary 3.3. Let g ∈ M1(Rd) and let Λ ⊆ R2d be a relatively separated set. Then the
following holds.
(a) If G(g,Λ) if a p-frame for Mp(Rd) for some p ∈ [1,∞], then it is a p-frame for
Mp(Rd) for all p ∈ [1,∞].
(b) If G(g,Λ) if a p-Riesz sequence within Mp(Rd) for some p ∈ [1,∞], then it p-Riesz
sequence within Mp(Rd) for all p ∈ [1,∞].
The space M1(Rd) is the largest space of windows for which the corollary holds. Under
a stronger condition on g, statement (a) was already derived in [1], the general case was
left open.
4. Weak convergence
4.1. Convergence of sets. The Hausdorff distance between two sets X, Y ⊆ Rd is defined
as
dH(X, Y ) := inf {ε > 0 : X ⊆ Y +Bε(0), Y ⊆ X +Bε(0)} .
Note that dH(X, Y ) = 0 if and only if X = Y .
Let Λ ⊆ Rd be a set. A sequence {Λn : n ≥ 1} of subsets of Rd converges weakly to Λ,
in short Λn
w−→ Λ, if
dH
(
(Λn ∩ B¯R(z)) ∪ ∂B¯R(z)), (Λ ∩ B¯R(z)) ∪ ∂B¯R(z))
)→ 0, ∀z ∈ Rd, R > 0 .(16)
(To understand the role of the boundary of the ball in the definition, consider the following
example in dimension d = 1: Λn := {1 + 1/n}, Λ := {1} and BR(z) = [0, 1].)
The following lemma provides an alternative description of weak convergence.
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Lemma 4.1. Let Λ ⊆ Rd and Λn ⊆ Rd, n ≥ 1 be sets. Then Λn w−→ Λ if and only if for
every R > 0 and ε > 0 there exists n0 ∈ N such that for all n ≥ n0
Λ ∩BR(0) ⊆ Λn +Bε(0) and Λn ∩BR(0) ⊆ Λ +Bε(0).
The following consequence of Lemma 4.1 is often useful to identify weak limits.
Lemma 4.2. Let Λn
w−→ Λ and Γn w−→ Γ. Suppose that for every R > 0 and ε > 0 there
exists n0 ∈ N such that for all n ≥ n0
Λn ∩BR(0) ⊆ Γn +Bε(0).
Then Λ ⊆ Γ.
The notion of weak convergence will be a technical tool in the proofs of deformation
results.
4.2. Measures and compactness. In this section we explain how the weak convergence
of sets can be understood by the convergence of some associated measures. First we note
the following semicontinuity property, that follows directly from Lemma 4.1.
Lemma 4.3. Let {µn : n ≥ 1} ⊂ W (M, L∞)(Rd) be a sequence of measures that converges
to a measure µ ∈ W (M, L∞)(Rd) in the σ(W (M, L∞),W (C0, L1)) topology. Suppose that
supp(µn) ⊆ Λn and that Λn w−→ Λ. Then supp(µ) ⊆ Λ.
The example µn =
1
n
δ, µ = 0 shows that in Lemma 4.3 the inclusions cannot in general
be improved to equalities. Such improvement is however possible for certain classes of
measures. A Borel measure µ is called natural-valued if µ(E) is a non-negative integer for
all Borel sets E. For these measures the following holds.
Lemma 4.4. Let {µn : n ≥ 1} ⊂ W (M, L∞)(Rd) be a sequence of natural-valued measures
that converges to a measure µ ∈ W (M, L∞)(Rd) in the σ(W (M, L∞),W (C0, L1)) topology.
Then supp(µn)
w−→ supp(µ).
The proof of Lemma 4.4 is elementary and therefore we skip it. Lemma 4.4 is useful to
deduce properties of weak converge of sets from properties of convergence of measures, as
we now show. For a set Λ ⊆ Rd, let us consider the natural-valued measure
unionsqunionsqΛ :=
∑
λ∈Λ
δλ.(17)
One can readily verify that Λ is relatively separated if and only if unionsqunionsqΛ ∈ W (M, L∞)(Rd)
and moreover,
‖unionsqunionsqΛ‖W (M,L∞)  rel(Λ).(18)
For sequences of sets {Λn : n ≥ 1} with uniform separation, i.e.
inf
n
sep(Λn) = inf{|λ− λ′| : λ 6= λ′, λ, λ′ ∈ Λn, n ≥ 1} > 0,
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the convergence Λn
w−→ Λ is equivalent to the convergence unionsqunionsqΛn → unionsqunionsqΛ in
σ(W (M, L∞),W (C0, L1)). For sequences without uniform separation the situation is
slightly more technical because of possible multiplicities in the limit set.
Lemma 4.5. Let {Λn : n ≥ 1} be a sequence of relatively separated sets in Rd. Then the
following hold.
(a) If unionsqunionsqΛn −→ µ in σ(W (M, L∞),W (C0, L1)) for some measure µ ∈ W (M, L∞),
then supn rel(Λn) <∞ and Λn w−→ Λ := supp(µ).
(b) If lim supn rel(Λn) < ∞, then there exists a subsequence {Λnk : k ≥ 1} that con-
verges weakly to a relatively separated set.
(c) If lim supn rel(Λn) < ∞ and Λn w−→ Λ, for some set Λ ⊆ Rd, then Λ is relatively
separated (and in particular closed).
The lemma follows easily from Lemma 4.4, (18) and the weak∗-compactness of the ball
of W (M, L∞), and hence we do not prove it. We remark that the limiting measure µ in the
lemma is not necessarily unionsqunionsqΛ. For example, if d = 1 and Λn := {0, 1/n, 1, 1 + 1/n, 1− 1/n},
then unionsqunionsqΛn −→ 2δ0 + 3δ1. In this case we can interpret µ as representing a set with multi-
plicities.
The following lemma provides a version of (18) for linear combinations of point measures.
Lemma 4.6. Let Λ ⊆ Rd be a relatively separated set and consider a measure
µ :=
∑
λ∈Λ
cλδλ
with coefficients cλ ∈ C. Then
‖µ‖ = |µ| (Rd) = ‖c‖1,
‖c‖∞ ≤ ‖µ‖W (M,L∞) . rel(Λ)‖c‖∞.
Proof. The identity |µ| (Rd) = ‖c‖1 is elementary. The estimate for ‖µ‖W (M,L∞) follows
from the fact that, for all λ ∈ Λ, |cλ| δλ ≤ |µ| ≤ ‖c‖∞unionsqunionsqΛ, where unionsqunionsqΛ is defined by (17).
5. Gabor Frames and Gabor Riesz Sequences without Inequalities
As a first step towards the main results, we characterize frames and Riesz bases in terms
of uniqueness properties for certain limit sequences. The corresponding results for lattices
have been derived by different methods in [26]. For the proofs we combine Theorem 3.2
with Beurling’s methods [7, p.351-365].
For a relatively separated set Λ ⊆ R2d, let W (Λ) be the set of weak limits of the
translated sets Λ + z, z ∈ R2d, i.e., Γ ∈ W (Λ) if there exists a sequence {zn : n ∈ N} such
that Λ + zn
w−→ Γ. It is easy to see that then Γ is always relatively separated. When Λ is a
lattice, i.e., Λ = AZ2d for an invertible real-valued 2d× 2d-matrix A, then W (Λ) consists
only of translates of Λ.
Throughout this section we use repeatedly the following special case of Lemma 4.5(b,c):
given a relatively separated set Λ ⊆ R2d and any sequence of points {zn : n ≥ 1} ⊆ R2d,
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there is a subsequence {znk : k ≥ 1} and a relatively separated set Γ ⊆ R2d such that
Λ + znk
w−→ Γ.
5.1. Characterization of frames. In this section we characterize the frame property of
Gabor systems in terms of the sets in W (Λ).
Theorem 5.1. Assume that g ∈ M1(Rd) and that Λ ⊆ R2d is relatively separated. Then
the following are equivalent.
(i) G(g,Λ) is a frame for L2(Rd).
(ii) G(g,Λ) is a p-frame for Mp(Rd) for some p ∈ [1,∞] (for all p ∈ [1,∞]).
(iii) G(g,Λ) is a ∞-frame for M∞(Rd).
(iv) C∗g,Λ is surjective from `
1(Λ) onto M1(Rd).
(v) Cg,Γ is bounded below on M
∞(Rd) for every weak limit Γ ∈ W (Λ).
(vi) Cg,Γ is one-to-one on M
∞(Rd) for every weak limit Γ ∈ W (Λ).
Remark 5.2. 1. When Λ is a lattice, then W (Λ) consists only of translates of Λ. In this
case, Theorem 5.1 reduces to main result in [26].
2. In the more general context of sampling measures, the implication (v)⇒ (i) was recently
shown by Ascensi [2] with completely different methods.
Proof. The equivalence of (i), (ii) and (iii) follows immediately from Corollary 3.3.
In the sequel we will use several times the following version of the closed range theo-
rem [11, p. 166]: Let T : X → Y be a bounded operator between two Banach spaces X
and Y . Then T is onto Y , if and only if T ∗ : Y ∗ → X∗ is one-to-one on Y ∗ and has closed
range in X∗, if and only if T ∗ is bounded below.
Conditions (iii) and (iv) are equivalent by applying the closed range theorem to the
synthesis operator C∗g,Λ on `
1(Λ).
For the remaining equivalences we adapt Beurling’s methods.
(iv) ⇒ (v). Consider a convergent sequence of translates Λ − zn w−→ Γ. Since C∗g,Λ
maps `1(Λ) onto M1(Rd), because of (12) and the open mapping theorem, the synthesis
operators C∗g,Λ−zn are also onto M
1(Rd) with bounds on preimages independent of n. Thus
for every f ∈M1(Rd) there exist sequences {cnλ}λ∈Λ−zn with ‖cn‖1 . 1 such that
f =
∑
λ∈Λ−zn
cnλpi(λ)g,
with convergence in M1(Rd).
Consider the measures µn :=
∑
λ∈Λ−zn c
n
λδλ. Note that ‖µn‖ = ‖cn‖1 . 1. By passing to
a subsequence we may assume that µn −→ µ in σ(M, C0), for some measure µ ∈M(R2d).
By assumption supp(µn) ⊆ Λ− zn, Λ− zn w−→ Γ, and Γ is relatively separated and thus
closed. It follows from Lemma 4.3 that supp(µ) ⊆ Γ. Hence,
µ =
∑
λ∈Γ
cλδλ
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for some sequence c. In addition, ‖c‖1 = ‖µ‖ ≤ lim infn‖µn‖ . 1. Let f ′ :=
∑
λ∈Γ cλpi(λ)g.
This is well-defined in M1(Rd), because c ∈ `1(Γ). Let z ∈ R2d. Since by Lemma 2.1
Vgpi(z)g ∈ W (C0, L1)(R2d) ⊆ C0(R2d) we can compute
〈f, pi(z)g〉 =
∑
λ∈Λ−zn
cnλVgpi(z)g(λ)
=
∫
R2d
Vgpi(z)g dµn −→
∫
R2d
Vgpi(z)g dµ = 〈f ′, pi(z)g〉 .
(Here, the interchange of summation and integration is justified because c and cn are
summable.) Hence f = f ′ and thus C∗g,Γ : `
1(Γ) → M1(Rd) is surjective. By duality Cg,Γ
is one-to-one from M∞(Rd) to `∞(Γ) and has closed range, whence Cg,Γ is bounded below
on M∞(∞).
(v) ⇒ (vi) is clear.
(vi) ⇒ (iii). Suppose G(g,Λ) is not an ∞-frame for M∞(Rd). Then there exists a se-
quence of functions {fn : n ≥ 1} ⊂M∞(Rd) such that ‖Vgfn‖∞ = 1 and supλ∈Λ |Vgfn(λ)| −→
0. Let zn ∈ R2d be such that |Vgfn(zn)| ≥ 1/2 and consider hn := pi(−zn)fn. By passing
to a subsequence we may assume that hn −→ h in σ(M∞,M1) for some h ∈ M∞(Rd),
and that Λ− zn w−→ Γ for some relatively separated Γ. Since |Vghn(0)| = |Vgfn(zn)| ≥ 1/2
by (10), it follows that h 6= 0. Given γ ∈ Γ, there exists a sequence {λn : n ≥ 1} ⊆ Λ such
that λn − zn −→ γ. Since, by Lemma 2.1, Vghn −→ Vgh uniformly on compact sets, we
can use (10) to obtain that
|Vgh(γ)| = lim
n
|Vghn(λn − zn)| = lim
n
|Vgfn(λn)| = 0.
As γ ∈ Γ is arbitrary, this contradicts (vi).
Although Theorem 5.1 seems to be purely qualitative, it can be used to derive quan-
titative estimates for Gabor frames. We fix a non-zero window g in M1(Rd) and assume
that ‖g‖2 = 1. We measure the modulation space norms with respect to this window
by ‖f‖Mp = ‖Vgf‖p and observe that the isometry property of the short-time Fourier
transform extends to M∞(Rd) as follows: if f ∈M∞(Rd) and h ∈M1(Rd), then
(19) 〈f, h〉 =
∫
R2d
Vgf(z)Vgh(z) dz = 〈Vgf, Vgh〉.
For δ > 0, we define the M1-modulus of continuity of g as
(20) ωδ(g)M1 = sup
z,w∈R2d
|z−w|≤δ
‖pi(z)g − pi(w)g‖M1 = sup
z,w∈R2d
|z−w|≤δ
‖Vg(pi(z)g − pi(w)g)‖L1 .
It is easy to verify that limδ→0+ ωδ(g)M1 = 0, because time-frequency shifts are continuous
on M1(Rd).
Then we deduce the following quantitative conditions for Gabor frames from Theo-
rem 5.1.
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Corollary 5.3. For g ∈M1(Rd) with ‖g‖2 = 1 choose δ > 0 so that ωδ(g)M1 < 1.
If Λ ⊆ R2d is relatively separated and ρ(Λ) < δ, then G(g,Λ) is a frame for L2(Rd).
Proof. We argue by contradiction and assume that G(g,Λ) is not a frame. By condition
(vi) of Theorem 5.1 there exists a weak limit Γ ∈ W (Λ) and f ∈ M∞(Rd), such that
Vgf
∣∣
Γ
= 0. Since ρ(Λ) < δ, we also have ρ(Γ) ≤ δ. By normalizing, we may assume
that ‖f‖M∞ = ‖Vgf‖∞ = 1. For 0 <  < 1 − ωδ(g)M1 we find z ∈ R2d such that
|Vgf(z)| = |〈f, pi(z)g〉| > 1 − . Since ρ(Γ) ≤ δ, there is a γ ∈ Γ such that |z − γ| ≤ δ.
Consequently, since Vgf
∣∣
Γ
= 0, we find that
1−  < |〈f, pi(z)g〉 − 〈f, pi(γ)g〉| = |〈f, pi(z)g − pi(γ)g〉|
= |〈Vgf, Vg(pi(z)g − pi(γ)g)〉|
≤ ‖Vgf‖∞ ‖Vg(pi(z)g − pi(γ)g)‖1
= ‖f‖M∞ ‖pi(z)g − pi(γ)g‖M1
≤ ωδ(g)M1 .
Since we have chosen 1−  > ωδ(g)M1 , we have arrived at a contradiction. Thus G(g,Λ) is
a frame.
This theorem is analogous to Beurling’s famous sampling theorem for multivariate ban-
dlimited functions [6]. The proof is in the style of [29].
5.2. Characterization of Riesz sequences. We now derive analogous results for Riesz
sequences. The existence of a result of this type for interpolating sequences in the context
of bandlimited functions had been conjectured by Beurling [7, Problem 3, p. 359]. In our
context this can established because (i) and (ii) are equivalent in Theorem 5.4 below. The
analogous statement for bandlimited functions is not true.
Theorem 5.4. Assume that g ∈M1(Rd) and that Λ ⊆ R2d is separated. Then the following
are equivalent.
(i) G(g,Λ) is a Riesz sequence in L2(Rd).
(ii) G(g,Λ) is a p-Riesz sequence in Mp(Rd) for some p ∈ [1,∞] (for all p ∈ [1,∞]).
(iii) G(g,Λ) is a∞-Riesz sequence in M∞(Rd), i.e., C∗g,Λ : `∞(Λ)→M∞(Rd) is bounded
below.
(iv) Cg,Λ : M
1 → `1(Λ) is surjective.
(v) C∗g,Γ : `
∞(Γ)→M∞(Rd) is bounded below for every weak limit Γ ∈ W (Λ).
(vi) C∗g,Γ : `
∞(Γ)→M∞(Rd) is one-to-one for every weak limit Γ ∈ W (Λ).
Remark 5.5. Note that we are assuming that Λ is separated. This is necessarily the case
if G(g,Λ) is a Riesz sequence (Lemma 2.2), but needs to be assumed in some of the other
conditions.
Before proving Theorem 5.4, we prove the following continuity property of C∗g,Λ with
respect to Λ.
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Lemma 5.6. Let g ∈ M1(Rd), g 6= 0 and let {Λn : n ≥ 1} be a sequence of uniformly
separated subsets of R2d, i.e.,
(21) inf
n
sep(Λn) = δ > 0 .
For every n ∈ N, let cn ∈ `∞(Λn) be such that ‖cn‖∞ = 1 and suppose that∑
λ∈Λn
cnλpi(λ)g −→ 0 in M∞(Rd), as n −→∞.
Then there exist a subsequence (nk) ⊂ N, points λnk ∈ Λnk , a separated set Γ ⊆ R2d and a
non-zero sequence c ∈ `∞(Γ) such that
Λnk − λnk w−→ Γ, as k −→∞
and
∑
λ∈Γ
cλpi(λ)g = 0.
Proof. Combining the hypothesis (21) and observation (4), we also have the uniform rela-
tive separation
sup
n
rel(Λn) <∞.(22)
Since ‖cn‖∞ = 1 for every n ≥ 1, we may choose λn ∈ Λn be such that
∣∣cnλn∣∣ ≥ 1/2. Let
θλ,n ∈ C such that
θλ,npi(λ− λn) = pi(−λn)pi(λ),
and consider the measures µn :=
∑
λ∈Λn θλ,nc
n
λδλ−λn . Then by Lemma 4.6, ‖µn‖W (M,L∞) .
rel(Λn − λn)‖cn‖∞ = rel(Λn)‖cn‖∞ . 1. Using (22) and Lemma 4.5, we may pass to a
subsequence such that (i) Λn − λn w−→ Γ for some relatively separated set Γ ⊆ R2d and (ii)
µn −→ µ in σ(W (M, L∞),W (C0, L1))(R2d) for some measure µ ∈ W (M, L∞)(R2d). The
uniform separation condition in (21) implies that Γ is also separated.
Since supp(µn) ⊆ Λn − λn it follows from Lemma 4.3 that supp(µ) ⊆ Γ = Γ. Hence,
µ =
∑
λ∈Γ
cλδλ,
for some sequence of complex numbers c, and, by Lemma 4.6, ‖c‖∞ ≤ ‖µ‖W (M,L∞) <∞.
From (21) it follows that for all n ∈ N, Bδ/2(λn) ∩ Λn = {λn}. Let ϕ ∈ C(R2d) be
real-valued, supported on Bδ/2(0) and such that ϕ(0) = 1. Then∣∣∣∣∫
R2d
ϕdµ
∣∣∣∣ = limn
∣∣∣∣∫
R2d
ϕdµn
∣∣∣∣ = limn ∣∣cnλn∣∣ ≥ 1/2.
Hence µ 6= 0 and therefore c 6= 0.
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Finally, we show that the short-time Fourier transform of
∑
λ cλpi(λ)g is zero. Let z ∈ R2d
be arbitrary and recall that by Lemma 2.1 Vgpi(z)g ∈ W (C0, L1)(R2d). Now we estimate∣∣∣∣∣
〈∑
λ∈Γ
cλpi(λ)g, pi(z)g
〉∣∣∣∣∣ =
∣∣∣∣∣∑
λ∈Γ
cλVgpi(z)g(λ)
∣∣∣∣∣
=
∣∣∣∣∫
R2d
Vgpi(z)g dµ
∣∣∣∣ = limn
∣∣∣∣∫
R2d
Vgpi(z)g dµn
∣∣∣∣
= lim
n
∣∣∣∣∣
〈∑
λ∈Λn
θλ,nc
n
λpi(λ− λn)g, pi(z)g
〉∣∣∣∣∣
≤ lim
n
∥∥∑
λ∈Λn
θλ,nc
n
λpi(λ− λn)g
∥∥
M∞
∥∥g∥∥
M1
= lim
n
∥∥pi(−λn) ∑
λ∈Λn
cnλpi(λ)g
∥∥
M∞
∥∥g∥∥
M1
= lim
n
∥∥∑
λ∈Λn
cnλpi(λ)g
∥∥
M∞
∥∥g∥∥
M1
= 0.
We have shown that Vg(
∑
λ∈Γ cλpi(λ)g) ≡ 0 and thus
∑
λ∈Γ cλpi(λ)g ≡ 0, as desired.
Proof of Theorem 5.4. The equivalence of (i), (ii), and (iii) follows from Corollary 3.3(b),
and the equivalence of (iii) and (iv) follows by duality.
(iv)⇒ (v). Assume (iv) and consider a sequence Λ−zn w−→ Γ. Let λ ∈ Γ be arbitrary and
let {λn : n ∈ N} ⊆ Λ be a sequence such that λn − zn −→ λ. By the open map theorem,
every sequence c ∈ `1(Λ) with ‖c‖1 = 1 has a preimage c = C∗g,Λ(f) with ‖f‖M1 . 1.
With the covariance property (12) we deduce that there exist fn ∈ M1(Rd), such that
c = C∗g,Λ−zn(fn) and ‖fn‖M1 . 1.
In particular, for each n ∈ N there exists an interpolating function hn ∈ M1(Rd) such
that ‖Vghn‖1 . 1, Vghn(λn − zn) = 1 and Vghn ≡ 0 on Λ − zn \ {λn − zn}. By passing to
a subsequence we may assume that hn −→ h in σ(M1,M0). It follows that ‖h‖M1 . 1.
Since Vghn −→ Vgh uniformly on compact sets by Lemma 2.1, we obtain that
Vgh(λ) = lim
n
Vghn(λn − zn) = 1.
Similarly, given γ ∈ Γ\{λ}, there exists a sequence {γn : n ∈ N} ⊆ Λ such that γn−zn −→
γ. Since λ 6= γ, for n  0 we have that γn 6= λn and consequently Vghn(γn − zn) = 0. It
follows that Vgh(γ) = 0.
Hence, we have shown that for each λ ∈ Γ there exists an interpolating function hλ ∈
M1(Rd) such that ‖hλ‖M1 . 1, Vghλ(λ) = 1 and Vghλ ≡ 0 on Γ \ {λ}. Given an arbitrary
sequence c ∈ `1(Γ) we consider
f :=
∑
λ∈Γ
cλhλ.
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It follows that f ∈ M1(Rd) and that Cg,Γf = c. Hence, Cg,Γ is onto `1(Γ), and therefore
C∗g,Γ is bounded below.
(v) ⇒ (vi) is clear.
(vi)⇒ (iii). Suppose that (iii) does not hold. Then there exists a sequence {cn : n ∈ N} ⊆
`∞(Λ) such that ‖cn‖∞ = 1 and∥∥∑
λ∈Λ
cnλpi(λ)g
∥∥
M∞ −→ 0, as n −→∞.
We now apply Lemma 5.6 with Λn := Λ and obtain a set Γ ∈ W (Λ) and a non-zero
sequence c ∈ `∞(Γ) such that ∑λ∈Γ cλpi(λ)g = C∗g,Γ(c) = 0. This contradicts (vi).
6. Deformation of sets and Lipschitz convergence
The characterizations of Theorem 5.1 suggest that Gabor frames are invariant under
“weak deformations” of Λ. One might expect that if G(g,Λ) is a frame and Λ′ is close to
Λ in the weak sense, then G(g,Λ′) is also a frame. This view is too simplistic. Just choose
Λn = Λ ∩ Bn(0), then Λn w−→ Λ, but Λn is a finite set and thus G(g,Λn) is never a frame.
For a deformation result we need to introduce a finer notion of convergence.
Let Λ ⊆ Rd be a (countable) set. We consider a sequence {Λn : n ≥ 1} of subsets of
Rd produced in the following way. For each n ≥ 1, let τn : Λ → Rd be a map and
let Λn := τn(Λ) = {τn(λ) : λ ∈ Λ}. We assume that τn(λ) −→ λ, as n −→ ∞, for all
λ ∈ Λ. The sequence of sets {Λn : n ≥ 1} together with the maps {τn : n ≥ 1} is called a
deformation of Λ. We think of each sequence of points {τn(λ) : n ≥ 1} as a (discrete) path
moving towards the endpoint λ.
We will often say that {Λn : n ≥ 1} is a deformation of Λ, with the understanding that
a sequence of underlying maps {τn : n ≥ 1} is also given.
Definition 6.1. (a) A deformation {Λn : n ≥ 1} of Λ is called Lipschitz, denoted by
Λn
Lip−−→ Λ, if the following two conditions hold:
(L1) Given R > 0,
sup
λ,λ′∈Λ
|λ−λ′|≤R
|(τn(λ)− τn(λ′))− (λ− λ′)| → 0, as n −→∞.
(L2) Given R > 0, there exists R′ > 0 and n0 ∈ N such that if |τn(λ)− τn(λ′)| ≤ R for
some n ≥ n0 and some λ, λ′ ∈ Λ, then |λ− λ′| ≤ R′.
Condition (L1) means that τn(λ)− τn(λ′) −→ λ−λ′ uniformly in |λ− λ′|. In particular,
by fixing λ′, we see that Lipschitz convergence implies the weak convergence Λn
w−→ Λ.
Furthermore, if {Λn : n ≥ 1} is Lipschitz convergent to Λ, then so is every subsequence
{Λnk : k ≥ 1}.
Example 6.2. Jitter error: Let Λ ⊆ Rd be relatively separated and let {Λn : n ≥ 1} be a
deformation of Λ. If supλ |τn(λ)− λ| −→ 0, as n −→∞, then Λn Lip−−→ Λ.
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Example 6.3. Linear deformations: Let Λ = AZ2d ⊆ R2d, with A an invertible 2d × 2d
matrix, Λn = AnZ2d for a sequence of invertible 2d×2d-matrices and assume that limAn =
A. Then Λn
Lip−−→ Λ. In this case conditions (L1) and (L2) are easily checked by taking
τn = AnA
−1.
The third class of examples contains differentiable, nonlinear deformations.
Lemma 6.4. Let p ∈ (d,∞]. For each n ∈ N, let Tn = (T 1n , . . . , T dn) : Rd → Rd be a map
such that each coordinate function T kn : Rd → R is continuous, locally integrable and has a
weak derivative in Lploc(Rd). Assume that
Tn(0) = 0,
|DTn − I| −→ 0 in Lp(Rd).
(Here, DTn is the Jacobian matrix consisting of the partial derivatives of Tn and the second
condition means that each entry of the matrix DTn − I tends to 0 in Lp.)
Let Λ ⊆ Rd be a relatively separated set and consider the deformation Λn := Tn(Λ) (i.e
τn := Tn
∣∣
Λ
). Then Λn is Lipschitz convergent to Λ.
Remark 6.5. In particular, the hypothesis of Lemma 6.4 is satisfied by every sequence of
differentiable maps Tn : Rd → Rd such that
Tn(0) = 0,
sup
z∈R2d
|DTn(z)− I| −→ 0.
Proof of Lemma 6.4. Let α := 1 − d
p
∈ (0, 1]. We use the following Sobolev embedding
known as Morrey’s inequality (see for example [16, Chapter 4, Theorem 3]). If f : Rd → R is
locally integrable and possesses a weak derivative in Lp(Rd), then f is α-Ho¨lder continuous
(after being redefined on a set of measure zero). If x, y ∈ Rd, then
|f(x)− f(y)| . ‖∇f‖Lp(Rd) |x− y|α , x, y ∈ Rd.
Applying Morrey’s inequality to each coordinate function of Tn − I we obtain that there
is a constant C > 0 such that
|(Tnx− Tny)− (x− y)| = |(Tn − I)x− (Tn − I)y| ≤ C‖DTn − I‖Lp(Rd) |x− y|α , x, y ∈ Rd.
Let n = C‖DTn − I‖Lp(Rd), where ‖DTn − I‖Lp(Rd) is the Lp-norm of |DTn(·)− I|. Then
n → 0 by assumption and
|(Tnx− Tny)− (x− y)| ≤ εn |x− y|α , x, y ∈ Rd.(23)
Choose x = λ and y = 0, then Tn(λ) −→ λ for all λ ∈ Λ (since Tn(0) = 0). Hence Λn is a
deformation of Λ.
If λ, λ′ ∈ Λ and |λ− λ′| ≤ R, then (23) implies that
|(Tnλ− Tnλ′)− (λ− λ′)| ≤ εnRα.
Thus condition (L1) is satisfied.
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For condition (L2), choose n0 such that εn ≤ 1/2 for n ≥ n0. If |λ − λ′| ≤ 1, there is
nothing to show (choose R′ ≥ 1). If |λ − λ′| ≥ 1 and |Tnλ− Tnλ′| ≤ R for some n ≥ n0,
λ, λ′ ∈ Λ, then by (23) we obtain
|(Tnλ− Tnλ′)− (λ− λ′)| ≤ 1/2 |λ− λ′|α ≤ 1/2 |λ− λ′| .
This implies that
|λ− λ′| ≤ 2 |(Tnλ− Tnλ′)| , for all n ≥ n0.(24)
Since |Tnλ− Tnλ′| ≤ R, we conclude that |λ− λ′| ≤ 2R, and we may actually choose
R′ = max(1, 2R) in condition (L2).
Remark 6.6. Property (L1) can be proved under slightly weaker conditions on the con-
vergence of DTn − I. In fact, we need (23) to hold only for |x − y| ≤ R. Thus it suffices
to assume locally uniform convergence in Lp, i.e.,
sup
y∈R2d
∫
BR(y)
|DTn(x)− I|p dx→ 0
for all R > 0.
We prove some technical lemmas about Lipschitz convergence.
Lemma 6.7. Let {Λn : n ≥ 1} be a deformation of a relatively separated set Λ ⊆ Rd. Then
the following hold.
(a) If Λn is Lipschitz convergent to Λ and sep(Λ) > 0, then lim infn sep(Λ) > 0.
(b) If Λn is Lipschitz convergent to Λ, then lim supn rel(Λn) <∞.
(c) If Λn is Lipschitz convergent to Λ and ρ(Λ) <∞, then lim supn ρ(Λn) <∞.
Proof. (a) By assumption δ := sep(Λ) > 0. Using (L2), let n0 ∈ N and R′ > 0 be such
that if |τn(λ)− τn(λ′)| ≤ δ/2 for some λ, λ′ ∈ Λ and n ≥ n0, then |λ− λ′| ≤ R′. By (L1),
choose n1 ≥ n0 such that for n ≥ n1
sup
|λ−λ′|≤R′
|(τn(λ)− τn(λ′))− (λ− λ′)| < δ/2.
Claim. sep(Λn) ≥ δ/2 for n ≥ n1.
If the claim is not true, then for some n ≥ n0 there exist two distinct points λ, λ′ ∈ Λ
such that |τn(λ)− τn(λ′)| ≤ δ/2. Then |λ− λ′| ≤ R′ and consequently
|λ− λ′| ≤ |(τn(λ)− τn(λ′))− (λ− λ′)|+ |τn(λ)− τn(λ′)| < δ,
contradicting the fact that Λ is δ-separated.
(b) Since Λ is relatively separated we can split it into finitely many separated sets
Λ = Λ1 ∪ . . . ∪ ΛL with sep(Λk) > 0.
Consider the sets defined by restricting the deformation τn to each Λ
k
Λkn :=
{
τn(λ) : λ ∈ Λk
}
.
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As proved above in (a), there exists n0 ∈ N and δ > 0 such that sep(Λkn) ≥ δ for all
n ≥ n0 and 1 ≤ k ≤ L. Therefore, using (4),
rel(Λn) ≤
L∑
k=1
rel(Λkn) . Lδ−d, n ≥ n0,
and the conclusion follows.
(c) By (b) we may assume that each Λn is relatively separated. Assume that ρ(Λ) <∞.
Then there exists r > 0 such that every cube Qr(z) := z + [−r, r]d intersects Λ. By (L1),
there is n0 ∈ N such that for n ≥ n0,
sup
λ,λ′∈Λ
|λ−λ′|∞≤6r
|(τn(λ)− τn(λ′))− (λ− λ′)|∞ ≤ r.(25)
Let R := 8r and n ≥ n0. We will show that every cube QR(z) intersects Λn. This will give
a uniform upper bound for ρ(Λn). Suppose on the contrary that some cube QR(z) does not
meet Λn and consider a larger radius R
′ ≥ R such that Λn intersects the boundary but not
the interior of QR′(z). (This is possible because Λn is relatively separated and therefore
closed.) Hence, there exists λ ∈ Λ such that |τn(λ)− z|∞ = R′. Let us write
(z − τn(λ))k = δkck, k = 1, . . . , d,
δk ∈ {−1, 1}, k = 1, . . . , d,
0 ≤ ck ≤ R′, k = 1, . . . , d ,
and ck = R
′ for some k. We now argue that we can select a point γ ∈ Λ such that
(λ− γ)k = −δkc′k, k = 1, . . . , d,(26)
with coordinates
2r ≤ c′k ≤ 6r, k = 1, . . . , d.(27)
Using the fact that Λ intersects each of the cubes
{
Qr(2rj) : j ∈ Zd
}
, we first select an
index j ∈ Zd such that λ ∈ Qr(2rj). Second, we define a new index j′ ∈ Zd by j′k = jk+2δk
for k = 1, . . . , d. We finally select a point γ ∈ Λ ∩ Qr(2rj′). This procedure guarantees
that (26) and (27) hold true. See Figure 1.
Since by (26) and (27) |λ− γ|∞ ≤ 6r, we can use (25) to obtain
(τn(λ)− τn(γ))k = −δkc′′k, k = 1, . . . , d,
with coordinates
r ≤ c′′k ≤ 7r, k = 1, . . . , d.
We write (z − τn(γ))k = (z − τn(λ))k + (τn(λ) − τn(γ))k = δk(ck − c′′k) and note that
−7r ≤ ck − c′′k ≤ R′ − r. Hence,
|z − τn(γ)|∞ ≤ max{R′ − r, 7r} = R′ − r,
since 7r = R−r ≤ R′−r. This shows that QR′−r(z) intersects Λn, contradicting the choice
of R′.
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Figure 1.
The following lemma relates Lipschitz convergence to the weak-limit techniques.
Lemma 6.8. Let Λ ⊆ Rd be relatively separated and let {Λn : n ≥ 1} be a Lipschitz defor-
mation of Λ. Then the following holds.
(a) Let Γ ⊆ Rd and {λn : n ≥ 1} ⊆ Λ some sequence in Λ. If Λn − τn(λn) w−→ Γ, then
Γ ∈ W (Λ).
(b) Suppose that Λ is relatively dense and {zn : n ≥ 1} ⊆ Rd is an arbitrary sequence.
If Λn − zn w−→ Γ, then Γ ∈ W (Λ).
Proof. (a) We first note that Γ is relatively separated. Indeed, since by Lemma 6.7
lim sup
n→∞
rel(Λn − τn(λn)) = lim sup
n→∞
rel(Λn) <∞.
Lemma 4.5(c) implies that Γ is relatively separated (and in particular closed).
By extracting a subsequence, we may assume that Λ − λn w−→ Γ′ for some relatively
separated set Γ′ ∈ W (Λ). We will show that Γ′ = Γ and consequently Γ ∈ W (Λ).
Let R > 0 and 0 < ε ≤ 1 be given. By (L1), there exists n0 ∈ N such that
λ, λ′ ∈ Λ, |λ− λ′| ≤ R, n ≥ n0 =⇒ |(τn(λ)− τn(λ′))− (λ− λ′)| ≤ ε .(28)
If n ≥ n0 and z ∈ (Λ− λn) ∩ BR(0), then there exists λ ∈ Λ such that z = λ− λn and
|λ− λn| ≤ R. Consequently (28) implies that
|(τn(λ)− τn(λn))− z| = |(τn(λ)− τn(λn))− (λ− λn)| ≤ ε.
This shows that
(Λ− λn) ∩BR(0) ⊆ (Λn − τn(λn)) +Bε(0) for n ≥ n0 .(29)
Since Λ − λn w−→ Γ′ and Λn − τn(λn) w−→ Γ, it follows from (29) and Lemma 4.2 that
Γ′ ⊆ Γ = Γ.
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For the reverse inclusion, let again R > 0 and 0 < ε ≤ 1. Let R′ > 0 and n0 ∈ N be the
numbers associated with R in (L2). Using (L1), choose n1 ≥ n0 such that
λ, λ′ ∈ Λ, |λ− λ′| ≤ R′, n ≥ n1 =⇒ |(τn(λ)− τn(λ′))− (λ− λ′)| ≤ ε .(30)
If n ≥ n1 and z ∈ (Λn − τn(λn)) ∩ BR(0), then z = τn(λ) − τn(λn) for some λ ∈ Λ and
|τn(λ)− τn(λn)| ≤ R. Condition (L2) now implies that |λ− λn| ≤ R′ and therefore, using
(30) with λ′ = λn, we get
|z − (λ− λn)| = |(τn(λ)− τn(λn))− (λ− λn)| ≤ ε.
Hence we have proved that
(Λn − τn(λn)) ∩BR(0) ⊆ (Λ− λn) +Bε(0), for n ≥ n1 .
Since Λn − τn(λn) w−→ Γ and Λ − λn w−→ Γ′, Lemma 4.2 implies that Γ ⊆ Γ′ = Γ′. In
conclusion Γ′ = Γ ∈ W (Λ), as desired.
(b) Since ρ(Λ) < ∞, Lemma 6.7(c) implies that lim supn ρ(Λn) < ∞. By omitting
finitely many n, there exists L > 0 such that Λn +BL(0) = Rd for all n ∈ N. This implies
the existence of a sequence {λn : n ≥ 1} ⊆ Λ such that |zn − τn(λn)| ≤ L. By passing to a
subsequence we may assume that zn − τn(λn) −→ z0, for some z0 ∈ Rd.
Since Λn − zn w−→ Γ and zn − τn(λn) −→ z0, it follows that Λn − τn(λn) w−→ Γ + z0. By
(a), we deduce that Γ + z0 ∈ W (Λ) and thus Γ ∈ W (Λ), as desired.
7. Deformation of Gabor systems
We now prove the main results on the deformation of Gabor systems. The proofs combine
the characterization of non-uniform Gabor frames and Riesz sequences without inequalities
and the fine details of Lipschitz convergence.
First we formulate the stability of Gabor frames under a class of nonlinear deformations.
Theorem 7.1. Let g ∈M1(Rd), Λ ⊆ R2d and assume that G(g,Λ) is a frame for L2(Rd).
If Λn is Lipschitz convergent to Λ, then G(g,Λn) is a frame for all sufficiently large n.
Theorem 1.1(a) of the Introduction now follows by combining Theorem 7.1 and Lemma
6.4. Note that in Theorem 1.1 we may assume without loss of generality that Tn(0) = 0,
because the deformation problem is invariant under translations.
Proof. Suppose that G(g,Λ) is a frame. According to Lemma 2.2 Λ is relatively separated
and relatively dense. Now suppose that the conclusion does not hold. By passing to a
subsequence we may assume that G(g,Λn) fails to be a frame for all n ∈ N.
By Theorem 5.1 every G(g,Λn) also fails to be a ∞-frame for M∞(Rd). It follows that
for every n ∈ N there exist fn ∈M∞(Rd) such that ‖Vgfn‖∞ = 1 and
‖Cg,Λn(fn)‖`∞(Λn) = sup
λ∈Λ
|Vgfn(τn(λ))| −→ 0, as n −→∞.
For each n ∈ N, let zn ∈ R2d be such that |Vgfn(zn)| ≥ 1/2 and let us consider hn :=
pi(−zn)fn. By passing to a subsequence we may assume that hn → h in σ(M∞,M1) for
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some function h ∈M∞. Since |Vghn(0)| = |Vgfn(zn)| ≥ 1/2, it follows that |Vgh(0)| ≥ 1/2
and the weak∗-limit h is not zero.
In addition, by Lemma 6.7
lim sup
n→∞
rel(Λn − zn) = lim sup
n→∞
rel(Λn) <∞.
Hence, using Lemma 4.5 and passing to a further subsequence, we may assume that Λn −
zn
w−→ Γ, for some relatively separated set Γ ⊆ R2d. Since Λ is relatively dense, Lemma 6.8
guarantees that Γ ∈ W (Λ).
Let γ ∈ Γ be arbitrary. Since Λn − zn w−→ Γ, there exists a sequence {λn}n∈N ⊆ Λ such
that τn(λn) − zn → γ. By Lemma 2.1, the fact that hn → h in σ(M∞,M1) implies that
Vghn → Vgh uniformly on compact sets. Consequently, by (10),
|Vgh(γ)| = lim
n
|Vghn(τn(λn)− zn)| = lim
n
|Vgfn(τn(λn))| = 0.
Hence, h 6≡ 0 and Vgh ≡ 0 on Γ ∈ W (Λ). According to Theorem 5.1(vi), G(g,Λ) is not a
frame, thus contradicting the initial assumption.
The corresponding deformation result for Gabor Riesz sequences reads as follows.
Theorem 7.2. Let g ∈ M1(Rd), Λ ⊆ R2d and assume that G(g,Λ) is a Riesz sequence in
L2(Rd).
If Λn is Lipschitz convergent to Λ, then G(g,Λn) is a Riesz sequence for all sufficiently
large n.
Proof. Assume that G(g,Λ) is a Riesz sequence. Lemma 2.2 implies that Λ is separated.
With Lemma 6.7 we may extract a subsequence such each Λn is separated with a uniform
separation constant, i.e.,
inf
n≥1
sep(Λn) > 0.(31)
We argue by contradiction and assume that the conclusion does not hold. By passing to
a further subsequence, we may assume that G(g,Λn) fails to be a Riesz sequence for all
n ∈ N. As a consequence of Theorem 5.4(iii), there exist sequences cn ∈ `∞(Λn) such that
‖cn‖∞ = 1 and
‖C∗g,Λn(cn)‖M∞ =
∥∥∥∑
λ∈Λ
cnτn(λ)pi(τn(λ))g
∥∥∥
M∞
−→ 0, as n −→∞.(32)
Thus g,Λn, c
n satisfy the assumptions of Lemma 5.6. The conclusion of Lemma 5.6 yields a
subsequence (nk), a separated set Γ ⊆ R2d, a non-zero sequence c ∈ `∞(Γ), and a sequence
of points {λnk : k ≥ 1} ⊆ Λ such that
Λnk − τnk(λnk) w−→ Γ.
and ∑
γ∈Γ
cγpi(γ)g = C
∗
g,Γ(c) = 0 .
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By Lemma 6.8, we conclude that Γ ∈ W (Λ). According to condition (vi) of Theorem 5.4,
G(g,Λ) is not a Riesz sequence, which is a contradiction.
Remark 7.3. Uniformity of the bounds: Under the assumptions of Theorem 7.1 it follows
that there exists n0 ∈ N and constants A,B > 0 such that for n ≥ n0,
A‖f‖22 ≤
∑
λ∈Λ
|〈f, pi(τn(λ))g〉|2 ≤ B‖f‖22, f ∈ L2(Rd).
The uniformity of the upper bound follows from the fact that g ∈M1(Rd) and supn rel(Λn) <
∞ (cf. Section 2.5). For the lower bound, note that the proof of Theorem 7.1 shows that
there exists a constant A′ > 0 such that, for n ≥ n0,
A′‖f‖M∞ ≤ sup
λ∈Λ
|〈f, pi(τn(λ))g〉| , f ∈M∞(Rd).
This property implies a uniform L2-bound as is made explicit in Remarks 8.2 and 8.3.
To show why local preservation of differences is related to the stability of Gabor frames,
let us consider the following example.
Example 7.4. From [3] or from Theorem 7.1 we know that if g ∈ M1(Rd) and G(g,Λ) is
a frame, then G(g, (1 + 1/n)Λ) is also a frame for sufficiently large n. For every n we now
construct a deformation of the form τn(λ) := αλ,nλ, where αλ,n is either 1 or (1+1/n) with
roughly half of the multipliers equal to 1. Since only a subset of Λ is moved, we would
think that this deformation is “smaller” than the full dilation λ → (1 + 1
n
)λ. and thus
should preserve the spanning properties of the corresponding Gabor system. Surprisingly,
this is completely false. We now indicate how the coefficients αλ,n need to be chosen. Let
R2d =
⋃∞
l=0Bl be a partition of R2d into the annuli
Bl = {z ∈ R2d : (1 + 1n)l ≤ |z| < (1 + 1n)l+1} ,
and define
αλ,n =
{
1 if λ ∈ B2l+1,
1 + 1
n
if λ ∈ B2l .
Since (1 + 1
n
)Bl = Bl+1, the deformed set Λn = τn(Λ) = {αλ,nλ : λ ∈ Λ} is contained
in
⋃∞
l=0 B2l+1 and thus contains arbitrarily large holes. So ρ(Λn) = ∞ and D−(Λn) = 0.
Consequently the corresponding Gabor system G(g,Λn) cannot be a frame. See Figure 2
for a plot of this deformation in dimension 1.
8. Appendix
We finally prove Theorem 3.2. Both the statement and the proof are modelled on
Sjo¨strand’s treatment of Wiener’s lemma for convolution-dominated matrices [36]. Several
stability results are built on his techniques [37, 1, 35, 39, 38]. The following proposition
exploits the flexibility of Sjo¨strand’s methods to transfer lower bounds for a matrix from
one value of p to all others, under the assumption that the entries of the matrix decay
away from a collection of lines.
DEFORMATION OF GABOR SYSTEMS 25
Figure 2. A deformation “dominated” by the dilation λ→ (1 + 1/n)λ.
8.1. A variation of Sjo¨strand’s Wiener-type lemma. Let G be the group G :=
{−1, 1}d with coordinatewise multiplication, and let σ ∈ G act on Rd by σx := (σ1x1, . . . , σdxd).
The group inverse of σ ∈ G is σ−1 = (−σ1, . . . ,−σd) and the orbit of x ∈ Rd by G is
G · x := {σx : σ ∈ G}. We note that the cardinality of G · x depends on the number of
non-zero coordinates of x ∈ Rd. Consequently, Zd = ⋃k∈Nd0 G · k is a disjoint union.
Proposition 8.1. Let Λ and Γ be relatively separated subsets of Rd. Let A ∈ CΛ×Γ be a
matrix such that
|Aλ,γ| ≤
∑
σ∈G
Θ(λ− σγ) λ ∈ Λ, γ ∈ Γ, for some Θ ∈ W (L∞, L1)(Rd).
Assume that there exist a p ∈ [1,∞] and C0 > 0, such that
(33) ‖Ac‖p ≥ C0‖c‖p for all c ∈ `p(Γ) .
Then there exists a constant C > 0 independent of q such that, for all q ∈ [1,∞]
(34) ‖Ac‖q ≥ C‖c‖q for all c ∈ `q(Γ) .
In other words, if A is bounded below on some `p, then A is bounded below on `p for all
p ∈ [1,∞].
Proof. By considering
∑
y∈G·x Θ(y) we may assume that Θ is G-invariant, i.e. Θ(x) =
Θ(σx) for all σ ∈ G.
Step 1. Construction of a partition of unity. Let ψ ∈ C∞(Rd) be G-invariant and such
that 0 ≤ ψ ≤ 1, supp(ψ) ⊆ B2(0) and∑
k∈Zd
ψ(· − k) ≡ 1.
For ε > 0, define ψεk(x) := ψ(εx− k), I := Nd0, and
ϕεk :=
∑
j∈G·k
ψεj .
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Since Zd =
⋃
k∈I G · k is a disjoint union, it follows that∑
k∈I
ϕεk =
∑
k∈I
∑
j∈G·k
ψεk ≡ 1 .
Thus {ϕεk : k ∈ I} generates a partition of unity, and it easy to see that it has the following
additional properties:
• Φε := ∑k∈I (ϕεk)2  1,
• 0 ≤ ϕεk ≤ 1,
• |ϕεk(x)− ϕεk(y)| . ε |x− y| ,
• ϕεk(x) = ϕεk(σx) for all σ ∈ G.
Combining the last three properties, we obtain that
|ϕεk(x)− ϕεk(y)| . min{1, εd(x,G · y)},(35)
where d(x,E) := inf {|x− y| : y ∈ E}.
Step 2. Commutators. For a matrix B = (Bλ,γ)λ∈Λ,γ∈Γ ∈ CΛ×Γ we denote the Schur
norm by ∥∥B∥∥Schur(Γ→Λ) := max{ sup
γ∈Γ
∑
λ∈Λ
|Bλ,γ| , sup
λ∈Λ
∑
γ∈Γ
|Bλ,γ|
}
.
Let us assume that A is bounded below on `p(Γ). After multiplying B with a constant,
we may assume that
‖c‖p ≤ ‖Ac‖p, c ∈ `p(Γ).
For given ε > 0 and k ∈ I let ϕεkc := ϕεk
∣∣
Γ
· c denote the multiplication operator by ϕk
and [A,ϕεk] = Aϕ

k − ϕkA the commutator with A. Now let us estimate
‖ϕεkc‖p ≤ ‖Aϕεkc‖p ≤ ‖ϕεkAc‖p + ‖[A,ϕεk]c‖p
≤ ‖ϕεkAc‖p +
∑
j∈I
‖[A,ϕεk]ϕεj(Φε)−1ϕεjc‖p
≤ ‖ϕεkAc‖p +K
∑
j∈I
V εj,k‖ϕεjc‖p,(36)
where K = maxx Φ
(x)−1 and
V εj,k := ‖[A,ϕεk]ϕεj‖Schur(Γ→Λ), j, k ∈ I.(37)
The goal of the following steps is to estimate the Schur norm of the matrix V  with entries
V j,k and to show that ‖V ‖Schur(I→I) → 0 for → 0+.
Step 3. Convergence of the entries V j,k. We show that
sup
j,k∈I
V εj,k −→ 0, as ε −→ 0+.(38)
We first note that the matrix entries of [A,ϕεk]ϕ
ε
j , for j, k ∈ I, are
([A,ϕεk]ϕ
ε
j)λ,γ = −Aλ,γϕεj(γ)(ϕεk(λ)− ϕεk(γ)), γ ∈ Γ, λ ∈ Λ.
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Using (35) and the hypothesis on A, we bound the entries of the commutator by∣∣([A,ϕεk]ϕεj)λ,γ∣∣ .∑
σ∈G
Θ(λ− σγ) min{1, εd(λ,G · γ)}
≤
∑
σ∈G
Θ(λ− σγ) min{1, ε |λ− σγ|}.
Hence, if we define Θε(x) := Θ(x) min{1, ε |x|}, then by (6)
V εj,k = ‖[A,ϕεk]ϕεj‖Schur(Γ→Λ) . max{rel(Λ), rel(Γ)}‖Θε‖W (L∞,L1).
Since Θ ∈ W (L∞, L1), it follows that ‖Θε‖W (L∞,L1) −→ 0, as ε −→ 0+. This proves (38).
Step 4. Refined estimates for V jk. For s ∈ Zd let us define
4ε(s) :=
∑
t∈Zd:|εt−s|∞≤5
sup
z∈[0,1]d+t
|Θ(z)| .(39)
Claim: If |j − k| > 4 and ε ≤ 1, then
V εj,k .
∑
s∈G·j−G·k
4ε(s) .
If |k − j| > 4, then ϕεj(γ)ϕεk(γ) = 0. Indeed, if this were not the case, then ϕεj(γ) 6= 0
and ϕεk(γ) 6= 0. Consequently, |εγ − σj| ≤ 2 and |εγ − τk| ≤ 2 for some σ, τ ∈ G. Hence,
d(k,G · j) ≤ |k − τ−1σj| = |τk − σj| ≤ 4. Since k, j ∈ I, this implies that |k − j| ≤ 4,
contradicting the assumption.
As a consequency, for |k − j| > 4, the matrix entries of [A,ϕεk]ϕεj simplify to
([A,ϕεk]ϕ
ε
j)λ,γ = −Aλ,γϕεj(γ)ϕεk(λ), γ ∈ Γ, λ ∈ Λ .
Hence, for |k − j| > 4 we have the estimate∣∣([A,ϕεk]ϕεj)λ,γ∣∣ ≤∑
σ∈G
Θ(λ− σγ)ϕεj(γ)ϕεk(λ) =
∑
σ∈G
Θ(λ− σγ)ϕεj(σγ)ϕεk(λ).
Consequently, for |k − j| > 4 we have
sup
λ∈Λ
∑
γ∈Γ
∣∣([A,ϕεk]ϕεj)λ,γ∣∣ ≤ sup
λ∈Λ
∑
γ∈Γ
∑
σ∈G
Θ(λ− σγ)ϕεj(σγ)ϕεk(λ)
. sup
λ∈Λ
∑
γ∈G·Γ
Θ(λ− γ)ϕεj(γ)ϕεk(λ).
If ϕεj(γ)ϕ
ε
k(λ) 6= 0, then |εγ − σj| ≤ 2 and |ελ− τk| ≤ 2 for some σ, τ ∈ G. The triangle
inequality implies that
d(ε(λ− γ), G · j −G · k) ≤ 4.(40)
Hence, we further estimate
sup
λ∈Λ
∑
γ∈Γ
∣∣([A,ϕεk]ϕεj)λ,γ∣∣ . sup
λ∈Λ
∑
s∈G·j−G·k
∑
γ∈G·Γ,
|ε(λ−γ)−s|≤4
Θ(γ − λ).(41)
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For fixed s ∈ G · j −G · k and ε ≤ 1 we bound the inner sum in (41) by∑
γ∈G·Γ:|ε(λ−γ)−s|≤4
Θ(γ − λ) ≤
∑
t∈Zd
∑
γ∈G·Γ:|ε(λ−γ)−s|≤4
(λ−γ)∈[0,1]d+t
Θ(γ − λ)
. rel(λ−G · Γ)
∑
t∈Zd:|εt−s|∞≤5
sup
z∈[0,1]d+t
|Θ(z)|
. rel(Γ)
∑
t∈Zd:|εt−s|∞≤5
sup
z∈[0,1]d+t
|Θ(z)|
. 4ε(s).
Substituting this bound in (41), we obtain
sup
λ∈Λ
∑
γ∈Γ
∣∣([A,ϕεk]ϕεj)λ,γ∣∣ . ∑
s∈G·j−G·k
4ε(s).
Inverting the roles of λ and γ we obtain a similar estimate, and the combination yields
V εj,k .
∑
s∈G·j−G·k
4ε(s), for |j − k| > 4 and ε ≤ 1,(42)
as claimed.
Step 5. Schur norm of V . Let us show that ‖V ‖Schur(I→I) → 0, i.e.,
sup
k∈I
∑
j∈I
V εj,k, sup
j∈I
∑
k∈I
V εj,k −→ 0, as ε −→ 0+.(43)
We only treat the first limit; the second limit is analogous. Using the definition of 4ε from
(39) and the fact Θ ∈ W (L∞, L1), we obtain that
∑
s∈Zd,|s|>6√d
4ε(s) ≤
∑
s∈Zd,|s|∞>6
4ε(s) .
∑
t∈Zd,|t|∞>1/ε
sup
z∈[0,1]d+t
|Θ(z)| −→ 0, as ε −→ 0+.
(44)
Fix k ∈ I and use (42) to estimate∑
j:|j−k|>6√d
V εj,k .
∑
j:|j−k|>6√d
∑
s∈G·j−G·k
4ε(s) ≤
∑
σ,τ∈G
∑
j:|j−k|>6√d
4ε(σj − τk).
If |j − k| > 6√d and j, k ∈ I, then also |s| = |σj − τk| > 6√d for all σ, τ ∈ G. Hence we
obtain the bound ∑
j∈I:|j−k|>6√d
V εj,k .
∑
σ,τ∈G
∑
s∈Zd
|s|>6√d
4ε(s) .
∑
s∈Zd
|s|>6√d
4ε(s).
For the sum over {j : |j − k| ≤ 6√d} we use the bound∑
j:|j−k|≤6√d
V εj,k ≤ #{j : |j − k| ≤ 6
√
d} sup
s,t
V εs,t . sup
s,t
V εs,t.
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Hence, ∑
j∈I
V εj,k . sup
s,t
V εs,t +
∑
|s|>6√d
4ε(s),
which tends to 0 uniformly in k as ε→ 0+ by (38) and (44).
Step 6. The stability estimate. According to the previous step we may choose ε > 0
such that
‖V a‖q ≤ 1
2K
‖a‖q, a ∈ `q(I)
uniformly for all q ∈ [1,∞]. Using this bound in (36), we obtain that(∑
k∈I
‖ϕεkc‖qp
)1/q
≤
(∑
k∈I
‖ϕεkAc‖qp
)1/q
+ 1/2
(∑
k∈I
‖ϕεkc‖qp
)1/q
,
with the usual modification for q =∞. Hence,(∑
k∈I
‖ϕεkc‖qp
)1/q
≤ 2
(∑
k∈I
‖ϕεkAc‖qp
)1/q
.(45)
Step 7. Comparison of `p-norms. Let us show that for every 1 ≤ q ≤ ∞,(∑
k∈I
‖ϕεka‖qp
)1/q
 ‖a‖q, a ∈ `q(Γ),(46)
with constants independent of p, q, and the usual modification for q =∞.
First note that for fixed ε > 0
N := sup
k∈I
# supp(ϕεk
∣∣
Γ
) = sup
k∈I
#
{
γ ∈ Γ : ϕεk(γ) 6= 0
}
<∞.
Then for q ∈ [1,∞] we have
‖ϕεka‖p ≤ ‖ϕεka‖1 ≤ N‖ϕεka‖∞ ≤ N‖ϕεka‖q, a ∈ `∞(Γ),
and similarly
‖ϕεka‖q ≤ N‖ϕεka‖p, a ∈ `∞(Γ).
As a consequence, (∑
k∈I
‖ϕεka‖qp
)1/q

(∑
k∈I
‖ϕεka‖qq
)1/q
, a ∈ `q(Γ).(47)
with constants independent of p and q and with the usual modification for q =∞.
Next note that
η := sup
ε>0
sup
x∈Rd
#
{
k ∈ I : ϕεk(x) 6= 0
}
= sup
ε>0
sup
x∈Rd
#{k ∈ I ∩B2(εx)} <∞.(48)
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because supp(ψ) ⊆ B2(0). So we obtain the following simple bound for all x ∈ Rd:
1 =
∑
k∈I
ϕεk(x) =
∑
k∈I:ϕεk(x)6=0
ϕεk(x) ≤ η sup
k∈I
ϕεk(x).
Therefore, for all x ∈ Rd,
1
η
≤ sup
k∈I
ϕεk(x) ≤
(∑
k∈I
(ϕεk(x))
q
)1/q
≤
∑
k∈I
ϕεk(x) = 1 .(49)
If q <∞ and a ∈ `q(Γ), then
1
ηq
∑
γ∈Γ
|aγ|q ≤
∑
γ∈Γ
∑
k∈I
(ϕεk(γ))
q |aγ|q ≤
∑
γ∈Γ
|aγ|q ,
which implies that(∑
k∈I
‖ϕεka‖qq
)1/q
=
(∑
γ∈Γ
∑
k∈I
(ϕεk(γ))
q |aγ|q
)1/q
 ‖a‖q,(50)
with constants independent of q. The corresponding statement for q =∞ follows similarly.
Finally, the combination of (47) and (50) yields (46).
Step 8. We finally combine the norm equivalence (46) with (45) and deduce that for
all 1 ≤ q ≤ ∞
‖c‖q . ‖Ac‖q,
with a constant independent of q. This completes the proof.
Remark 8.2. We emphasize that the lower bound guaranteed by Proposition 8.1 is uniform
for all p. The constant depends only on the decay properties of the envelope Θ, the lower
bound for the given value of p, and on upper bounds for the relative separation of the
index sets.
8.2. Wilson bases. A Wilson basis associated with a window g ∈ L2(Rd) is an orthonor-
mal basis of L2(Rd) of the form W(g) = {gγ : γ = (γ1, γ2) ∈ 12Zd × Nd0} with
gγ =
∑
σ∈{−1,1}d
αγpi(γ1, σγ2)g,(51)
where αγ ∈ C and, as before, σx = (σ1x1, . . . , σdxd), x ∈ Rd.
There exist Wilson bases associated to functions g in the Schwartz class [14] (see also
[24, Chapters 8.5 and 12.3]). In this case W(g) is a p-Riesz sequence and a p-frame for
Mp(Rd) for all p ∈ [1,∞]. This means that the associated coefficient operator CW defined
by CW = (〈f, gγ〉)γ is an isomorphism from Mp(Rd) onto `p(Γ) for every p ∈ [1,∞] and
that the synthesis operator C∗Wc = C
−1
W c =
∑
γ cγgγ is an isomorphism from `
p(Γ) onto
Mp(Rd) for all p ∈ [1,∞]. (For p =∞ the series converge in the weak* topology).
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8.3. Proof of Theorem 3.2.
Proof. Let Γ := 1
2
Zd×Nd0 and letW(g) = {gγ : γ ∈ Γ} be a Wilson basis with g ∈M1(Rd).
(a) We assume that {fλ : λ ∈ Λ} is a set of time-frequency molecules with associated
coefficient operator S, Sf := (〈f, fλ〉)λ∈Λ.
We need to show that if S is bounded below on Mp(Rd) for some p ∈ [1,∞], then it
is bounded below for all p ∈ [1,∞]. Since the synthesis operator C∗W associated with the
Wilson basis W(g) is an isomorphism for all 1 ≤ p ≤ ∞, S is bounded below on Mp(Rd),
if and only if SC∗W is bounded below on `
p(Λ). Thus it suffices to show that SC∗W is
bounded below for some p ∈ [1,∞] and then apply Proposition 8.1. The operator SC∗W is
represented by the matrix A with entries
Aλ,γ := 〈gγ, fλ〉 , λ ∈ Λ, γ ∈ Γ.
In order to apply Proposition 8.1 we provide an adequate envelope. Let Φ be the function
from (13), Φ∨(z) := Φ(−z) and Θ := Φ∨∗|Vgg|. Then Θ ∈ W (L∞, L1)(R2d) by Lemma 2.1.
Using (51) and the time-frequency localization of {fλ : λ ∈ Λ} and of g we estimate
|Aλ,γ| = |〈fλ, gγ〉| = |〈Vgfλ, Vggγ〉|
≤
∫
R2d
|Φ(z − λ)| |Vggγ(z)| dz
.
∑
σ∈{−1,1}d
∫
R2d
|Φ(z − λ)| |Vgg(z − (γ1, σγ2))| dz
=
∑
σ∈{−1,1}d
Θ(λ− (γ1, σγ2)) ≤
∑
σ∈{−1,1}2d
Θ(λ− σγ).
Hence, the desired conclusion follows from Proposition 8.1.
(b) Here we assume that {fλ : λ ∈ Λ} is a set of time-frequency molecules such that
the associated synthesis operator S∗c =
∑
λ∈Λ cλfλ is bounded below on some `
p(Λ). We
must show that S∗ is bounded below for all p ∈ [1,∞]. Since CW is an isomorphism on
Mp(Rd), this is equivalent to saying the operator CWS∗ is bounded below on some (hence
all) `p(Λ).
The operator CWS∗ is represented by the matrix B = A∗ with entries
Bγ,λ := 〈gγ, fλ〉 , γ ∈ Γ, λ ∈ Λ ,
and satisfies
|Bγ,λ| ≤
∑
σ∈{−1,1}2d
Θ(λ− σγ), γ ∈ Γ, λ ∈ Λ.
To apply Proposition 8.1, we consider the symmetric envelope Θ∗(x) =
∑
y∈G·x Θ(y), x ∈
R2d. Then Θ∗ ∈ W (L∞, L1)(R2d), Θ∗(σx) = Θ(x), and
|Bγ,λ| ≤
∑
σ∈{−1,1}2d
Θ∗(λ− σγ) =
∑
σ∈{−1,1}2d
Θ∗(γ − σλ).
This shows that we can apply Proposition 8.1 and the proof is complete.
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Remark 8.3. As in Remark 8.2, we note that the norm bounds for all p in Theorem 3.2
depend on the envelope Θ, on upper bounds for rel(Λ) and frame or Riesz basis bounds
for a particular value of p.
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