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Is the spacetime metric Euclidean rather than Lorentzian?
⋆
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Abstract
My answer to the question in the title is “No”. In support of this point
of view, we analyze some examples of saddle-point methods, especially as
applied to quantum “tunneling” in nonrelativistic particle mechanics and
in cosmology. Along the way we explore some of the interrelationships
among different ways of thinking about path-integrals and saddle-point
approximations to them.
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Summary
The use of non-Lorentzian metrics (complex metrics or metrics of Euclidean signature) as
instantons or in connection with black hole thermodynamics has sometimes provoked the
opinion that spacetime is “really” a Riemannian geometry as opposed to a Lorentzian one;
and given this, it may not be out of place to adduce here certain more or less obvious
points to the contrary. In the following I will illustrate these points with some simple and
— I hope — instructive examples of saddle-point approximations of the type that arise in
“tunneling” processes, including the process of the birth of a cosmos, as it has been studied
⋆
To appear in Recent Research in Quantum Gravity, edited by A. Dasgupta (Nova Science
Publishers NY) arxiv 0911.1479 [gr-qc]
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in “quantum cosmology”. Much of what I will say is well known, but perhaps some of it
is not as familiar as it might be, and I hope that the examples can help to clarify certain
confusing aspects that arise in connection with saddle-point methods and the analytic
continuation of path integrals. Perhaps also, the cosmology example can serve to bring
out the conceptual (and potentially technical) advantage to be gained in quantum gravity
by unambiguously taking all amplitudes to be defined in the first instance by Lorentzian
path integrals.
Of course, it would be rash to reject dogmatically the possibility that quantum gravity
might ultimately teach us to think of spacetime as more like a Riemannian geometry than
a Lorentzian one, but it is fair, I think, to maintain that the usefulness of complex metrics
as instantons provides no evidence on the question one way or the other. Rather, it
seems much more straightforward and natural to interpret complex spacetimes simply as
contributors to an analytically continued path integral that originally is taken over a space
of Lorentzian metrics. If that interpretation is correct then for example, an amplitude
computed from a Euclidean-signature instanton should be thought of as compounded from
the contributions of a large number of Lorentzian histories, and the instanton itself should
be thought of as merely a saddle-point of the analytically continued integrand.
The saddle-point method as applied to a simple integral
Below, I will illustrate what I mean, using the example of tunneling in nonrelativistic
quantum mechanics, but to lay the groundwork for that discussion, it seems appropriate
to recall in some detail how the saddle point method works in the one-dimensional case,
as expounded in textbooks covering complex analysis [1]. This method is designed for
integrals of the general form ∫
g(x) dx exp(f(x)) , (1)
where the exponent f(x) is supposed to be “rapidly varying” and g(x) (the “measure-
factor” in path-integral argot) is supposed to be “slowly varying with respect to f(x)”.
An instructive instance of this general form for us is
I(A) =
∫ ∞
0
dx
x3/2
exp{A(ix − 1/x)} , (2)
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where A is an arbitrary positive parameter corresponding to 1/h̄ in the path-integral. We
have then f(x) = A(ix−1/x) and g(x) = x−3/2. In order to satisfy the condition of “rapid
variation”, I will assume further that A ≫ 1. Not only does this integral bear a strong
resemblance to a path-integral, but it can be evaluated exactly as
I(A) =
√
π
A
exp(
√
2A(i − 1)) , (3)
thanks to our specific choice of g(x). †
The integrand in (2) analytically continues to the entire complex plane C except for
z = 0, where it has an essential singularity. Its saddle points are by definition the solutions
of f ′(z) = 0, namely z± = ±
√
i = ±(1 + i)/
√
2, and at these points we have f(z) =
2izA, f ′′(z) = 2Az, f ′′′(z) = −6A. As a rule of thumb, a saddle-point approximation is
valid when |f ′′′(z)|2 ≪ |f ′′(z)|3 at the saddle-point, and this holds in consequence of our
assumption that A ≫ 1.
Since there are two saddle points, the question arises which if either we should use, but
let’s leave that aside for a moment. To each saddle point belongs a potential contribution
to the integral, given up to sign by the general formula
g(z)
√
2π
−f ′′(z) e
f(z) , (4)
or in our case,
1
z3/2
√
2π
−f ′′(z) e
f(z) . (5)
Remarkably, the saddle point at z = +
√
i yields the exact answer ♭ if we adopt the correct
sign for the square root in (5). But how do we know which sign to choose without knowing
† This, and not any specific analogy with a path-integral, was the reason why I chose 3/2
as the power of x. Incidentally, the resemblance to a path-integral would have been even
closer had we taken the exponent to be iA(x − 1/x), but then (2) would have failed to be
absolutely convergent.
♭ This accidental exactness would presumably not have happened had we chosen to absorb
the prefactor x−3/2 into the exponent f(z).
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the answer in advance, and how do we know which of the saddle points actually contributes?
Both questions can be decided by ad hoc considerations in this case, but only if we already
know that a saddle point approximation is actually valid. Concerning the question of which
saddle point, one can notice first of all that I(A)→0 as A→∞, and compare this with the
leading behavior of the two respective exponentials, namely exp(f(z±)) = exp(±2Ai3/2).
Since exp(−2Ai3/2) blows up with A, only the saddle point at z = z+ =
√
i can be correct.
The question of the sign can be decided by observing that I(A) becomes a positive number
as A→ 0, but this is even more of a cheat since A ≪ 1 is altogether outside the domain of
validity of the saddle point approximation. (Notice in this example that the correct saddle
point is the one at which the integrand is smaller, not larger.)
Now let us approach the question more systematically. We started with an integral
whose path or “contour” Γ = Γ0 was the positive real axis, traversed from 0 to ∞. We
then analytically continued the integrand and found two complex saddle points z±. In
order to make use of a saddle point, however, we need to deform Γ to pass through it,
and it is necessary that this deformation not alter the value of the integral. In particular
this means that Γ should not cross a singularity of the integrand (or if it does the extra
contribution should be evaluated). In our case, this only has the effect of preventing us
from rotating Γ freely about its initial endpoint, i.e. it requires the deformed contour to
depart from the origin in the direction of positive x. To this extent, both saddle points
are accessible.
However, the next condition is that, along the deformed contour Γ, the biggest con-
tribution to the integral arise in the neighborhood of the saddle point, and not somewhere
else. Normally, one tries to ensure this by arranging that away from the saddle point,
either the integrand dies out rapidly (steepest descent method) or it suffers cancellation
from rapid variations in its phase (stationary phase method). For the former method, the
most favorable path through the saddle point is that of “steepest descent”, along which
the imaginary part of f(z) remains constant. Along this path the phase of exp(f(z))
remains constant, while its magnitude drops off rapidly as one departs from the saddle
point. Given that f ′′(z) 6= 0 at the saddle point, there will be exactly one such path
passing through it. In our case, and for the saddle point z+, this path, a solution of the
equation Im f(z) = constant, or
x +
y
x2 + y2
= constant =
√
2 , (6)
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originates at z = 0 with zero slope, curves upward passing through z = z+, and goes off
to infinity in the direction parallel to the positive imaginary axis. Clearly it is possible
to deform such a path to our original contour Γ0 by adjoining a large circular arc near
infinity, and this won’t affect our integral since our integrand drops off rapidly there. (See
Figure 1.) Hence, the saddle point z = z+ is indeed “accessible”, and we obtain the
approximation (5) to I(A). Finally, the unknown sign in (5) is determined by the rule that
the phase of the square root factor should coincide with that of the tangent direction to
the steepest descent contour Γ at the saddle point. The latter is easily evaluated and leads
to the answer (3).
We could also have obtained this answer using a stationary-phase contour through
z = z+. Along such a curve, it is the real part of f(z) that remains fixed, leading to an
integrand of varying phase and (almost) constant magnitude. ⋆ In our case, there is such
a contour that rises vertically from z = 0, bends over to pass through z+, and continues
on to ∞, moving parallel to the x-axis. This also is a valid deformation of our original
contour and leads to the same result (3). (For a stationary-phase path, one can determine
the sign by applying the aforementioned rule to the “adjacent” steepest descent direction.)
Now what about the other saddle point z−? For consistency it ought not to be
accessible, since if it were, we would have two disagreeing approximations to the same
integral. To see what goes wrong consider first the possible steepest descent contours
through z = z−. There is a curve of constant Im f(z) symmetric to the steepest descent
curve through z = z+, but it actually is a curve of “steepest ascent”, as shows up clearly
in Figure 1. The true steepest descent contour is the other curve of constant Im f(z)
through z = z+. It emerges from the origin horizontally to the right, bends downward
and around to pass through z = z−, and then continues upward to infinity parallel to the
imaginary axis. By adding a circular arc at infinity as before, we could draw this curve
⋆ It would have been exactly constant if not for the prefactor g(z) in the integrand.
Through any saddle point (meaning a point where f ′ vanishes, but not f ′′), there will
be two paths of constant Re f(z) meeting at right angles and rotated by 45 degrees from
the steepest descent path. This makes a total of three rays in the tangent space. The
fourth ray needed to complete the pattern (the one orthogonal to the steepest descent
ray) might be called the direction of steepest ascent. It represents in some sense the worst
possible choice for an integration contour.
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down to the positive real axis, but the resulting contour would not be deformable to our
original contour Γ0, since it now would wind once around the origin. In order to unwind
it, we would have to transport its “endpoint at infinity” in the opposite (counterclockwise)
direction to what we just considered, but then the added circle at infinity would make
an exponentially great contribution to the integral, as one sees in Figure 1. (Instead of
adding an arc to the steepest descent contour near infinity, we could deviate from it at
finite radii, but as Figure 1 shows, we would still have to pass through a region where the
integrand would be exponentially greater than in the neighborhood of the saddle point.)
We might also consider using one of the stationary-phase contours through z = z−, but
we would run into essentially the same obstruction with them as well. Either the contour
would wind around the origin or the main contribution would fail to (be guaranteed to)
come from the neighborhood of the saddle point.
I probably have lavished on this simple calculation more explanation than it deserves,
but I wanted to illustrate that the mere existence of a saddle point is no guarantee of a cor-
responding saddle-point approximation. Rather, as we have seen, several conditions need
to be satisfied which allow one to deform the original integration contour into one passing
through the saddle point (or points) in such a manner as to validate the approximation
(4). The cases of functional- or path-integrals are much more complicated, but it should
be borne in mind that analogous conditions apply to them as well. As far as I know, these
conditions are generally ignored entirely in the case of gravity, and people have never even
tried to formulate them in that case.
In this connection, let us have a look at a different technique of analytic continuation
which can also shed light on the quantum mechanical and gravitational cases, and which,
when it applies, is in some ways simpler. In our integral (2), rather than analytically
continuing the function f in its argument x, we can contemplate instead continuing in the
parameter A. Actually, it’s more convenient to rescale x or equivalently to introduce a
second parameter that multiplies only the first term in f . Our integral then takes the form
I(A) = J(B)B−1/4, where B = A2 and
J(B) =
∫ ∞
0
dx
x3/2
exp(iBx − 1/x) .
If now we analytically continue B to positive imaginary values, the integrand will become
purely real and will acquire a saddle-point. In order that J(B) be holomorphic in B
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the integral must continue to exist, however, and in order that the integral continue to
exist, we need to continue B through the upper half-plane. This fixes the direction of the
continuation. When B = ib with b real and positive, the exponent, −(bx + 1/x), has a
single saddle point at x = 1/
√
b, and its value there is simply −2
√
b or in other words
−2
√
−iB. (The point x = −1/
√
b needn’t be considered at all since it is outside the range
of integration.) It is now easy to evaluate the contribution of this saddle-point to J(B),
and there is no longer any question of a sign ambiguity. The only small subtlety arises
when we analytically continue the answer,
J(B) =
√
π exp(−2
√
−iB) ,
back from imaginary to real B (a well-defined procedure because we know J(B) on the
entire positive imaginary axis). Being careful to move in a clockwise direction so that
B remains in the upper half-plane, we find that the exponent becomes + i3/22
√
B =
√
2A(i − 1), and we recover our previous answer (3). †
One dimensional tunneling
With the above example in mind, let us turn now to the case of one-dimensional tunneling
through a potential barrier. Imagine, then, a (non-relativistic) particle emitted at x = x0
by a “source of energy E” and absorbed by a “sink of energy E” at x = x1. The amplitude
for this process is formally ∫
γ∈Γ
dγ exp{ i
h̄
S(γ)} , (7)
where
S(γ) =
∫
γ
m
2
dx2
dt
− V (x)dt + E(t1 − t0) . (8)
Here t0 and t1 are respectively the times of emission and absorption, and the infinite-
dimensional “integration contour” Γ = Γ(x0, x1) comprises all trajectories γ from x0 to
x1 (t0 and t1 being left free). When we come to analytically continue in the trajectory
† Here, I have ignored a second subtlety, perhaps less small. How do we know that our
approximate answer will still be approximately correct after we have continued it back to
real B?
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γ, it will be useful to have expressed S(γ) also in so-called parameterized form, ♭ i.e. as
a worldline in R × R, coordinatized by an arbitrary parameter λ that we can take to run
from 0 to 1. So expressed, S takes the form
S =
∫ 1
0
dλ
(
mẋ2
2ṫ
+ (E − V (x)) ṫ
)
. (9)
Now the integral (7) is not only formal, but even formally it is infinite because an infinite
amplitude accumulates in an infinite time. In a more complete treatment, we would have to
deal with this problem of normalization, but here my only interest is in the role played by
the complexification of t. I will therefore ignore this issue together with all other technical
issues that seem irrelevant to the main question (including for example the question of the
“measure factor” hidden within dγ, the analog of g(x) in our earlier example).
Now as usual, the choice of E divides R into regions that are “classically allowed”
(where E − V (x) > 0) and “classically forbidden” (where E − V (x) < 0). Let us assume
to begin with that both x0 and x1 are either within or on the edge of the forbidden region
(which we assume to be connected). If they instead [x0, x1] lay in the allowed region, then
a classical trajectory γ0 would join x0 to x1 and (such a trajectory being synonymous with
a saddle-point of eiS(γ)) we could then — without in any way modifying our “integration
contour” Γ — directly apply the method of stationary phase to (7) (assuming h̄ to be
sufficiently small). This is the familiar procedure involved in deducing a classical limit
from the path integral.
It bears emphasis here that although we cannot in this manner take a classical limit
within the forbidden region, there’s nothing special about that region as such. The path
integral (7) makes equal sense for all paths γ and for all values of the energy. What is
special about having x0 and x1 in the forbidden region is only that we can no longer find a
saddle point within the corresponding domain of integration Γ(x0, x1). To obtain a useful
approximation to (7) we therefore have either to find another method or to resort to an
analytic continuation. As before, this can be approached in more than one way. We can
♭ The distinction between the “parameterized” and “unparameterized” forms of the path-
integral is not an independent question of it own, but an aspect of the question of “choice
of measure-factor”.
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“bring the saddle point to Γ”, as we did above by continuing A into the complexes; or we
can “bring Γ to the saddle point”, as we did above by continuing z into the complexes
and then deforming Γ. Let us pursue the latter avenue first, since it seems conceptually
simpler than the former.
Defining W (x) = V (x) − E, we can write (9) more compactly as
S(γ) =
∫
γ
m
2
dx2
dt
− W (x)dt , (10)
where of course dx and dt are increments of x and t along the worldline γ. Under what
circumstances will we be able to find a saddle point within our domain of integration
Γ(x0, x1)? The condition for γ ∈ Γ to be a saddle point is that it be a critical point of
S(γ), in other words S must be unchanged by small variations of γ. Since the limits ti are
not fixed, the most general variation of γ involves not only varying x at fixed t but also
varying the range of t. The latter is equivalent to varying dt freely in (10) [or ṫ freely in
(9)], and it produces immediately the condition,
m
2
(
dx
dt
)2
+ W (x) = 0 . (11)
Given this “energy equation”, the variation of x can be ignored, since it adds almost
nothing to what one obtains by differentiating (11).
Within the forbidden region, W is positive, and (11) obviously has no solution. To
remedy this lack, it suffices to change the sign either of W (x) or of m; but the latter looks
more promising since W is a function while m is only a number. Accepting this hint, let
us regard S as a function of both γ and m, and analytically continue it from positive to
negative values of m. In so doing, we must however be careful that our amplitude (7) [call
it Z(m)] remain holomorphic throughout the region through which m will pass. Otherwise
it will not be possible to analytically continue Z back to positive m. But it is easy to
see what this requires, given that, insofar as the term in (9) involving m is concerned,
(7) is just a Gaussian integral. As long as Im m > 0 the Gaussian will look like eQ with
the real part of Q being a negative-definite quadratic form in ẋ. Therefore, the Gaussian
will decay at infinity and the integral defining Z(m) will exist and be holomorphic in m.
However m must avoid the lower half-plane because the real part of Q is positive there,
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and the integral would diverge. Thus, holomorphicity requires that m circle the origin in
a counterclockwise sense.
When m is negative, (11) does have a solution γ, and plugging this back into (10) (or
using as a shortcut the general fact that the expression A/x+Bx assumes the value
√
AB
at its extremum), it is then easy to compute the resulting, stationary-phase approximation
(4) to Z(m). Or rather it is easy to compute its exponential factor, which is as far as
we will carry our analysis. One obtains at the saddle-point γ, S = −
∫
dx
√
−2mW (x) or
equivalently
iS = −i
∫
dx
√
−2mW (x) ,
where we of course take the positive square root of the positive number −2mW (x). When
we carry m back through the upper half-plane to the positive real axis,
√
−m arrives as
−i√m, whence iS becomes, finally
iS = −
x1∫
x0
dx
√
2mW (x) .
The exponential exp(iS) then yields the familiar WKB damping factor
exp
(
−
∫ x1
x0
dx
√
2mW (x)
)
. (12)
Here we have obtained it via analytic continuation from a saddle-point approximation to
the real-time path-integral with negative mass-parameter m.
Notice, incidentally, that we have all along been assuming that W (x) < 0 at both
the “source” x0 and “sink” x1. In the contrary case where at least one of x0 and x1 is
in the allowed region a global rotation of the sign of m (though it would still be a valid
operation) would no longer secure us a saddle-point trajectory valid for all relevant x. It
would be logical in that case to make m be a function of position and rotate its sign only
in the forbidden region. We would then obtain a hybrid formula approximating (7) as the
product of (12) from the forbidden region with the corresponding ordinary semiclassical
phase-factor from the allowed region.
As conducted above, our derivation had nothing to do with imaginary time since
the analytic continuation we employed touched only the mass-parameter m, leaving dt
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entirely alone. However, the idea of analytically continuing dt to a complex variable
does arise naturally if one organizes in a certain order the infinite number of implicit
integrations that a path-integral contains. Notice first that in (7) with S given by (10),
the expression dγ can be construed as an infinite product of factors d(dx) and d(dt), one
for each “infinitesimal segment” of γ. ⋆ Observe moreover that the distinct increments dt
(though not dx) will act as independent integration variables in our constant-energy path-
integral, since it puts no constraint on their sum t1− t0. If now we reserve the integrations
over the dx for last, our path-integral resolves itself initially into a product of independent
one-dimensional integrals of the form
∞∫
dt=0
d(dt)ei(
m
2
dx
2
dt
−W (x)dt) , (13)
where the limits of integration express the fact that the nonrelativistic worldline γ travels
monotonically forward in time.
But we’ve seen this type of integral before! It’s essentially the integral we used to
illustrate the saddle-point method, and as we saw then, it can in some sense be evaluated
exactly, depending however on the unknown value of the prefactor or “measure factor”.
More cautiously, we can observe that if we complexify dt then the integrand of (13) has
a pair of complex saddle-points at dt = ±idx
√
m/2W (x). Of these, the saddle point on
the negative imaginary axis is the only one which is accessible in the sense in which we
used that word earlier. That is, our original integration contour (0,∞) can be deformed
to −i(0,∞) without changing the value of the integral. The result is the Wick rotated
integral
−i
∞∫
dτ=0
d(dτ)e
−m
2
dx
2
dτ
−W (x)dτ (14)
About this Wick rotated integral we can make several comments. Firstly, although it
was motivated by the existence of a saddle point for imaginary dt, the integral in itself is still
exact. As such, it and its analogs in quantum field theory offer convenient starting points
⋆ Equivalently, but with a symbolism that might look less confusing, we could say with
reference to (9) that dγ can be construed as an infinite product of factors dẋ and dṫ.
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for Monte Carlo simulations, since the integrand is now real and positive (and formally
convergent). On the other hand, one must remember that the contour-deformation that led
to (14) is valid only for x in the forbidden region † where W (x) > 0. In the allowed region
we thus should keep dt real. The corresponding saddle-point or “semiclassical path” will
then have a real tangent in the allowed region and an imaginary tangent in the forbidden
region.
A second comment is that we can think of the Wick-rotated path-integral is a some-
what different way that relates it more closely to our analytic continuation in the mass (see
the appendix of [2]). Namely, we can introduce a complex parameter ζ into the action-
integral (9) by replacing ṫ everywhere with ζṫ. When we rotate ζ from real to imaginary,
the relative sign of the two terms is reversed and iS/h̄ itself goes from pure imaginary to
pure real, the result being essentially the same as (14). Notice that, viewed in this manner,
a Wick rotation appears as a combination of two analytic continuations, one changing the
sign of the mass and the other changing h̄ from real to imaginary.
As illustrated by these examples, the use of imaginary time is only one device among
many, that sometimes helps to simplify the approximate (or exact) evaluation of the path-
integral. It has no independent status of its own beyond this. We could for example
plug the saddle-point approximation to (14) back into the full path-integral (7) to obtain
the latter in the form of an integral over purely spatial paths (corresponding to the so-
called Jacobi action principle). If the measure-factor cooperated we could even render this
“Jacobi” path-integral exact by evaluating (14) exactly. If not, it would represent a kind
of cross between an exact path-integral and a saddle-point approximation to one. In either
case, a further application of the saddle-point method to it, would immediately lead back
to (12).
Tunneling in quantum cosmology
When it comes to cosmology, one must be cautious with the word “tunneling” since it now
refers to the “birth of a cosmos from nothing”. What’s more, the relevant path-integral
† Notice in this connection that the existence of a forbidden region is bound up with our
having chosen to do the path-integral at constant energy E. With initial and final times
held fixed instead, there is no forbidden region, as long as V (x) is bounded below.
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now involves a sum over 4-geometries, which seems much farther from mathematical (or
even physical) respectability than what we were considering earlier. Still, if we are willing
to neglect a number of important complications, we can make the problem seem remark-
ably close to more homely examples of tunneling, like the one treated above. This of
course, is basically the view people have taken in discussing “creation of the universe via
a gravitational instanton”.
To simplify things as much as possible, and to make the analogy with one-dimensional
tunneling as close as possible, let us consider an “empty” and (spatially) spherical cosmos
which is born with zero radius and subsequently expands. Assume further that the am-
plitude for such a process can be expressed as an integral of the form (7), where now
γ represents a spacetime geometry and S(γ) is a suitable gravitational action, including
boundary contributions as needed. In line with the spirit of this paper, I will take γ to
carry a metric which is almost everywhere of Lorentzian signature. If we think of its ini-
tial portion as having the shape of a cone, then the metric cannot actually be Lorentzian
at the “tip” or origin, ♭ but it can still be globally smooth if it is a “Morse metric” of
the type discussed in [3]. For definiteness, let us imagine the domain of the gravitational
path-integral to consist of metrics of this type, in which case we can neglect any extra con-
tribution to S(γ) from the origin. (In 1+1 dimensions there would be such a contribution,
as also in 3+1 dimensions for other topologies. See [4] and [5] for extensive discussion of
this question.)
In writing down the action-integral S explicitly, we could of course employ proper
time τ and spatial radius a as our coordinates, but we can lend S a much more convenient
form for present purposes by employing instead the quantities T and v, where on any
hypersurface Σ coinciding with a 3-sphere of homogeneity, v is the volume of Σ (v = 2π2a3)
and T is the spacetime volume which has accumulated up to that stage, or in other words
the total 4-volume to the past of Σ (dT = vdτ). (Thus, T is the time-coordinate natural
to unimodular gravity.) In these coordinates the gravitational action S takes the form
S =
∫ −1
3κ
dv2
dT
+
k
2κ
v−2/3dT − Λ dT , (15)
♭ Truly an origin here — not only of the coordinates, but of the cosmos.
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where κ = 8πG, k = 3 · 25/3π4/3 ≈ 43.8, ⋆ and we assume Λ > 0. Henceforth, I will set
κ = 1.
Comparing (15) with (8) or (10) we can recognize an analogy that makes T correspond
to time and v to position, while (up to sign) the cosmological constant Λ corresponds to
the energy E. If we now imagine a “source” at the origin (representing perhaps the end
of the previous cosmic cycle) and a “sink” at some other value of v, we have a nearly
perfect analog of our tunneling problem. The only thing spoiling the analogy is the sign of
the kinetic term in (15), which is negative † as if the “mass” were −2/3κ. If we were not
restricting ourselves to spherical symmetry, this minus sign in the direction of isotropic
expansion would render the overall sign of the “kinetic energy” indefinite, and this in turn
would complicate any attempt to discover a valid saddle-point approximation to the path-
integral. However, in our simplified situation, it suffices just to reverse the overall sign of
the action S. Since this merely converts the integrand exp(iS) into its complex conjugate,
it clearly will have the same effect on the “partition function” Z (assuming the “measure
factor” in dγ to be real). In setting up our analogy with tunneling, then, we can take
m = 2/3, t = T , E = Λ, and V = k/2v2/3. (Notice also that neither 4-volume here nor
elapsed time there is to be held fixed in (7), the analogy being perfect in that sense as
well.)
With these substitutions, our cosmological path-integral becomes a special case of the
non-relativistic path-integral which we evaluated in the previous section, or rather which
we approximated by various methods. Since the answer we obtained there, namely (12),
was real to the accuracy to which we were working, undoing the complex conjugation
doesn’t change it, and we are left with Z ≈ exp(−I) as the saddle-point approximation
to our path-integral, where I is the integral in (12) with the above substitutions. Let us
also take for v1 the special radius (or rather volume) at which the cosmos can continue its
⋆ A 3-sphere of volume v has Ricci scalar-curvature R = kv−2/3
† This, of course, is an instance of the “wrong sign of conformal modes” that invalidates
the usual type of Wick-rotation for the gravitational path-integral. The latter, incidentally,
deforms the metric into the complexes such that Imag(gab) > 0, cf. [4].
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expansion classically as a de Sitter spacetime. We can obtain this radius from the “turning
point equation”, V = E or Λ = k/2v
2/3
1 . The integral then yields the simple answer
♭
I =
∫ v1
0
dv
√
2m(E − V ) = 12π
2
Λ
and the consequent approximation
Z ≈ exp(−12π
2
Λ
) . (16)
Notice that this amplitude, if treated as the square root of a probability, would favor
large values of Λ over small ones, a result that is entirely logical if one observes that
small Λ corresponds to big radius at the turning point, meaning that the cosmos has to
tunnel much farther during its “quantum era”. Notice also that (16) expresses damping
rather than amplification for a very good reason. It represents an integral over a space of
Lorentzian metrics, none of which is a point of stationary phase. That in this situation
the resulting cancellations lead to an exponentially small answer is just what one would
expect to happen. From this point of view, arguments that have tried to associate a small
Λ with an exponentially large amplitude [6] [7] seem to be guilty of working with the
wrong saddle-point (“instanton”) of the analytically continued action. In effect, they have
overlooked the conditions of validity that govern which saddle-points are accessible and
which are not. ⋆
Of course any conclusion like the above remains tentative, because no one has ever (to
my knowledge) embedded amplitudes like (16) in a coherent theory of quantum cosmology.
One can compute some approximate amplitudes, but one doesn’t know what they mean.
Should one construe them as values of “the wave function of the universe”, or (as I think)
would it be better to conceive of them as contributions to the gravitational “quantal
measure” [8], a quantity which in turn might find its ultimate interpretation in terms of
notions like “preclusion” [9] and “anhomomorphic logic” [10].
♭ One might worry that our gravitational potential V (v) is infinite at v = 0, but the
corresponding divergence in the integrand of I is only 1/v1/3.
⋆ For the problem at hand, and for Λ and vfinal fixed at real values, there seem to be a
total of six such saddle-points, if I haven’t miscounted.
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Into these questions intrude other conceptual issues, which however are also more
technical in nature. For example, how literally should one take the identification of our
parameter T as a kind of time? To embrace that idea is to do unimodular gravity, and
thence spring other questions concerning for example selfadjointness of the unimodular
Hamiltonian (see e.g. [5]). Which selfadjoint extension should we choose, or, instead of
selecting one, should we discard unitarity altogether, in order to provide for transitions to
other topologies or to non-geometric phases? In path integral terms: How should we treat
topology changing histories? And then one needs to confront the effects of anisotropy and
inhomogeneity. It can happen, for example, that a saddle point which might have seemed
accessible within a smaller space of highly symmetrical metrics becomes inaccessible when
the constraint of symmetry is relaxed (compare e.g. the discussion of Taub vs. Friedmann
in [5]).
Rather than continuing to multiply questions in this vein, let me close this section with
a thought about the possible “practical” meaning of the damping-factor we have computed.
Given the rather fanciful assumption of a spherical and empty cosmos, we might attach
to Z in equation (16) a set of words like “the amplitude for the cosmos to arrive at size v
starting from zero size”. This phrase elicits a picture in which the cosmos is “born under
a potential barrier” and then develops through different phases of growth. In the earliest
phase, it likely has no continuum description at all. (Perhaps it has a tree-like structure
[11].) Later it begins to expand as a Lorentzian manifold, but, being empty, must do so
in a quantal manner by “tunneling”. Finally, it emerges as a classical universe with a size
dictated by the size of Λ, which (despite causal set arguments that Λ must fluctuate) we
have taken to be a fixed parameter. A question then is how long the cosmos spends in the
first two phases. For this we can return to our nonrelativistic example where (12) governs
the tunneling rate per unit time. Treating T here as our time parameter, we might thus
think of (16) (or its square) as a rate of tunneling per birth of causal set element (since
4-volume simply measures number of elements). On this reading, our computation of Z
would in effect have been counting the average number of births taking place during the
pre-geometric and tunneling phases of cosmic growth.
Summary
Probably few people believe that clocks begin to tick off imaginary seconds the moment
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some alpha-particle finds itself under a potential barrier. And yet in the context of the
gravitational path-integral, something like this notion has often been put forward. In
opposition to such notions, a more prosaic (and more traditional) viewpoint might maintain
that a tunneling amplitude, like all other quantal amplitudes, is given in the first place by a
real-time path-integral. † In previous sections, I have tried to illustrate a few of the different
tools that are available for approximating tunneling amplitudes, and also to illustrate that
some of them (like analytic continuation in the mass) are simpler in conception than those
(like Wick rotation) which need to introduce a space of complexified paths γ. Thus, we
considered several integrals and several different ways of treating them.
To begin with, we approximated the simple integral (2), in two different ways, first
by deforming the integration contour into the complexes, and second by complexifying the
real parameter A without modifying the domain of integration. With the first approach,
we had to pay heed to several conditions of validity: the integrand had to continue to an
analytic function; the complexified contour Γ had to be deformable back to the original
contour without changing the value of the integral; Γ had to be sufficiently close to either a
steepest-descent or a stationary-phase path; and the exponent f(z) had to be “sufficiently
rapidly varying” in the relevant sense. These conditions involved the behavior of the
analytically continued integrand at infinity, and more generally some understanding of its
overall “topography”. Ultimately, they picked out a unique saddle point and a unique
sign for the consequent approximation (4). With the second approach, related conditions
of validity determined the direction of continuation of the parameter A and governed the
validity of the resulting approximation.
We then turned to a path-integral for quantal tunneling, viewed as an infinite di-
mensional analog of the previous problem. Similar approaches were feasible and similar
conditions of validity applied, the main difference being that those conditions were much
more formal and much less clearly complete than in the one-dimensional case. Our first
† The analytically continued metrics used in connection with black hole thermodynamics
present a somewhat different case than tunneling. An imaginary time-parameter arises
because the operator of interest in equilibrium statistical mechanics is exp(−βĤ) rather
than exp(−iĤt). One is computing a sum over stationary states, not dealing with a process
developing in time.
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treatment of tunneling rested on complexification of the particle-mass m, which we con-
tinued from the positive to the negative real axis, in order to convert our integral Z(m)
into one to which the method of stationary phase would apply. We then continued the
answer back to positive m and recognized our result as the familiar damping factor (12).
The fact that we obtained damping rather than amplification was not arbitrary, but fol-
lowed from the direction in which we continued m, and this in turn was dictated by the
condition that the integral Z(m) continue to be defined for the intermediate values of m.
Our second treatment of the tunneling problem complexified dt instead of m. This led
to a hybrid path-integral that was “Wick rotated” in the forbidden region, but not in
the allowed region. ♭ A steepest descent approximation to this integral then reproduced
the same damping factor (12). Along the way, we obtained a purely spatial path-integral
corresponding to the so-called Jacobi action principle. At the risk of repetition, let me
emphasize that with both methods, the fact of damping as opposed to amplification is seen
to be a property of the real-time path-integral itself. It emerges automatically, when one
takes into account the need for consistency in the approximation method.
Finally, we carried some of this analysis over to the problem of the birth of a cosmos in
quantum cosmology. Leaving to one side the thorny conceptual and technical problems that
arise in this context, we wrote down a path integral describing a process in which a cosmos
is born as a sphere of zero radius and expands quantum mechanically (in a “tunneling
regime”) until it is big enough to continue its expansion as an approximately classical (de
Sitter) spacetime. This sum over Lorentzian geometries produced a problem identical in
form to our earlier example of tunneling in nonrelativistic quantum mechanics. We were
therefore able to solve it easily (at leading semiclassical order), and to conclude that the
answer takes the form of a WKB damping factor. To the extent that the original integral
is appropriate to the physics, this conclusion seems to be inescapable. In particular, it
is free of any ambiguity arising from the need to choose among alternative saddle-points
during the approximation process.
More generally in quantum gravity, one might expect to be able to rule certain saddle-
point metrics out or in if one could pin down more of the conditions of validity that pertain
♭ In contrast the first method could get by without treating the two regions differently, as
long as both x0 and x1 belonged to the forbidden region.
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to the particular situation at hand. For example reference [5] exhibited a number of saddle-
point metrics that arise within unimodular quantum cosmology and considered different
criteria for accepting or rejecting them. It seems that an analysis like that in the previous
section could clarify further the status of some of those complex metrics and their relatives.
Thanks go to David Rideout for his help with the figures and to Adam Brown for correcting
a wrong equation (6) in a previous version of this paper. Research at Perimeter Institute
for Theoretical Physics is supported in part by the Government of Canada through NSERC
and by the Province of Ontario through MRI.
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Figure 1. The colors depict the real part of the exponent f(z), the range
(−∞,∞) having been compressed into (−2, 2). The saddle points z± are
marked with plus signs.
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