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Abstract 
This paper analyzes the effects of macro-economic conditions throughout life on the 
individual mortality rate. Our ultimate interest is in the effects of economic conditions during 
childhood on mortality later in life. We estimate flexible duration models where the 
individual’s mortality rate depends on current conditions, conditions earlier in life (notably 
during childhood), calendar time, age, individual characteristics, including individual socio-
economic indicators, and interaction terms. We use individual data records from Dutch 
registers of birth, marriage, and death certificates, covering an observation window of 
unprecedented size (1812-1999). These are merged with historical data on macro-economic 
and health indicators. The results indicate a strong effect of macro-economic conditions 
during childhood on mortality at all ages. Those who are born in bad times on average have a 
high mortality rate throughout life, notably at ages above 50.  
 
 
Keywords: death, longevity, health, business cycle, recession, life expectancy, lifetimes, 
epidemics. 
J.E.L. Keywords: C41, I12, N33, N34
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1. Introduction 
 
This paper analyzes the effects of macro-economic conditions throughout life on the 
individual mortality rate. Our ultimate interest is in the effects of economic conditions during 
childhood on mortality later in life, and to address this we control for individual-specific 
socio-economic background characteristics, contemporaneous conditions, and other 
individual mortality determinants.  
The effects of contemporaneous conditions and of individual-specific socio-economic 
conditions on mortality have been much investigated (see e.g. Cutler and Meara, 2001, and 
references below) and are relatively well understood. A high income enables individuals to 
spend on goods that improve health and living conditions. At the aggregate level, a high GNP 
is associated with high public health expenditures, good access to medical care, and a high 
incidence of medical innovations. All of this leads to low mortality rates. In some cases, 
increases in GNP are also associated with increases in urbanization leading to epidemics and 
high mortality (Haines, 2001). A temporary downturn has a positive effect on mortality 
because of increased insecurity and stress associated with joblessness (Brenner, 1979), and a 
negative effect because of reduced work-related stress and work injuries and because of 
reduced opportunity costs of health enhancing activities like sporting (Ruhm, 2000). 
In addition to this, economic conditions during pregnancy of the mother and 
childhood may also have effects on mortality later in life. It is well documented that poor 
living conditions early in life lead to susceptibility to a wide range of health problems later in 
life (see e.g. Case, Fertig and Paxson, 2003, and references therein). It is also documented 
that exposure to disease or malnutrition early in life often leads to an increase in mortality 
(see e.g. the recent overview in Doblhammer, 2003). In a recession, the provision of 
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sufficient nutrients and good living conditions for children and pregnant women may be 
hampered. From a methodological point of view, it is important to take these effects into 
account in order to understand mortality patterns. For example, if birth cohorts that endured 
adverse macro-economic conditions early in life respond differently to shocks later in life, 
and if this is not taken into account, then the effects of contemporaneous conditions may be 
confounded or misinterpreted. More importantly, knowledge on the magnitude of such effects 
has important policy implications. If being born in bad times has a positive long-run effect on 
mortality then the value of life is reduced for those affected.1 This would increase the benefits 
of policies that help children and pregnant women in recessions, for example by way of 
enhanced provision of food, housing, and health care (see Almond, 2002, for a detailed 
discussion of policy implications). 
In the literature that addresses the effects of macro-economic conditions on mortality, 
the effects mentioned in the previous paragraph have been difficult to analyze, because of a 
lack of a sufficiently long time span in the data. For example, Himes (1994), Ruhm (2000), 
Attanasio and Emmerson (2001), Ferrie (2003), Henderson (2001), and Lichtenberg (2002) 
use data sets covering 1960-1985, 1972-1991, 1988-1994, 1850-1860, [1900-1903 and 1992-
1996], and 1960-1997, respectively. For essentially the same reason, these studies suffer from 
initial conditions problems, meaning that their samples condition on survival up to the 
beginning of the observation window. The latter implies that cohorts who were born before 
that date are only represented by their fittest members. Moreover, often only mortality of 
adults is examined. These issues are particularly problematic if there is much unobserved 
heterogeneity in the data.  
                                                 
1 Murphy and Topel (2003) demonstrate that the gains from mortality rate reductions have 
been enormous. 
 4 
The data in the existing studies are typically aggregated at the regional or national 
level. Explaining aggregated mortality rates out of macro-economic conditions also gives rise 
to endogeneity problems. To some extent these can be handled by using fixed effects panel 
data methods (Ruhm, 2000). However, both mortality and aggregate production may depend 
on idiosyncratic shocks. Other studies in the literature focus on the effects of economic 
conditions on infant mortality (e.g. Lynch and Greenhouse, 1994, and Pritchett and Summers, 
1996) but then of course one cannot distinguish between effects of current and past economic 
conditions.  
As mentioned above, some alternative approaches have been applied to investigate the 
effects of conditions and events early in life on outcomes later in life. A number of studies 
estimate the effects of individual socio-economic conditions during childhood on health 
outcomes later in life. However, individual variation in childhood conditions and later health 
outcomes may be jointly affected by unobserved heterogeneity, leading to simultaneity bias. 
Contrary to this, using macro-economic conditions during early childhood as determinants of 
individual mortality does not give rise to such a bias, because these conditions are exogenous 
from the individual point of view. In epidemiology, natural experiments and instrumental 
variables have recently been applied to estimate the effects of nutrition and disease exposure 
on mortality later in life, using longitudinal data. For example, Doblhammer (2003) uses 
month of birth, whereas others use epidemics, wars, famines, or the rate of infant mortality in 
the cohort, as instruments for conditions in utero and early in life. These studies are primarily 
focused on medical explanations, and not on economic conditions or policies.  
In this paper we advance on the literature by using a unique dataset of individual 
records of Dutch citizens, called the Historical Sample of The Netherlands (HSN). Our 
sample covers around 3,000 individuals born in the province of Utrecht in the period 1812-
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1912. These individuals are followed up to 1999. The variables are from the standardized 
recordings of vital events (birth, marriage and death) kept by municipalities and provinces. 
These were introduced along with the imposition of French civil law during the Napoleonic 
wars. The variables include information on individual socio-economic conditions and 
demographic circumstances. We merge these with historical time-series data from Statistics 
Netherlands on macro-economic variables like GNP and on agricultural production, and to 
external information on the incidence of epidemics. There are no reliable 19th century data on 
health expenditures and medical innovations, so that one can not observe their role in the 
causal chain from economic conditions to health to mortality. Also, a sample size of 3,000 
precludes a detailed analysis of the effects of specific policy measures like the abolition of 
child labor.  
The empirical analysis consists of the estimation of a duration model for individual 
survival, or, equivalently, for individual mortality or longevity. For a given individual at a 
given moment in time, the mortality rate depends on current conditions, conditions earlier in 
life (notably during childhood), calendar time, age, individual characteristics, including 
individual socio-economic indicators, and interaction terms. Whereas the natural experiments 
in the epidemiological literature are targeted towards conditions in utero and during the first 
months of life, we also consider the effects of conditions during subsequent childhood years. 
The model specification is designed to be flexible. The results are used to assess the 
importance of current and past economic conditions on individual mortality. Our estimation 
results also shed light on the effect of illiteracy of the father, the effect of being born out of 
wedlock, and the effect of the parents’ social class, on individual mortality. As we will see, 
despite the methodological differences between studies in the literature, the main outcomes 
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are in strong agreement, and they support the view that economic status in childhood is a key 
determinant of health and mortality in adulthood. 
The present paper is organized as follows. Section 2 presents the data set, discusses 
some variables that we will use in the analyses, and provides descriptives on mortality rates 
of different age groups and different birth cohorts. Section 3 presents the duration model. The 
estimation results are presented in Section 4. Section 5 concludes. 
 
 
2. The data 
 
2.1. Variables 
 
The HSN data have been derived from the registers of birth, marriage, and death certificates 
(see Mandemakers, 2000, for a general description in English). Currently, we have access to a 
cleansed sample of 2,975 individuals. This is a random sample of individuals born in the 
province of Utrecht2 between 1812 and 1912. The end of the observation window is 
December 31, 1999. 
The data provide information on a limited set of characteristics of the individual, 
events in his/her life, and his/her socio-economic and demographic environment. Notably, we 
observe the marital status of the mother at the time of birth, the occupation of the father and 
the mother, whether or not the father was illiterate, the age of the father and mother at the 
time of birth of the individual, gender, date of birth, its geographic location, an indicator of 
                                                 
2 At the time, The Netherlands had 11 provinces. Utrecht is representative of The Netherlands 
in the sense that it had both rural and urban areas, is located in the center of the country, and 
had economic characteristics that were similar to the nationwide average.  
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whether the individual lived in the countryside at the moments of birth and death, the date of 
marriage and occupation at the time of marriage, the date of death, and the residence at that 
date.  
The individual lifetime durations are observed in days. If the individual is still alive at 
the end of 1999 or the individual died in another province or country, then we do not observe 
the date of death, and we can not distinguish between the two explanations for this either. 
However, if such an individual experienced marriage and/or birth of children while living in 
the province then the corresponding dates are observed, so the lifetime duration is right-
censored at the latest of these dates. Otherwise (i.e., if such events did not occur while living 
in the province and the individual did not die in the province before 2000), the lifetime 
duration is right-censored at zero, and the individual is discarded from the data. The latter 
occurs in 19% of the original sample of 3,669 individuals, leading to our aforementioned 
sample size of 2,975.  
All occupational titles are coded in the 1984 Standard Occupation Classification of 
Statistics Netherlands. This is a four digit hierarchical code. Subsequently, each occupational 
codes has been translated into an ISCO occupational code and a social class code. We use the 
latter in our analyses. It distinguishes between six levels: 1) Lower lower class, 2) Upper 
lower class, 3) Lower middle class 4) Upper middle class, 5) Lower upper class, 6) Upper 
upper class. The place of residence at birth has been translated into an urbanization indicator 
(being 1 iff the individual is born in the cities of Utrecht or Amersfoort).  
We merge the individual data records with external information. Most importantly, 
we use historical time-series data from Statistics Netherlands on annual GNP at each year in 
the life of the individual (see Smits, Horlings and Luiten van Zanden, 2000). Our choice for 
GNP instead of obvious alternatives such as GDP is driven by the need for mutually 
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consistent observations for as many years as possible. Figure 1 plots the log annual real per 
capita GNP in our observation window. It is clear that in addition to the upward trend there 
are many cyclical fluctuations. Jacobs and Smits (2001) provide a detailed analysis of GDP 
movements in The Netherlands in the 19th century. Years with low and negative growth are 
observed more frequently than in the 20th century. GDP fluctuations are strongly correlated to 
the business cycles in the U.K. and U.S.. We also considered other macro-economic 
indicators, like interest and inflation rates (see also Smits, Horlings and Luiten van Zanden, 
2000), but these seem less relevant than GNP. As we shall see in Section 3, the analysis is 
computationally demanding due to the large number of model parameters even with a small 
set of macro-economic indicators. In most analyses we do however use the share of 
agricultural production in the annual GNP at the time of birth, as reported by the Dutch 
Institute of Social History (IISG). This share decreases with industrialization, but in the mid-
19th century it is relatively high due to the effects of trade liberalization between The 
Netherlands and the UK (Jacobs and Smits, 2001). 
In addition to this, we exploit external information on the incidence of epidemics, 
because these cause pronounced spikes in the mortality rates. At 1830, large epidemics had 
been absent for around a century, but the period 1830-1875 witnessed a number of dramatic 
epidemics. The cholera epidemics of 1848-49 and 1866-67 and the smallpox epidemic of 
1870-72 each lead to over 20,000 deaths nationwide. This each corresponds to about 0.7% of 
the population. At the height of such an epidemic, the national annual mortality rate was 
around 25% higher than otherwise. There were frequent smaller cholera epidemics.3 After 
1875, however, infectious diseases were brought under control, and mortality rates dropped 
                                                 
3 See Ferrie (2001) for the importance of cholera for U.S. mortality in the 1850s. 
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spectacularly. The one notable exception is influenza, which caused an epidemic in 1918 of 
the same order of magnitude as the worst epidemics of the 19th century.  
We also need to take the World War II period (1940-1945) into special account. This 
has been the only war and occupation on Dutch soil since the Napoleonic era (The 
Netherlands did not participate in World War I) and included the famine of unprecedented 
severity of the winter of 1944/45. Mortality rates peaked because of malnutrition (Jewish 
genocide victims were excluded from the data). There are no reliable macro-economic 
statistics for the World War II period.  
Table 1 presents some summary statistics on variables we use below as explanatory 
variables.4 Note that the illiteracy indicator is the explanatory variable at the individual level 
whose average value changes most over the observation window. Missing values of 
explanatory variables lead to an additional loss of 175 individuals from the sample. In the 
next subsection we summarize the marginal lifetime duration distributions in the data.5 
The price to be paid for the fact that the observation window is of unprecedented size 
concerns the absence of a number of variables that are often used in the mortality literature 
but that are unobserved in the 19th century records. Notably, we do not observe the 
individual’s cause of death and aggregate amounts of health expenditures and numbers of 
medical innovations.  
                                                 
4 The level of the “born in urban area” variable is not informative because the sample is 
stratified by it. 
5 See e.g. Smits, Horlings and Luiten van Zanden (2000) for aggregate time series on birth 
and mortality in the 19th century. The national population grew from 2.2 million in 1812 to 
3.4 million in 1862 to 6.1 million in 1912. 
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2.2. Descriptive statistics of lifetimes 
  
Table 2 gives the mean, standard deviation and median of lifetimes by birth cohort interval 
([1812-1822], [1823-1832], ..., [1903-1912]), for individuals whose date of death is 
observed. The last row gives the fraction of individuals whose lifetime is right-censored at a 
positive value (the over-all fraction in the sample is around 10%). For all but the latest 
cohorts, these constitute individuals who emigrated out of the province some time after 
marriage or birth of children. Note that the fraction for the 1903-1912 birth cohort is 
relatively low, suggesting that most of these also constitute emigrants instead of individuals 
who were still alive in 2000. Among the observations that are right-censored at a positive 
value, 80% has a censored lifetime exceeding 16 years. 
It is clear from Table 2 that the mean and median lifetime vary substantially over time 
and across gender. The dramatic differences between the mean lifetimes of the 1833-1842 
and the 1843-1852 birth cohorts are due to the Cholera epidemic of 1849. This epidemic 
caused widespread death of babies and small children. When reading this table it should 
however be borne in mind that the estimated standard errors of the mean and median 
lifetimes by birth cohort interval are non-negligible (typically around 3.5 years for the 
means). Lifetime distributions have most probability mass close to the boundaries of their 
support, and because of this the mean and the median are rather unstable sample statistics. It 
is more informative to examine conditional death probabilities. 
Figures 2a-2e present estimates of the conditional probability of death, by birth cohort 
interval, age category ([0-1), [1-5), [5-20), [20-50) and [50-70]), and gender. For a given 
gender, the conditional probability of death in age category [t,t+a) for a cohort born in year 
τ-t is defined as the number of individuals in this cohort who die in years [τ,τ+a) as a 
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fraction of the number who survived up to τ. These probabilities are aggregated individual 
mortality rates. The figures report averages over the years within a birth cohort interval. The 
horizontal axes depict the mid-points of the cohort intervals. The pointwise standard errors of 
the depicted numbers are typically in the range 0.025-0.05, so that a 95% pointwise 
confidence interval would have a size in the range 0.1-0.2.  
Mortality as a function of age displays the familiar U-shaped curve. Among the 
uncensored observations, 24% died within a year. For the lowest ages (up to 5), the mortality 
rate is highest among the cohorts born in the middle of the 19th century. For those aged over 
20, mortality is generally declining as a function of calendar time. As usual, the mortality 
beyond age 50 is higher for men than for women. Note that the mortality of men aged over 50 
is remarkably high for those born around the turn of the 20th century and the beginning of the 
20th century. This is a well known artifact due to the historically high incidence of smoking 
within these cohorts of men (Wolleswinkel-Van den Bosch et al., 1998). In addition, it may 
be that a number of individuals in the latest birth cohort were still alive in 1999 but are 
missing from the sample because their lifetime durations are censored at zero (see the 
previous subsection). For this reason, we should not attach great importance to estimation 
results that are driven by data on old ages for the latest cohort. We return to this in Subsection 
4.2. We also plotted conditional mean lifetimes as functions of business cycle indicators at 
birth and early childhood obtained from time-series decompositions of GNP. These clearly 
show a positive relationship, suggesting a long run effect of childhood conditions on 
mortality. 
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3. The duration model for individual mortality 
 
3.1. Model specification 
 
The aim is to specify a flexible model for the distribution of the individual lifetime duration 
T. We take the random variable T to be continuous and nonnegative, so its distribution can be 
characterized by its hazard rate, which is the individual mortality rate. This mortality rate is a 
natural starting point of the specification of the model, because of our interest in the 
dependence of current mortality on current and past macro-economic conditions. Accelerated 
failure time (AFT) models and regression models are less amenable. For example, AFT 
models with time-varying explanatory variables (Cox and Oakes, 1984, Van den Berg, 2001) 
impose a specific structure on the effect of past time-varying explanatory variables on the 
current mortality rate. This structure entails amongst other things that the effect of values in 
the recent past has the same sign as the effect of values in the distant past. 
Let the variable τ denote current calendar time. It is assumed that all variation in the 
mortality rate θ of an individual at a given point of time can be explained by the prevailing 
age t, individual socio-economic and demographic background characteristics X, current 
macro-economic conditions z(τ), macro-economic conditions earlier in life z(τ-t+i) (i∈[0,t)), 
calendar time τ itself, and various interaction terms, so, in obvious notation, 
 
( )τττθτ ),,0[)(),(,,),,|Pr(lim
0
tiwithitzzxt
dt
xXtTdttTt
dt
∈+−=
=≥+<≤
↓
  (1) 
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We model the effects of z(τ-t+i) (i∈[0,t)) to work by way of the value of z(τ-t+i) at birth (i.e., 
at i=0) and by way of the average values of z(τ-t+i) within some youth age intervals (i∈[1,6], 
[7,14], and [15,20]). For example, if t=12 then log θ will be specified to be linear in z(τ-12), 
the average of z in [τ-11,τ-6], and the average of z in [τ-5,τ]. To obtain a compact notation, 
we define z1(τ-t,t), z2(τ-t,t) and z3(τ-t,t) as the average values of z(τ-t+i) within the intervals 
[1,min{6,t}], [7,min{14,t}], and [15,min{20,t}] for i, respectively, with the restriction that 
zj(τ-t,t)=0 if the corresponding interval is empty (so, in the example with t=12, z3(τ-t,t)=0). 
Our baseline specification for θ is, 
 
( )
)(),()()(')(
),,0[)(),(,,log
2
3
1
2211 τψταταταβψ
τττθ
+−′+−′+′++
=∈+−
∑
=
+
j
jj ttztzzxt
tiwithitzzxt
   (2) 
 
where the αj (j=1,...,5) are the parameters of interest. In fact, we estimate more general model 
specifications allowing for various interaction effects between the determinants on the right-
hand side. Notably, we allow for interactions between t and z(τ), between t and z(τ-t), and 
between x and z(τ). 
We first discuss the above baseline specification in more detail. The function ψ1 
represents the age dependence of the individual mortality rate. Note that, contrary to the 
values of z and zj, the values of the function ψ1 (and also the function ψ2) are unobserved and 
need to be estimated. We adopt a piecewise constant specification for ψ1, distinguishing 
between 10 different age intervals. Concerning x we restrict attention to indicators at birth as 
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opposed to later in life, for the reason that the latter may be endogenous or confounded.6 
Concerning birth in an urban area it should be noted that in the 19th century urban areas had 
higher mortality rates due to increased risks of infectious diseases and poor public health 
infrastructure (see De Swaan, 1988, for a description of the situation in The Netherlands, and 
Haines, 2001, for a quantitative analysis). We also include indicators of social class, illiteracy 
of the father, and birth out of wedlock. Using data from the Dutch city of The Hague in the 
1850s, Kok, Van Poppel and Kruse (1997) find that illegitimate children had very little 
chance of surviving childhood. Underlying explanations concern the age and social class of 
the mother as well as the lack of financial support. 
For z(τ) we take annual real per capita GNP at τ, as well as dummy variables for years 
with epidemics and for World War II. The latter also captures the fact that the GNP variable 
is missing for that period. Note that current GNP may capture the mortality trend effects 
associated with increased welfare as well as the instantaneous mortality effects of economic 
cycles (recall the discussion in Section 1). The vector z(τ-t) contains annual real per capita 
GNP at birth τ-t, as well as the share of agricultural production in the annual GNP at birth. 
The latter is supposed to capture the degree of industrialization of society and the associated 
living conditions and public health infrastructure at birth.7 If current GNP in z(τ) captures the 
trend effects of increased welfare, then GNP at birth in z(τ-t) captures the long-run effects of 
the economic conditions at birth. The variables zj(τ-t,t) are constructed using GNP within 
youth age intervals [1,6], [7,14], and [15,20]. The third interval covers the moment of labor 
                                                 
6 We do not use age of parents at birth because this may also be endogenous. Moreover, it is 
often missing; e.g. for 80% of the mothers. 
7 One could include the epidemics and war dummies into z(τ-t). For example, having 
survived an infectious disease may affect subsequent physical well-being, while relatively 
healthy individuals will be overrepresented among the survivors of an epidemic.  
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market entry of most individuals, so the associated parameter α5 captures the long-run 
mortality effect of macro-economic conditions at the moment of labor market entry.  
The function ψ2 captures the mortality effects of all nation-wide changes in 
contemporaneous conditions that are not included in z(τ). The observation window covers 
almost 200 years, and over these years the society has made a dramatic transformation from a 
primarily agricultural society to a modern industrialized society. The epidemiological 
literature suggests that mortality changes in The Netherlands in this time span have been 
affected by changes in climate (directly as well as by way of agricultural production), food 
availability, the dissemination of nutritional, hygienic, and medical knowledge among the 
population, and the increase of infectious diseases and public health provisions like sewage 
and water supply (De Swaan, 1988, Wolleswinkel-Van den Bosch et al., 1998). Most likely, 
these effects are not all captured by z(τ). We therefore include an additive flexible function of 
calendar time to the log individual mortality rate log θ. Since z(τ) is (almost) continuous, it is 
useful that ψ2 is continuous as well. In particular, we take ψ2 to be the sum of Chebyshev 
polynomials of the second kind8 in τ, with unknown coefficients. This specification is 
flexible and concise in that the number of unknown parameters equals the highest order 
among the polynomials. Note that the epidemics and war effects are identified from ψ2 
because the former are discrete in τ whereas the latter is continuous in τ. The estimated 
function ψ2 may capture a wide range of unknown effects, which makes it difficult to 
interpret. Note that it also captures misspecifications of the log linear relation between the 
individual mortality rate and the current conditions. In this sense one may prefer a 
                                                 
8 Such polynomials are mutually orthogonal in the observation window, ensuring absence of 
multicollinearity. See Abramowitz and Stegun (1970) for details, and Abbring, Van den Berg 
and Van Ours (2002) for an application in duration analysis. 
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polynomial in z(τ) instead of τ. Of course, with a sufficiently high order, the estimates of the 
other parameters and functions are unaffected. 
We now turn to the interaction terms between the determinants at the right-hand side 
of equation (2) that we add to that right-hand side. Interactions between t and z(τ) arise if 
vulnerable age categories (like babies and the elderly) suffer disproportionally from living in 
bad economic conditions. For other age categories they may just lead to temporary bad 
health, but for babies and the elderly they may directly lead to higher mortality rates. 
Conversely, improvements in public health may be particularly beneficial to babies and the 
elderly (see e.g. Cutler and Meara, 2001). Similarly, it is conceivable that certain types of 
individuals (characterized by certain values of x) suffer disproportionally from bad economic 
conditions. This leads to interactions between x and z(τ). 
Interactions between t and z(τ-t) arise if the mortality effect of bad economic 
conditions during pregnancy of the mother and childhood varies during lifetime (holding 
everything else constant). By now there is substantial medical and epidemiological evidence 
that malnutrition of the mother during pregnancy leads her child to have a particularly high 
incidence of health problems at ages over 50 (see e.g. Koupilová, 1997). 
Some comments are in order concerning our modeling strategy. First, effects of per 
capita GNP on mortality should not be interpreted as (average) individual income elasticities. 
GNP is correlated with the levels of technology and public health expenditure. To some 
extent, the estimated GNP effects will reflect the effects of changes in those conditions.9  
Secondly, the model, including the interaction effects, is econometrically identified. 
As is well known, models with additive age, cohort, and time effects are unidentified because 
year of birth plus age equals calendar time (see Abbring, Van den Berg and Van Ours, 2002 
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for an analysis in duration models). Suppose that both ψ1 and ψ2 are piecewise constant with 
step size equal to one year (i.e., suppose they can be represented by yearly age and time 
dummies). If the effect of macro-economic conditions at birth α2′z(τ-t) would also be 
replaced by annual cohort dummies then the model would not be identified. Thus, from an 
econometric point of view, identification is established by replacing cohort dummies by an 
unknown linear function of an observable. Of course, in our setting this is not problematic, as 
we are precisely interested in the causal effect of macro-economic conditions on mortality, 
and not in a mechanic decomposition of mortality variation into age, time, and cohort 
effects.10,11  
 
3.2. Unobserved heterogeneity 
 
As is well known, ignoring unobserved heterogeneity of mortality determinants across 
individuals may result in biased estimates of the duration model parameters (see Van den 
Berg, 2001, for an overview) although the problem is less severe in the virtual absence of 
right-censoring, as in our case. Proportional Hazard models (specifying log θ to be additive in 
the elapsed duration t and the explanatory variables) can be extended to allow for an additive 
unobserved heterogeneity term in log θ, leading to Mixed Proportional Hazard (MPH) 
                                                                                                                                                        
9 See also Pritchett and Summers (1996) for a discussion on this. 
10 This is analogous to the analysis of cohort size effects on wages; see e.g. Macunovich 
(1999). 
11 Our data can be aggregated over individuals and used for nonparametric estimation of 
age×cohort specific mortality rates. These can subsequently be regressed on age, cohort, and 
time dependent aggregate indicators, allowing for age and cohort fixed effects, similar to the 
analyses of Lichtenberg, (2001), Cutler and Meara (2001) and Deaton and Paxson (2001). 
This would entail the loss of the information on variation across individuals. Moreover, as 
indicated in Section 1, it cannot handle joint dependence of mortality and economic 
conditions on idiosyncratic shocks. 
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models that are still identified. However, in practice the estimates of MPH model parameters 
are sensitive to arbitrary functional form assumptions. Moreover, as shown by Van den Berg 
(2001), the unobserved heterogeneity distribution is identified from interaction effects 
between t and x in the observed log hazard, so identification rests on the assumed absence of 
interaction terms in the individual log hazard. Estimation of models with interaction terms at 
the individual level and unobserved heterogeneity should therefore be performed with 
caution. On the other hand, it should be noted that most identification results assume absence 
of time-varying explanatory variables (like our z(τ)) where these may actually convey useful 
additional information.  
 Unobserved heterogeneity poses an additional problem in duration analysis if the 
current individual hazard rate is allowed to depend on the value of an explanatory variable at 
a point of time in the past but after the beginning of the spell (like, in our case, the value of 
z1(τ-t,t), z2(τ-t,t) and z3(τ-t,t)). This is most easily explained by way of an example (see e.g. 
Vaupel and Yashin, 1985). Suppose that GNP has a strong instantaneous effect on mortality 
between ages 1 and 6 but that GNP between these ages has no effect on mortality later in life, 
and suppose that individuals differ in terms of whether a “high mortality gene” is present. 
Now consider the birth cohort of, say, 1847. If GNP is low in 1848-1853 then the survivors 
after 1853 contain relatively many individuals with the good gene and low mortality 
throughout their subsequent life. If unobserved heterogeneity is not taken into account, but 
GNP between ages 1 and 6 is included as an explanatory variable in the mortality rate at all 
ages, then this variable will pick up the dynamic selection effect driven by the unobserved 
heterogeneity. This leads to an incorrect conclusion concerning the importance of macro-
economic conditions during childhood for mortality later in life. However, as is clear from 
the example, the dynamic selection effect can be expected to generate a positive relation 
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between GNP during childhood and observed mortality later in life, whereas in fact the 
economic, epidemiological and medical reasoning leads one to expect a negative relation. So, 
when unobserved heterogeneity is not taken into account, it may create an upward bias in the 
estimated effect of GNP during childhood on the mortality rate later in life. In other words, if 
we find a negative effect without taking account of unobserved heterogeneity, then the true 
effect is likely to be at least as negative. 
In the empirical analysis below we estimate models without unobserved heterogeneity 
as well as a model in which an unobserved heterogeneity term is added to the right-hand side 
of specification (2) for the log individual mortality rate. We assume that this term has a 
flexible discrete mass-point distribution12 in the population of newborns. In Section 5 we 
outline how additional data could be of help to estimate more general models with 
unobserved heterogeneity. 
For all model specifications, the likelihood function is readily derived (see e.g. 
Lancaster, 1990). The lifetime durations that are right-censored (recall Subsection 2.1) are 
treated as independently right-censored observations.13 We estimate the models with GAUSS 
maximum likelihood routines.  
 
                                                 
12 The discrete distribution is computationally convenient and, with an unspecified number of 
points of support, does not impose strong functional form restrictions. 
13 The independence assumption can of course be criticized, but the data preclude a further 
analysis. This also applies to the assumption that individuals with right-censored durations at 
zero (see Subsection 2.1) are a random subset. The latter assumption is particularly 
problematic for individuals born close to the end of the observation window. See Jonker 
(2003) for an attempt to deal with such problems in historical individual register data by 
estimating a model that is augmented with equations for other life events. 
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4. Estimation results 
 
4.1. Parameter estimates 
 
Table 3 presents the estimation results for the model specification (2) including interactions 
between t and z(τ). The estimates concern the mortality rate, so a positive value is associated 
with a short lifetime. The lifetime time unit is 1 year (but recall that lifetimes are recorded in 
days).  
Females, individuals from a higher social class, and individuals whose father was 
literate have lower mortality rates than their counterparts. The finding with respect to social 
class is consistent with the large literature on the health-income gradient. The effect of being 
born out of wedlock is extremely large. The latter is in line with the literature on infant 
mortality (see Subsection 2.1).  
We now turn to the effects of macro-economic conditions. Here we focus on the raw 
estimates, whereas in the Appendix we (tentatively) assess the quantitative importance of 
these determinants in detail, and in Section 5 we discuss the policy implications. The most 
striking result is that the GNP value during early childhood has a significantly negative effect 
on the mortality rate throughout life. In other words, macro-economic conditions during early 
childhood have long lasting effects on mortality later in life. The early childhood period 
covers important physical and mental development stages of the child. The availability of 
health facilities, good living conditions, and sufficient nutrition can have large effects on the 
success of this development, with long run implications for mortality. The effect of GNP at 
birth is insignificant. This should not be taken as evidence that economic conditions around 
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the date of birth are irrelevant in the long run. Long run effects of individual socio-economic 
conditions at birth may simply dominate the long run effects of macro-economic conditions 
at birth because around birth the nutrients are taken from the mother whereas between ages 1-
7 they are taken directly from the food brought into the household. Note that unobserved 
heterogeneity cannot explain the estimated long run effects, because, from Subsection 3.2, it 
would give a positive effect of GNP during early childhood on the mortality rate later in life. 
We subsequently estimate a model in which the effects of GNP early in life are 
allowed to vary with the age of the individual. Specifically, we interact the average of GNP at 
ages 0-7 with an indicator of whether age exceeds 50. The corresponding estimate is equal to 
-0.20 (standard error 0.09, t-value 2.1). Evidently, bad macro-economic conditions during 
childhood have a particularly strong effect on mortality at higher ages. This is in line with the 
recent medical literature mentioned in Subsection 3.1.  
The GNP value during the period in which individuals typically enter the labor market 
(age 15-20) is not of influence for later mortality. The effect of the share of the agricultural 
sector in GNP has a positive coefficient, implying that industrialization has on average 
reduced mortality risks. 
The estimated instantaneous effect of GNP is also strong. The corresponding 
coefficients are all negative and mostly significant, implying that mortality rates are lower in 
periods of high production. The size of the instantaneous effect varies with age. A likelihood 
ratio test of the restriction that the effect of contemporaneous GNP is age-independent results 
in rejection.14 The estimated effect is very large and significant for children below 14. It is 
also large and significant for individuals aged between 15 and 34. For those aged above 34 
                                                 
14 Estimates of the restricted model are in Table 4. There are 9 restrictions. The chi-square 
statistic equals 37.6, which by far exceeds the 95% critical value of 19.0. In the restricted 
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the estimated effect is much smaller. Even for those aged above 90, the estimated effect is 
smaller than for those aged between 15 and 34, although it is highly significant. Across all 
ages, the effect is strongest for the ages 1-7. Recall that we also found that the GNP in this 
age interval has the strongest long run effect on mortality later in life. So, macro-economic 
conditions between age 1 and 7 have the strongest instantaneous effect as well as the 
strongest long run effect on mortality. Also, like in the case of the long run effects, the fact 
that the instantaneous macro-economic effect is smaller for babies is probably because the 
health of babies primarily depends on the health of the mother. 
The findings with respect to the instantaneous effects of the GNP are in line with the 
literature. For example, Pritchett and Summers (1996) find positive effects of GNP on infant 
mortality in developing countries. The findings are not necessarily at odds with Ruhm (2000), 
who reports higher mortality rates in periods of economic expansion and attributes this to 
work-related stress, work injuries, and opportunity costs of health enhancing activities. His 
data are from the late 20th century, and the underlying explanations may be less relevant in 
the 19th century, where being out of work could lead to starvation. However, when we 
interact contemporaneous GNP with a 19th century dummy then the estimates show absence 
of differential effects of GNP. Note also that Ruhm (2000) considers adult individuals. We 
find that the effects are strongest for children, and in fact our estimate for individuals aged 
between 35 and 60 is insignificantly different from zero. Of course, mortality due to 
individual labor market decisions does not apply to children.  
Concerning epidemics, the model specification only allows for the cholera epidemic 
in 1849, the smallpox epidemic in 1870, and the influenza epidemic of 1918. The effects of 
other epidemics are insignificant and are omitted (see Subsection 4.2 for more details). The 
                                                                                                                                                        
model, GNP at birth has a significant long run effect, but this merely captures the omission of 
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included epidemics and World War II give, as expected, rise to increased mortality. The 
effect of World War II is not significant, but one has to realize that the World War II dummy 
also measures the effect of missing data during that period.  
The calendar time function ψ2 captures all contemporaneous nation-wide effects that 
are not included in GNP and the share of agricultural production. It turns out that a fourth 
order polynomial suffices for an adequate fit (additional terms do not have explanatory 
power). The estimated polynomial is increasing throughout the observation window. This 
presumably reflects misspecification of the log linear relation between the individual 
mortality rate and contemporaneous conditions on part of the observation window, but of 
course the estimation results do not give a compelling interpretation. Finally, the age 
dependence function (or baseline hazard) ψ1 has the expected U-shaped form, meaning that 
the hazard rates are the highest for infants and for the elderly.  
To illustrate the estimates, we plot the mortality rate as a function of age for three 
cohorts (1812, 1870 and 1912), for males and for females (see Figure 3). In our calculations 
we used sample averages of the individual characteristics and the actual values of the macro-
economic conditions. For the 1912 cohort we stopped the calculations at age 70. A first look 
at the hazard rates reveals the usual U-shaped pattern and the fact that mortality rates for 
women are lower than for men. The 1870 cohort experienced a smallpox epidemic at birth, 
which explains why its mortality rate at birth is so much higher than the corresponding rate of 
the 1812 cohort. This can be seen even more clearly from the lower panel of Figure 3. This 
lower panel also shows that, for a given cohort, there are many fluctuation in the mortality 
rates. These reflect the effects of events like wars, epidemics and changes in macro-economic 
conditions. For example, the large dip around the ages 30-35 in the most upper line (1812 vs 
                                                                                                                                                        
the strong instantaneous effect of GNP at birth on infant mortality. 
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1912) reflects the effect of World War II on the mortality rate of the 1912 cohort. For the 
1870 cohort the same effect is found around ages 70-75.  
 We now turn to estimation results allowing for unobserved heterogeneity. Table 4 
reports estimates of a model in which the unobserved heterogeneity term v has a discrete 
distribution with two points of support (below we consider more general specifications). For 
computational reasons we omit the interaction terms between t and z(τ). This complicates a 
comparison to Table 3. We therefore also report the estimates of a model without unobserved 
heterogeneity and without these interaction terms. The results with unobserved heterogeneity 
are similar to those without. Sign and significance of the main coefficients are unaffected. As 
usual, allowing for unobserved heterogeneity causes the estimated age dependence to be less 
negative and covariate effects to be further away from zero. 
 
4.2. Validation of the results with external data and sensitivity analyses 
 
The data source we use constitutes the only source of mortality statistics available, so a cross 
validation with other data is not possible. However, we may compare the estimated average 
lifetimes to those published by Statistics Netherlands for the whole country since 1868 
(keeping in mind the caveat in Subsection 2.2 on the use of averages as location measures of 
lifetime distributions). Figure 4 depicts average lifetimes at birth for different five-year 
cohorts, for men and women. The dark bars are based on our model estimates whereas the 
blank bars are from Statistics Netherlands. The results are strikingly similar. This confirms 
our statement in Subsection 2.1 that the province of Utrecht is quite representative of the rest 
of the Netherlands. Also, Figure 4 can be taken to suggest that the effect of gender on the 
mean lifetime by cohort is correctly modeled. We made a similar comparison for the average 
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residual lifetime at age 12.5 (nationwide available since 1868). The results are again in close 
agreement. This suggests that the modeling of mortality during childhood by cohort is 
correct. 
We now report estimation results for models with additional explanatory variables. 
For sake of brevity we do not present the full sets of results. Those that are not mentioned are 
virtually identical to those reported in the previous subsection. First, we estimate models with 
interaction terms between gender and all other explanatory variables listed in Table 3. This 
amounts to separate estimation for men and women. The estimates of the parameters of 
interest for men and women are very similar to each other and to those reported in Table 3 (as 
should be expected from Figure 2, the estimated age dependence differs). This is of course in 
line with the fact mentioned in the previous paragraph that the model without these 
interaction terms is well able to explain aggregate life expectancies by cohort for both 
genders. Not surprisingly, the number of significant parameters by gender is smaller than in 
Table 3. For women, the effect of the GNP that prevailed between age 1 and 7 is larger than 
for men (–0.5 versus –0.3, with standard errors of around 0.2). This suggests that women 
suffer relatively heavily from adverse macro-economic conditions during childhood. 
We also considered the inclusion of other indicators of contemporaneous macro-
economic conditions in z(τ), notably the interest rate, the inflation rate, and the share of 
exports in GNP. These all turn out to be insignificant and quantitatively unimportant.  
We also estimate models with additional dummy variables for 1866 and 1871 in z(τ), 
because of the nationwide cholera and smallpox epidemics in those years, but the 
corresponding coefficients are insignificantly positive and very small, so that it can be 
concluded that these epidemics did not have a sizeable effect on mortality in the province of 
Utrecht. We subsequently investigated whether the epidemics primarily affected certain age 
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groups. It is well known that cholera and smallpox often disproportionally inflict small 
children and elderly persons. The estimated interaction effects of epidemics and age 
indicators are sometimes sizeable though always insignificant (note the small number of 
individuals in a certain age category in a certain epidemic). For example, the interaction of 
the 1870 smallpox epidemic and the “age below 1” indicator has coefficient 0.52 (standard 
error 0.33), and the death rate for babies is 3 times higher than in adjacent years. However, 
the other estimates are virtually the same as in Subsection 4.1.  
Other potentially relevant events are the abolition of child labor in 1874 and the 
discovery of penicillin in 1929. However, indicators in z(τ) of τ<1874 and τ<1929 are 
insignificant for all age categories. Presumably, the effects of these events on mortality 
trickled down rather slowly, in which case they are captured by the estimate of the ψ2 
function. An indicator for World War I is also insignificant.  
We also estimate models with the season of birth as additional x variables. These turn 
out to be insignificant. For spring, summer, and fall, the estimates are –0.10, –0.01, and 0.02 
(standard errors 0.06). We also estimate models with additional macro-economic indicators at 
birth as individual explanatory variables, notably the real price of wheat and meat and the 
aggregate rate of childbirth. These are all strongly insignificant.15 Note that high food prices 
are bad for consumers in urban areas but good for farmers. 
In Subsection 3.1 it was argued that individuals with certain x values may suffer 
disproportionally from bad contemporaneous macro-economic conditions. We estimate 
models with interactions between contemporaneous GNP on the one hand, and social class 
and literacy status of the father on the other. The interaction effects are insignificant. This 
                                                 
15 The result on food prices is in line with Bengtsson and Lindström (2003) who report an 
insignificant effect of the price of rye at birth, in Sweden in 1766-1894. 
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implies that the mortality of individuals from different social classes is equally responsive to 
bad current macro-economic conditions.  
As argued in Section 2, the results may be biased by the exclusion of individuals from 
the sample when they are still alive in 2000 and their lifetime is right-censored at zero. We 
investigate this by re-estimating the model with a sample in which the latest cohort is fully 
omitted. The results are very similar to those above. The only noticeable difference concerns 
the interaction between average GNP at ages 0-7 and the indicator of whether age exceeds 50. 
The corresponding estimate is now insignificantly different from zero.  
Concerning the modeling of unobserved heterogeneity one may argue that a discrete 
distribution with two points of support is restrictive. We therefore also estimate models 
allowing for additional points of support. In case of more than three mass points the estimates 
of mass points coincide. In case of three mass points the main estimation results are very 
similar to those in Table 4. To conclude this subsection, the main results are qualitatively and 
quantitatively robust with respect to a very wide range of assumptions.  
 
 
5. Conclusions 
 
One of our key findings is that the effect of macro-economic conditions during childhood on 
mortality later in life is stronger at ages above 50. Such results can only be obtained from 
data with observation windows of unprecedented size, like ours, covering lifetime histories of 
individuals born between 1812 and 1912. To study the effects of contemporaneous and past 
macro-economic conditions on mortality, we specified a flexible class of duration models for 
individual mortality. These allow for contemporaneous and lagged individual and macro-
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economic explanatory variables as well as for a range of interaction terms between mortality 
determinants, a calendar time polynomial capturing developments that are not fully 
synchronous with GNP, and indicators of events like epidemics. 
 Controlling for individual socio-economic background characteristics, we find strong 
effects of macro-economic conditions on mortality. The most striking result is that (macro-) 
economic conditions during early childhood have a large significantly negative effect on the 
mortality rate throughout life. Bad macro-economic conditions during early childhood have a 
particularly strong effect (relatively and absolutely) on mortality at higher ages (above 50). 
Also, women suffer more than men from adverse economic conditions during childhood. The 
effect of GNP around the time at which the individual enters the labor market is insignificant. 
The estimated instantaneous effect of GNP is also strong. Mortality rates are lower in 
periods of high production. The size of the instantaneous effect varies with age. Again young 
children are most affected. The main results are qualitatively and quantitatively robust with 
respect to a wide range of assumptions. 
It can be argued that long run effects of childhood conditions in Western societies 
were more important in the 19th century than they are now because of the shift in the 
mortality spectrum from infectious diseases to chronic diseases. At present our data do not 
enable us to address this, because all individuals are born before 1913, and many of those 
born later are still alive. However, the very recent epidemiological literature using natural 
experiments demonstrates that cohort effects on health and mortality later in life are also 
significant in the 20th century (see e.g. Almond, 2002, and the survey in Doblhammer, 2003). 
Moreover, our results are confirmed by recent studies of the effect of individual socio-
economic conditions on health outcomes like illness indicators later in life. These studies 
invariably point towards childhood conditions as crucial determinants of health later in life. 
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Note that nowadays, in Western societies, childhood mortality is much lower than in our data. 
The current increase of life expectancies in Western societies is propelled by improvements 
in survival at high ages. However, according to our results and those in studies of health 
outcomes, these improvements may be driven to a large extent by improved conditions during 
childhood. 
Our study suggests that the effects of economic conditions during early childhood on 
mortality later in life work by way of nutrition and care in early childhood. After all, we 
correct for effects of epidemics. However, we cannot completely rule out the hypothesis that 
massive exposure to infectious diseases during early childhood increases mortality later in 
life. With a much larger sample size one could focus on this as well as on specific medical 
innovations and policy measures, like the abolition of child labor, in more detail. 
Our results indicate that from a policy point of view it is particularly useful to focus 
on children aged between 1 and 7 in bad economic conditions. The contemporaneous 
mortality of these children, as well as mortality later in their life, can be greatly reduced if 
their conditions are improved upon.  
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Figure 1. Logarithm of annual real per capita GNP in The Netherlands between 1807 
and 1997.  
 
 
 
 
Note: real GNP is measured in 1,000 Dutch Guilders with 1995 as base year. 
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Table 1. Descriptive statistics of some explanatory variables by birth cohort interval. 
 
birth cohort interval midpoint 1817 1827 1837 1847 1857 1867 1877 1887 1897 1907 
Female (%) 
Social class (range 1-6): 
average 
standard deviation 
Father not illiterate (%) 
Mother unmarried at birth (%) 
Born in urban area (%) 
Share agriculture in GNP (%) 
Real per capita GNP at birth 
46 
 
2.7 
1.3 
70 
5.3 
36 
26 
2.3 
52 
 
2.4 
1.2 
72 
4.4 
40 
23 
2.8 
54 
 
2.4 
1.2 
74 
2.4 
38 
22 
3.0 
50 
 
2.5 
1.2 
76 
2.8 
34 
25 
3.0 
45 
 
2.4 
1.3 
80 
2.8 
39 
28 
3.2 
47 
 
2.4 
1.3 
83 
4.1 
34 
28 
4.0 
50 
 
2.6 
1.3 
90 
0.9 
39 
25 
4.5 
49 
 
2.5 
1.2 
92 
2.3 
40 
22 
5.0 
52 
 
2.5 
1.2 
93 
1.2 
42 
19 
5.3 
47 
 
2.5 
1.1 
98 
0.7 
52 
19 
6.2 
Note: real GNP is measured in 1,000 Dutch Guilders with 1995 as base year.  
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Table 2. Descriptive statistics of lifetimes by birth cohort interval and gender.  
 
Birth cohort interval midpoint 1817 1827 1837 1847 1857 1867 1877 1887 1897 1907 
Male 
 
 
Female 
 
  
 
average 
standard deviation 
median 
average 
standard deviation 
median 
39.0 
33 
38.7 
40.8 
32 
34.4 
38.6 
31 
39.0 
37.9 
33 
39.1 
39.6 
32 
44.3 
37.3 
33 
34.7 
32.1 
33 
20.0 
34.5 
31 
31.0 
32.0 
34 
17.0 
33.4 
36 
10.8 
36.2 
35 
24.6 
34.8 
35 
19.7 
41.1 
36 
46.6 
41.6 
35 
54.7 
48.7 
36 
47.8 
48.7 
36 
63.8 
50.2 
34 
66.0 
54.2 
35 
71.5 
49.3 
32 
65.8 
47.2 
34 
65.7 
 % right-censored 8 8 6 13 10 12 10 8 15 6 
Note: reported moments and medians are based on uncensored lifetimes only. 
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Figure 2. Estimated conditional probability of death by birth cohort interval, age category, and gender. 
Figure 2b: Hazard rates for ages [1,5) (in %)
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Figure 2c: Hazard rates for the category [5,20) (in %)
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Figure 2d: Hazard rates for ages [20,50) (in %)
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Figure 2e: Hazard rates for ages [50,70) (in %)
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Figure 2a: Hazard rates for ages [0,1) (in %)
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Note: “hazard rates” are conditional probabilities of death as defined in Subsection 2.2. 
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Table 3. Parameter estimates of the baseline model for individual lifetime duration.  
 
variable estimate t-statistic 
   
Effects of individual characteristics    
  Female -0.112 -2.7 
  Social class  -0.036 -2.0 
  Father is not illiterate -0.096 -1.5 
  Mother was unmarried at the time of birth 2.100 3.5 
  Born in urban area 0.063 1.5 
   
Long run effects of macro-economic conditions   
  Share of agriculture in GNP at birth 0.016 1.9 
  Real per capita GNP at birth -0.099 -0.8 
  Average real per capita GNP at age 1-7 -0.345 -2.6 
  Average real per capita GNP at age 8-14 -0.083 -1.2 
  Average real per capita GNP at age 15-20 0.014 0.4 
   
Instantaneous effects of macro-economic conditions   
  Contemporaneous GNP at age 0-1 -0.342 -2.5 
  Contemporaneous GNP at age 2-7 -0.438 -2.8 
  Contemporaneous GNP at age 8-14 -0.270 -2.0 
  Contemporaneous GNP at age 15-34 -0.184 -2.8 
  Contemporaneous GNP at age 35-50 -0.027 -0.8 
  Contemporaneous GNP at age 51-60 -0.025 -1.1 
  Contemporaneous GNP at age 61-70 -0.034 -2.5 
  Contemporaneous GNP at age 71-80 -0.050 -3.8 
  Contemporaneous GNP at age 81-90 -0.078 -5.6 
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  Contemporaneous GNP at age 90+ -0.105 -5.5 
   
Instantaneous effects of epidemics and wars   
  1848 Cholera epidemic 0.623 2.9 
  1870 Smallpox epidemic 0.719 4.0 
  1918 Influenza epidemic 0.288 1.0 
  World War II 0.070 0.5 
   
Miscellaneous contemporaneous effects   
  first-order Chebyshev polynomial in time 3.083 7.0 
  second-order Chebyshev polynomial in time 1.403 6.2 
  third-order Chebyshev polynomial in time 0.824 8.2 
  fourth-order Chebyshev polynomial in time 0.491 5.6 
   
Log age dependence    
  Age 0-1 1.297 1.9 
  Age 2-7 -0.660 -0.9 
  Age 8-14 -1.125 -1.4 
  Age 15-34 -1.193 -1.8 
  Age 35-50 -1.973 -3.2 
  Age 51-60 -1.480 -2.6 
  Age 61-70 -0.841 -1.6 
  Age 71-80 0.089 0.2 
  Age 81-90 1.177 2.4 
  Age 90+ 2.223 3.9 
Log likelihood function 9078.663 
# of individuals 2628 
Note: effects on mortality rate reported. 
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Figure 3. Mortality rates and differences between mortality rates, for 3 cohorts, by gender.  
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0 10 20 30 40 50 60 70 80 90
Cohort 1812
Cohort 1870
Mortality rates:                                              Male - - - Female
Cohort 1912
 
 41 
 -120
-100
-80
-60
-40
-20
0
20
40
60
80
100
120
0 10 20 30 40 50 60 70 80 90
Change in 1870 vs 1812
Differences between mortality rates (in %) of different cohorts: Male - - - Female
Change in 1912 vs 1812
 
 42 
 
Table 4. Parameter estimates of models with and without unobserved heterogeneity. 
 
variable estimate t-statistic estimate t-
statistic 
     
Effects of individual characteristics      
  Female -0.112 -2.7 -0.157 -3.2 
  Social class -0.038 -2.1 -0.028 -1.3 
  Father is not illiterate -0.091 -1.4 -0.145 -2.0 
  Mother was unmarried at the time of birth 2.137 3.6 3.303 5.2 
  Born in urban area 0.068 1.6 0.066 1.3 
     
Long run effects of macro-economic conditions     
  Share of agriculture in GNP at birth 0.017 12.0 0.014 1.4 
  Real per capita GNP at birth -0.220 -2.5 -0.325 -3.2 
  Average real per capita GNP at age 1-7 -0.287 -3.5 -0.227 -2.5 
  Average real per capita GNP at age 8-14 -0.010 -0.2 -0.007 -0.1 
  Average real per capita GNP at age 15-20 0.062 1.9 0.060 1.8 
     
Instantaneous effects of macro-economic conditions     
  Contemporaneous GNP  -0.051 -4.3 -0.051 -4.3 
     
Instantaneous effects of epidemics and wars     
  1848 Cholera epidemic 0.627 3.0 0.917 3.4 
  1870 Smallpox epidemic 0.694 3.9 0.768 3.2 
  1918 Influenza epidemic 0.327 1.2 0.344 1.2 
  World War II 0.005 0.0 0.009 0.1 
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Miscellaneous contemporaneous effects     
  first-order Chebyshev polynomial in time 
  second-order Chebyshev polynomial in time 
  third-order Chebyshev polynomial in time 
  fourth-order Chebyshev polynomial in time 
 
2.444 
1.108 
0.743 
0.281 
 
5.9 
5.4 
8.1 
3.7 
2.647 
1.059 
0.758 
0.257 
5.7 
4.3 
6.7 
2.8 
Log age dependence      
  Age 0-1 
  Age 2-7 
  Age 8-14 
  Age 15-34 
  Age 35-50 
  Age 51-60 
  Age 61-70 
  Age 71-80 
  Age 81-90 
  Age 90+ 
0.267 
-2.107 
-2.174 
-2.327 
-2.297 
-1.696 
-1.015 
-0.172 
0.488 
0.878 
 
0.4 
3.6 
3.4 
3.8 
4.1 
3.3 
2.1 
0.4 
1.1 
2.0 
 
-0.068 
-2.093 
-2.167 
-2.326 
-2.295 
-1.692 
-1.004 
-0.151 
0.535 
0.971 
 
0.3 
3.2 
3.3 
3.5 
3.8 
3.0 
1.9 
0.4 
1.0 
1.8 
 
Unobserved heterogeneity distribution     
log(Pr(v=1)/(1-Pr(v=1)))         (Pr(v=1)≡1-Pr(v=c))   1.432 
(0.807) 
15.5 
exp(c)   3.905 34.9 
     
Log likelihood function 9097.470 8908.799 
# of individuals 2628 2628 
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Figure 4. Average lifetime at birth by gender and five-year cohort interval.  
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Appendix. The quantitative importance for mortality of macro-economic conditions at 
various stages of life 
   
We assess the quantitative importance of contemporaneous and past macro-economic 
conditions on age-specific mortality rates and life expectancies using the numbers reported in 
Table 3. The results are tentative as they depend critically on the fact that ψ2 is specified as a 
function of τ instead of z(τ) (recall the discussion in Subsection 3.1; the current specification 
implies that ψ2 does not change if z(τ) changes). 
The elasticities of the age-specific mortality rate with respect to contemporaneous 
GNP and with respect to GNP during childhood are straightforward to calculate. In the basic 
model they equal the corresponding (age dependent) coefficient times the corresponding 
GNP level, so they are independent of individual characteristics except age. The fact that they 
are linear in the GNP levels is an artefact of the specification of the log individual mortality 
rate as a linear function of GNP. This leads to very large elasticities for the higher ages in the 
latest cohort, and these should obviously not be taken too seriously, so we focus on averages 
across cohorts. Moreover, note that an elasticity corresponds to a change of the GNP level in 
a certain age (or time) interval, but the length of this interval differs across different 
elasticities. The elasticity relating GNP during childhood to the mortality rate later in life 
concerns a simultaneous change in all years in the age interval 1-7. Formally, the elasticity 
for a contemporaneous change concerns a change in the current level only, but in reality, 
because of the continuity of GNP, and because the GNP effect is identified from non-
experimental data, it makes more sense to interpret it as a change in a certain interval around 
the point of interest. In case of children it does not make sense to distinguish between a 
contemporaneous effect and a long run effect. Basically, the GNP effect for children is the 
sum of the corresponding elasticities. 
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Keeping this in mind, we find that the elasticity of the child mortality rate with respect 
to GNP is typically very large (around –1.4). Among adults, the elasticity with respect to 
GNP in early childhood is also rather large (around –0.7), whereas the elasticity with respect 
to contemporaneous GNP is small (around –0.2).  
Now let us turn to effects on life expectancies at birth, i.e. on the expectations of the 
lifetime distributions described by the estimated model. Note that the values of the mortality 
rate elasticities cannot be translated easily into values of elasticities of life expectancies, 
because of the age dependence of the mortality rate.16 This is even true for the elasticity of 
the residual life expectancy conditional upon survival into adulthood with respect to GNP 
during childhood. We focus on “average” individuals, defined by the sample average of the 
individual characteristics in a specific cohort. We also average over cohorts. We merely 
report rounded-off numbers. 
Suppose that at each point of time during a lifetime, the GNP would be 10% larger 
than it was in reality. On average, this increases the life expectancy by around 12.5%. In 
years this is around 5 years, given a baseline average life expectancy of 40 years. Roughly 
speaking, 6.5% from this 12.5% gain is due to a reduction in childhood mortality. This 
corresponds to around 2.5 extra years of life. Another 3.5% from this 12.5% (1.5 years extra 
years of life) is due to the long run effects of GNP during childhood. Finally, 2.5% from this 
12.5% (1 year) is due to the effect of contemporaneous GNP for adults. The ranking by 
importance of these three contributions is in agreement to the ranking of the corresponding 
elasticities. Increases in GNP lead primarily to a reduction in childhood mortality. Secondly, 
improved macro-economic conditions during childhood have a long run effect on adult 
mortality. Thirdly, and quantitatively least importantly, increases in GNP lead to an 
instantaneous reduction of adult mortality. 
                                                 
16 Most probability mass of the lifetime distributions is concentrated in two specific areas: 
around a peak at zero, representing child mortality, and at a hump at high ages. The precise 
location of the latter hump varies over calendar time. 
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The decomposition results are obtained by successively “switching off” parameters, 
and they depend somewhat on the sequence of decomposition, because the components are 
not additive. Moreover, if one considers heterogeneous individuals then the aggregate long 
run effect of GNP during childhood is smaller than above, because it is mitigated by the 
selection effect of GNP during childhood on the composition of survivors.  
Note that the prediction by the model of the mean elasticity of the life expectancy 
with respect to GNP during life (1.25) is larger than expected from the observed changes of 
GNP and life expectancy over the observation window. This reflects a deficiency of the 
model specification, in particular the log linear specification of the individual mortality rate 
as a function of GNP.  
 
