Person re-identification systems (person Re-ID) have recently gained more attention between computer vision researchers. They are playing a key role in intelligent visual surveillance systems and have widespread applications like applications for public security. The person Re-ID systems can identify if a person has been seen by a non-overlapping camera over large camera network in an unconstrained environment. It is a challenging issue since a person appears differently under different camera views and faces many challenges such as pose variation, occlusion and illumination changes. Many methods had been introduced for generating handcrafted features aimed to handle the person Re-ID problem. In recent years, many studies have started to apply deep learning methods to enhance the person Re-ID performance due the deep learning yielded significant results in computer vision issues. Therefore, this paper is a survey of the recent studies that proposed to improve the person Re-ID systems using deep learning. The public datasets that are used for evaluating these systems are discussed. Finally, the paper addresses future directions and current issues that must be considered toward improving the person Re-ID systems.
I. INTRODUCTION
Person Re-Identification (Person Re-ID) has recently attracted academic attention in the field of computer vision. There is an increasing demand for robust intelligent video surveillance due to their importance in modern society for security purposes, such as preventing crimes and terrorist activities, forensic investigation, etc. Governments strive hard to improve surveillance technology for the safety of its citizens. Automating the monitoring and analyzing recorded videos is among the essential and important tasks in intelligent video surveillance systems. However, this monitoring by a human is time and effort consuming. Person Re-identification is a significant task in intelligent video surveillance systems. It is defined as the process of reidentifying and recognizing the same person over a set of non-overlapping cameras in multi-camera surveillance systems in disparate geographical areas [1] , [2] .
Person Re-ID is a challenging issue since the videos are recorded by non-overlapping cameras under different The associate editor coordinating the review of this manuscript and approving it for publication was Huiyu Zhou. environments. As a result, using primary biometric data, such as face is not useful for this task. Researches focus on the appearance of a person but also there is a large ambiguity of visual appearance caused by intra-class and inter-class problems. In practice, this means that the same person can appear differently, and different persons might look similar. The inter-class and intra-class problems occur essentially because of the changes in human body poses, illumination, scene occlusions, viewpoint, camera settings and background noise at short time and longtime [3] , [4] . So, extracting robust features under different conditions and mapping the features from the same groups closer than a different group to re-identify the same person across separate cameras is a fundamental and critical problem in person Re-ID system.
There are two basic modules for the traditional person Re-ID system: features learning and distance metric learning [5] . Feature learning focuses on extracting discriminative features that are robust to challenging issues such as illumination and pose. Distance metrics focus on finding a metric that computes the similarity between features of two images and reduces the distance between images of the same person as much as possible and increases the distance between images of different persons as much as possible. In so doing, the intra-class distance is minimized, and the inter-class distance is maximized [6] , [7] . There are two types of features which can be used for reidentification process. The first type is appearance-based features that are defined by persons' clothing and objects carried and so on. The second type is biometric-based features (primary biometric and soft biometric) [8] . These features can be extracted by hand-crafted methods or deep learning methods. Hand-crafted methods are the traditional methods used to extract low-level features, such as extracting color features by histogram and extracting texture by Local Binary Pattern (LBP) [1] , [9] , [10] . Hand-crafted features and metrics are not effective in the case of large intra-class and inter-class variations. Recently, Deep learning methods (like the Convolutional Neural Networks CNN) have been widely applied to solve many computer vision problems including image classification, face recognition, object recognition, etc. [11] , [12] . Some deep learning models can combine the feature learning and the distance metric learning into one integrated framework. So, many recent person Re-ID studies adopted Deep learning-based methods to achieve more accurate results [10] . Several studies combined deep learning methods with the hand-crafted methods, such in [13] and [14] , hand-crafted features such as color, LBP and Local Maximal Occurrence (LOMO) features are combined with CNN and Long Short-Term Memory networks (LSTM).
Person Re-ID systems fall into three main categories. The first category is image-based person Re-ID (Single-shot/ Multiple shots) which depends on pairs of images only, each pair has a single shot or multi-shots of a person's appearance. Most of the existing person Re-ID approaches are listed under this category. The second category is video-based person Re-ID which works by searching multiple frames representing the same person. Unlike image-based person Re-ID, video-based person Re-ID can display a person in each frame in different poses and from different standpoints. Moreover, it contains not only the appearance features but also the spatial-temporal features, such as motion patterns and gait. The last category is the image to video person Re-ID which searches the person's image in the video sequence [1] , [6] .
Person Re-ID can be done in a short-period of time as well as a long-period. The short-period of time such as when a person appears in camera A, and then appears in camera B after seconds or minutes. Long-period of time, such as when a person appears in camera A, then after days he appears again in camera A or B. Appearance features, such as clothes, are commonly used to re-identify a person on short-period time, and most of the current researches focus on short-period time Re-ID. However, in real surveillance systems, the variations of visual appearance over time affect the recognition of the person. So, some researchers try to use another type of features such as soft biometric features or the combination of both appearance-based features and biometric-based features [7] , [15] .
The performance of person Re-ID system is measured by cumulative matching characteristics (CMC) which it used commonly for computing the accuracy at rank-k (k number of top images) which it is defined as the probability that the true identity is within the first 1,5,..k ranks of the ranked list [1] , [2] , [7] . Another widely used metric for measuring the accuracy is the mean average precision (mAP), considering person Re-ID as a retrieval task.
The contribution of this work consists in: -Explaining the popular architecture of traditional and deep learning person Re-ID systems. -Discussing the recent deep learning person Re-ID systems categorized under three main categories based on the input type: image-based, video-based and image to video person Re-ID systems. -Comparing top-rank accuracy results achieved in common datasets using existing state-of-the-art models. -Exploring the major challenges that affect the person Re-ID systems and guide future research directions. This survey is organized as follows: in Section II, we discuss the general architecture for person Re-ID System. In Section III, we review the current deep learning methods designed for person ReID as per input type. In section IV, we present the common datasets that used for evaluating the existing deep learning models. In section V, we highlight the current issues in person Re-ID systems and future directions. Finally, we conclude the paper in Section VI.
II. GENERAL ARCHITECTURE FOR PERSON Re-ID SYSTEM
The traditional Person Re-ID system has two main steps as shown in Figure 1 . It starts by taking the input image (probe image) for a person that has been captured from a camera (Cam 1). Then, the discriminative features are extracted by special handcrafted extraction methods such as color histograms, texture descriptor and Bag-of-Words [16] and represented as a feature vector. The goal of person Re-ID now is to find a person image (probe image) in all gallery images, where the gallery has a set of images that have been captured from other cameras (Camera 2,3,4, etc.). This is achieved by learning the distance between the probe image and all gallery images using a special distance metric such as KISSME [17] and XQDA metric [18] and returning top-ranked list of gallery images with the smallest distances. Recently, deep learning methods and distance measures have been used together in one unified framework to find out whether the two images are for the same person or not, ( Figure 2 ). This is done either by modifying existing deep learning architectures or designing new deep neural networks. The common deep models used in the existing studies and achieved good results are ResNet-50 [19] , inception-v3 [20] , CaffeNet [21] and AlexNet [22] .
The loss function plays a critical role in training deep learning models which makes the distances between the different pairs of person images larger than those between the pairs of similar images [23] . In general, loss functions are divided into pairwise loss functions and triplet loss functions [10] , [24] , [25] . A single or a combination of loss functions can be employed in deep learning models for person Re-ID task and the proper selection for them can add significant improvement in the overall performance of person Re-ID systems.
Most of the existing studies are based on hand-crafted methods. However, such features are not discriminative enough, and they are not invariant against inter-class and intra-class variations. Therefore, in this survey, only deep learning methods are discussed because they have achieved a significant improvement in person Re-ID systems comparable with hand-crafted methods.
III. DEEP PERSON Re-ID SYSTEMS CATEGORIES
There are three types of probe input and gallery set: 1) the probe is a static image and the gallery is a set of images.
2) The probe is a sequence of video frames and the gallery is videos frames. 3) The probe is the static image and the gallery is video frames. The deep learning methods are categorized under three categories based on these three types of probe input and gallery set. The studies in this review are divided into three categories: image-based person Re-ID, video-based person Re-ID and image to video person Re-ID, (Figure 3 ). In general, these studies have gone into two directions, some of them improve person Re-ID by building a new special deep learning model to extract robust features, and the others used existing models but focus on loss functions to enhance the person Re-ID.
A. DEEP IMAGE-BASED PERSON Re-ID SYSTEMS
Image-based person Re-ID has attracted more attention in person Re-ID research. It focuses on matching static person images across disjoint camera views. The commonly used features for this task are the appearance-based features, such as clothes. The image-based person Re-ID studied from many aspects under different scenarios to improve its results. One of these aspects is dividing the image-based person Re-ID models into three types based on the type of image: RGB, RGB-Depth and RGB-Infrared images.
1) RGB IMAGE-BASED PERSON Re-ID
The first study used deep learning model for person Re-ID was proposed by authors in [26] . They introduced a deep filter pairing neural network, called DeepReID. This model contained six layers which can handle misalignment, occlusion, noisy background, photometric and geometric transformations. The first layer was a convolution layer, it was used for extracting the local features from the image. Then, max-pooling layer was adopted to make the features more robust against local misalignment. After that, a patch matching layer was added to match the filter output of local patches across different views. To increase the patch matching robustness, a maxout-grouping layer was adopted, it divided patch displacement matrices into a number of groups, and only the maximum activation value in each group was selected to form a single output and passed to the next layer. Then, another convolution layer and max-pooling layer were added to extract the local features of body parts on a larger scale. The Filter pairs and the maxout-grouping layer were used to learn photometric transforms. A patch matching layer, a convolution, max-pooling layers and fully connected layer were used for learning geometric transforms. Finally, the fully connected layer and softmax loss function were adopted to measure if the two person images were similar or not. A large dataset named CUHK03 was built which contains 13,164 images for 1,360 persons. A cumulative matching characteristic (CMC) was used for performance evaluation. Experiments were conducted using both labeled and detected persons bounding boxes. It achieved 20.65% at rank-1 in labeled dataset and 19.89% in the detected dataset.
To improve the re-identification of a person, the authors in [27] proposed an improved deep learning architecture for person Re-ID. This architecture used tied convolution layer rather than a single convolution layer to find the local relations among the two input images. It started with double layers of tied convolution and max-pooling to extract high-level features for each of two input images. Then a novel layer was adopted that found the differences between features of the two views by comparing the features from one input image with the features extracted from adjacent locations of the other image. Then, a patch summary layer was added to summarize all the maps of the neighboring differences that produced from the previous layer by extracting their local differences into a small patch summary feature. After that, additional convolution and max-pooling layers were added to find the spatial relationships across neighboring differences. Finally, another two fully connected layers and softmax loss function were added to determine whether both images referred to the same person or not. Experiments were conducted using three datasets: CUHK03, CUHK01 and VIPeR. The cumulative match characteristic (CMC) was applied for evaluating the model. In CHUK03 labeled dataset, it achieved 54.74% at rank-1. In CHUK03 detected dataset, it achieved 44.96% at rank-1. In CUHK01 dataset with 100 test identities, it achieved 65% at rank-1. In CUHK01 dataset with 486 test identities, it achieved 40.5% at rank-1. In VIPeR dataset, it achieved 34.81% at rank-1.
To extract better features from a person image, authors in [28] introduced multi-channel parts-based CNN with improved triplet loss function to extract the features of overall body and local body parts. It contained one convolution layer as a global layer, one convolution layer for complete body, four convolution layers for body parts, five channel-wise full connected layers, and one network-wise full connected layer. A full body channel with the entire global convolution layer was used to extract global full body features and four convolution layers were used to extract local features for a person's body parts. Triplet images were used to train the model. The improved loss function was used, and it helped to bring the images of the same person closer together and push the images of the different persons faraway from each other. The four widespread person Re-ID datasets were used, i-LIDS, PRID2011, VIPeR and CUHK01. The cumulative match characteristic (CMC) was used for evaluating the model. In i-LIDS dataset, the results at rank-1 to rank-20 ranged from 60.4% to 97.8%. In PRID2011 dataset, the results at rank-1 to rank-20 ranged from 22% to 57%. In VIPeR dataset, the results at rank-1 to rank-20 ranged from 47.8% to 91.1%. In CUHK01 dataset, the results at rank-1 to rank-20 ranged from 53.7% to 96.3%. It was observed that the body parts with the person's face and shoulder achieved the best performance, while with the lower parts of the body, the performance gradually decreased, and the body parts that contained the person legs and feet achieved the lowest performance.
Since some human body parts have very important features to distinguish different persons, authors in [29] proposed a parts-based approach called DeepDiff for learning deep difference features on human body parts. It focused on dividing the body into many parts and extracting the deep features from these parts using three deep neural subnets networks. Each subnet can handle a type of intra-class variations. Using pyramid partition architecture, the image of a person body was divided into 12 parts via Deep Decompositional Network. Then, the first subnet was used to extract difference features from input data. The second subnet was used for extracting difference features from features maps to decrease the impact of variations. The last subnet was applied to extract difference features from spatial variations. The similarities between those corresponding parts were evaluated using softmax to make the final decision, whether the two images belong to the same person or not. CUHK03, CUHK01 and VIPeR datasets were used for the experiments. The cumulative match characteristic (CMC) was applied for evaluating the performance of the model on these datasets. In CUHK01 dataset, the results at rank-1 to rank-20 ranged from 47.9% to 86.9%. In CUHK03 labeled dataset, the results at rank-1 to rank-20 ranged from 62.4% to 96.7%. In CUHK03 detected dataset, the results at rank-1 to rank-20 ranged from 54.8% to 95.9%. In VIPeR dataset, the results at rank-1 to rank-20 ranged from 43.2% to 86.1%. This model helped to gather more information and extracted different features between the local regions.
From the concept of that full-body and parts-body features complete each other, the authors in [30] proposed person reidentification model with human body region guided feature decomposition and fusion, called Spindle Net. In this model the input image was prepared by using Region Proposal Network ( Figure 4 ). The Region Proposal Network process started with detecting the 14 body joints from the input image of a person by Convolutional Pose Machines with improvements to decrease the model complexity. Then, Region Proposal Network was getting 7 body sub-regions (3 macro and 4 micro sub-regions) depended on body joint locations that were previously detected. The macro sub-regions were head-shoulder, upper body and lower body, and the micro sub-regions were two arms and two legs. Then, Spindle Net model was applied; it consisted of two main components. The first component was the Feature Extraction Network, it took the person image together with the sub-regions as input and computed one global feature vector of the complete person image and seven sub-regions feature vectors for the seven body sub-regions. It contained three convolution stages and two pooling stages. The second component was Feature Fusion Network which can compute the final feature vector by merging the eight feature vectors together, the feature vector of full person image and the feature vectors of body sub-regions, by using a tree-structured fusion strategy. The last features vector was used to decide about various persons by using softmax loss. This model was applied to seven public datasets and cumulative match characteristic (CMC) was adopted for evaluation. In CUHK03, the results at rank-1 to rank-20 ranged from 88.5% to 99.2%. In CUHK01, the results at rank-1 to rank-20 ranged from 79.9% to 98.6%. In PRID, the results at rank-1 to rank-20 ranged from 67.0% to 92.0%. In VIPeR, the results at rank-1 to rank-20 ranged from 53.8% to 92.1%. In 3DPeS, the results at rank-1 to rank-20 ranged from 62.1% to 95.7%. In LIDS, the results at rank-1 to rank-20 ranged from 66.3% to 95.3%. In Market-1501, the results at rank-1 to rank-20 ranged from 76.9% to 96.7%. In their proposed SenseReID dataset, the results at rank-1 to rank-20 ranged from 34.6% to 66.7%.
Instead of using the defined rigid parts of the body for extracting full and parts body features, authors in [31] introduced deep multi-scale context-aware model for learning the features over body and latent parts. This model consisted of a multi-scale convolutional network with Spatial Transformer Networks rather than directly using a single-scale convolution layer and pooling layer for efficient feature learning across latent body parts. It contained an initial convolution layer to extract the low-level global features maps of the body-based representation. Then for part-based representation, four multi-scale convolution layers were used to get the composited image context information. Dilated convolution was adopted for the convolution filter with different ratios to capture different scale context information. Then all dilation features maps were concatenated to get a final output of the existing convolution layer. These outputs were embedded on a layer by layer convolution operation. At last, overall body features and local body parts features were integrated as the final person representation. Spatial Transformer Networks was adopted for localizing three body parts corresponding to the head-shoulder, upper body and lower body parts. It contained two elements, the spatial localization network to find the transformation parameters, and the grid generator to illustrate the probe image using a bilinear image interpolation kernel. So, this model can detect the proper latent parts automatically for feature extraction. Softmax loss function was adopted for prediction tasks. This model was evaluated on the main person Re-ID datasets: Market1501, CUHK03 and MARS. The cumulative match characteristic (CMC) was adopted for performance evaluation. In Market1501 with a single query, it achieved 80.31% at rank-1 and 86.79% for multiple queries. In CUHK03 detected dataset, the results at rank-1 to rank-20 ranged from 67.99% to 97.83%. In CUHK03 labeled dataset, the results at rank-1 to rank-20 ranged from 74.21% to 99.25%. In MARS, the results at rank-1 to rank-20 ranged from 71.77% to 93.08% for one query and from 83.03% to 66.43% for multiple queries.
Inspired by recent researches on Neural Architecture Search (NAS) [32] , authors in [33] introduced a part-aware module for the person Re-ID called Auto-ReID and used it as a baseline for building a number of optimal Re-ID architectures in NAS search space. This was the first work for automated NAS for Re-ID task that considered the body structure. This model started by dividing input feature tensor into four body parts and extracted the features from them. Then, a selfattention technique was applied on features vectors to get more distinctive body parts features at each part. After that, each part of body features vectors was repeated and joined to restore them into the same spatial form of input. The resulted global feature tensor from the previous step was fused with the original input tensor by a one-by-one convolutional layer to produce the final output. retrieval loss is adopted which consisted of cross-entropy and triplet losses. Macro structure of ResNet [17] was used as a baseline network. This module was applied in public datasets: Market-1501, CUHK03 and MSMT17. The cumulative match characteristic (CMC) and mean average precision (mAP) were adopted for evaluation. In Market1501, it achieved 94.5% (85.1% mAP) at rank-1. In CUHK03, it achieved 77.9% (73.0% mAP) at rank-1 for labeled dataset and 73.3% (69.3% mAP) for detected one. In MSMT17, the results at rank-1 to rank-10 ranged from 78.2% to 91.1% (52.5% mAP).
Due to the critical impact of the loss function in person Re-ID systems, authors in [34] defended the triplet loss for person Re-ID. They trained CNN with triplet loss for proving that a good implement of triplet loss has a critical impact on the performance of person Re-ID system. Variants of triplet loss were used, and then the setting that worked best was identified for person re-identification. The selected triplet losses were tested on a pre-trained network and a network trained from scratch. The batch hard and batch all were proposed, they corresponded to the standard triplet loss. In pre-trained network, ResNet-50 architecture was used and replaced the last layer by two fully connected layers for Re-ID task. For a trained network from scratch, a network called LuNet was designed. LuNet followed the style of ResNet-v2 with some improvements in the layers. Market-1501 and MARS dataset were used for evaluating both the pre-trained network and the network that was trained from scratch, and the CUHK03 dataset for pre-trained network. The cumulative match characteristic (CMC) and mean average precision score (mAP) were adopted for measuring the performance. By comparing the results for the different formulations at several margin values, the best results were achieved by the soft-margin variations of the batch hard loss. In MARS dataset, on pre-trained network, it achieved 79.80% at rank-1 and 91.36% at rank-5 (67.70% mAP); On LuNet, it achieved 75.56% at rank-1 and 89.70% at rank-5 (60.48% mAP). In Market-1501 with a single and multiquery, the results at rank-1 to rank-5 ranged from 84.92% to 96.29% (from 69.14% to 76.42% mAP) on pre-trained network; On LuNet, the results at rank-1 to rank-5 ranged from 81.38% to 95.16% (from 60.71% to 69.07% mAP). In CHUK03 with labeled dataset, it achieved 89.63% at rank-1 and 99.01% at rank-5 on the pre-trained network. In CHUK03 with the detected dataset, it achieved 87.58% at rank-1 and 98.17% at rank-5 on the pre-trained network. The experiments approved that used a triplet loss (especially batch hard) achieved advanced results with a pre-trained model and with a model that was trained from scratch.
The triplet loss has a limitation, it cannot make a complete using of batch information, therefore there is a need to manually select hard negative samples which consume a lot of time. To overcome this problem, authors in [35] adopted lifted structured loss for learning deep features embedding. The loss function of the proposed network was built according to the combination of lifted structured loss and the identification loss to examine together the relative information of the image (positive or negative) and the correct identity information. A One-branch CNN model was used, which contained 9 convolutional layers, 4 max-pooling layers, 2 fully connected layers, and a softmax loss function. The experiments were performed on publicly existing datasets, Market-1501, CUHK01, CUHK03 and VIPeR. The cumulative match characteristic (CMC) was adopted for evaluation. In Market-1501, the results at rank-1 to rank-10 ranged from 84.53% to 95.58%. In CUHK03 labeled dataset, the results at rank-1 to rank-10 ranged from 81.6% to 98.9%. In CUHK03 detected dataset, the results at rank-1 to rank-10 ranged from 79.9% to 98.7%. In CUHK01, the results at rank-1 to rank-10 ranged from 70.2% to 95.5%. In VIPeR, the results at rank-1 to rank-10 ranged from 47.3% to 88.1%.
Most of the previous studies trained the deep model with pairwise or triplet loss using Euclidean distance metric to compute the similarity. However, Euclidean is suboptimal for complicated features in images with large variations. So, authors in [36] introduced deep adaptive feature embedding model with local sample distributions. In this model, the distance metric was adapted into local range and found the appropriate positive samples toward getting a robust deep embedding in the situation of large intra-class variations. The Convolutional Restricted Boltzmann Machines [37] was used to extract the appearance features from person images. Then, the similarity was computed, and the one hard quadruplet was chosen from the local range of positive and negative pairs. After that, the features were extracted from each sample in hard quadruplet by Convolutional Restricted Boltzmann Machines. The specific local loss was adopted, which is an extension of triplet loss. It offered more triplet pairs to compute similarity based on a large margin criterion. For improving the efficiency of training, a neighborhood based gradient memorization method was applied to reuse previous gradients. The experiments were done on Market-1501, CUHK01, CUHK03 and VIPeR datasets. The cumulative match characteristic (CMC) was adopted for evaluation. In Market-1501, the results at rank-1 to rank-20 ranged from 84.14% to 98.07%. In CUHK03, the results at rank-1 to rank-20 ranged from 73.02% to 98.58%. In CUHK01, the results at rank-1 to rank-20 ranged from 71.60% to 97.25%. In VIPeR, the results at rank-1 to rank-20 ranged from 49.04% to 96.20%.
While hard triplet loss consumed a lot of time and picking more hard triplets affected the training process, the authors in [38] went beyond the triplet loss and proposed a deep quadruplet network. In this work, a quadruplet ranking loss is used to improve the lack of triplet loss by considering two aspects in one quadruplet. The first aspect is finding correct orders for pairs and the second aspect was focusing on push negative pairs faraway from positive pairs. This resulted in higher inter-class changes and smaller intra-class changes; therefore, the performance was improved. To handle the weakness of normalization, a fully connected layer with a 2-dimension output was added. Then, the softmax loss function was adopted to normalize the 2-dimension output and send one-dimension to triplet loss. Given the fact that the triplet loss is training a model just according to a relative distance between positive and negative pairs, the quadruplet loss presented a new constraint that considered the orders of positive and negative pairs with various input images. By using this new constraint, the lowest inter-class distance has to become larger than the highest intra-class distance even if the pairs contained the same input images. The adaptive margin threshold was adopted to describe the average distance of the two distributions, it must have a positive relation with the average distance and avoidance over or under the sampling problems. A pre-trained AlexNet model was used. The experiment was done with three datasets including CUHK03, CUHK01, and VIPeR. The cumulative matching characteristic (CMC) was adopted for evaluation. The experiments were conducted with various loss functions and provide numerous baselines to explain the efficiency of each component in the proposed method. When comparing the performance between improved triplet without softmax and improved triplet with softmax, the research concluded that applying the softmax added a little enhancement in the performance of the triplet loss. By applying the new constraint on all datasets, the quadruplet had better performance than the improved triplet losses. Also, it was obvious that when used the network with the proposed margin-based online hard negative mining, the results of the quadruplet were improved. In CUHK03, the results at rank-1 to rank-10 ranged from 75.53% to 99.16%. In CUHK01(486 person), the results at rank-1 to rank-10 ranged from 62.55% to 89.71%. In CUHK01(100 person), the results at rank-1 to rank-10 ranged from 81% to 98%. In VIPeR, the results at rank-1 to rank-20 ranged from 56.11% to 96.97%.
To overcomes the generalization limitations of the triplet loss, the authors in [39] introduced A Discriminatively Learned CNN Embedding and a similarity metric model which integrated identification loss and verification loss. This model was built on Siamese network architecture. It consisted of two pretrained CNN models, three extra convolutional layers, one square layer, and three losses. The pretrained model ResNet-50 was used as baseline network but the fully connected layer was replaced by convolution layer and softmax. A cross-entropy loss was used for identity prediction. A nonparametric layer called the square layer was used to compare the high-level features for computing the similarity. For experiments, Market1501, CUHK03 and Market1501+500k dataset were used. Also, this model was tested on Oxford Buildings which it is a popular images retrieval dataset. The cumulative match characteristic (CMC) was used for the performance evaluation. In Market1501, the results at rank-1 was 79.51% for single query and 85.84% for multiple query. In CUHK03, the results at rank-1 to rank-10 ranged from 83.4% to 98.7% by Single-Shot. In CUHK03, the results at rank-1 to rank-10 ranged from 88.3% to 97.8% by multi shot. In Market1501+500k, it achieved 68.26% at rank-1. In Oxford5k, the accuracy results by CaffeNet or VGG16 ranged from 66.2% to 76.4%. In [40] , authors proposed four stream Siamese convolution neural network with joint verification and identification loss. A quartet loss function was introduced for training the model. Four images were used as input, two images are matched, and the other two images are mismatched. The components of the verification and identification models were integrated to improve person re-identification accuracy, which inter-class variations increased by identification model, and the intra-class variations decreased by verification model. A pre-trained network AlexNet was used as baseline network. For verification, the features were extracted from low-level layers; whereas, for identification, the features were extracted from higher-layers. The identification loss was determined using a softmax layer for classification. The cross-entropy loss was used for predicting the true identity.
In the experiments, four person Re-ID datasets were used: VIPeR, CUHK03, CUHK01 and PRID2011. The cumulative match characteristic (CMC) was used for the performance evaluation of the proposed model. In VIPeR, the results at rank-1 to rank-10 ranged from 68.7% to 94.6%. In CUHK03, the results at rank-1 to rank-10 ranged from 85.5% to 99.8%. In CUHK01, the results at rank-1 to rank-10 ranged from 83.95% to 98.97%. In PRID2011, the results at rank-1 to rank-10 ranged from 75% to 97%. Person Re-ID performance was improved when considering it as a verification task and identification task instead of considering it as each one independently.
To integrate spatial relationship into feature learning, several studies employed Recurrent Neural Network (RNN) in their model. Authors in [41] introduced Deep Spatially Multiplicative Integration Networks. This model consisted of two-stream CNNs, M-Net [42] and D-Net [43] , to extract the features. Then, the output from each CNN were fused by multiplicative integration gate. The result from previous step was sent to a stacked four-directional recurrent layers to find the spatial relationships. To compute the similarity, the cosine function and binomial deviance loss function were adopted. Three common datasets: CUHK03, Market-1501, and VIPeR were used for the experiments. The cumulative matching characteristic (CMC) was adopted for evaluation. In Market-1501, the results at rank-1 to rank-20 ranged from 67.15% to 97.08%. In CUHK03, the results at rank-1 to rank-20 ranged from 73.23% to 97.52%. In VIPeR, the results at rank-1 to rank-20 ranged from 49.11% to 93.47%. In [44] , authors presented a deep visual attention model with efficient spatially recursive encoding structure for fine-grained visual recognition. This model can detect distinctive parts of image and convert them into spatial representation. Each image features were extracted by two-stream Convolution neural networks CNNs, M-Net and D-Net. Then, the outputs from the previous step were integrated by bilinear pooling at each location. The spatial LSTMs with visual attention convert recursively the bilinear pooling outputs into spatial representations and hidden states were generated as feature representation. This feature representation was sent to a softmax layer where a cross-entropy loss was used for classification. For experiments, three datasets including CUHK03, Market-1501, and VIPeR were used. The cumulative matching characteristic (CMC) was adopted for evaluation. In Market-1501, the results at rank-1 were 64.23%. In CUHK03, the results at rank-1 to rank-20 ranged from 65.23% to 98.52%. In VIPeR, the results at rank-1 to rank-20 ranged from 56.11% to 96.97%.
Authors in [45] proposed Cross-Entropy Adversarial View Adaptation Framework. In this framework, two asymmetric mappings, probe mapping and galley mapping, were learned using M-Net and D-Net where each one is dependent on the other. To minimize the distance between probe and gallery mapping and make view-invariant feature space, cross-entropy adversarial mapping loss was adopted. Then, a similarity discriminator network with a margin-based separability was adopted with the Euclidean distance of positive and negative pairs to find the effective similarity metrics. Four datasets were used for experiments: VIPeR, CUHK03, Market-1501, and DukeMTMC-reID. The cumulative matching characteristic (CMC) was adopted for evaluation. In VIPeR, the results at rank-1 to rank-20 ranged from 55.9% to 97.7%. In CUHK03, the results at rank-1 to rank-20 ranged from 88.9% to 99.9%. In Market-1501, the results at rank-1 to rank-20 ranged from 89.1% to 99.7%. In DukeMTMC-reID, the results at rank-1 to rank-20 ranged from 80.1% to 96.9%.
Pedestrian misalignment is one of the critical problems in person Re-ID ( Figure 5 ). Most existing studies focused on extracting the feature vectors from high-level convolution layers to overcome affine transformations, but this method cannot handle misalignment problems such as pose variations. Authors in [46] proposed a new Adaptive Alignment Network to handle the misalignment challenge to get an accurate and robust person Re-ID by learning both patch-wise and pixel-wise alignments from coarse to fine. Adaptive Alignment Network consisted of a base network that was built on ResNet-50, a patch alignment module and a pixel alignment module. The patch alignment module contained two convolution layers followed by two fully connected layers. It partitioned the features map from the base network into multiple patches and estimated the alignment offset of each patch. It then conducted a patch-wise alignment based on the learned offsets. The pixel alignment module was used for fine-grained pixel-wise alignment. It also contained two convolution layers followed by two fully connected layers. It learned the local offset for each pixel within a patch and produced an accurately aligned feature map. Cross-entropy loss was used to predict a number of probabilities. By aligning pedestrian images, Adaptive Alignment Network can learn more discriminative and robust pedestrian features and enhanced the performance of person Re-ID. Extensive experiments were done on common datasets: Market1501, DukeMTMC-reID and MSMT17. The cumulative match characteristic (CMC) was used for model evaluation. The additional evaluation metric was the mean average precision (mAP). In MSMT17 dataset, it achieved 70.5% at rank-1 and 82.8% at rank-5 and 86.9% at rank-10 (40.9% mAP). In the Market1501 and DukeMTMC-reID, it achieved 92.0% (78.2%mAP), 84.1% (66.4%mAP) at rank-1 respectively.
2) RGB-DEPTH IMAGE PERSON Re-ID
To improve the performance of image-based person Re-ID models, the number of recent studies proposed hand-crafted methods to extract new types of features from depth images. These types of features were invariant against many variations such as illumination changes. Depth images captured by using RGB-D sensors like Kinect sensors. Then these features were combined with the appearance features to enhance the Re-ID accuracy. The features that were extracted from depth image such as skeleton data and human body shape as in [47] where the authors proposed robust depth-based person Re-ID model, and in [48] where authors introduced online Re-ID model which pre-trained the metric model offline and then updated it online. In [49] authors introduced two types of histograms as features that were extracted from the depth images.
Many researchers started to use deep learning with depth images, but there are still few studies in this area. The first work used deep learning with depth images for person Re-ID task was proposed by the authors in [50] . They introduced multi-modal uniform deep learning for RGB-D person Re-ID. They used a deep learning model for extracting appearance and anthropometric features from RGB-D images. Depth image and color image are taken as input, appearance features were extracted by one CNN and anthropometric features were extracted by another CNN. Then, to combine both types of features (appearance and anthropometric), a multi-modal fusion layer was used with a uniform latent variable that was noise resistant. The hinge loss function was adopted for classification. The two existing dataset, Kinect-REID and RGBD-ID, were used to present how this model was effective and robust. The cumulative match characteristic (CMC) was used for performance evaluation. It is observed that the depth features were more effective than appearance features in some specific conditions such as clothes changing. In comparison with other state-of-the-art models, In Kinect-REID dataset, it achieved 97.0% at rank-1, 100% at rank-5 and 100% at rank-10. In the RGBD-ID dataset, it achieved 76.7% at rank-1, 87.5% at rank-5 and 96.1% at rank-10.
3) RGB-INFRARED IMAGE PERSON Re-ID
The RGB cameras that captured RGB images cannot capture clear appearance features under low illumination environments such as at night. This limitation led the researchers to start using thermal images (infrared images) to improve the person Re-ID performance ( Figure 6 ). Some studies proposed hand-crafted models such as in [51] , where the authors proposed a tri-modal Re-ID system based on RGB, depth, and thermal features.
Using deep learning, the authors in [52] proposed the first model for handling RGB-Infrared cross-modality person Re-ID problem and introduced a new multi-modal Re-ID dataset called SYSU-MM01. It used three common neural network structures including one-stream, two-stream and asymmetric fully connected layer. Also, it proposed a new model called a deep zero-padding with one-stream. It achieved the best performance using a deep zero-padding method. The performance was measured by the cumulative match characteristic (CMC) and the mean average precision (mAP). In single-shot SYSU-MM01 dataset, it achieved 14.80% at rank-1 and 54.12% at rank-10 (15.95% mAP). With multi-shot, it achieved 19.13% at rank-1 and 61.40% at rank-10 (10.89% mAP). In [53] , authors proposed end-to-end dual-path network with a novel bi-directional dual-constrained top-ranking loss to extract the features from the path of a visible image and the path of the thermal image. This was one of the earliest works forend-to-end visible-thermal person Re-ID. The dual-path feature learning network contained two parts: the first one was feature extractor and the other one was feature embedding. For features extraction, AlexNet was adopted as the baseline network for both paths to capture features from different image modalities. For feature embedding, a fully connected layer was embedded as a shared layer on top of both paths to bridge the gap between two varied modalities. Then, a novel bi-directional dual-constrained top-ranking loss was adopted to guide the feature learning objectives. It had cross-modality and intra-modality constraints. Cross-modality constraints compared the distance of a positive visible-thermal pair and the lowest distance of all negative visible-thermal pairs, rather than each of the negative pairs. Then intra-modality constraints were added to ensure that the hardest cross-modality negative sample should also be far away from its corresponding cross-modality positive samples. Finally, the softmax loss was adopted for classification. The two public datasets were used to evaluate the model are RegDB and SYSU-MM01 datasets. The performance was measured by cumulative match characteristic (CMC) metric and the mean average precision (mAP). By comparing this model with other existing models, In RegDB dataset, the results at rank-1 to rank-20 ranged from 33.47 % to 67.52% (31.83% mAP). In the SYSU-MM01-ID dataset, the results at rank-1 to rank-20 ranged from 17.01% to 71.96% (19.66% mAP).
B. DEEP VIDEO-BASED PERSON Re-ID SYSTEMS
Video is more realistic to perform person re-identification. Video-based person Re-ID matches a sequence of a video of a person in one camera with a gallery of video sequences recorded by other non-overlapping cameras. The re-identification of a person in videos has not received the same attention of image-based Re-ID. The usage of video for reidentifying persons has many advantages over static images; it provides continuous images that contain appearance information about the same person, and this is effective for decreasing the impact of some ambiguous situations. Also, not only appearance features are extracted, the temporal features associated with the motion of person across frames are also extracted, such as capturing their gait. This can enhance the performance of person Re-ID task. Despite these advantages, there are new challenges appearing such as the lack of large video datasets for Re-ID purposes, the different length of video sequences and unstable person tracking. In general, Conventional Neural Network and Recurrent Neural Network (CNN and RNN) architectures are adopted. The appearance features are extracted by CNN and then the temporal features are extracted by RNN. Video-based person Re-ID models with RGB input will be discussed in this survey.
The first video-based person Re-ID model using deep learning was proposed by authors in [54] . They introduced the recurrent convolutional network that used both color and optical flow features, the color described the appearance of the person, and optical flow described short-term motion, containing the person gait and other motion features. By using the combination of color and optical flow, the model must be better able to use the short-term temporal features to enhance the accuracy of re-identification. At each timestep, a CNN was used for extracting a high-level representation from the image and send the output of CNN to RNN layer. RNN output depended on both the current input and information from the earlier timesteps frames, RNN can remember information over time. Then, temporal pooling was used to summarize the appearance representation of the complete sequences with different video lengths and frame rates into a single feature vector and avoiding bias towards later time steps that happen by RNN. They applied two approaches of temporal pooling to produce one feature vector; average-pooling and maxpooling to select the average or maximum activation of each element of the feature vector. For training, a Siamese network was used to map image sequences of the same person to closer feature vectors. The cross-entropy function was used for identity prediction. The jointly training for Siamese and identification cost had a critical impact on overall training result. Two different datasets were used for experiments: iLIDS-VID and PRID-2011. The cumulative match characteristic (CMC) was used for performance evaluation. By Comparing this model with the other recent models, in iLIDS-VID, the results at rank-1 to rank-20 ranged from 58% to 96%. In PRID-2011, the results at rank-1 to rank-20 ranged from 70% to 97%. The best performance occurred when recurrent connections were allowed, and when the combination of optical flow and appearance features were used. Also, average-pooling achieved better results than max-pooling.
The success of the fusion between the full-body features and part-body features in image-based Re-ID guided the authors in [55] to propose a deep end-to-end spatial and temporal fusion network. It captured full-body and part-body features to learn the fusion between spatial features and temporal features for video-based person Re-ID. The input was raw images and the optical flow data, the person image was divided into the upper part and lower part. Then, the extracted features from the upper and lower part were fused to get partbased features. Next, the part-based features were fused with the global features, where the global features were extracted from the full image sequences, to get the final feature vector. The CNN layer extracted high-level representation, and then the output of CNN was sent to the RNN layer to get the final temporal features. The temporal pooling was used to combine information across all time steps and avoid bias towards the latest time steps. The Siamese was adopted with a softmax loss layer for classification. For the experiments, three common datasets on the video-based person Re-ID were used: PRID-2011, i-LIDS-VID and MARS. The cumulative match characteristic (CMC) was used for measuring the performance. By Comparing this model with the other recent models, in PRID-2011, the results at rank-1 to rank-20 ranged from 77% to 98%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 61% to 97%. In MARS, the results at rank-1 to rank-20 ranged from 71% to 96%. The performance of the combination between CNN and RNN was better than using only CNN or RNN. The performance of the fusion between global and local features was better than using only global or local features which proving the complementarities between global features and local features improved the re-identification accuracy. In [56] , the authors introduced end-to-end accumulative motion context network. It is a twostream convolution architecture that consisted of a spatial network in the first stream and temporal network with another spatial network in the second stream. The spatial appearance features were extracted by first stream whereas the temporal features between two sequential frames were extracted by second stream. After that, both stream features were combined in a recurrent way to learn the distinctive accumulative motion contexts. Since the length of the input sequence was random, the motion context was also inconstant for each person. So, RNN was adopted to handle a randomly long time series. The output of RNN may be influenced by later timesteps more than earlier ones which making RNN efficiency decreased when needing to gather information on longer time steps. To solve this problem, a temporal pooling layer was added after RNN to capture long term information presented in the entire sequence that merged with the motion context information accumulated through RNN. Average pooling or max pooling was used across the temporal dimension. Finally, both streams of sub networks of two sequences from two different cameras were built as the Siamese network architecture. Multi-task loss functions were adopted consisting of contrastive loss and softmax loss. Three public benchmarks were used to evaluate the model, iLIDS-VID, PRID-2011 and MARS. The optical flow maps were extracted by EpicFlow algorithm that increases the performance of this model. This model achieved the best performance by the fusion between spatial and temporal features. The average-pooling was better than the max-pooling in the temporal pooling step. The cumulative match characteristic (CMC) was used for performance evaluation. By comparing the proposed model with the recent existing models, In PRID-2011, the results at rank-1 to rank-20 ranged from 83.7% to 100%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 68.7% to 99.3%. In MARS, the results at rank-1 to rank-20 ranged from 68.3% to 90.6%.
However, the previous aforementioned approaches did not study the case that the same person sometimes could walk in variable speed across different camera views. To handle these issues, the authors in [57] introduced two stream multi-rate recurrent neural networks for capturing the spatial features and temporal features and handling the motion speed change. To extract features, VGG and CNN_M networks were adopted, the spatial stream was built for extracting the appearance features existing in video frames, and the motion stream was built on the optical flows and extracted between all pairs of sequential video frames. Then these features were inserted into a multi-rate gated recurrent unit (MR GRU) for temporal modeling, which can deal with speed variance. GRU is a type of RNN that make each recurrent unit to capture dependencies of different time scales. Average pooling was used to fuse these two types of features and get the video-level representations. Two real-world datasets were used for evaluation, iLIDS-VID and PRID-2011 dataset. For all the datasets, the performance was evaluated by the cumulative match characteristic (CMC). In PRID-2011, the results at rank-1 to rank-20 ranged from 78.7% to 99.2%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 59.4% to 99.1%.
By observation, we find that not all images are informative, and there are useful features may be abandoned. Therefore, in [58] , the authors proposed joint spatial and temporal recurrent neural networks. It was an end-to-end deep neural network architecture that measured the importance of each video frame and selected only the more informative frames. Its input was a triplet of image sequences. At each stream, a CNN was used for extracting the features of each image, CaffeNet was adopted for CNN. Then, an attention technique was implemented to find the temporal structure of the given image sequence which had two parts: the attention unit to find the importance of each frame, and the RNN unit where LSTM network was implemented to learn feature representations. After these two parts, temporal average pooling was used. Then, Spatial Recurrent Model was adopted as metric learning. It had 6 spatial RNNs, each one of them moved the features map over a specified direction, and the output of each spatial RNN was placed together. At the end, convolution layers and fully connected layers were added to extract higher-order spatial relations within the contextual features. Thus, each location in the features map of the convolution layer was a combination of its six-surrounding information. A triplet loss was applied to decrease the distance between similar pairs and increase the distance between different pairs. Three public datasets were used to evaluate the model, iLIDS-VID, PRID-2011 and MARS. The performance was evaluated by the cumulative match characteristic (CMC). In PRID-2011, the results at rank-1 to rank-20 ranged from 79.4% to 99.3%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 55.2% to 97.0%. In MARS, the results at rank-1 to rank-20 ranged from 70.6% to 97.6%.
To boost the local spatial features and make them more discriminative and focusing on more related features, authors in [59] proposed deep Siamese attention networks for improving the spatial representation. This model started by extracting the features using CNN. GoogLeNet and VGG-16 were used as baseline network in this step. Then, to find the spatial relationships between extracted features, these features were weighted by soft attention and then the spatial relationships were captured using a probability distribution on spatial dimensions. Gated Recurrent Unit (GRU) was adopted as the recurrent units where the output from the previous step was fed into them to find the most important features over time. Average temporal pooling was adopted to integrate the features from the selected frames at all levels to produce the final complete video representation. Cross-entropy loss was adopted for the identification task. Three available datasets were used for experiments, iLIDS-VID, PRID-2011 and MARS. The performance was evaluated by the cumulative match characteristic (CMC). In PRID-2011, the results at rank-1 to rank-20 ranged from 77% to 99.4%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 61.9% to 98.6%. In MARS, the results at rank-1 to rank-20 ranged from 73.5% to 97.5%. To fully leverage the temporal features and dealing with the low spatial alignment, authors in [60] proposed a model for person Re-ID using temporal residual learning. There were two types of stream in this model: the main stream and the alignment stream to process the main input sequences and the alignment sequences. This model consisted of two main components, the temporal residual learning module and the extended versions of spatial transformer network. The temporal residual learning module which used for extracting the generic and specific features of sequence frames together using two bi-directional LSTMs (BiLSTMs) followed by an average temporal pooling layer. When using BiLSTMs, the joint features provided full information for person descriptions. Also, the information has flexibility in moving forward and backwards to enhance the temporal features. The extended versions of a spatial transformer network used to improve input noises and poor alignments in videos. It contained the localization network part, the grid generator part and the bilinear sampler part, all parts worked to find the optimum parameters of spatial transformation automatically in sequential frames. The localization network part expected the transformation parameters, then these parameters used by a grid generator to build a sampling grid, finally, the sampling grid go into bilinear sampler to create feature maps of transformations. The GoogLeNet was adopted as the base network and the cross-entropy loss was used to manage the feature learning of both main and alignment streams. The experiments were done on four generally datasets: MARS, PRID-2011, iLIDS-VID and SDU-VID. For all these datasets, the performance was evaluated by the cumulative match characteristic (CMC). In comparison with state-of-theart models, in PRID-2011, the results at rank-1 to rank-20 ranged from 87.8% to 99.3%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 57.7% to 94.1%. In SDU-VID, the results at rank-1 to rank-20 ranged from 97.7% to 100.0%. In MARS, the results at rank-1 to rank-20 ranged from 80.5% to 96.0%.
Authors in [61] introduced spatial and temporal mutual promotion model that used temporal information to recover spatial information in one frame by information in the same location of the other frames. The proposed model had two main modules: refining recurrent unit module and spatialtemporal clues integration module. After extracting features via Inception-v3 from each video frame, feature vectors of all video frames were inserted into refining recurrent unit for refinement. This module was used to eliminate noise and refer to previous video frames for using their extracted appearance and motion features to retrieve the missing information. Refining recurrent unit was different from the other recurrent models (RNN or LSTM), it was implemented to improve the features of frame-level by referring the spatial and temporal features as an alternative to extract recent features from temporal feature vectors. The refining recurrent unit had an update gate model which was used to decide how to update the refined feature. The refined feature maps were then inserted into spatial-temporal clues integration to allow this model to extract simultaneously the appearance features and motion context to generate the final video-level feature representation. The spatial-temporal clues integration was extracted better spatial and temporal features from high-level appearance feature maps produced by refining recurrent unit. With cross-entropy losses, multi-level training objective was implemented to focus on different local parts and improve the ability of both modules. It contained two constraints, the video-level ranking and part-level ranking constraint which both based on batch hard triplet loss. This model was evaluated on public video benchmarks including iLIDS-VID, PRID-2011 and MARS. The performance was measured by the cumulative match characteristic (CMC). In PRID-2011, the results at rank-1 to rank-20 ranged from 92.7% to 99.8%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 84.3% to 99.5%. In MARS, the results at rank-1 to rank-20 ranged from 84.4% to 96.3%.
2-Dimensions Convolutions missed temporal features immediately after the convolutions. To expand the interested area of visual representation in spatial and temporal dimensions, 3-Dimensions convolutional network is used for getting distinctive appearance and motion features. Authors in [62] proposed a Dense 3-Dimensions convolutional network which consisted of a sequence of a 3-Dimensions convolution layers and a 3-Dimensions max-pooling layers, four 3-Dimensions dense blocks, four 3-Dimensions transition layers, a fully connected layer and a softmax classification layer. Each 3-Dimensions dense block contained multiple mixed function layers where every layer had a direct connection with each other layers in a feed-forward manner to maximize the flow of the information within the network. The 3-Dimensions dense blocks had a layer of batch normalization, a 3-Dimensions convolution, and a rectified linear unit. The transition layer contained a 3-Dimensions convolution layer and a 3-Dimensions pooling operator. Finally, the loss function was added, it consisted of identification loss and center loss to decrease intra-class variations and increase inter-class variations. This model was trained over the two video datasets: MARS and iLIDS-VID. By comparing this model with state-of-the-art models, in MARS, the results at rank-1 to rank-20 ranged from 76% to 94.1%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 65.4% to 98.3%. In [63] , authors proposed 3D PersonVLAD aggregation model. It was an end-to-end deep 3-Dimensions convolution model built based on C3D architecture [64] . It contained five layers of convolution and pooling, a layer of 3-Dimensions body parts alignment, a layer of spatial-temporal aggregation, and a loss function layer. The 3-Dimensions part alignment module was adopted, which depended on the attention technique, to handle misalignments and extracted distinctive local features from part maps of 3-Dimensions convolutions. Online instance matching loss function was adopted to identify the person. For experiments, MARS, iLIDS-VID and PRID2011 were used. For all the datasets, the cumulative match characteristic (CMC) metric was used for evaluating the performance of model. In MARS, the results at rank-1 to rank-20 ranged from 80.8% to 99%. In iLIDS-VID, the results at rank-1 to rank-20 ranged from 70.7% to 99.2%. In PRID2011, the results at rank-1 to rank-20 ranged from 88% to 99.7%.
One of the robust features in the field of person identification is biometrics. It is divided into two main categories: primary biometrics, such as fingerprint and face, and soft biometrics, such as gait. The first category is not compatible with solving the person Re-ID problem whereas the soft biometrics especially the gait biometrics, gets significant attention in video surveillance systems because they have several advantages. soft biometric features can be extracted from low-resolution videos and the soft biometrics like a gait can be recorded by a camera from a long distance [65] . Also, gait features can be used for both short-term and long-term person Re-ID. One of the earliest studies that used soft biometrics was done by the authors in [66] . They proposed handcrafted method for enhancing person re-identification by integrating gait features with appearance features, also authors in [67] proposed handcrafted method for long-term person Re-ID using true motion features. The motion patterns were extracted by encoding trajectory-aligned descriptors with Fisher vectors in a spatial-aligned pyramid. This work supports long-term person Re-ID since it didn't depend on appearance features. None of the existing long-term person Re-ID works was built based on the deep learning methods and this is one of the future directions in person Re-ID task. Also, since anthropometric features that extracted from RGB-Depth images improved the performance of image-based Re-ID, authors in [68] proposed handcrafted context-aware ensemble fusion system that extracted the anthropometric features with the gait features from KinectTM based dataset and fused between these two types of features, but the accuracy results still need improvements and maybe adopting the deep learning methods into RGB-Depth videos and RGB-Infrared will improve the video-based person Re-ID.
C. DEEP IMAGE-TO-VIDEO PERSON Re-ID SYSTEMS
There is a special case between image-based person Re-ID and video-based person Re-ID when the probe image is a static image of a person, but the gallery contains a video sequence of many persons. This case is common in the smart surveillance systems of public places. This is one of challenging tasks, because there are large differences between different frames inside each video, which will increase the difficulty of matching between image and video. Also, only the appearance features are shared between both image and video and it cannot use the spatial-temporal features directly that it has existed in the video. So, recent studies try to solve this problem and find the best methods of fusion between features that are extracted from image and the features that are extracted from video. In [69] , authors introduced a general cross-modality model with temporally memorized similarity learning for image-to-video person Re-ID. It used CNN for extracting appearance features then the output of CNN inserted into LSTM network for extracting the spatialtemporal features of video encoding. Similarity sub-network was used to measure the similarity between the features of the image and the features of the video. This model was compared with the video-based person Re-ID approaches. It achieved in PRID-2011, 68.5% at rank-1 and 84.7% at rank-5. In iLIDS-VID, it achieved 39.5% at rank-1 and 66.9% at rank-5. In MARS, it achieved 56.5% at rank-1 and 70.6% at rank-5. In [70] , the authors proposed a deep architecture called Point-to-Set Network that integrated point-to-set distance metric learning with convolution feature representation learning. A k-Nearest Neighbor triplet (kNN-triplet) module was adopted to make this network focused on the important frames while disregarding the other useless frames in a video. The Point-to-Set Network was evaluated on three new imageto-video person Re-ID datasets: iLIDS-VID-P2S, PRID2011-P2S and MARS-P2S. In iLIDS-VID-P2S, it achieved 40% at rank-1 and 68.54% at rank-5. In PRID2011-P2S, it achieved 73.31% at rank-1 and 90.45% at rank-5. In MARS-P2S, it achieved 55.25% at rank-1 and 72.88% at rank-5. Good results were achieved if the correct fusion between image and video features was done. Image-to-Video person Re-ID systems still have a few studies and are considered to be one of the current person Re-ID issues that require further research.
The summary of these studies is presented in table 1.
IV. PERSON Re-ID BENCHMARK DATASETS
To evaluate the robustness of person Re-ID systems, it is critical to have available person Re-ID datasets with a large volume of data for training deep learning models and with the characteristics of inter-class and intra-class variations. These datasets differ from each other in the number of images, identities, cameras and image types. VIPeR [71] : it consists of 1,264 images for 632 person which are recorded from 2 non-overlapping camera.
CUHK01 [72] : it consists of 3,884 images for 971 person which are recorded from 2 non-overlapping camera in a college campus.
CUHK03 [26] : it is one of the largest image-based person Re-ID datasets. It contains 13,164 images of 1360 person. They are recorded from 5 non-overlapping cameras.
Market-1501 [73] : it consists of 32,643 images for 1,501 person that are recorded from 2 to 6 non-overlapping cameras of the front of a supermarket.
DukeMTMC-ReID [74] : it consists of 46,261 images for 1852 persons which are recorded from 8 non-overlapping camera located at the Duke University campus.
Kinect-REID [75] : It contains sequences of 71 person which are recorded from the authors' department.
RGBD-ID [76] : it consists of four groups with different views, each group contains the same 80 persons. It is created in different days with different appearance variations.
RegDB [77] : it consists of 4120 RGB images and 4120 thermal images of 412 persons. They are taken by two kinds of cameras.
SYSU-MM01 [52] : it consists of 15,792 infrared images and 287,628 RGB images of 491 persons. They are recorded from the authors' department by six cameras, including four RGB cameras and two infrared cameras.
B. VIDEO-BASED DATASET
There are also several datasets that are used for evaluating video-based person Re-ID models. The mostly used datasets are listed in table 3. PRID2011 [78] : it consists of 24541 images for 934 persons from 600 videos that are recorded from 2 nonoverlapping cameras of a multi-camera network in an airport.
iLIDSVID [79] : it consists of 42495 images for 300 persons from 600 videos that are recorded from 2 non-overlapping cameras in an airport.
MARS [80] : it is the largest video-based person Re-ID dataset. It consists of about 1191003images for 1261 persons from 200 videos that are recorded from 2 to 6 nonoverlapping cameras.
RPIfield [81] : it consists of 601,581 images for 112 persons that are recorded from 2 non-overlapping cameras in an outdoor field on the campus. [82] : it consists of 369,656 images for 702 identities for training and 445,764 images for 702 identities for testing, there are 408 identities as the distractors recorded from 8 cameras.
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V. CHALLENGES AND OPEN ISSUES
At the end of this review, there are several challenges and issues can be observed, and they will direct the incoming studies in the field of person Re-ID.
A. LONG-TERM PERSON Re-ID
Most existing person Re-ID models support short-term Re-ID in which a person always move in a small space for a short period of time and assume the probe image of a person and its matching gallery images have the similar appearance such as clothing color, but the most real-world scenario usually need a long-term person Re-ID systems in which people probably appear after various days [83] . The first question can be asked is: what is the type of features can be extracted for long-term person Re-ID where the appearance features are not appropriate in this case? Soft biometrics such as anthropometric and gait are suggestions to be used in this task but must consider that there are some types of features such as the anthropometric need a special type of camera which can capture the depth data [84] . Soft biometrics are used with deep learning in the field of human identification such as in [85] - [89] . Future person Re-ID datasets should consider the long-term datasets that recorded over several days [2] , [83] . Long-term deep person Re-ID become one of the main research directions.
B. PERSON Re-ID DATASETS
Datasets are very important for validating the new models. None of these datasets is large enough in terms of the number of people, period of time and number of cameras where the most dataset recorded by only two cameras. In particular, a deep learning model needs large-scale data for training task. One of the early realistic and large-scale dataset is Market-1501 (+500k) [73] . So, building new datasets would help quick progress in person Re-ID. Also, there is a gap between different person Re-ID datasets when training a model on one dataset and testing on another one, the performance is dropped. To tackle this challenge, the generative adversarial network (GAN) worked as a technique of data augmentation which helps in overcome the weakness of existing person Re-ID datasets. One of the recent work was done by [90] and introduced MSMT-17 large-scale dataset. Also, authors in [91] , [92] using GAN for expanding the person Re-ID samples. This is a promising direction for both image-based dataset and video-based dataset.
C. MULTIMODAL PERSON Re-ID
Depending only on the appearance features such as clothing that extracted from RGB images are not robust enough, authors try to combine other modalities, like depth data and thermal data where they are robust against many environments variations for improving the accuracy. So, using deep learning on multimodal data is one of new directions in person Re-ID especially with the appearing of cheap RGB-Depth sensors devices and there are only a few studies pay attention to this issue. Also, one of the challenges in the multimodal, needs to be considered in new studies, is developing a framework that handles missing features or modalities that mostly occur by occlusions or pose variations or other variations [75] .
D. UNSUPERVISED PERSON Re-ID
Most of current deep learning based person Re-ID systems depend on supervised learning which train labeled data in the same environment. So, training no annotation data in new and real-world environments will led us to high annotation cost since the deep learning models need a huge data for training. To overcome this problem, some recent studies such as in [93] - [95] proposed unsupervised models to extract discriminative features from unlabeled dataset. Unsupervised deep person Re-ID is one of the significant research directions.
E. ATTRIBUTE LEARNING
The attributes of a person are a semantic high-level representation like hair, gender, age, etc. which are robust against many environment transformations, (Figure 7) . Several studies adopted these attributes for deep learning based person Re-ID systems such as in [96] - [98] to bridge the gap between the images and high level semantic features. Attribute learning achieved promised results which are make it one of the future directions. 
F. LANGUAGE BASED PERSON Re-ID
Searching persons in a large-scale image dataset using natural language description rather than image-based, video-based or attributes-based person Re-ID and retrieve the most similar person images from gallery is useful task in many situations such as when probe image is not found. One of these work was done by [99] . Language based person Re-ID and largescale person Re-ID description dataset must be considered in new person Re-ID studies.
G. AUTOMATED PERSON Re-ID ARCHITECTURE
Building the architectures of deep learning model manually by a human is consuming time and effort and exposed to mistakes. Recently, the neural architecture search (NAS) which is the process of automating architecture engineering [32] is used to tackle this challenge. Currently, the research on NAS is getting more attention. So, adopting NAS for person Re-ID task is one of the important directions that must be considered in future studies since the most NAS methods do not guarantee that the suggested CNN is appropriate for person Re-ID tasks.
H. EFFICIENCY VS ACCURACY
The best accuracy is achieved mostly by large models, but these large models may consume a lot of time and memory size which affects the efficiency of these models especially when applied to real video surveillance systems. Most existing models did not consider the processing time and memory size for the goal of achieving higher accuracy. The trade-off between ranking accuracy and the processing time is required and should be considered by authors that working in these fields.
VI. CONCLUSION
Person Re-ID is one of the important and critical tasks in intelligent video surveillance systems and it is still a challenging task. This survey discussed deep learning person Re-ID systems. We described a general architecture for traditional systems and deep learning systems. Many recent studies go toward adopted deep learning to avoid the limitations of handcrafted methods. We listed these studies based on three categories: image-based person Re-ID where the probe and gallery are images, video-based person Re-ID where the probe and gallery are video frames, or image-to-video person Re-ID where the probe is an image and the gallery is video frames. Different results have been achieved and have been affected by many factors such as the type of extracted features, the architecture of models (pre-trained model or trained from scratch), loss functions, and so on.
However, despite the improvements that have been made using deep learning methods comparable with handcrafted methods, there are still many issues and limitations that need to be considered in future research directions to improve the person Re-ID systems and achieve promising results. Further research should be done to investigate the long-term person Re-ID whereas the most existing studies built for only shortterm. Also, using multi modalities person Re-ID system to support different types of features is important for improving the system performance. Building new person Re-ID datasets is essential for all the improvement directions.
