We introduce the notion of periodicity for k-ary labeled trees: roughly speaking, a tree is periodic if it can be obtained by a sequence of concatenations of a smaller tree plus a \remainder". The period is the shape of such smaller tree (i.e. the corresponding unlabeled tree). This de nition reduces to the classical one for string when restricted to the case of unary trees.
Introduction
In this paper we introduce the notion of periodicity for k-ary labeled trees. We look at a k-ary labeled tree as a generalization of a word, in the sense that words corresponds to the particular case of k = 1, i. e. to unary trees.
Our work can be considered as a part of a more general research program having the aim to extend concepts, methods and results of combinatorics on words to labeled trees (cf. 13, 14, 15] ).
The study of periodicity plays an important role in combinatorics on words and presents some interesting applications in algebra, in formal languages and in the design of string searching algorithm (cf. 8, 12] ). A central result in this theory is the Fine and Wilf periodicity theorem (cf. 4, 12] ). This result and the notion of periodicity have been extended to two-dimensions, motivated by problems in pattern matching algorithms (cf. 7] ). We feel con dent that some interesting applications will come out also from the study of periodicity on trees.
We recall that a word w has period p if there exists a word u of length p such that w is pre x of a word in u . This means, roughly speaking, that w can be factorized as a repeated concatenation of the word u by itself, plus a \remainder", that is a pre x of the word u. Generalizing this notion to trees, we de ne the period of a labeled tree by means of a \factorization" of in terms of a smaller tree 0 , plus a \remainder", that is a set of pre xes of 0 . The period of is the shape of 0 , i.e. the unlabeled tree corresponding to 0 . This de nition reduces to the classical one for words when restricted to the special case of unary trees.
The main result of the paper is a periodicity theorem for trees, that generalizes the Fine and Wilf theorem. In order to state this result we introduce the notion of greatest common divisor of two unlabeled trees and we prove its existence and unicity. We then relate unlabeled trees to right congruences on a free monoid, and we show that the greatest common divisor of two unlabeled trees corresponds to the join of the related congruences.
This allow us to characterize tree periodicity in terms of right congruences and then to prove the periodicity theorem by using algebraic arguments concerning the join and the restrictions of the right congruences.
The paper is organized as follows. We start in Section 2 by recalling some de nitions on words and periodicities on words. Then, in Section 3, we focus our attention on labeled k-ary trees by introducing the basic de nitions and all the related notations. Moreover we de ne some basic operations on trees (union, intersection, di erence, concatenation and power) and give several examples. In particular, the power of a tree is used in Section 4 to give the de nition of periodicity for trees.
Then, the remaining part of the paper is devoted to state and to prove the periodicity theorem for trees. In Section 5, we de ne the greatest common divisor of unlabeled trees and give an algorithm to compute it. In Section 6 we associate particular right congruences to unlabeled trees and prove some lemmas to relate the join of two right congruences and the greatest common divisor of the trees associated to such congruences. An algorithm to calculate the join of two right congruences is given in Section 7. Moreover we give the de nition of set complete with respect to two given congruences together with an algorithm to decide whether a set is complete. Finally, in Section 8, we give a characterization of periodicity on trees in terms of right congruences and prove the main theorem.
Periodicities on words
We start by recalling some de nitions of words, languages and pre xes that will be useful for a description of trees given in next sections. We also give the de nition of periodicity for words and one of its characterizations that will be useful in the sequel. Moreover we state the Fine and Wilf's Theorem on periodicity for words. For the basic terminology and for the notion of periodicity on words we will refer to 12] .
Given an arbitrary nite alphabet A, i.e. a nite set of symbols, the free monoid over A, denoted by A , is the set of all possible concatenations of symbols in A. The elements of the free monoid A are called words. The natural operation on the free monoid is concatenation of words. We will denote by the empty word, that is the identity in the free monoid A with respect to the concatenation of words. If w is a word over the alphabet A, we will denote by jwj the lenght of w.
Given a word w 2 A , a pre x of w is a word u 2 A such that w = uv for some v 2 A . A subset P of A is pre x-closed (or closed by left factor) if for any w 2 P, every pre x of w belongs also to P.
We recall (cf. 2]) that a subset C of is a pre x code if no word in C is pre x of another word in C. A pre x code is maximal if it is not a proper subset of another pre x code over the same alphabet.
We now recall the de nition of periodicity on words.
De nition 2.1 Let A be a nite alphabet, let w 2 A and let p 2 IN. We say that w has period p if there exists a word u 2 A with juj = p such that w is a pre x of a word in u . We now give an algebraic charaterization of periodicity on words, that will be useful in the study of periodicity for trees. We recall rst that, given three integers n; m and p, we say that n is equivalent to m modulo p, and we write n m (mod p), if n ?m = kp for some k 2 IN. A word w 2 A of length n can always be represented as a map w : IN ! A whose domain is the set f0;:::;n ?1g and such that w(i) is the (i + 1)-th letter in w. In fact it is convenient to consider the rst letter of a word as the one corresponding to the position 0 of the domain. This allows us to give the following characterization of the notion of periodic words. Proposition 2.1 A word w has period p 2 IN if and only if for any pair of natural numbers 0 i; j jwj ? 1 such that i j (mod p), we have that w(i) = w(j).
We can see from Example 2.1 that this de nition is perfectly equivalent to the de nition 2.1. In fact, if we consider the word w as an application from the set of natural numbers to the alphabet fa;bg, elements in the domain of w that are equivalent modulo 4, have the same image by the map w.
The periodicity theorem of Fine and Wilf considers the case in which a word has two di erent periods. We give here the statement: 
Trees
In this section we recall the notion of k-ary labeled tree. Most of the notations and the de nitions here introduced are from Nivat 14] . We remark that the classical recursive de nition of k-ary tree (cf. 11]) is equivalent to the one we use.
Moreover we de ne some operations on trees that will allow us to study the notion of periodicity on trees.
Basic de nitions
De nition 3.1 Let = f1;:::;kg and let A be a nite alphabet. A k-ary (labeled) tree over A is a map : ! A whose domain dom( ) is a nite and pre x-closed subset of . The elements in dom( ) are called nodes. We say that is an unlabeled tree if the alphabet A contains only one element (i.e. all nodes have the same label).
Example 3.1 Let = f1;2g and A = fa;bg. Consider the map : ! A given by:
This map is de ned over the pre x-closed set f ; 1; 2; 12; 21; 22; 121; 122; 221g. Then it is a (labeled) binary tree.
In this paper, when we deal with k-ary trees, we will consider the alphabet = f1;:::;kg and we will refer to it as the structure-alphabet. We will refer to the set A as the labelalphabet. Moreover, we will denote labeled trees by Greek letters, whereas unlabeled trees will be denoted by Latin letters.
Notice that an unlabeled tree can be univocally individuated by its domain. Therefore we can always associate to any labeled tree the unique unlabeled tree t having the same domain. We call t the shape of and we denote it by sh( ). Moreover we will denote by j j the size of , that is, the number of its nodes.
Let be a tree over A. If x; y 2 dom( ) are nodes of such that x = yi for some i 2 , we say that y is the father of x and that x is the i-th son of y. A node without sons is called leaf. The node (i.e. the only node without father) is called the root of the tree.
We now give a de nition that will be very useful in the sequel.
De nition 3.2 Given a tree , the border of is the set B( ) = fxijx 2 dom( ); xi 6 2 dom( )g.
That is, the border of a k-ary tree is the set of nodes that are missing to make a complete k-ary tree plus the nodes corresponding to all children of the leaves of . The following lemma, whose proof is straightforward, holds.
Lemma 3.1 The border B( ) of a tree is a maximal pre x code.
Remark that the de nition of k-ary tree we gave above is completely equivalent to the classical notion of k-ary tree in terms of graphs. In fact we can represent a k-ary tree as a directed graph where the root is the only node without incoming edges, each node has out-degree k and the sons of each node are distinguished by numbers 1; 2; : : : ; k put as labels on the edges leaving that node (usually not explicitely written). Then, each node v 2 in the tree corresponds to the vertex reached by the path from the root labeled v.
The following example is clarifying. This tree has size j j = 9. The shape of is represented by:
In this tree the set of leaves is given by f121;122;21;221g and the border is B( ) = f11;1211;1212;1221;1222;211;212;222;2211;2212g. When we are interested in giving evidence to the border of a tree, we will draw it by means of dotted edges and dummy black nodes as in the gure that follows. We will denote by A # k the set of all nite k-ary trees over A. When k is implicit we will simply write A # . A particular element of A # is the tree of size 0, whose domain is the empty set, that is called the empty tree, and is denoted by . The trees of size 1, whose domain is , are called the punctual trees. The punctual tree whose only node is labeled a will be simply denoted by a. The (unique) punctual unlabeled tree will be denoted by .
Let and 0 be two k-ary trees. Then is a subtree of 0 if there exists a node v 2 dom( 0 ) such that:
In this case we say that is a subtree of 0 rooted at node v.
We remark that the de nition of subtree we gave above is di erent from the usual one (it corresponds, instead, to a connected subgraph of a tree). Notice that, if v = , then S( ; ) = dom( ) dom( 0 ) and coincides with the restriction of 0 to dom( ). In this case we write 0 and we say that is an initial subtree or a pre x of 0 . If S(v; ) = v \ dom( 0 ), then we say that is a terminal subtree or a su x of 0 . Remark 3.1 The de nition of k-ary labeled trees, when restricted to the case k = 1, is consistent with the de nition of words. In fact a word w 2 A can be described as a partial mapping from the set of natural numbers IN (that is isomorphic to when = f1g) to the alphabet A: the domain of w is the set f0;1;:::;jwj ? 1g that is isomorphic in to the set f ; Then, w can be described by the following graph:
The shape of w is the following unlabeled 1-ary tree:
and the number of its nodes is actually the length of the word w. This justi es the choice of the notation j j to denote the size of a tree . Notice that a word has only one leaf and that its border contains only one element B(w) = f111111g. All the terminologies given for trees (node, father, son, leaf, shape, etc.) can be trasposed to bushes. A root of a bush is a node without father. Notice that a bush can have more than one root.
In a sense, a bush is a set of \tree-pieces". We can describe a bush as in the following example. 
where we put an extra label on the roots to indicate the corresponding words in .
A bush is connected if its domain contains only one root. This implies that a connected bush can be described by a connected graph. Given a bush , a maximal connected component of is a maximal connected bush 0 such that 0 , where \maximal" is referred to the number of nodes. The bush in Example 3.4 is not a connected bush since it has two maximal connected components. We remark that every bush can be partitioned in a unique way as a family of connected components (this is because connectivity in graphs is an equivalence relation). The translated of by x is the bush x de ned as follows.
i) dom(x ) = x dom( ) = fxyjy 2 dom( )g ii) 8y 2 dom(x ); x (y) = (x ?1 y)
Basic operations
We now introduce operations among trees. We will implicitly assume that all the trees are labeled k-ary trees with the same k and that are de ned over the same alphabet A. Moreover, some of the operations we de ne will require that the trees involved satisfy special conditions. We give rst the following de nition. We can now de ne several operations among trees. Let 1 and 2 be two compatible trees. The union of 1 and 2 is the tree 1 2 de ned by:
2 (x) otherwise For instance, the union of the trees 1 and 2 in Example 3.5 is the tree 1 2 described by the graph below. Let 1 and 2 be again two compatible trees. The intersection of 1 and 2 is the tree 1 u 2 such that:
For example, the intersection of the trees 1 and 2 in Example 3.5 is the tree described by the graph below. Next operation we want de ne is the symmetric di erence between two trees. It is not di cult to verify that, if we simply apply the corresponding set operation to the domains of the two trees, we do not get a tree but a bush. Since we want the result of an operation between trees to be still a tree (or, at most, a family of trees), we need to introduce more notations and de ntions.
Let 1 and 2 be two compatible trees. We de ne, the bush 1 2 as follows. ( 1 ) 2 (x) otherwise We are now ready to give the de nition of the symmetric di erence of two trees. Consider two compatible trees 1 and 2 . Let = 1 2 = f 1 ; ; r g, where 1 ; ; r denote the connected components of the bush , and let x 1 ; ; x r be the roots of 1 ; ; r , respectively. Remark that x ?1 i i is a tree for any i = 1; : : :; r. We refer to such a tree as the tree corresponding to the connected component i . The symmetric di erence of 1 and 2 is the forest 1 4 2 = fx ?1 1 1 ; ; x ?1 r r g. We now de ne the concatenation between trees. Intuitively, to concatenate two trees 1 and 2 we \attach" the root of 2 to one of the elements of the border of 1 . In general, as result, we get more than one tree since the border of a tree contains more than one element. Then the concatenation between two trees will be a set of trees containing as many trees as the elements in B( 1 ). We de ne rst formally the concatenation of two trees at a given element of the border. Let 1 and 2 be two trees, and let B( 1 ) denote the border of 1 (see De nition 3.2).
The concatenation of 1 and 2 at b 2 B ( 1 ) is the tree 1 (b) 2 de ned as:
De nition 3.4 Let 1 and 2 be two trees and let B( 1 ) be the border of 1 . The concatenation of 1 and 2 is the set of trees: The notion of concatenation of two trees can be extended in the usual way to the concatenation of two sets of trees. If T 1 and T 2 are two families of trees, the concatenation of T 1 and T 2 is de ned as the union of the sets 1 2 where 1 2 T 1 and 2 2 T 2 . It is denoted by T 1 T 2 .
Notice that this operation is not associative. In general, given the trees 1 , 2 and 3 , we have that 1 ( 2 3 ) ( 1 2 ) 3 . In fact the tree below belongs to ( 1 2 ) 3 but it does not belong to 1 
De nition 3.5 Let be a tree. The set n is de ned recursively by n = n?1 where 0 = and 1 = f g. Moreover, # = n n .
Notice that if we consider each element of the label-alphabet A as a punctual tree, A # is exactly the set of all nite k-ary trees obtained as concatenation of all punctual trees in A. Then the notation A # is coherent with the notation of # .
De nition 3.6 Given two trees 1 ; 2 , we say that 1 is a power of 2 if 1 2 # 2 . In this case, we say that 2 is a root of 1 . We remark that, if we consider this de nition over 1-ary trees, we retrieve the de nition of power (and root) of a string over a nite alphabet A (cf. 12]).
Periodicity on trees: de nition and examples
In this section we generalize the notion of periodicity from words to labeled k-ary trees. We recall that a word w has period p if there exists a word u of length p such that w is a pre x of a word in u . This means, roughly speaking, that we can \factorize" the word w as concatenation of the word u by itself, plus a \remainder" that is a pre x of u. When we transpose this notions to trees we de ne periodicity of a labeled tree by means of a \factorization" of by a suitable tree 0 , plus a \remainder" that is a set of pre xes of 0 . In this case, the period is not a non negative integer like in the case of words, but it is an unlabeled tree, the shape of 0 . Notice that in the case of unary trees, i. e. in the case of words, the shape is univocally determined by its size. The formal de nition is given below.
De nition 4.1 Let be a tree and t 0 be an unlabeled tree. We say that has period t 0 if there exists a tree 0 with sh( 0 ) = t 0 such that is a pre x of an element of # 0 .
Example 4.1 The tree below has as period the unlabeled tree t 0 drawn on its right: In the sequel it will be useful to refer to the notion of non trivial period. If in De nition 4.1 we further require that 0 is pre x of , then we say that 0 is a non trivial period of .
For instance, in the special case of words, a period p of a word w is non trivial if p jwj.
It is easy to verify that, in Example 4.1, t 0 is a non trivial period of .
The main problem we solve in this paper is that of giving a generalization of the Fine and Wilf's Theorem for words to labeled trees (cf. Theorem 2.1). We recall that this theorem considers the case when a word has two di erent periods: if a word w has two di erent periods p and q and it is \su ciently long", then w has also as period the greatest common divisor of p and q. Also in the case of trees we study what happens if a tree has two di erent periods, and, we wonder under which conditions we can nd a period that is \smaller" than the given ones. For instance, notice that the tree in Example 4.1 admits as period also the tree below. Since we have to nd a generalization of the Fine and Wilf's Theorem to trees, we have rst to investigate what \greatest common divisor" and \su ciently long" means in the case of trees. Moreover, according to our de nition, a \period" is a shape of a tree, that is, an unlabeled tree. For this reason, most of considerations and results in the following sections will be referred to unlabeled trees.
Greatest common divisor of unlabeled trees
In this section we deal with unlabeled trees only. We give the de nition of greatest common divisor of unlabeled trees and prove a theorem stating its existence and unicity.
We use a special terminology for unlabeled trees. This is motivated by the following remarks. In the case of words over the alphabet A, we use a multiplicative notation for the concatenation and, for instance, we say that w is a power of u if w 2 u . However, if jAj = 1, A is isomorphic to the additive monoid of non negative integers and the additive notation is used for the concatenations of elements of A . In this case, if w 2 u , we say that the integer corresponding to w is a multiple of the integer corresponding to u. In the same way, when no confusion arises, we will use the additive notation for unlabeled trees, whereas we use the multiplicative notation for labeled trees.
We start with the notion of \divisibility" for unlabeled trees. This notion has been also considered in 3].
De nition 5.1 Given two unlabeled trees t 1 and t 2 , we say that t 2 divides t 1 , and we write t 2 jt 1 , if t 1 2 t # 2 . In this case we say that t 1 is a multiple of t 2 and that t 2 is a divisor of t 1 .
Remark that in the case of unary trees this corresponds to the notions of divisibility of integers.
De nition 5.2 Given a set of unlabeled trees T = ft 1 ; : : : ; t n g and an unlabeled tree t, we say that t divides T, and we write tjT, if t divides all trees t 1 ; ; t n 2 T. Example 5.1 The tree in the gure below is a multiple of the following tree We now give the de nition of the greatest common divisor among trees.
De nition 5.3 Let t 1 ; t 2 be two unlabeled trees. A tree t is the greatest common divisor of t 1 and t 2 , and we denote it by gcd(t 1 ; t 2 ), if: i) t divides both t 1 and t 2 ;
ii) if there exists a tree t 0 2 A # that divides both t 1 and t 2 , then t 0 divides also t.
It is useful to give also the de nition of the greatest common divisor of a set of trees.
De nition 5.4 Let T = ft 1 ; : : :; t n g be a set of trees. A tree t is the greatest common divisor of T, and we write t = gcd(T), if: i) t divides T;
ii) if there exists a tree t 0 2 A # that divides T, then t 0 divides also t.
Before stating the main theorem of this section we prove two preliminary lemmas. Recall that two unlabeled trees are always compatible. In this case the basic operation de ned in Section 3.2 are total operations. Notice that by applying recursively the argument of Lemma 5.2 we have that gcd(t 1 ; t 2 ) = gcd(T k ) for all k. We stop when T k contains only one element. Remark that, if jT k j 6 = 1, then T k 6 = T k+1 . It is easy to verify that, at each step k, we reduce the sizes of the trees in the set T k . In particular, the maximal size of trees in T k+1 is strictly smaller than the maximal size of trees in T k . This guarantees the termination of the algorithm. The greatest common divisor is the unique tree contained in the terminal set T k . 2
Remark that the algorithm in the proof of Theorem 5.1 is a generalization to trees of the Euclid algorithm for the greatest common divisor of two integers. In fact, in the case of unary trees, (t 1 ; t 2 ) corresponds to a pair of integers and it is easy to verify that, if T k corresponds to the pair (n 1 ; n 2 ), with n 1 > n 2 , then T k+1 corresponds to the pair (n 1 ? n 2 ; n 2 ). Example 5.2 By applying the algorithm of Theorem 5.1 to the following pair of trees, t 1 t 2 we obtain in two steps that the greatest common divisor of t 1 and t 2 is the tree below. gcd(t 1 ; t 2 ) 6 Unlabeled trees and right congruences
In this section we associate right congruences to unlabeled trees. Since unlabeled trees are periods of labeled trees, this will allow us to describe periodicity on trees also in terms of right congruences generalizing the analogous characterization for words to trees (see Proposition 2.1). If t is an unlabeled tree, we will denote the corresponding right congruence by R(t). The main result of this section states that, given two trees t 1 and t 2 , R(gcd(t 1 ; t 2 )) = R(t 1 ) _ R(t 2 ), where R(t 1 ) _ R(t 2 ) denotes the join of the congruences R(t 1 ) and R(t 2 ).
We start by giving notions and de nitions on equivalences and congruences. Given two equivalence relations E 1 and E 2 on a same set X, we say that E 1 is smaller than or equal to E 2 (and we write E 1 E 2 ) if each equivalence class of E 1 is union of equivalence classes of E 2 .
Usually Notice that the join of two right congruences is still a right congruence.
Given a right congruence R of nite index over , we may describe it by a nite labeled directed graph to which we will refer as G(R). The vertices V 1 ; V 2 ; : : :; V n of G (R) correspond to the equivalence classes C 1 ; C 2 ; : : :; C n of R. The vertex that corresponds to the class containing the empty word will be referred to as the initial vertex. The edges are de ned in a way that there is an edge from vertex V i to vertex V j labeled x 2 if C i x C j . Notice that the graph G(R) uniquely determines the right congruence R. Indeed, for any word w 2 , the class of R containing w corresponds to the vertex reached by the (unique) path starting from the initial vertex and labeled w. Graph G(R) will be referred to as congruence graph. Remark that G(R) is a complete deterministic graph (i.e. for any letter x 2 and for any vertex V , there is exactly one edge leaving V labeled x). Moreover, observe that G(R) is always a connected graph. Conversely, for any complete deterministic connected graph G with a special vertex V 1 there exists a unique right congruence R such that G = G(R (R) , is the set of non empty words in that are labels of paths in G(R) from V 1 to V 1 that reach V 1 only once. This is a pre x code. In fact none of such words can have another word of this set as pre x, otherwise the corresponding path in G(R) would touch V 1 twice. Moreover such code is maximal because the graph G(R) is complete.
Code C(R) is also a rational set. In fact we can consider a graph G 0 , obtained from G(R) by adding a vertex V f to the set of vertices of G(R) and re-directing all the edges entering V 1 into V f instead. We now consider the automaton having vertices of G 0 as the set of states, V 1 and V f as as initial and nal state, respectively and the transitions de ned by graph G 0 . This automaton accepts words of the C(R), that is, C(R) is a rational set. 2
Now we reverse the correspondence established by the previuos lemma and associate a s.c. right congruence to a maximal pre x code. Let C be a maximal pre x code over the alphabet and let us denote by Pr(C) the set of proper pre xes of elements of C, that is: Pr(C) = fu 2 ju + \ C 6 = ;g: It is well known (cf. 2]) that, for any word v 2 there exists a unique element u 2 Pr(C) such that v 2 C u. This unique element is denoted by r C (v). De nition 6.3 Given a maximal pre x code C over , and two words u; v 2 , we say that u C v if r C (u) = r C (v).
It is easy to verify that the equivalence ( C ) is a s.c. right congruence whose index is jPr(C)j. Remark 6.2 In the special case j j = 1, a maximal pre x code C over contains only one word, which is uniquely speci ed by its length p. In this case is isomorphic to the additive monoid IN of natural numbers and the congruence C corresponds to the equivalence mod p over IN. We have that C(R) = f1;21 2g, that is C (R) has an in nite number of equivalence classes, while R has only two classes.
The following lemma is an immediate consequence of the de nitions. Lemma 6.3 Let C be a maximal pre x code over . Then C = C( C ). Lemma 6.4 Let C 1 and C 2 be two maximal pre x codes over . Then C 1 C 2 if and only if ( C 2 ) ( C 1 ).
Proof: ()) u C 1 v implies that u; v 2 C 1 w 1 , with w 1 2 Pr(C 1 ). Since C 2 is a maximal pre x code there exists a unique element w 2 2 Pr(C 2 ) such that w 1 2 C 2 w 2 . Since C 1 C 2 , then u; v 2 C 2 w 2 , i.e. u C 2 v.
(() By de nition, for any maximal pre x code C, u C if and only if u 2 C . Since u C 1 implies that u C 2 ,then C 1 C 2 . 2 We now associate a right congruence to an unlabeled tree. Let t be an unlabeled tree and let B(t) be the border of t (see De nition 3.2). Recall that the border B(t) of t is a ( nite) maximal pre x code. We de ne the right congruence associated to t as R(t) = ( B(t) ). Remark that Pr(B(t)) = dom(t) and then the classes of R(t) are in a one-to-one correspondence to the elements of dom(t).
De nition 6.4 A right congruence R is a tree congruence if there exists an unlabeled tree t such that R = R(t). Example 6.3 Given the following tree We now prove some lemmas regarding tree congruences.
Lemma 6.5 A right congruence R is a tree congruence if and only if R = ( C(R) ) and C(R) is a nite pre x code.
Proof: If R is a tree congruence, then R = R(t) = ( B(t) ), for some tree t. By Lemma 6.3, C(R) = C( B(t) ) = B(t) and then R = ( C(R) ). Conversely, if R = ( C(R) ), consider the tree t de ned by the domain dom(t) = Pr(C(R)). One It is easy to verify that C is a maximal pre x code corresponding to the border of the tree obtained from t 2 by deleting the copies of the subtree t 1 in the bottom of t 2 , having leaves of maximal depth. By the induction hypothesis, the statement follows. 2
Using previous lemmas we can now prove the following theorem. Theorem 6.1 Let t 1 and t 2 be two unlabeled trees. Then, R(gcd(t 1 ; t 2 )) = R(t 1 ) _ R(t 2 ) Proof: Since the join of two tree congruences is a tree congruence (by Lemma 6.7) then there exists a tree t such that R(t 1 ) _ R(t 2 ) = R(t). Moreover, by Lemmas 6.4 and 6.8, for any pair of trees t; t 0 , we have that R(t) R(t 0 ) if and only if B(t 0 ) B(t), and this happens if and only if t divides t 0 . Therefore, t divides both t 1 and t 2 and then t divides gcd(t 1 ; t 2 ). Conversely, since gcd(t 1 ; t 2 ) divides both t 1 and t 2 , then R(gcd(t 1 ; t 2 )) R(t 1 ) and R(gcd(t 1 ; t 2 )) R(t 2 ). It follows that R(gcd(t 1 ; t 2 )) R(t), and then gcd(t 1 ; t 2 ) divides t. 2 
The join of right congruences and restrictions
In this section we describe and discuss an algorithm to compute the join of two right congruences of nite index over . This algorithm can be implemented using a \union-nd" data structure and its running time is dominated by the running time of \union-nd"(cf. 1]). Moreover, since by Theorem 6.1 the join of two tree congruences R(t 1 ) and R(t 2 ) is the tree congruence R(gcd(t 1 ; t 2 )), this algorithm is a \fast way" to compute the greatest common divisor between two trees; more precisely, if n is the sum of the sizes of the two trees, the running time of the algorithm is smaller than or equal to a constant times n (n), where is the inverse of the Ackermann's function (cf. 1]).
In this section we consider also the restrictions of congruences to subsets of and their relation with the join operation (recall that, if R 1 and R 2 are right congruences, then the join R 1 _ R 2 is also a right congruence). This leads to the notion of complete sets with respect to two congruences. Finally we prove that there exist pre x closed sets that are complete with respect to two xed congruences and that have \small" size.
For the sequel, we will denote by R T the restriction of the equivalence R to the set T .
An algorithm for the join
In this section we deal with right congruences of nite index over . We denote by i (R) the index of the right congruence R (i.e. the number of classes that R de nes over the set ).
We describe an algorithm to compute the join of two right congruences over that operates on the corresponding congruence graphs. We rst introduce some terminologies on graphs.
Given a directed labeled graph G, we indicate by V i ; x; V j ] the edge from vertex V i to vertex V j with label x 2 . We de ne an operation on G called Merge that uni es two vertices into one vertex as follows. Given vertices V 1 ; V 2 in G then Merge(V 1 ; V 2 ) transforms these two vertices into a unique vertex, say V 0 . The edges starting from V 0 are all the edges that were previously starting from V 1 ; V 2 , paying attention to the deletion of possible duplicate edges, while the edges entering in V 0 are simply all the edges that were previously entering in V 1 ; V 2 .
Given a letter x 2 , we say that a vertex V is good for x if there exists exactly one edge starting in V with label x. We say that V is good if V is good for any letter x 2 .
We now describe brie y and informally the algorithm. The inputs are two congruence graphs G(R 1 ) and G(R 2 ) whose vertices are U 1 ; : : : ; U n and U 0 1 ; : : :; U 0 m , respectively, where U 1 and U 0 1 are the initial vertices of G(R 1 ) (G(R 2 ), respectively. The output is a new graph G and a set of words P that will be used later in this section.
Algorithm J Initialization step:
Consider the two graphs G(R 1 ) and G(R 2 ) as a unique (not connected) graph, apply the operation Merge(U 1 ; U 0 1 ) and call U the resulting vertex. Denote by G the resulting connected graph; de ne a set of words P and initialize it as P = f g. Main step:
Take a bad vertex V in G. Suppose that V is bad for the letter x. This fact implies that there exists a word w 2 P and two vertices V 1 and V 2 such that: 1) there exists a path in G labeled w that starts in U and reaches V ; 2) the edges V; x; V 1 ]; V; x; V 2 ] are in G; 3) the path labeled w x in G(R 1 ) (in G(R 2 ) resp.) reaches either a vertex that has been merged in a previous step to obtain V 1 (V 2 resp.) or a vertex that has been merged in a previous step to obtain V 2 (V 1 resp.). Choose and x the word w and vertices V 1 and V 2 . Apply the operation Merge(V 1 ; V 2 ) and add the new word w x to the set P.
The algorithm works by performing the initialization step followed by the main step. Notice that the rst time the main step is executed, the only bad vertex is U created in the initialization. Then, it runs by repeating the main step until there are no more bad vertices left.
Example 7.1 We show a run of the above algorithm applied to the congruences R 1 and R 2 over the alphabet = f1;2g represented by the congruence graphs below. Step 1: P = {e} Step 2: P = {e, 1} Step 3: P = {e, 1, 2}
After ve more steps we obtain the following:
Final step: P = {e, 1, 2, 21, 22, 222}
Notice that, by construction, the set P output by the above algorithm is pre x-closed, hence it can be thought as an unlabeled tree. In fact, as we remarked before, an unlabeled tree is univocally de ned by its domain (that is a pre x closed subset of ).
Remark 7.1 If the path in G starting from U and labeled z reaches some vertex W, then the vertices V z and V 0 z reached by the path labeled z in G(R 1 ) and in G(R 2 ), respectively, have been merged during the run of the algorithm in order to obtain vertex W (otherwise it is easy to see that in G there would remain at least one more bad vertex).
Remark 7.2 The algorithm J is \non-deterministic" in the sense that, after the initialization, each time we execute the main step, we make a choice (for a bad vertex). Di erent sequences of choices correspond to di erent runs of the algorithm on a given input. All such possible di erent runs of the algorithm produce the same graph G but di erent sets P's. In the case of unary alphabets the algorithm J is deterministic.
In the remaining part of this section we prove the correctness of the above algorithm.
Lemma 7.1 Let G and P be respectively the graph and the subset of output by the above algorithm. If for some pair of words z; y 2 there exist two paths in G starting from the vertex U and labeled by z and y, that reach the same vertex W, then z(R T 1 _R T 2 )y where T = P fz;yg. Proof: Let us denote by G m the graph we have after m steps of the algorithm. We claim that, if paths labeled z and y in G(R 1 ) (or, equivalentely, in G(R 2 )) reach the same vertex or two di erent vertices that have been merged at a certain step of the algorithm, in order to obtain a single vertex W in G m , then z(R T 1 _ R T 2 )y, where T = P fz;yg.
The statement of the proposition follows by Remark 7.1 and by previous claim when we consider the the nal step as m-th step.
Let us denote by V z and V y the vertices reached in G(R 1 ) (or, equivalently, in G(R 2 )) by paths labeled z and y respectively. If V z = V y then previous claim is trivially true (zR 1 y or zR 2 y depending whether the vertex V z = V y is in G(R 1 ) or in G(R 2 )).
Hence we can suppose that V z 6 = V y and we prove the claim by induction on m.
Base of the induction. If V z and V y are merged after the initialization step, the vertex W must be the vertex U otherwise V z = V y . There are 2 cases. First case: both paths in G(R 1 ) (or in G(R 2 ), equivalently), labeled by z and y starting from U 1 (from U 0 1 resp.) reach the vertex U 1 (or U 0 1 resp.); in this case again zR 1 y (or zR 2 y resp.). Second case: the path labeled z reaches U 1 in G(R 1 ) and the path labeled y reaches U 0 1 in G(R 2 ) (or the analogous condition obtained by interchanging z with y); in this case zR 1 , R 2 y (or, analogously, yR 1 , R 2 z). Since 2 P, the base of induction is proved.
Inductive step. Suppose now that V z and V y are merged into a single vertex W after the algorithm performed m steps with m 2. If V z and V y were already merged into a single vertexV in G m?1 (that is, at the (m ? 1)-th step of the algorithm), then, by inductive hypothesis, the claim holds.
Suppose now that V z and V y are not merged into a single vertex in G m?1 ; thus W must be the vertex resulting by the operation merge performed at the m-th step. Let us call V 1 and V 2 the vertices in G m?1 that \contain" V z and V y respectively; the vertex V 0 is the result of the operation merge applied to the pair (V 1 ; V 2 ). Therefore there exist a vertex V in G m?1 , a word w 2 P and a letter x 2 , chosen by the algorithm such that: 1) there exists a path in G m?1 labeled w that starts in U and reaches V ; 2) the edges V; x; V 1 ]; V; x; V 2 ] are in G m?1 ; 3) the path labeled w x in G(R 1 ) (in G(R 2 ) resp.) reaches either a vertex that has been merged to obtain V 1 (V 2 resp.) or a vertex that has been merged to obtain V 2 (V 1 resp.).
By the inductive hypothesis applied to z and w x at the (m ?1)-th step, one has that z(R T 1 _R T 2 )w x; again by the inductive hypothesis applied to w x and y at the (m?1)-th step, one has that w x(R T 1 _ R T 2 )y, and, consequently, since w x 2 P, z(R T 1 _ R T 2 )y. 2 Theorem 7.1 The graph G output by the algorithm is the congruence graph G(R), where R = R 1 _ R 2 . Proof: The graph G is a complete deterministic connected graph with special vertex U. Hence there exists a right congruence R such that G = G (R) .
We have to prove that R = R 1 _ R 2 . Let us prove rst that R R 1 _ R 2 by proving that R R 1 and that R R 2 . If zR 1 y, then the two paths in G(R 1 ) starting from vertex U 1 and labeled respectively by z and y, reach the same vertex U i . Therefore, the paths in G starting from the vertex U and labeled by z and y, reach the same vertex V (the one containing U i ), i.e. zRy.
The proof that R R 2 is analogous.
We have now to prove that R 1 _ R 2 R. Suppose that zRy. We have to prove that z(R 1 _ R 2 )y. If zRy then there exist two paths in G, starting from the vertex U and labeled by z and y, that reach same vertex W ; by applying Lemma 7.1, one get that there exists a set T such that z(R T 1 _ R T 2 )y. Hence z(R 1 _ R 2 )y. 2 Remark 7.3 The above algorithm gives the join of two general right congruences. In particular it can be applied to a pair of tree congruences R(t 1 ) and R(t 2 ). In this case the tree congruence corresponding to the output graph is, by Theorem 6.1, R(t) where t = gcd(t 1 ; t 2 ). The right congruences given in Example 7.1 are actually the tree congruences R(t 1 ) and R(t 2 ) corresponding to the following pair of unlabeled trees:
and the right congruence output by the algorithm is R(t), where t is the following tree t that is the greatest common divisor of t 1 and t 2 .
Complete sets
Let T be a subset of . We recall that R T denotes the restriction of R to the set T, that is, for any u; v 2 , (u; v) 2 R T if and only if (u; v) 2 R and u; v 2 T. We remark that, even if R is a right congruence over , R T is not in general a right congruence, since T is not necessairely a concatenation-closed subset of . In any case, R T is always an equivalence over T. >From the de nition it follows that any set containing a complete set is also complete.
Remark that if a set P is a singleton, it is always true that R P 1 _ R P 2 = (R 1 _ R 2 ) P , but P is not necessarly a complete set. Remark also that the empty set can be complete with respect to R 1 and R 2 and this happens when either R 1 _R 2 = R 1 or R 1 _R 2 = R 2 .
In order to introduce next proposition notice that for any set T containing z and y, z(R 1 _ R 2 )y if and only if z(R 1 _ R 2 ) T y. Moreover if z(R T 1 _ R T 2 )y then z(R 1 _ R 2 )y, while in general it is false (as can be seen in previous example) that from the conditions z(R 1 _ R 2 )y and T contains z and y it follows that z(R T 1 _ R T 2 )y.
Here we give a characterization of complete sets:
Proposition 7.1 A set P of words over is complete with respect to R 1 and R 2 if and only if for any z; y 2 , z(R 1 _ R 2 )y implies z(R T 1 _ R T 2 )y where T = P fz;yg. Proof: ()) Suppose that P is complete with respect to R 1 and R 2 . Let z(R 1 _ R 2 )y and let T = P fz;yg. By de nition, since P is complete and T contains P, R T 1 _ R T 2 = (R 1 _ R 2 ) T . Since z(R 1 _ R 2 )y, then z(R 1 _ R 2 ) T y and, consequently z(R T 1 _ R T 2 )y.
(() Suppose now that for any z; y 2 , if z(R 1 _ R 2 )y then z(R T 1 _ R T 2 )y where T = P fz;yg. We have to prove that P is a complete set. Since for any S , R S 1 _ R S 2 (R 1 _ R 2 ) S , it remains to prove that if P S then R S 1 _ R S 2 (R 1 _ R 2 ) S , i.e. if z(R 1 _ R 2 ) S y then z(R S 1 _ R S 2 )y. Let us suppose that z(R 1 _ R 2 ) S y for z and y in S. Thus z(R 1 _ R 2 )y. By hypothesis z(R T 1 _ R T 2 )y where T = P fz;yg. Since T S then z(R S 1 _ R S 2 )y, and this concludes the proof. 2
The algorithm we are now giving allows to decide whether or not a nite set P is complete with respect to two given tree congruences R 1 and R 2 .
The input of the algorithm is the set P and congruence graphs G(R 1 ) and G(R 2 ); notice that any equivalence class of R 1 , of R 2 and of R 1 _ R 2 is a rational set of words, as it can be proved using an analogous argument to the one used in Lemma 6.1 to prove that class ] is a rational set. Algorithm C 1. Consider the multiset M of all the equivalence classes of R 1 and of R 2 . For any w 2 P nd in M all the elements that contain w and make the union of them. 2. By using the Algorithm J, nd the graph G(R 1 _ R 2 ). Check for any class V of R 1 _ R 2 whether there exists an element U of M such that V U. 3 . If for any class V of R 1 _R 2 the answer to previous check is \YES" then the output is \YES", i.e. P is complete, otherwise P is not complete and the output is \NO" .
Notice that, since a nite union of rational sets is a rational set, the multiset M, after performing step 1, contains only rational sets; therefore it is possible to make checks in steps 2 because inclusion between rational sets is decidable. Proposition 7.2 Algorithm C is correct.
Proof: We prove that P is complete if and only if for any class V of R 1 _R 2 there exists an element U of M such that V U, or, equivalently, we prove that P is complete if and only if for any z; y 2 , z(R 1 _ R 2 )y implies that there exists an element U of M such that z; y 2 U. Therefore by Proposition 7.1, in order to prove the proposition it su cies to prove that the following two statements are equivalents: 1) for any z; y 2 , z(R 1 _ R 2 )y =) z(R T 1 _ R T 2 )y where T = P fz;yg; 2) for any z; y 2 , z(R 1 _ R 2 )y =) there exists an element U of M such that z; y 2 U. We now consider complete sets that are pre x-closed. Since any set containing a complete set is also complete, we are interested on \small" pre x-closed complete sets. The existence and the e ective construction of such sets is given by the following proposition. Proposition 7.3 Any set output of algorithm J is a pre x-closed complete set. Proof: Let us consider a run of the algorithm J and let P the output set. By construction, P is a pre x-closed set. In order to prove that P is a complete set, suppose that z(R 1 _ R 2 )y. Then, by Theorem 7.1 the paths in the graph G (output by the algorithm) starting from the vertex U and labeled by z and y, reach the same vertex V 0 . Therefore, by Lemma 7.1, z(R T 1 _ R T 2 )y where T = P fz;yg. By Proposition 7.1, P is complete with respect R 1 and R 2 , and this concludes the proof. 2
The following corollary gives an upper bound on the size of a pre x-closed complete set of minimal size. Recall that i(R) denotes the index of the congruence R, i.e. the number of classes of R. Corollary 7.1 Given two right congruences R 1 and R 2 , there exists complete pre xclosed set P such that jPj = i(R 1 ) + i(R 2 ) ? i(R 1 _ R 2 ); where jPj is the cardinality of P. Proof: Consider a set P output of the algorithm J. Its cardinality jPj is equal to the number of steps performed by the algorithm J. Since, in each step, operation Merge uni es two vertices, we have that jPj = i(R 1 ) + i (R 2 
In the special case of j j = 1, is isomorphic to the set IN of natural numbers and a pre x closed subset T of IN is of the form T = f0;1; ; m ? 1g. Proof: If j j = 1, the algorithm J is deterministic (cf Remark 7.2). Then there exists a unique set P output of the algorithm J and its cardinality is jPj = i(R 1 ) + i(R 2 ) ? i(R 1 _ R 2 ). Thus P = f0;1; ; i(R 1 ) + i(R 2 ) ? i(R 1 _ R 2 )g. Since any set containing P is complete, the thesis follows. 2 
A Periodicity Theorem
In this section we consider trees having two di erent periodicities. The notions and the results given in previous sections converge in the statement and in the proof of our main result that generalizes the Fine and Wilf's theorem to trees.
We rst give a characterization of periodicity in terms of congruences, generalizing Proposition 2.1 Proposition 8.1 Let be a labeled tree and t 0 be an unlabeled tree. Then, has period t 0 if and only if for each pair of nodes x; y 2 dom( ) such that xR(t 0 )y, (x) = (y). Proof: ()) If has period t 0 , then there exists a labeled tree 0 such that sh( 0 ) = t 0 , and a tree 2 # 0 such that . If xR(t 0 )y then, by de nition of R(t 0 ), x; y 2 B(t 0 ) z for some z 2 dom(t 0 ) = dom( 0 ). In other words, all the elements in the class B(t 0 ) z are the ones that are in the same position with respect to the occurrence of 0 in to which they respectively belong. Since 2 # 0 , for each element x 2 B(t 0 ) z, we have that (x) = 0 (z). In particular (x) = (y).
(() Suppose that for all x; y 2 dom( ) such that xR(t 0 )y we have that (x) = (y).
Notice that given two arbitrary unlabeled trees t 1 and t 2 , we can nd an unlabeled tree s 2 t # 2 such that t 1 s. In our case we can consider t = sh( ) as pre x of an unlabeled tree s 2 t # 0 . In this way, xR(t 0 )y means that x and y are in the same position relatively to the occurrences of t 0 in s to which they respectively belong. Since, by hypothesis, all the elements of a xed class B(t 0 ) z have the same label, we can de ne the tree 0 in the following way:
dom( 0 ) = dom(t 0 ); 8z 2 dom( 0 ) 0 (z) = (z):
It is easy to verify that is pre x of an element of # 0 , that is, has period t 0 . 2
Given a labeled tree we de ne the coarsest right congruence compatible with the At the end of Section 4 we stressed that, in order to generalize the Fine and Wilf theorem to trees we have to investigate what \greatest common divisor" and \su ently long with respect to two periodicities" mean in the case of trees. In Section 5 we de ned the greatest common divisor of two trees. The formalization of the latter notion in terms of completeness is given in the following de nition.
De nition 8.1 Let t, t 1 and t 2 be unlabeled trees. We say that t is complete with respect to t 1 and t 2 if dom(t) is complete with respect to the congruences R(t 1 ) and R(t 2 ). Moreover we say that a labeled tree is complete with respect to t 1 It easy to verify that the tree has two di erent (non trivial) periods, t 1 = sh( 1 ) and t 2 = sh( 2 ), but it does not have period gcd(t 1 ; t 2 ) = , the punctual tree. In fact is not complete with respect to t 1 and t 2 .
Notice that if we want to make a complete tree with respect to t 1 and t 2 we should add the node 21. But, in this case, cannot have both periods t 1 and t 2 without having also period gcd(t 1 ; t 2 ) = . In fact, in order to have period t 1 , the node 21 must be labeled with a, whereas the period t 2 obliges vertex 21 to be labeled with a b. The only possibility to have both periods t 1 and t 2 would be if a = b and, in such a case, the tree would have also period = gcd(t 1 ; t 2 ). Recall that the notion of completeness of a tree is e ectively decidable by algorithm C.
Before concluding this paper, we remark that periodicity on trees is a phenomenon quite di erent from the corresponding one on words. This is true despite we de ned periodicity on trees in a way that in the case of unary trees it is perfectly equivalent to the classical notion of periodicity on strings.
Although Corollary 7.1 guarantees the existence of \small" complete trees, however there exist particular pairs of unlabeled trees t 1 and t 2 to which respect we can nd trees with an arbitrairely large size that are not complete. For example, consider the following trees t 1 and t 2 . This situation never occurs in the case of words. In fact, in that case, the treecongruences are only the congruences modulo p and the unlabeled words (or non-negative integers) that are not complete with respect to two given congruences modulo p and modulo q are exactly all the unlabeled words whose size is less or equal to p+q?gcd(p; q). Therefore we cannot have words with an arbitrairely long size that are not complete with respect to t 1 and t 2 .
We remark that it is possible to de ne \weaker" notion of periodicity for trees by using congruences that are not tree congruences. Also in this case we can state a \periodicity theorem", based on the results of Section 7, that have been proved without the restrictive hypothesis that the congruences are tree congruences (cf. 5] and 6]).
