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The aim of logistic regression modelling is to analyse 
associations between variables and dichotomous endpoints. 
Multivariable logistic regression models for radiation-induced 
toxicity belong to a special yet flexible class of Normal Tissue 
Complication Probability (NTCP) models that allow describing 
association of the endpoint with multiple variables which 
may include dosimetric and other prognostic factors. 
Importantly, standardized selection methods exist that learn 
from existing data which factors must be included in the 
model such as to optimize the model performance. In this 
lecture we review these methods and discuss their problems. 
Examples from numerical simulations will be presented in the 
lecture to illustrate the points raised in this abstract. 
The general aim of variable selection is to arrive at the most 
parsimonious model, i.e., the simplest model that accurately 
describes the data. There are several arguments for this 
principle, including Occam’s razor, interpretability of the 
resulting model, and to avoid overfitting. 
In the process to determine which model is the most 
parsimonious, several combinations of model variables need 
to be considered. Usually, the total number of possible 
combinations is too large to evaluate them all. Therefore, 
stepwise methods have been developed, which come in two 
flavours: forward procedures, which start with an empty 
model and iteratively add variables, and, backward 
procedures, which start with a full model, including all 
variables, and iteratively remove variables. Both procedures 
have their benefits and drawbacks. For example, if few 
candidate variables are considered, the backward procedure 
is better suited to selects predictive combinations of 
interrelated factors. If many candidate variables are 
considered, however, the forward procedure is faster and 
less sensitive to overfitting problems. Also, stepwise methods 
that combine forward and backward approaches have been 
developed. 
Besides the step direction, the key element in stepwise 
methods is the criterion that determines which of the 
compared models is to be preferred. Usual choices are: the 
Wald test, the likelihood ratio test, the Akaike Information 
Criterion (AIC), or the Bayesian Information Criterion (BIC). 
Recently, more accurate criteria based on numerical 
resampling techniques, such as cross-validation and 
bootstrapping, have been developed. 
A completely different approach is taken by penalized 
methods. The idea of penalization originates from the 
observation that overfitted models tend to have large 
coefficients. Therefore, overfitting can be avoided not only 
by reducing the number of variables in the model, but also by 
restricting the amplitude of the model coefficients. The 
LASSO method aims to do both simultaneously, without 
stepwise procedure. The models found with LASSO generally 
include more variables than with stepwise methods, but with 
smaller model coefficients. 
Variable selection methods are not limited to logistic 
regression analysis. The field of machine learning embraces 
many alternative modelling methods that include variable 
selection. However, logistic regression is well known, simple, 
and widely applicable, and therefore, often a first choice. 
The use of variable selection methods, however, is generally 
plagued with problems that cause the resulting models to be 
less reliable than they first appear. Firstly, overfitting is 
generally not completely avoided by variable selection, such 
that the resulting models need to be corrected for optimism. 
Secondly, large model uncertainty often remains, resulting in 
model instability, i.e., small changes in the data result in 
largely different models. Thirdly, the models are data-driven, 
and, therefore, not guaranteed to generalize to populations 
other than that of the training data. Fourthly, observed 
associations are not guaranteed to reflect causal 
relationships. Active internal and external model validation 
can help to identify and reduce these problems. 
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Voxel-wise methods based on dissimilarity measurements 
between dose distributions were recently implemented to 
describe spatial effects in both the onset of toxicities and the 
risk of local relapse. These approaches generally employ 
elastic registration to deform patient images and dose 
distributions onto one or more patient frames, and are 
combined with voxel-by-voxel analyses in order to test 
differences between groups (e.g. patients with/without 
toxicity).  
The different approaches developed or under development 
have in common the intriguing characteristic to be able to 
identify sub-regions within an organ at risk (or of 
organs/structures within an apparatus or a group of 
organs/structures) that may better discriminate patients 
with/without toxicity, enhancing in this way more sensitive 
sub-structures/organs. As a consequence, these approaches 
could hugely increase the potential of modelling dose-volume 
effects of specific toxicities by the integration of spatial dose 
descriptors, helping radiation oncologists in abandoning, 
when convenient, the concept of homogeneous sensitivity of 
