ABSTRACT
INTRODUCTION
Let us assume that an object of interest is a clear glass bottle containing a liquid of some sort. If this content is distinct from its surroundings, the color of the content will be the best means to locate the glass bottle. On the other hand, if there is nothing in the glass bottle, color is no longer an apparent feature. Other features including silhouette (shape), texture, edges and shadows are required as a substitute for color to characterize the bottle for subsequent location and tracking. Texture and edges on the bottle are good features if the bottle only shows translational movement, parallel to the imaging sensor. If the bottle incurs rotational motion, texture and edges will become self-occluding. The amount of degradation caused by rotation in silhouettes is usually smaller than that of edges.
A priori information on texture and/or silhouette can help deal with occlusion problems by restricting the search to variations of this prior information. With texture being more vulnerable to camera motion than silhouette, color and shape remain as optimum choices for the description of an object for tracking.
Color is an efficient feature for tracking due to its computational simplicity. Color, however, has disadvantages under abrupt illumination changes, especially when using a Pan/Tilt/Zoom (PTZ) camera in indoor environments, where many small light sources, windows and glass walls may be present. Multiple static cameras can be used instead of one PTZ camera, but this setup has its own shortcomings, such as object handover, color constancy between cameras, camera placement and cost. Shape can be used to assist color in the presence of illumination changes, occlusion and similar colors in the background. Shape-based tracking is usually insensitive to illumination changes since it typically uses gradients of pixels. Deformable shape tracking can be divided into snake and statistically-based methods. The snake method, first introduced by Kass, is akin to an elastic band pulling a shape towards the edges (Kass, 1987) . The active shape model (ASM), introduced by Cootes, is a statistical method that utilizes prior information on shapes to perform tracking (Cootes, 1995) . Snake methods impose limited or no constraints on shape, which often results in erroneous results. On the other hand, the ASM is less sensitive to complex backgrounds and generates more plausible shapes by using training sets. Since surveillance systems are required to track the object of interest under various conditions, including partial and whole occlusion, the ASM was deemed more suitable for this task. In this work, the training of shapes required for the ASM, including selection of landmark points, is automated and done online in real time. A new profile modeling approach suitable for cluttered and changing backgrounds is also introduced. If using the original ASM profile model, pixels on both sides of each landmark point should be considered. This, however, will introduce errors when the background is not constant. The original ASM assumed a Gaussian distribution of the profile and used the Mahalanobis distance to find the nearest point to each landmark point. But with a changing background, the profile can 
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Frame no longer be modeled as Gaussian. In this work, only pixels inside the contour are considered and a new matching function is used to establish correspondences. In this tracking, color is used in a limited way and on consecutive frames, where variations can be ignored when initiating the training shapes but assist in moving a shape to the real boundary of the target. Selecting a distinct color after motion-based segmentation eliminates manual initialization for a fully automated tracking. The overall system is shown in Figure 3 .
The following section reviews related work in the areas of tracking, with emphasis on the latest developments in shape-based tracking. Section 3 describes the core contributions of this chapter in terms of automating initial shape detection, with the ASM model building both in terms of global contour as well as local landmark points and their profiles. New algorithms in profile representations are introduced and an objective function for optimum modeling is formulated. Shape tracking using the statistical model thus built is also described and experimental results presented. Section 4 summarizes the contributions of this chapter and gives suggestions for future work.
BACKGROUND AND RELATED WORK
Most popular tracking algorithms use background subtraction due to its simplicity and fastness to detect movement. W 4 (Haritaoglu, 2000) and VSAM (Collins, 2000) are examples of systems utilizing background subtraction for target acquisition. Static cameras are usually used with background subtraction algorithms. Extensions to nonstatic cameras (Medioni, 2001; Ren, 2003) and PTZ cameras (Dellaert, 1999; Kang, 2003) only work in non-crowded scenes with no major changes in the background.
Comaniciu proposed a kernel-based color algorithm to track a target after a user initializes the area to be tracked and showed its good performance on crowded scenes and under rapid movements (Comaniciu, 2003) . But color-based algorithms will always suffer from changes in illumination. This can be compensated for by using shape, either in the form of contours attracted to edges, that is, snakes (Kass, 1987) or shapes generated from a statistical model, that is, ASM (Cootes, 1995) . The ASM provides statistical shape modeling that generally shows better performance than the snake when intensities on either side of the boundaries are not very distinct. ASM requires a training phase and is not restricted to the tracking of a single object (Zhao, 2004) .
Snakes, or deformable active contours, were first introduced by Kass (Kass, 1987) as elastic bands that are attracted to intensity gradients. They can be used to extract outlines if a target object is distinct from the background. But snakes exhibit limitations when the initialization is not well done or the object presents concavities. In this case, the algorithm oftentimes converges to the wrong shape. Other research uses shape parameters such as smoothness and continuity to deal with topological changes. These algorithms fail when more than one object splits from the initial shape, such as a group of people who split and walk in different directions. A geodesic active contour was developed by Caselles (Caselles, 1995) and a level set approach proposed by Osher (Osher, 1988) and used for curve evolving, which makes the contour merge and split depending on the image. These algorithms require additional steps, including the computation of difference images, which are not evident for non-stationary views from a PTZ camera, and the suppression of edges from the background.
The majority of active contour-based algorithms introduced for detecting moving objects use features from the area enclosed by a contour, rather than the statistical characteristics of deformations on the contour. In other words, in case any feature used by these algorithms incurs errors, the algorithm may converge to the wrong shape alltogether. Examples of errors include wrong motion compensation to segment foreground objects and errors in edge detection.
Another variation of shape-based tracking uses prior information on the target. For example, if the mean shape of the target is known beforehand, this shape information can be integrated into an objective function that computes the distance between the current shape and that mean shape (Amit, 2002) . While this algorithm uses one prior mean shape with variations for each point, there are different approaches to utilize a group of shapes in the training stage. Cremers considers shape variations as a Gaussian distribution and computes similarity between the current shape and the training set using a distance similar to the Mahalanobis distance (Cremers, 2002; . This approach is different from the ASM in the sense that no projection onto the eigenvectors is performed. The ASM, however, is more suitable when tracking a complex object since the ASM uses a statistical model for each landmark point to locate the corresponding point. Shen proposed an attribute vector for each point, which is a triangle that connects a current point to nearby points and describes both local and global shape characteristics (Shen, 2000) . While this method is based on a snake's energy minimization function, one aspect is different from the general snake's capture of the prior shape. This method actually updates a prior shape during energy minimization, whereas an Euclidean distance is used for the general snake. A deformation of the prior shape is achieved by an affine transform on the attribute vector to adaptively find a shape in an input image. Shen also proposed a PCA-based statistical shape model (Shen, 2000) . This is the so called an adaptive-focus statistical model with different weights used to represent small variations ignored by previous ASMs due to their small eigenvalues. Even though Shen's method used prior shapes for segmentation, ASM incorporates a more general statistical shape model for shape variations, which is more suitable for complex images. ASM variations used different profile and statistical modeling and a population of training sets to get more variations from the statistical model. Ginneken and Bruijne introduced a new way to characterize each landmark point for ASM-based tracking. They use an N by N window around each landmark point and kNN to find matching points. Experimental results include the segmentation of the cerebellum and corpus callosum from MRI brain images (Ginneken, 2002; Bruijne, 2003) . Wang utilized a different approach to populate a given shape to represent various deformations. It is achieved by moving several points from a training set and building shape models after applying a smoothness constraint (Wang, 2000) . This is useful when the number of training shapes is limited, which results in restricted shape variations. While Wang populated shapes in the spatial domain, Davatzikos proposed another method to populate training sets using a hierarchical ASM based on wavelet decomposition of extracted shapes (Davatzikos, 2003) . Wavelet decomposition divides shapes into a number of bands, and PCA is performed on each band. As a result, the number of eigenvectors is the same as the number of bands. Therefore, these eigenvectors encompass a relatively large subspace, which removes the over-constraining problems of the original ASM. Edges are used to attract landmark points and the algorithm was applied to track corpus callosum and hand contours.
Statistical shape models, or prior shapes, are useful for applications where a reasonably well defined shape needs to be extracted. Medical imaging is a good example, since the shapes of internal organs vary according to a patient's age, height, weight, etc., but the overall structure remains similar in all of these. If the internal organ is of simple shape, snake-based algorithms can be used. For example, Xu used a snake algorithm for segmenting the left ventricle of a human heart (Xu, 1998 ) and Debreuve applied spacetime segmentation using level set active contour to myocardial gated single photon emission computed tomography (Debreuve, 2001) . Moreover, Han used minimal path active contour models for segmenting the human carotid artery without prior shape information (Han, 2001 ). These can be achieved because of the simple structure or good separation of organs of interest from surrounding tissues.
Although many applications of medical imaging show good performance in segmenting internal organs, only a few ASM-based algorithms have appeared for tracking objects other than internal organs, such as pedestrians and hands. The main difference between medical images and other applications is in the complexity of the background. Medical images are usually represented in black and white, depending on the density of tissues, and organs of interest always have different intensity levels than their surrounding tissue. The original ASM was applied to medical imaging and uses profile information for each landmark point including pixel values from inside and outside the boundary. This, however, is no longer an option when the background changes, that is, profile information for each pixel does not have the same background component as in medical imaging. Although Baumberg used ASM for tracking a pedestrian after automatic shape extraction through background subtraction (Baumberg, 1995) , profiles containing background pixels for each landmark point can confuse the algorithm in locating a correct point if the background is complex and changing. For this reason, a new way of characterizing landmark points will be presented in this chapter.
The closest work to solving the problem of PTZ-based tracking in a cluttered and complex background under variable illumination can be found in Nguyen (2002) . Nguyen proposed contour tracking of deformable objects acquired by a moving camera. Edge map and motion compensation are used to remove any edges from the background and other moving objects. This method is relatively sensitive to illumination changes but is not sensitive to occlusions. If a partial occlusion occurs for few frames, the extracted shape would no longer be similar to the contour given by the user and the object being tracked would be lost.
PTZ TRACKING WITH ACTIVE SHAPE MODELS
As noted before, when illumination conditions are not constant, such as when glass walls and windows let direct sunlight get through, video signals from consumer-level cameras often saturate because of their low dynamic range. It is also likely that objects similar in color to the target appear in the scene. In both cases color-based tracking often fails. This led to investigating an additional feature for a more robust tracking. One of the restrictions of this work was to use consumer level equipment without including additional expensive infrared or 3D sensors.
Shape was selected as a second feature, defined as the boundary of a target, and will obviously vary when the target moves. Since shape is independent of illumination changes, it can be used for tracking when the color detector shows low performances. Prior shape models will be used, but since all moving objects have different shapes and patterns of variations, a single shape model can not be used to represent all possible moving objects. Online training is required for the efficient acquisition and modeling of shape variations. This online modeling represents the first extension to the original ASM algorithm, which was restricted to offline modeling and manual landmark point selection.
It is assumed that the moving shape is the contour of the area extracted during initial color-based tracking and that the color between two consecutive frames remains relatively constant (see Figure 2) . The overall procedure for tracking when using shape consists of three major processes: shape extraction, shape modeling and tracking. In the first stage, once the target is acquired from the PTZ camera using motion-based segmentation, both motion and color are used to extract the first shape, and only color is used to extract shapes afterwards. The reason for this is that motion information is no longer available once color-based tracking starts because the PTZ camera will vary its angles to follow the target. Once a number of shapes are extracted while the system initially performs color-based tracking, a principal component analysis is used to build a statistical shape model to be used later for the tracking of the shape. Landmark points are also selected and modeled for a more robust shape tracking.
Shape Segmentation for Statistical Model Building
An initial shape extraction using motion and color will be presented first, followed by subsequent shape extraction using color only.
Segmentation of Initial Shape Using Color and Motion
An initial shape is extracted using a threshold value determined by the mean shift filter. Since no prior information is available, a rectangle is used as search window and placed at the center of an ellipsoid region detected using top-down motion on the input image I(x, y), which represents the similarity between the current frame and the color model acquired during the target acquisition step (Kang, 2004) . The threshold value is determined by:
where K w and K h are the width and height of the search window W 0 and β is a coefficient empirically determined to be 0.7. Thresholding is performed on I(x,y)using the value th. Examples of this process are shown in Figure 4 . If an object with similar color to the target is present in the image, more than one blob will appear in the binarized image as shown in Figure 4 (d). Since the initial shape was acquired using the detected ellipsoidal region, the desired blob B i will be determined as being closest to the ellipsoidal region.
In the traditional ASM (Cootes, 1995) , landmark points are manually placed at the same locations of forward facing objects, which is not possible with randomly moving objects seen by a PTZ camera. Landmark points in this case need to be established differently. The blob, B i , is used to extract the major and minor axes of the object and the minor axis used as a reference angle for extracting the landmark points on the contour. The first landmark point for the shape is placed along the minor axis on the blob's boundary and a search is performed from the centerpoint to the boundary in the direction of the following vector:
where u k represents the k-th unit vector for k =0,1,...,N -1 and N represents the number of desired landmark points on the boundary of B i . The procedure to find the initial shape s 0 from a single frame is shown in Figure 5 . An example of an initial shape extraction is shown in Figure 6 . The detected ellipsoidal area segmented using motion analysis is shown in Figure 6 (b). Blue is detected as the object's distinct color and the extracted shape s 0 is shown in Figure 6 (c) with its minor axis.
Segmentation of Subsequent Shapes Using Color
The initial shape as extracted in the previous section may not, in some cases, be fully representative of the actual shape since it is always subject to the limitations of motionbased segmentation. An example is shown in Figure 7 , where the red area, resulting from motion-based segmentation, is smaller than the target and the initial shape does not fully characterize the actual shape of the target. 
The initial shape, however, has a very important role in this whole framework because of two factors: 1) it is highly unlikely that this initial shape contains pixels from the background, and 2) the color values of pixels inside the initial shape will be very similar to their values in the next frame. This color model is constantly updated every time a new shape is extracted by substituting the previous color model with colors from the enclosed area of the detected shape. Let's define the area of the previously extracted shape as B p . The probability of a color pixel I i,j in the present frame belonging to B p can be expressed as:
where C is a normalization factor equal to the size of B p , b(x) assigns an index number to a color vector x, and δ is the Kronecker delta function. The function b(x) is represented by: 
where 2 N is the number of indexes for the i-th element of x, which is a color component, M represents the number of bits for each color component, and ⎣ ⎦
x is the floor function that gives the largest integer less than or equal to x. Once the probability ( )
is computed, the whole image is searched using the following procedure:
1.
Start with the previously extracted shape; 2.
Inflate the shape as long as the area enclosed by the current shape has a probability larger than a predefined threshold, or shrink the shape if the energy defined by equation 5 increases; 3.
Maintain equally distributed angles from the centroid to each landmark point; and 4.
Apply the smoothness constraint to neighboring points.
Step 2 can be achieved by minimizing the following energy function: where α is a negative constant, t p is a threshold value determined empirically and Ω is the area enclosed by the new shape. The third step optimizes the smoothness measure given by:
where k curv e is the curvature energy of the k-th point P k , which depicts the normalized smoothness at P k with P 0 = P N for k = 1. Finally, in addition to maintaining the condition of step 3, the energy function to be minimized is:
The constants α and γ are selected empirically with α being negative and equal to -0.25 and positive with absolute value smaller than α and equal to 0.001 in our experiments. To minimize equation 7, the following procedure is performed for each landmark point:
Compute the centroid of the present shape; 2.
Compute the angle of the minor axis and select the first landmark point ; 3.
For the k-th landmark point, compute u k and compute the total energy for the shape at point k and after moving ∆ ± pixels (usually set to 1 = ∆ ) along the line from the centroid in the direction of u k ; 4.
Select the point that gives the minimum energy E T among the three locations; 5.
Repeat steps 3 and 4 for every landmark point; and 6.
Stop if no change occurs, or the number of points changed is less then a threshold. Otherwise, go to step 1.
Experiments showed that by minimizing equation 7, the process acts like an accurate mean shift filter that will pull a shape closer to the actual object. Unlike the mean shift filter, the amount of displacement after each iteration is not governed by high color similarity values inside the kernel.
Once the desired number of shapes is extracted from the few first frames, the shapes are aligned with respect to the initial shape by compensating different angles and scale. An iterative algorithm for shape alignment can be achieved using the following procedure (Cootes, 1995) :
Translate the center of gravity of each shape to the origin. 2.
Select one shape S as an initial estimate of the mean shape, 0 S , and scale so that
Record the first estimate as the current estimate of the mean shape c S to define a default reference orientation. 4.
Align all the shapes with the current estimate of the mean shape c S .
5.
Re-estimate the mean shape i S from the aligned shapes. 6.
Align the mean shape i S to c S , normalize 1 = i
S
, and record i S as the current estimate of the mean shape c S . 7.
If the sum of distances between the current and previous c S changes significantly after each iteration, return to 4.
The mean shape is computed after each iteration to determine a well suited reference orientation. If the first selected estimate is not similar to the rest of shapes, the reference orientation from this shape may not be adequate to align other shapes to it.
Step 4 can be achieved by minimizing the following energy:
where S is a 2D shape from the training set, c S the current estimate of the mean shape and T is the two dimensional similarity transformation given by:
where (t x ,t y ) is a translation, equal to zero in our case since the centers of gravity are already aligned. The solution to equation 9 is given by: 
An example of shape extraction is shown in Figure 8 . The subject is detected through motion-based segmentation and the shapes of her shirt are extracted as shown. Fifty landmark points were used and every fifth landmark point is represented by a rectangle on the extracted shape. These extracted shapes are also shown in Figure 9 with examples of shape alignment. The shapes were aligned after two iterations.
Global Contour and Local Profile Modeling
The modeling of the global contour of the shapes is performed using principal component analysis (PCA). Profile modeling extracts and stores the characteristics of neighbor pixels for each landmark point in the direction of normal vectors. Model profiles are then used to find a corresponding pixel during tracking. The overall procedure of shape modeling is shown in Figure 10 .
Statistical Global Contour Modeling
While it is impossible to acquire every single shape variation of a moving target, it is possible to generate a plausible shape from a statistically built model with enough variability. PCA is used to build this statistical model from extracted contours as follows:
1.
Compute the mean global shape from all extracted shapes; 2.
Compute the covariance matrix of these shapes; 3.
Compute the eigenvectors and corresponding eigenvalues of and sort eigenvectors in descending order of the corresponding eigenvalues; and 4.
Choose the number of modes by selecting the smallest t that satisfies:
where f v represents the percentage of the total variation, and V T is the sum of all eigenvalues (Cootes, 1995) . For example, f v = 0.98 means that this model can represent 98% of the data in the original distribution. After the mode, or number of eigenvectors, is selected, a shape S can be approximated by:
where
and b is a t dimensional vector given by:
Equation 12 not only minimizes the dimension of the data set, but also allows the projection of any new shape onto the eigenvectors to find the nearest shape from the statistical model. In this manner, noisy shapes representing the same object from the training set can be projected onto the eigenvectors to remove the noise. In this case, the i-th parameter is usually restricted by i λ 3 ± (Cootes, 1995) . An example of shape variations is shown in Figure 11 . Only one parameter of b was used and the other parameters set to zero to determine the effect of each eigenvector. This is equivalent to
for the i-th shape. Figure 11 (a) shows 10 shapes using Figure 11 (c). The amount of variation decreases from the left to the right since the larger eigenvalues correspond to the eigenvectors that cause the larger variations. In actual shape tracking, a combination of these shape variations is used to reproduce a shape likely to be found in the training set. 
Adjustment of Number and Location of Landmark Points
In the original ASM, the number of landmark points is determined by the user. In this work, this number is selected automatically for the tracking of any unknown object. Landmark points were placed on T-junctions and corners, points in-between are placed at equally distributed lengths and training images were selected to include many variations for a good representative statistical model. Automating these tasks requires a measure to identify T-junctions and corners from segmented shapes and a similarity measure to select different images that have different deformations. T-junctions and corners are found by computing angles between tangents to initial landmark points. Since angles are equally distributed, the angle at P k can be computed by: 
where P' k -1 and P' k +1 represent mean values of neighbor points. For example, P' k-1 is the mean of three points P k-1 , P k-2 , and P k-3 . This averaging is necessary to reduce noise during shape extraction. An example of computed angles between landmark points is shown in Figure 12 . Shapes from Figure 8 are used and the angles from each shape are shown with a different color line. The mean of these angles is shown in Figure 12 with a thick black line located around 150°. The line on the bottom, below 50° in the Y axis, represents selected landmark points. After the mean angles have been computed -black line-, minimum and maximum points are found where the sign of the first derivative changes and discarded if minimum or maximum values are around 180°, which represents flat lines. A value of 50 is assigned to selected minimum and maximum points and 25 assigned to neighbor points on the line on the bottom. Since these selected points have bigger or smaller angles than their neighboring points, it is highly probable that these points represent corners or T-junctions where landmark points need to be placed. By selecting points that have non-zero values in the line below 50, the number of landmark points is reduced. An example of extracted shapes after the number of landmark points is reduced is shown in Figure 13 . Red lines are used to connect selected landmark points on corners. Out of the original 50 landmark points, 23 are kept as shown in Figure 13 .
Profile Modeling
Landmark points belong to the target boundary which separates the object from the background. Although boundaries are usually strong edges, other strong edges in the background or inside the object may interfere with the localization of the actual shape's boundary. Therefore, the modeling of each landmark point is also required to discriminate between edges. First, the profile modeling used in the original ASM (Cootes, 1995) is summarized and then a more suitable profile modeling approach to PTZ tracking in cluttered and varying environment is described.
The profile g i of the i-th landmark point is defined as a group of pixel values on the normal vector to the contour at the i-th landmark point with 1 pixel spacing. The original ASM uses a normalized derivative profile i g′ for the i-th landmark point and the j-th element of i g′; ij g′ , is computed as follows:
where g ij represent the j-th point along the i-th profile. The direction of each profile can be computed either by using neighboring points or the unit vector used to extract the points. These profiles are then used to compute the similarity between a profile at a current search point and profiles obtained from this modeling process, using the Mahalanobis distance:
g is the mean of derivative profiles for the i-th landmark point, S g the covariance matrix of i-th profiles and g' s the derivative of a sample profile at a current search point. Illumination changes often affect pixel values by either adding or subtracting an offset value when it becomes bright or dark. Using the derivative minimizes this effect. This modeling usually works well for medical imaging since these images usually involve clear differences in intensity values between objects of interest and surrounding pixels for both the training set and test images. This, however, produces a problem in visual tracking, especially tracking of moving objects using a PTZ camera. Unless the surrounding has a single color, which is very unlikely, the background around an object being tracked will always be changing. The original profile modeling in ASM would include pixels from a varying background, which would produce errors. An alternative to building profile models is presented with two major differences to the original ASM profile model: 1) The new profile includes only pixels inside the target, and 2) a new measure to find a corresponding point during tracking is used. Instead of computing derivatives of profiles, a color histogram of each profile is built to produce a color similarity image. For example, with 50 landmark points on each image and 40 training images, there will be 50 profiles with each profile model including the profile data from the 40 images. The similarity between the current input I x,y and the i-th profile from n training images is computed as:
where z represents the z-th training image, and C is a normalization factor, C= n × N p , where N p is the length of a profile, q is shown in Figure 14 as black lines inside the shirt. In summary, global shape modeling using PCA to describe shape variations is first performed; profile modeling is then conducted to characterize each landmark point on the shape contour. During tracking, each shape parameter is updated to generate the shape closest to the current frame, and landmark search is performed until no major changes occur on the shape parameter b. The details of shape-based tracking will be presented in the following section. 
Tracking with Shapes
The shape model derived in the previous subsection contains local structures for each landmark point and global shape parameters to generate any variations on the contour. The global shape parameters are used to find a plausible shape from the training set and are updated at each iteration after a best match is found for each landmark point. The mean shape from the training set is usually used as the initial shape placed on the target.
Once an initial shape is placed on the target, a search is conducted to find the best match for each profile at every landmark point by minimizing a new objective function as described by equation 18. A contour composed of the best matching points is then used to find the pose parameters of the shape, since the statistical shape model did not account for pose variations, such as rotation, translation, and scaling. After pose variations are corrected, the contour is projected onto the eigenvectors found during the global modeling phase to extract its parameter. This procedure ensures that the final shape is always a component from the statistical shape model with constraints for b in the limits
Profile Search
For each point of the initial shape, the search area is restricted to a 1D line along the normal vector. Since each profile only has pixels inside the object and the Gaussian assumption does not hold anymore, the Mahalanobis distance used with the original ASM is no longer valid. The new objective function should find the boundary by moving a current search point in the direction of each unit vector u k , from the center of gravity to the k-th landmark point P k . The objective function to be minimized for each landmark point is given by: 
where k OP is the distance between the current center of gravity and the current point P k and e i is formulated as:
where l i is a set of k pixels from P k to the center of gravity O with a spacing of 1 and t l is a threshold value; l o represents pixels outside of the boundary in the direction of the ith unit vector. An example of l i and l o is shown in Figure 15 . The first term of equation 18 will be minimized when e i and e o have different signs. If the similarity P computed on l i in equation 19 is larger than the threshold value t l , then e i will be negative. Assume that l i and l o appear inside of the object, then the first term of equation 18 will be positive and e i is negative. The second term is then minimized if a point moves to the boundary while increasing k OP . If l i and l o appear outside of the boundary, the sign of e i will be positive and the energy will be minimized if k OP decreases, which pulls a point toward the center of gravity. If l i and l o are placed on opposite sides of the actual boundary, the first term in equation 18 becomes negative, and the second term in Equation 18 will push or pull a current point P k to the boundary based on the sign of e i . This may cause oscillating of a current point P k around the actual boundary. This, however, will not affect the performance of the algorithm since each new shape will be projected onto the eigenvectors after finding the corresponding points. Small fluctuations will be considered as noise and will only change the shape parameters by very small amounts. In summary, the following procedure is used to find a location that minimizes equation 18:
1.
Compute the center of gravity O of the current shape Update the shape parameters.
With the center of a current shape placed anywhere inside the object, this objective function will still move each landmark point toward the boundary.
Updating Global Contour Parameters
In the previous section, we described how to find matching points for each landmark point by minimizing the objective function of equation 18. Let's define the contour that consists of all best matching points as Y. When the statistical shape model was built, the shapes were first aligned before applying the PCA. This procedure removes any shape variation caused by a difference in pose, such as rotation and scaling. This aligning step is necessary because shapes not only show variations caused by object deformations, but also variations caused by camera motion, rotation and scaling, even if the contour does not deform. For this reason, pose variations on Y are first removed by minimizing the following equation (Cootes, 1995) ,
where T X t ,Y t ,s,θ represents translation by (X t ,Y t ), scaling by s, and rotation by θ. A simple iterative approach to minimize equation 20 is as follows:
1.
Initialize the shape parameters, b, to zero.
2.
Generate the model instance
Find the pose parameters (Xt,Yt,s,q) which best map Y to S by minimizing
Apply the pose parameters to Y in the model coordinate frame:
Update the model parameter by
Limit the variation of b by
If the Euclidean distance between the current and the previous b is larger than the threshold, return to step 2.
This procedure is iterated until no major changes appear on b. The reconstructed shape can be computed as:
This shape is then used as the initial shape to search the profiles for the next iteration. The overall procedure for shape-based tracking is summarized in Figure 16 .
Experimental Results Using the Shape Tracker
500 training frames were acquired from a single PTZ tracking sequence. Eleven of these frames were front, side, and back views of the target and were used as input images for shape-based tracking while the remaining 488 frames were used to build the statistical shape model. The mean shape is used as an initial shape for each experiment. Figure 17 shows the first within frame experimental results on a front image. A total of 100 iterations are performed when the initial shape is placed to cover only half of the expected shape. This result confirms that if an initial shape is not well placed it can still be used with our new objective function while delivering good results. The second experimental results with a side view of the target are shown in Figure 18 . This result also provides as good performance as the first experiment. Tracking on consecutive frames was also conducted based on shape, where the result from one frame was used as an initial shape to the following frame. The results of the between frame tracking are shown in Figure 19 . 
FUTURE TRENDS AND CONCLUSIONS
This chapter described an automatic tracking system utilizing color and shape for surveillance purposes. For initial target acquisition, either a static camera or a nonmoving PTZ camera can be used. Once the target is detected, the PTZ camera extracts color features and the camera is controlled based on the location of the target. While the PTZ camera is initially tracking the object, the proposed algorithm extracts shapes to learn deformations of the target. Once the number of shapes is sufficient for a statistical model building, a shape model is computed by performing a global contour modeling and a local profile modeling. Based on a newly introduced cost function, a shape-based tracking is then used to track the target with minimal assistance from the color tracker.
Color and shape-based trackers in general can each work adequately under certain conditions. The color tracker performs well when illumination is relatively constant and no similar colors appear around the target. The shape tracker yields good results when the object shows predictable shape variations with manageable occlusion. But using Figure 18 . Within-frame shape fitting on side view; A total of 100 iterations are performed and every 10 th result is displayed. Figure 19 . Between-frames shape-based tracking from the 280 th to 288 th frame.
color and shape will always increase the performance, especially in hard to handle situations. Any successful tracking system must rely on more than one type of features such as an adaptive color and shape tracking scheme based on performance measures. It should be noted that color alone can not be easily updated since the extent of the color area can not usually be detected with color and mean shift filter-based methods alone. By combining color and shape, the entire color area can be computed based on the shapebased tracking allowing for the updating of the color model. Color also assists in locating the initial shape, which was an unrealistic assumption of the original ASM that requires the initial shape to be manually placed around the target. Future sample methodology for fusing color and shape is summarized in the following subsections.
Tracking with Color and Shape
Different situations usually require different strategies for selecting features. For example, in the presence of illumination changes, applying the mean shift filter for few frames before the shape-based tracking is initiated is not a good idea since the probability image based on the color of the extracted shapes may not represent the actual object. It is also possible that local profile models suffer from illumination changes. Local profile models, however, are less affected by illumination changes than a single color model representing the whole object. A single global color model may ignore small areas with slightly different colors from the rest of the object, but a local profile model of that small area will consider the slightly different color as a representative color. Since illumination changes do not always affect the whole object at the same time, parts of local profile models may still have valid colors to represent each local profile. If similarity and validity of both color and shape are able to detect illumination changes, the threshold value in the objective function to locate corresponding points can be changed to deal with illumination changes. It is also possible to change the local profile models using a different formulation, such as extracting the hue component from the local profile models, which is robust to illumination changes, or prepare a second local profile model during the training stage. One possible local profile model is the histogram of derivative on profiles. Occlusion and unexpected deformations can be detected by computing the validity of the shape recovered and color-based tracker will have a higher weight for the final decision in this case.
Updating Shape and Color Models
Similarity measures for both color and shape need to be designed and combined to assist each other for computing an overall confidence measure. Color similarity between two consecutive frames, shape similarity to the training, and shape similarity between two consecutive frames need all to be combined in an overall confidence measure to assess the quality of tracking and be used to update and adjust the color and shape models.
Some deformations of the target may not be available in the training set, but if the similarity between a previous and a current frame, with unexpected deformation, is very high, a new shape can be extracted using color from the previous frame and used to update the shape model. Color can be updated in the same way after high similarity of shapes from consecutive frames is found. This will adaptively adjust the single color model and the local profile models. We may assume that at least one of the two methods has a high performance for each frame, and validate this assumption in the next frame. If this assumption is valid, we can update the other feature. Additional developments of this approach will consist of: In summary, future work in the area of segmentation of moving and deformable objects in changing backgrounds should rely on more than one type of features. As noted earlier, the use of color alone is not sufficient as this mode fails miserably under changing illumination conditions. Active Shape Models are a good means of tracking deformable shapes in an off-line mode with most of the literature in this area relying on manual and lengthy landmark point selection phases. Extending this work to specifically incorporate color to assist in the automatic initialization of shapes and to possibly add texture features represents in our opinion the future of any automatic real time tracking concept.
