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Chapter 1
Looking into the Earth
When we talk about seeing, we usually think about seeing with the eyes. Our eyes
are sensitive to light, a wave phenomenon. Another wave phenomenon with which
we can `see', is sound. Sound is a sequence of pressure or velocity disturbances of
a compressible media such as air that propagates through the medium. Besides air
these disturbances can also propagate through a solid medium like the Earth, in
which case one speaks of seismic waves. And these seismic waves are being used to
look at the inside of the Earth. `Seeing by listening,' so to say.
Figure 1.1: Ultrasound image.
Before we dive into imaging techniques to ob-
serve the Earth, we consider another example of
the application of sound waves to create an im-
age. Ultrasound is a technique that uses sound
waves that propagate through the human body,
which makes it possible to visualize the inside.
So they can, for example, gain insight into the
size, structure and pathology of deviations. It is
also being used to visualize an unborn child. Fig-
ure 1.1 shows an ultrasound image of an arm and
hand of a nineteen week old fetus. The technique
relies on the fact that a portion of the waves is re-
ected at the interfaces between soft and harder
tissues. These reections are detected by an in-
strument and translated into an image.
We will use the principle of Huygens to explain the wave phenomenon. Huy-
gens' principle is a notion that goes back to the classical Traite de la Lumiere by
Christiaan Huygens, published in 1690. It gives a geometric description of the
propagation of light. The principle states that the wave front of a propagating
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wave at any instant is formed by the envelope of spherical waves that emanate
from every point on the wave front at a prior instant. This is illustrated in g-
ure 1.2. All disturbances propagate with the same velocity that is characteristic
for the medium and constant for light through air. For seismic waves the velocity
depends on the position in the Earth. We will see that this is a challenge for the
application of seismic imaging.
.
.wave front at t .wave front at t+t
Figure 1.2: Huygens' principle. The wave front at time t + t is the envelope of
the spherical wave fronts emanating from every point of the wave front at time t.
Reection seismic imaging is the activity of making images of the Earth's in-
terior based on surface measurements of seismic reections [14, 7, 66]. It is an
important tool used by the oil and gas industry to map petroleum deposits in the
Earth's upper crust. The method is also being used in shallow depths for engi-
neering, ground water, and environmental studies. In oil exploration the seismic
reection method provides images of formations in consolidated sedimentary rocks
at depths in the range from 0.1 to 10 km, using frequencies ranging from 10 to
100 Hz. They involve basically the same type of measurements as in earthquake
seismology. However, the energy sources are controlled and movable, and the dis-
tance between source and receiver is relatively small. Surveys are performed both
on land and on sea.
Figure 1.3: Seismic reection experiment. Data consist of the signals recorded by
the geophones. The object is to make an image of the subsurface reecting features.
3Basically, the technique consists of generating seismic waves on or near the
Earth's surface and measuring waves that arrive at the surface after being reected.
Those reections occur at positions where the gradient of physical properties is
large, for instance at interfaces between dierent formations. Figure 1.3 depicts
a typical reection experiment. The seismic waves are usually generated by an
explosion, a mechanical impact, or a vibration. The reections are recorded by
detecting instruments, the receivers, which respond to ground motion or pressure.
Figure 1.4: Example of data.
Figure 1.4 shows an example of recorded
signals in which the time variable on the
vertical axis is presented as a depth coor-
dinate. In reection surveys the receivers
are placed in the vicinity of the point of
generation, the source, at distances less
than the depth of the assumed reectors.
By noting the time it takes for a reection
to arrive at a receiver, the travel time, it
is possible to estimate the depth of the
feature that generated the reection. And
the strength of a reected wave says some-
thing about the contrast of the reection feature in the subsurface.
The research presented in this thesis concerns techniques from reection seismic
Figure 1.5: Image of a salt dome.
imaging. There has been a great develop-
ment of techniques that create structural
images. Such an image shows the correct
position and orientation of underground
layer boundaries. In gure 1.5 an exam-
ple of a seismic image of a salt dome is
shown. One can clearly discriminate the
subsurface layers in the surrounding of
the salt dome. However, is still a chal-
lenge to image the amplitude of the re-
ecting features. By amplitude is meant
the size of the subsurface heterogeneities
that caused the reection. This informa-
tion is valuable for the geological inter-
pretation of the image. Our work pro-
vides a mathematical contribution to the development of imaging techniques. In





Migration is the practice of exploration seismology that translates surface measure-
ments of reected seismic waves into an image of the subsurface. In seismic imaging
two schools can be distinguished. From the practical point of view geophysicists
are in the rst place interested in ways to reveal structures of the Earth's subsur-
face. Many migration methods developed in exploration seismology were originally
presented as procedures to make an image of the subsurface. Such images display
where reections have occurred without identifying the value of the physical quan-
tity. Many of these methods have shown to be empirically evident, although they
are often based on a heuristic derivation.
Roughly since the eighties, the migration problem has been formulated as a
mathematical inverse problem. These theoretical approaches lead to a direct esti-
mation of the medium parameter perturbations. We mention a few that are relevant
to our work. Beylkin (1985) treated migration as a linearized inverse problem and
used the generalized inverse Radon transform [4]. It relies on the assumption that
the medium parameter, the velocity in this case, is a sum of a long-scale background
velocity and a short-scale perturbation. Not much later Rakesh investigated the
linearized inverse problem, in particular the continuity, uniqueness and invertibil-
ity [54]. Nolan and Symes (1997) examined the conditions that are required to
reconstruct the short-scale velocity perturbation and addressed the issue of imag-
ing when the conditions are not satised [50]. Also Ten Kroode et al. should be
mentioned, who studied the generalization of Beylkin's work [44]. Most of these
studies, however, do not oer a migration algorithm so there is still a demand for.
A problem that is still the subject of many studies concerns the amplitude
of the image [52, 77, 43]. In the early days, migration methods were capable of
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determining the location and attitude of interfaces that give rise to reections [14,
58]. In this context one speaks of a structural image. For a correct geological
interpretation however, the image should give an estimate of the medium parameter
perturbation. That is meant when we refer to the amplitude.
The primary objective of the thesis is to improve two methods or techniques
of reection seismic imaging in order to describe the amplitude more accurately.
We consider the problem as a linearized inverse problem. Though the approach
is formal, the improvements have practical applicable implications. In section 2.2
we will rst describe the mathematical inverse problem. Two subproblems can be
identied, namely the modeling of seismic waves and the imaging of velocity per-
turbations. In the wave modeling problem, the amplitude refers to the magnitude
of the acoustic wave. In the imaging problem, the amplitude refers to the size of
the velocity perturbation.
The one-way wave equation is a 1st-order equation that can be derived from
the wave equation and describes wave propagation in a predetermined direction.
We will derive the one-way wave equation with a symmetric square root operator
and show that it correctly describes the wave amplitude. This will be explained
and motivated in section 2.3. The main results can be found in chapter 3.
Reverse-time migration is an imaging method that uses simulations of the source
and receiver wave elds. The receiver wave eld is an in reverse time propagated
eld that matches the measurements. An imaging condition subsequently trans-
forms both elds to an image of the subsurface. Besides the fact that the waves
should be calculated with correct amplitude, a persistent diculty lies in the imag-
ing condition. We present an imaging condition of which we proof that it gives
a reconstruction of the velocity perturbation with correct amplitude, the main
theorem of chapter 4. We will further explain and motivate this in section 2.4.
The one-way wave equation is an application of pseudo-dierential operators
(PsDO) and the study of reverse-time migration extensively uses Fourier integral
operators (FIO). These operators are developed to formulate solutions of partial
dierential equations (PDE) and belong to, what is called, microlocal analysis. The
very basics of PsDOs and FIOs is included in the chapters where they are used,
i.e. 3 and 4, and a more intuitive introduction is included in section 2.3 and 2.4.
An important object and a result from microlocal analysis are the wave front set
and the propagation of singularities. These are not covered in mentioned sections
and will hence be explained in section 2.5. The intention is to give some extra
preparation, not to be exhaustive.
2.2 Seismic inverse problem
Seismic wave propagation, the physical phenomenon underlying the reection ex-
periment, is modeled with reasonable accuracy as small-amplitude displacement of
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a continuum, the regime of elastodynamics. And many current imaging methods
rely on a yet even further simplication, namely the acoustic equation with con-
stant density [11]. Scalar acoustics, the theory of sound propagation through a
liquid or gas, can be seen as a special case of elastodynamics. This will be shown
at the end of the section, with equation (2.9) as result.
We rst describe the model that is used for the reection experiment. The spa-
tial domain is Rn with n = 2; 3 in which xn is the depth coordinate. The subsurface
is hence represented by xn > 0, the surface by x
0. The medium velocity is the ma-
terial property related with the wave propagation phenomenon and appears as the







u(x; t) = f(x; t): (2.1)
The eld is initially at rest, so u(; 0) and @tu(; 0) are both zero. In accordance with
our study in chapter 4, we model a single-shot experiment in which the source f is
a sharply dened pulse in spacetime, positioned at the surface. Data are samples of
time series of the pressure u or a related quantity collected at points corresponding
to locations of the receivers. In the model they are assumed to continuously cover
the acquisition domain and so impose a condition on the solution of (2.1):
u(x0; t) = d(x0; t) ; (2.2)
in which x0 is in the acquisition domain.
The problem of reection seismology can hence be stated as an inverse problem,
in which one aims to nd the coecient function c(x) such that the solution of the
wave equation (2.1) satises the condition of the data (2.2). This is a dicult
nonlinear problem, and like Beylkin, Rakesh and many others, we will work with a
linearized problem. The velocity is considered as a sum of a large-scale background
velocity and a short-scale perturbation [4, 54, 50]. The idea behind the scale-
separation is that only the short-scale velocity gives rise to reections. This models
the single scattered waves, i.e. waves that have reected once, as multiples do
not depend linearly on the medium perturbation. The slowly varying velocity, in
practice determined by what is called velocity analysis, is given in our work.
From practical point of view it is favorable to model the relative perturbation
of the velocity. Denoting the slowly varying velocity by c and the 1st-order relative
perturbation by r, the velocity becomes (1 + r(x)) c(x). The support of the reec-
tivity r is in the subsurface and assumed to be at some distance from the surface.
We model the source by a delta pulse in the origin and reuse equation (2.1) with
f = (x; t) to formulate the unperturbed problem. The reected wave eld ur is
the 1st-order perturbation and is governed by the initial value problem (IVP):
@2t   c(x)2

ur(x; t) = 2r(x)@
2
t u(x; t)
ur(; 0) = 0; @tur(; 0) = 0:
(2.3)
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The objective of the linearized inverse problem is to nd the velocity perturbation r
such that the solution of problem (2.3), the reected wave ur, satises the condition
imposed by the data:
ur(x
0; t) = ed(x0; t): (2.4)
The data of the linearized problem ed do not contain the unperturbed or direct
waves, neither do they contain multiples. This is not trivial, as the distinction
between direct and reected waves is a priori theoretical. However, there exist
several techniques for this, for instance, a family of methods that discriminate on
the basis of travel time.
As pointed out in the introduction, two subproblems can be identied. The
inverse problem involves the modeling of acoustic waves through slowly varying
inhomogeneous media. This is often done with the one-way wave equation, which
is the subject of section 2.3. The second problem concerns the inversion method,
how to make an image of the small-scale perturbation. This is covered in section 2.4.
Acoustic wave equation
In reection seismology the Earth is modeled as a mechanical continuum. The
propagation of seismic waves is modeled by linear elastodynamics [66]. And often
the acoustic wave equation is used, like we do. Here we present a short review of
this equation as a special case of linear elastodynamics and address the underlying
assumptions.
In the theory of elasticity internal forces are described by the stress tensor 
[46, 58]. Stress is dened as force per unit area. If the force is perpendicular to
the area, the stress is said to be normal stress, or pressure. When the force is
tangential to the area, the stress is a shearing stress. Any stress can be resolved
into a normal and a shearing component. Subjected to stress a body will change in
shape and dimension. The deformation is described by the strain tensor ". Strain
is the relative change in a dimension or shape of a body element [58].
In linear elasticity the displacement u is small and the relation between the
stress and strain tensors, the constitutive relation, is linear. We assume the con-
tinuum to be isotropic, i.e. when properties do not depend upon direction. In that
case the relation can be expressed as [46, 58]1
ik =  tr(")ik + 2"ik; (2.5)
in which i; k = 1; 2; 3. The quantities  and  are known as the Lame constants.
The trace tr(") is the change in volume per unit volume. If it is zero the deformation








if ui is the displacement. The denition of Sheri and Geldart [58] diers a factor 2 for the
o-diagonals.
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is called shear strain. Strain can be decomposed in a normal and a shear component
by writing the constitutive relation as the sum
ik = (+
2
3) tr(")ik + 2("ik   13 tr(")ik): (2.6)
The rst term describes hydrostatic compression, the second term shear strain. In
hydrostatic compression an element does not changes shape, only in dimension.
The modulus of compression, dened as  =  + 23, can be interpreted as the
resistance against hydrostatic compression. Shear modulus  is resistance against
shear strain.
Dynamic equations describe the displacement within the linear elastic regime
changing in time. If the density of the continuum is denoted by  then the appli-
cation of the second law of Newton yields
@2t u = r  : (2.7)
The right hand side is the unbalanced force per unit volume [46, 58]. Equations
(2.6) and (2.7) together describe the dynamics of an isotropic elastic medium.
Such media support wave phenomena, and it can be shown that there exists two
types of waves, compression and shear waves. In a shear wave the displacement
is perpendicular to the direction of motion of the wave. Shear waves hence are
transverse waves. In a compression wave the disturbance is a compression of the
medium. These waves are longitudinal waves.
Earthquakes can produce both kinds of waves. Each kind moves through the
interior of the Earth to be detected by seismographs on the other side of the Earth.
However, the compression waves travel faster than the shear waves. Since the com-
pression waves outdistance the shear waves and arrive rst at distant earthquake
detectors, geologists call them primary waves or p-waves. The shear waves are
called secondary waves or s-waves [58].
We will show how to obtain the wave equation for compression waves under
the simplifying assumption that the continuum does not support shear stress, i.e.
 = 0, the regime of linear acoustics [66]. The continuum then behaves like a uid
or a gas. The stress tensor becomes scalar, ik =  pik, with p being the pressure.
The relative change in volume is tr(") = r  u by denition. Using the particle
velocity v = @tu, which is common practice, the equation of momentum (2.7) and
the constitutive relation (2.6) respectively collapse to
@tv =  rp+ f
 @tp = r  v:
(2.8)
We added f , a force per unit volume that represents external energy input from a
source. These equations can also be found in Chapman's book about seismic wave
propagation [11].
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The modulus of compression  and density  are material parameters that vary
in space, though we assume the density to be constant. Supporting argumentation
can be found in measurements of material properties made in a borehole, so called




stronger varies with depth then the density. The physical reason for this is that
gravitational compression tends to increase the stiness of the rock with depth,
but it is not sucient to overcome the intermolecular forces to change the density
substantially [66].
The external force is assumed to be applied as a pressure, which implies that it
is irrotational. From the rst equation of (2.8) then follows thatrv is constant in
time, and hence zero as we assume the medium initially at rest. Then, there exists
a potential function  such that v =  r. The system (2.8) therefore reads two
1st-order equations in two scalar quantities, i.e. p and . By taking the divergence
of the rst equation and the time derivative of the second, then under elimination






p(x; t) = f(x; t): (2.9)
We wrote the scalar source term as f =  r  f . This is the wave equation that
we will use to model seismic wave propagation through inhomogeneous media.
Seismic experiments use transient energy sources, i.e. short-duration signals, that
are localized in space. As the time extent of the seismic experiment is limited, the
domain for the wave equation (2.9) is essentially unbounded [66]. In our work we
will adopt an unbounded domain x 2 Rn and assume the pressure eld initially at
rest, i.e. p(; t0) = @tp(; t0) = 0 for some time t0 preceding the experiment.
The reason why we, and many others within seismic imaging, use the acoustic
equation is that its wave propagation shows a strong resemblance with the propa-
gation of p-waves in an elastic medium. Though there are dierences, the acoustic
approach is widely used in seismic processing and has proven to be very useful.
2.3 Wave modeling
One of the underlying problems in the thesis deals with the propagation of waves
through slowly varying inhomogeneous media. Slowly varying means that the veloc-
ity only mildly changes in space. In such a medium solutions of the wave equation
can be approximated by oscillatory functions, e.g.
u(x; t) = a(x; t) ei (x;t); (2.10)
with phase function  . Two physical phenomena that aect the amplitude a are
geometrical spreading and refraction. Refraction is the change in direction, and
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as a result a change of the amplitude, of a wave due to spatial variations of the
medium. Hence it is reasonable to assume that the amplitude only mildly varies
as function of space, and time, as the propagation velocity is nite.
The assumption has the implication that a dierentiation approximately be-
comes a multiplication, e.g.
@xu  i(@x )u;
in which we used that @xa  (@x )a. As the frequency spectrum of the waves
under study is narrow, the value of @x can be estimated by the wave vector .
The assumption hence means that 1a@xa , the relative change of the amplitude
is small compared to the absolute value of the wave vector. The wave vector is
related to the frequency ! by the dispersion relation, i.e. cjj = j!j. The slowly
varying medium assumption can therefore be rephrased in a high frequency wave
assumption. In accordance with the theory of pseudo-dierential and Fourier inte-
gral operators we will use oscillatory functions with a high frequency.
For the ansatz a ei to be a solution of the wave equation (2.1), the phase
and amplitude must solve the eikonal and rst transport equation respectively.
The phase determines the geometry of the propagation, the regime of geometrical
optics. The level set of the phase function, e.g.
(x; t)
 (x; t) =  0	; (2.11)
is a way to describe the wave front of a propagating disturbance. A ray is an
imaginary curve, perpendicular to the wave front, that shows the direction of pro-
pagation. The rst transport equation gives a principal order approximation of the
wave amplitude, by which is meant that the relative error is of the order of 1! . This
is the leading principle in our work about the one-way wave equation, chapter 3,
and in the modeling of waves as part of reverse-time migration in chapter 4.
The one-way wave equation
One particular technique from seismic wave modeling that will be subjected to
a detailed analysis is the one-way wave equation. Though the medium inhomo-
geneity is essential, for the moment we assume that the velocity c is constant and
dene A =   1c2 @2t + @2x. We consider R2 with lateral coordinate x and depth z.
Assume that we have a square root operator B, of the operator A. Then the wave
equation (2.1) can be written as
[iB   @z][iB + @z]u = f: (2.12)
Now observe that if u is a solution of the so called one-way wave equation
@zu =  iBu; (2.13)
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then u also solves equation (2.12), albeit with f = 0. The square root operator
is not unique, and in section 3.2 we argue that iB must be real, anti-symmetric
and such that it becomes 1c@t in the special case of @xu = 0. Equation (2.13) then
describes wave propagation in the positive z-direction.
The one-way wave equation is widely used in seismic imaging for various reasons.
One reason is that is has ecient numerical implementations [28]. Also, in wave
eld extrapolation it requires only one boundary condition, as it is a 1st-order equa-
tion, and it provides a way to propagate in a predetermined direction [74]. One-way
wave equations were rst used in geophysical imaging by Claerbout [14]. They were
used to describe travel time and were not intended to describe wave amplitudes.
Since roughly 1980 there has been an growing interest in techniques that not only
provide structural images but also provide amplitudes. One of the problems of the
one-way wave equation, regarding the amplitudes, is the formulation of the square
root operator in case of inhomogeneous media.
To get an idea of how the square root can be constructed, we use the Fourier
transform with respect to x and t, i.e. bu(; z; !) = R e i(x+!t)u(x; z; t)dxdt. Dif-
ferentiations become multiplications, i for @x and i! for @t, and A becomes
!2
c2  2.




1  c22!2 bu: (2.14)
Such function of  and !, and possibly x and t, is called the symbol of an operator.
Denoting the wave vector by (; ), the dispersion relation is c2(2 + 2) = !2.
Propagated modes hence satisfy c22 < !2, so the root singularity can be avoided.
If we consider, for example, lateral invariant solutions, i.e. when  is zero, then the
transport equation [@z +
1
c@t]u = 0 appears. Rigid translations, i.e. functions of
z   ct, are hence solutions of the one-way wave equation.
The problem starts when the velocity is non-constant. The @zc hampers the
factorization that is used in (2.12) as the operators iB and @z are no longer com-
mutative. This leads to a numerically unattractive correction term in the one-way
wave equation. Also the @xc puts a question mark above the denition of the
square root in (2.14). This is where pseudo-dierential operators (PsDO) oer a
solution. A PsDO is an extension of the concept of dierential operator, which
we use to formalize the principal order approximation. The theory provides a way
to associate a well-dened operator with the square root symbol in the right hand
side of equation (2.14) allowing for c = c(x; z). The thus obtained one-way wave
equation corresponds to the WKB approximation.
The outline of the chapter about the one-way waves, chapter 3, can be found
in section 2.6. We will rst introduce the imaging problem and our approach to it.
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2.4 Seismic imaging
We rst discus an easy problem that shows how seismic reections can be used for
the purpose of imaging. Then reverse-time migration, a widely used imaging tech-
nique, will be introduced. We conclude the section with an intuitive introduction of
Fourier integral operators and explain our contribution to reverse-time migration.
2.4.1 Imaging with reections
The subsurface inhomogeneity can be quite complex. For illustration however, we
sketch the case of a simple reection problem in R3, with lateral coordinates (x; y)
and depth z. The surface is z = 0, and two homogeneous layers meet at a mildly
sloping interface at depth z = h(x; y). The velocity of the upper layer, c1, is given.
A delta source is at the surface. See gure 2.1. What will happen? The source
wave, described by IVP (2.1) with f = , propagates through the upper layer and
`hits' the interface. The collision gives rise to the emission of a scattered wave,
described by the IVP (2.3). A moment later the scattered wave can be detected at
the surface. Using these samples, what can now be concluded about the interface h?
And what about the velocity c2 of the lower layer?
.. .z = 0




Figure 2.1: Reection problem with two-layer velocity model.
We describe the source wave by an oscillatory function like (2.10), and rst
approach the problem geometrically. The source wave front, in the sense of level
set (2.11), is spherical and grows in time. Each point of the interface h is reached
at a certain time. In this example, we assume that the scattered wave can also be
modeled by one oscillatory function. In general this is only true if the interface is
`at enough'. Then in a similar way, the wave front of the scattered wave reaches
a point of the surface, say (x; y), at a certain time, the travel time (x; y). Now it
is sensible to use the travel time  to reconstruct the interface depth h, as both are
functions of two variables. The geometry of the waves hence captures the location
of a subsurface reector.
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Besides the travel time of a detected wave, one can identify its amplitude. It is
related to the size of the discontinuity at the interface, and hence in this example,
to the velocity of the lower layer. More general, the measurements are a function
of x, y and t, the data ed(x0; t), and the `subsurface reectors' are a function of x, y
and z, namely the reectivity r(x). To be precise, the reectors are represented by
the singularities of the reectivity. In section 2.5 we show how this is made formal
by the so called wave front set. Still, the idea is to extend the geometric approach
by an amplitude, sometimes called the geometric amplitude, to be able to recover
the size of a discontinuity as much as possible.
2.4.2 Reverse-time migration
Geophysicists have developed a variety of migration methods to approximate solu-
tions of the seismic reection problem. As pointed out in section 2.1, many early
developed methods can be interpreted as procedures that convert seismic data into
an image of the Earth's subsurface. Those methods are mainly based on travel
time measurements and yield structural images showing reecting interfaces, but
whose amplitudes are unreliable [14, 58]. For example, Claerbout developed one-
way wave equation based migration that properly describes travel times but whose
geometric spreading eects were inaccurate [12]. During the last three decades,
many approaches have been developed to derive images of the velocity perturba-
tion with correct amplitudes [43]. Migration algorithms that preserve amplitudes
are also called `true-amplitude' migration [76].
The subject of our study in chapter 4 is reverse-time migration. It can be placed
among three important migration methods that can be distinguished on the basis
of how waves are modeled and how an image is formed. Reverse-time migration,
like Kirchho migration, uses an evolution in time to model wave propagation
through the slowly varying background. The latter uses an integral solution of the
wave equation, based on Green's function theory. The image is then expressed
as a surface integral of seismic observations [7]. Reverse-time migration has a
dierent approach and uses wave eld simulations based on the 2nd-order wave
equation [3, 71, 48, 14]. The source wave is propagated through the background in
forward time. The data, assuming that the reections have arrived at the surface
as upward traveling waves, form the boundary condition of a receiver wave that is
propagated in reverse time. An imaging condition thereafter transforms the source
and receiver wave elds to an image of the subsurface. The imaging condition,
which we further explain in the next paragraph, is central in chapter 4. The
principles of downward continuation migration, the third method, are similar to
those of reverse-time migration. The main dierence is that downward continuation
migration is based on the one-way wave equation, in which the wave elds are
extrapolated along the depth axis instead of an evolution in time [7].
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The imaging condition is a map that takes the source and receiver wave elds as
input, and maps those to an image of the subsurface reectors. It is based on Claer-
bout's imaging principle [13]: A subsurface reector exists where the source and
receiver wave elds coincide in space and time. One imaging condition according




us(x; t)ur(x; t): (2.15)
Here are us and ur respectively the simulated source and receiver waves. Though
the image correctly locates the reectors, it does not provide a reconstruction of
the velocity perturbation. More about this can be found in section 4.1. Many im-
proved imaging conditions have been proposed, for instance the source-normalized
cross-correlation condition [40, 12]. It normalizes the image (2.15) by the square
of the source illumination strength,
P
time us(x; t)us(x; t), to improve the ampli-
tudes. Kiyashchenko et al. provided a `true-amplitude' map of the velocity pertur-
bation [43]. In the next paragraphs we will present our approach to the imaging
problem and explain how it diers from the approach used in these papers.
2.4.3 Our contribution
We start with the linearized inverse problem, stated in section 2.2, and use the
procedure of reverse-time migration to reconstruct the perturbation of the velocity,
in the sense of the reectivity. This means that we mathematically model the source
wave eld, the scattering event, and the scattered wave eld. The scattering event
is modeled by an operator, the scattering operator, that maps the reectivity to
the scattered wave eld. We propose an approximate inverse of the scattering
operator, the imaging operator, and derive an imaging condition based on this
operator. Our approach in chapter 4 can be compared with the approaches of the
mathematically rigorous studies of the linearized scattering operator, e.g. Nolan
and Symes [50]. In this sense it diers from the strategy of Kiyashchenko et al.,
who took the source-normalized cross-correlation imaging as a starting point.
As mentioned in section 2.1 we use the theory of Fourier integral operators in
our study of reverse-time migration. The scattering operator, for instance, is a FIO.
Also, the solution of the wave equation IVP can be expressed as a FIO acting on
the initial values. A FIO F is an operator that can be written as an oscillatory




Variables x and y here may denote space or spacetime coordinates, depending on
the application. The phase function ' determines to a large extent the properties
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of the operator. For example, if we take   (x y) then F becomes a PsDO, which
can be written as:
Fu(x) = 1(2)n
Z
eixaF(x; ) bu()d: (2.17)
We took the amplitude aF(x; ) independent of y to avoid technical details. The
hat b denotes the Fourier transform with respect to y. In the application of the
one-way wave equation aF(x; ) is the square root symbol, i.e. the expression in the
right hand side of (2.14). Hence, a PsDO is a special case of a FIO.
To understand why we want to involve more general phase functions we refer to
the ansatz a(x; t) ei (x;t) introduced in section 2.3 to construct solutions of the wave
equation. The solutions that arise are oscillatory integral expressions like (2.16).
The derivative @x' can be interpreted as the local wave vector and varies in space,
especially in case of varying media. Hence, the phase   (x   y) will just not do.
But also in case of constant media it is necessary to involve more general phases.
This is illustrated in the following example of the IVP of the wave equation:
@2t   c2

u(x; t) = 0
u(x; 0) = u0(x); @tu(x; 0) = 0:
(2.18)
Application of the Fourier transform with respect to the space variables leads to a
solution in the form of an integral of plane waves [22]:
u(x; t) = 1(2)n
ZZ
ei((x y)jjct) 12u0(y)dyd; (2.19)
where  means taking the sum of two terms, one with a   sign and the other with
a + sign. The rst term has the phase '(x; t;y; ) =   (x  y)  jjct. Note that
the variables in (2.16) dier in that space and time are taken together.
The theory of FIOs is built on the method of stationary phase, a basic prin-
ciple of asymptotic analysis. It studies the limit behaviour of oscillatory integrals
like (2.16) when the frequency goes to innity. The idea of the method relies on the
addition of many sinusoids with rapidly varying phases. They add constructively
only if the phases coincide and remain the same as the frequency increases. The
formal statement of the principle is that the asymptotic behaviour depends on the
critical points of the phase, i.e. @' = 0. If we set '0 = '(x;y; 0) and linearize
the phase around a critital point 0 then the linear term vanishes, so
'(x;y; ) = '0 +Q: (2.20)
Apart from the remainder Q, which is quadratic in    0, the phase is constant in
a neighborhood of a critical point. In section 2.3 we introduced the level set (2.11)
as a way to dene the wave front of a propagating wave. Critical points are hence
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expected to somehow describe the wave front. To make this explicit we determine
the critical points of the rst term of example (2.19). Condition @' = 0 yields:
x = y + jjct: (2.21)
This can be interpreted as the movement of the wave fronts, by describing the rays,
which in this example are straight lines directed along . If y is a point of the wave
front at initial time then it will be moved to x at time t.
Dwelling upon the phase function, we would almost forget that the novelty of
our work lies in the amplitudes. Besides regularity conditions, e.g. integrability
of the oscillatory integrant, the amplitude function aF of the FIO (2.16) provides
a way to describe the geometric amplitude. By that is meant the amplitude of
waves that propagate along rays. In our study of reverse-time migration we make
explicit calculations of the amplitudes. And the imaging condition that we propose
in section 4.5 gives a principal order reconstruction of the reectivity. This means
that, within the aperture of the imaging technique, the relative error of the image
is of the order of 1! . The aperture indicates to what extent the reectivity can be
reconstructed, given the source position and the acquisition domain, of an otherwise
ideal experiment. This can be understood as the set of positions and orientations
of subsurface reectors that can be `seen' by the reection experiment.
The outline of chapter 4, the chapter about reverse-time migration, can be
found in section 2.6. We will rst have a glance at some results from microlocal
analysis in preparation for the theory of the core chapters.
2.5 Microlocal analysis
Fourier integral operators are developed by Hormander et al. to represent solutions
of partial dierential equations [37]. A FIO has singularity mapping properties,
which are studied by investigating the limit behavior of an oscillatory integral
representation when the frequency goes to innity [22]. Rather than considering the
oscillatory integral, in section 2.5.1 we will examine the singularities themselves and
show that they are described by, what is called, the wave front set. In section 2.5.2
we apply the wave front set to solutions of partial- or pseudo-dierential equations,
which leads to the notion of propagating singularities.
2.5.1 Wave front set
We use an assumption, applied in many seismic imaging techniques, that can be
referred to as the separation of scales. In the formulation of the linearized inverse
problem, section 2.2, we assume that the medium velocity can be modeled by a
sum of a slowly varying background c and a small scale perturbation c = rc. And
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for the modeling of wave propagation through the slowly varying background we
use oscillatory functions like a ei' (2.10). The amplitude a is assumed to vary on a
large scale. The high frequency of the phase ' represents the small scale.
The physical distinction between the scales depends on the ratio of the hetero-
geneity size, i.e. length scale over which the velocity varies, to the seismic wave
length and the distance the wave travels through the heterogeneous region [59]. In
the mathematical theory of linearized scattering however, the distinction is more
abstract. `Slowly varying' is translated into `smooth dierentiable' and the `small
scale perturbation' is translated into the `singularities of a distribution'.
The wave front set WF(u) is used to analyze the location and orientation of
singularities of a distribution u. When u is the solution of the wave equation the
wave front set can be interpreted literally, in the sense that it describes the singu-
larities that constitute the wave front. If we apply it to the velocity perturbation
then WF(c) describes the reectors of the subsurface. To explain the wave front
set we will apply it to a function in Rn.
Let x0 2 Rn 1 denote the lateral coordinates and xn the depth. Given are two
smooth functions ub; ut : Rn ! R and a function h : Rn 1 ! R, also smooth.
Then xn = h(x
0) describes a surface. We dene function u by
u(x) =

ut(x) if xn < h(x
0)
ub(x) if xn  h(x0)
Figure 2.2 presents an illustration of the function. We assume that ub > ut > 0,
implying a jump discontinuity at h. We will see that the singularities are on the






Figure 2.2: Model function u is smooth everywhere except on the surface h.
Singularities occur in points where the distribution is not microlocally smooth.
A distribution u is microlocally smooth at (x0; 0) 2 RnRnn 0 if the following
holds: There exists a test function ' 2 C10 supported in the neighborhood of x0
with '(x0) 6= 0 such that 'u is C1, i.e.
jc'u()j  Ck(1 + jj) k (2.22)
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for all k. The hat b denotes the Fourier transform. This implies that u is locally
smooth at x0. But microlocal smoothness also involves a sense of direction. This
means that there exists an open cone   containing 0 and such that the inequal-
ity (2.22) holds for all  2  . A cone is a set that contains  for all  > 0 if it
contains . For the correct order of quantiers [64, 22, 1]:
Denition 1. Distribution u is microlocally smooth at (x0; 0) if there exists a
' 2 C10 with '(x0) 6= 0 and an open cone   containing 0 such that for all k there
exists a Ck such that the inequality (2.22) holds for all  2  . The wave front set
of u, denoted by WF(u), is dened as the complement in RnRnn 0 of all points
that are microlocally smooth.
There is one consistency condition that should be checked. Once we have a '
that works in showing that u is microlocally smooth at (x0; 0), it should also work
if we take a cuto function with smaller support. This is true. See [64], section 8.6.
We simplify the model function u in two steps and apply the denition to the
simplication. First we dene eu = u utub ut . It is `digitized' in the sense that it
only takes the values 0 and 1. It can be shown that WF(u) = WF(eu). Although
intuitive, the proof is not fully trivial. As a second simplication we straighten the
surface h by a dieomorphism g on Rn. Let g be such that the plane xn = 0 is
mapped to the surface xn = h(x
0), and such that the half space xn > 0 is mapped
to xn > h(x
0). The attened model is dened as u = eu  g. We will use the
knowledge that the wave front set of a distribution v transforms like [64, 22]:
(x; ) 2WF(v  g) , (g(x); [@xg 1]T ) 2WF(v): (2.23)
Note that u is the indicator function of the set xn  0. We will analyse the wave
front set of u, and use this to identify the wave front set of u itself.
The wave front set WF(u) consists of the pairs (x; ) 2 RnRnn 0 for which
hold 0 = 0, and obviously xn = 0. We will argue by the denition 1 why the
covector  is normal to the plane xn = 0. Let  =  with kk = 1 and  > 0.
We choose a test function of the form '(x) = '1(x
0)'2(xn). Note that u = u(xn).
The question now is how c'u () = c'1(0) d'2u (n)
decays if  goes to innity. As long as 0 6= 0, i.e.  is not normal to the plane,
for all k holds that jc'1(0)j  Ck(1 + ) k. Since '2 has compact support one
has jd'2u (n)j  C(1 + )K for some K, which is enough. This proves microlocal
smoothness of u in (x; ) if 0 6= 0 and xn = 0. The covectors of the wave front set
WF(u) are therefore normal to the plane.
The wave front set of eu and hence of the model function u can be concluded from
the transformation formula (2.23). The formula shows that the variable  trans-
forms like a cotangent vector. The perpendicularity of a tangent and a cotangent
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vector is preserved under the transformation by g.2 Tangent here means tangent to
the plane xn = 0 in model u, and, tangent to the surface h in model u. Supported
by the illustration in gure 2.2, the conclusion is
WF(u) =

(x; ) 2 RnRnn 0  xn = h(x0) and  normal to the surface 	:
The wave front set is the mathematical formalization of localized disturbances.
As mentioned in the rst paragraphs of this section, it is used to describe wave
fronts in the sense of solutions of the wave equation, and discontinuities in case
of the subsurface. An example of the latter is the velocity model in gure 2.1, in
which the wave front set then would describe the discontinuity at surface h.
2.5.2 Propagation of singularities
We will apply the concept of the wave front set to solutions of partial dierential
equations, the wave equation in particular. The rst observation is that the wave
front set of a distribution u is not increased by the application of a dierential
operator with smooth coecients P ,
WF(Pu) WF(u): (2.24)
An operator with this property is a microlocal operator [68]. It means that if u
is microlocally smooth at (x; ) then so is Pu. Pseudo-dierential operators are
microlocal, and in the following we allow for P to be a PsDO.
Before continuing we say something about the symbol of an operator and its
principal symbol. In section 2.3 and 2.4 we saw that the symbol of a PsDO is a
function of spacetime variables x and Fourier associates . For example, the symbol




A non-trivial PsDO does not have a polynomial symbol. We will work with classical





with pj(x; ) = 
jpj(x; ) for large  and positive . Here, j is the order of pj . The
principal symbol, this is pm(x; ), dominates the expansion for large . Applied to
our polynomial example the sum of all terms with jj = m comprise the principal
symbol. In section 3.2 one can nd more details. In the following we assume that P
is a PsDO with classical symbol (2.25) and principal symbol pm.
We say that  is characteristic for P at x if pm(x; ) = 0. The set of all (x; )
where pm = 0 is denoted by char(P ). To answer the question whether an operator
2A tangent vector v maps to [@xg]v and a cotangent vector  maps to [@xg 1]T . The dot
product v   is hence invariant under g, and so is the perpendicularity.
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can decrease the wave front set we rst consider elliptic operators. For elliptic
operators, i.e. when pm(x; ) = 0 implies  = 0, the answer is `no'. This property
is reected by a general theorem that says that P has an approximate inverse Q,
called a parametrix, for which holds QP = PQ = I +R [29]. The `error' of the
approximation is an operator R that maps every distribution to a smooth func-
tion, called a regularizing operator. So for elliptic operators WF(Pu) = WF(u).
Whether P is elliptic or not, we have the following theorem.
Theorem 1. WF(u) WF(Pu) [ char(P ).
It says something about where the singularities of u can be found if those of Pu
are known. In words the theorem says that if Pu is microlocally smooth at (x; ),
and  is non-characteristic at x, then u is microlocally smooth at (x; ). Suppose u
is a solution of Pu = f with f smooth or zero. Then one has WF(u)  char(P ).
This does not say that much until we analyse char(P ) and show that it is a disjoint
union of curves called bicharacteristics. And there is an all-or-nothing dichotomy:
Either WF(u) contains the whole bicharacteristic or no points of it. This is meant
by the phrase `singularities propagate along bicharacteristics'. To examine this we
take into consideration operators of principal type. This intuitively means that the
principal symbol dominates over the lower order terms [70]. It is a rather broad
class of operators that includes both elliptic and strictly hyperbolic operators, like
the wave equation. And we assume that pm is real.
A bicharacteristic is a trajectory s 7! (x(s); (s)) of the Hamiltionian system:
d
dsx = @pm(x; )
d
ds =  @xpm(x; ):
(2.26)
This is a system of 1st-order ordinary dierential equations. The existence and
uniqueness theorems imply that there is a unique solution for every initial value
of (x; ). The assumption that P is of principal type implies that ddsx is non-zero
along a bicharacteristic. A solution hence does not degenerate to a point. One can
easily verify that pm is constant along a bicharacteristic. The set char(P ) splits
into a union of bicharacteristics for which holds pm = 0, sometimes called null
bicharacteristics. We omit the adjective `null' in the following theorem.
Theorem 2. Let P be an operator of real principal type and  a bicharacteristic.
If Pu 2 C1 then either  WF(u) or  \WF(u) = ;.
We apply the theorem to the wave equation. Then pm =  !2 + c(x)2jj2 and
a bicharacteristic, parameterized by t, is a curve t 7! (x; t; ; !) that solves the
Hamiltonian system. Note that in (2.26) the space and time variables are taken
together. There are two independent solutions for each  and they are distinguished
by the frequency ! =  c(x)jj, which is constant on each bicharacteristic. The rst
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equation of (2.26) becomes ddtx =  c(x) jj and shows that a singularity propagates
with velocity c(x) in the -direction. And the second equation, ddt = (@xc)jj,
implies that the direction of propagation varies if the gradient @xc is non-zero.
An example of this is the upward bending of horizontal rays in the Earth due to
the fact that the velocity increases with depth, which is often the case. And, as
expected, in a constant medium singularities propagate along straight lines.
The system of equations (2.26) shows up in section 4.2.2 when we solve the
eikonal equation by means of the method of characteristics, a general method from
the theory of PDEs [23]. There the eikonal equation governs the phase function 
of an oscillatory function that, by construction, solves the wave equation. In sec-
tion 4.2.4 we subsequently derive a FIO that gives solutions of the wave equation.
The phase function  then determines the geometrical aspects of the operator, i.e.
how the singularities propagate.
2.6 Outline
The main content of the thesis is provided by two articles that are presented in
chapter 3 and 4. We give an outline for each chapter.
Chapter 3 presents the one-wave wave equation with symmetric square root.
In section 3.2 we derive the one-way wave equation and identify the steps that
are related to the wave amplitude. The mentioned correction term can be avoided
by choosing a new eld variable, which is related to the original variable u by a
PsDO that we call the normalization operator. The details are in section 3.2. We
propose a symmetric3 square root operator B, a PsDO, and show that the one-way
wave equation provides a principal order approximation of the amplitude. The idea
to use a symmetric square root is generally applicable. We will apply this to an
existing method based on the one-way wave equation, the so called 60 degree Pade
nite-dierence implementation [14], and show that the amplitude signicantly
improves. We propose in section 3.3 a new numerical method to implement the
normalization and the square root operator. Our amplitude claims are numerically
veried in section 3.4.
Chapter 4 treats the inverse scattering based on reverse-time migration. In
section 4.2 we begin with the construction of solutions of the wave equation, starting
by an application of the WKB approximation to a plane wave IVP. We analyse
the scattering problem in section 4.3 and formulate the operator that maps the
reectivity to the scattered wave eld. In this respect we distinguish between the
continued scattered eld uh and the reverse time continued eld ur. The former
is the result of a perfect continuation, in reverse time, of the scattered eld from
its Cauchy values at some time after the scattering has taken place. The latter
3Then iB is anti-symmetric.
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is a model for the receiver wave eld, i.e. the in reverse time continued eld that
matches the data. In section section 4.4 we show that ur can be written as the
result of a PsDO, the revert operator, working on uh. The operator that maps
the reectivity to ur is referred to as the scattering operator and we obtain an
explicit expression that is locally valid and a global characterization as a FIO. The
inversion is presented in section 4.5. We rst analyse a simplied case in which the
velocity is constant. Then we introduce a novel imaging condition and show that
it yields a principal order reconstruction of the reectivity. The imaging condition
is composed of the excitation time imaging condition, i.e. the restriction in space
and time to the coordinates of the source wave front, and a PsDO that restores
the amplitude of the image. In section 4.6 we present a number of numerical tests,
which conrm our claims.
Conclusions and suggestions for further research are displayed in chapter 5.

Chapter 3
One-way wave equation with
symmetric square root
Abstract.1 The one-way wave equation is widely used in seismic migration. Equipped
with wave amplitudes, migration can be provided with the reconstruction of the strength
of reectivity. We derive the one-way wave equation with geometrical amplitude by using a







, is a function of space-time variables and frequency ! and
horizontal wavenumber . Only by matter of quantization it becomes an operator, and
because quantization is subjected to choices it should be made explicit. If one uses a
naive asymmetric quantization an extra operator term will appear in the one-way wave
equation, proportional to @xc. We propose a symmetric quantization, which maps the
symbol to a symmetric square root operator. This provides geometrical amplitude without
calculating the lower order term. The advantage of the symmetry argument is its general
applicability to numerical methods. We apply the argument to two numerical methods.
We propose a new pseudo-spectral method, and we adapt the 60 degree Pade type nite-
dierence method such that it becomes symmetrical at the expense of almost no extra
cost. The simulations show in both cases a signicant correction to the amplitude. With
the symmetric square root operator the amplitudes are correct. The z-dependency of
the velocity lead to another numerically unattractive operator term in the one-way wave
equation. We show that a suitably chosen normalization of the wave eld prevents the
appearance of this term. We apply the pseudo-spectral method to the normalization and
conrm by a numerical simulation that it yields the correct amplitude.
1This chapter is exactly the article One-way wave propagation with amplitude based on
pseudo-dierential operators by T.J.P.M. Op 't Root and C.C. Stolk, published in Wave Mo-
tion, 47(2):67-84, 2010. http://dx.doi.org/10.1016/j.wavemoti.2009.08.001
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3.1 Introduction
One-way wave equations allow us to separate solutions of the wave equation into
down- and upward propagating waves. They are frequently used to model wave
propagation in the application of depth migration [39, 42, 60, 76, 77, 47, 27, 5, 55].
They are also used in other elds such as underwater acoustics and integrated
optics. One of the reasons to use these equations is that they provide wave eld
extrapolation in a certain direction [74]. Another reason to use these equations is
the fact that they can be implemented cost eciently [28].
One-way wave equations have rst been used in geophysical imaging by Claer-
bout [14]. They were used to describe travel time and were not intended to de-
scribe wave amplitudes. In principle, this restricts the migration process to the
reconstruction of the locations of the velocity heterogeneities. Roughly since 1980
the development is to also reconstruct the relative strength of the velocity hetero-
geneities and to estimate petrophysical parameters [17, 4]. For the one-way wave
equation to describe amplitudes it needs to be rened. One of the problems is the
formulation of the square root operator in case the velocity is a spatial function.
The nite-dierence one-way methods form a large class of one-way methods
[14, 35]. One attempt to tackle the amplitude problem can be found in the work
of Zhang et. al [76, 77]. They studied the Pade family of nite-dierence one-
way methods and modied it such that it provides accurate leading order WKB
amplitudes. The Pade family of methods includes the familiar 15, 45, 60 degree
equations that are reported in Claerbout's book [14].
Another important class of methods is formed by mixed domain methods. Here
calculations are performed both in the lateral space, i.e. horizontal in case of down-
ward continuation, and the lateral wavenumber domain. The fast Fourier transform
is used to go forth and back. A mixed domain method can be seen as an adaptation
of the phase-shift method for lateral varying media [7]. Phase shift plus interpo-
lation (PSPI), for example, uses several reference velocities and an interpolation
technique to adapt the phase-shift for laterally varying velocity [27]. Nonstation-
ary phase shift (NSPS) uses nonstationary lter theory to make this adaptation
[47]. Although these methods allows for lateral dependence, they do not preserve
the wave amplitude. Among the mixed domain methods one also nds the phase-
screen method and its oshoot methods like pseudo-screen and generalized screen
[39, 72, 20]. Then the medium is considered as a series of thin slabs or dirac-
tion 'screens', stretched out in lateral direction. It is particularly suited to model
propagation through media where the raypaths do not deviate substantially from
a given predominant direction.
From mathematical point of view, the one-way wave equation can be found in
the rigorous framework of pseudo-dierential operator theory. Stolk worked on this
and investigated the damping term of the symbol [60]. He compared singularities
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in the mathematical sense of the wave front set and showed that singularities are
described by one-way wave equations.
In this paper we investigate amplitude aspects of the one-way wave equation
from theoretical and practical point of view. We identify the essential ingredients
that provide the one-way wave equation with the geometrical amplitude, using
pseudo-dierential operator theory. It is comprised of an investigation of the square
root operator and the normalization operator, which will be discussed in more
detail below, and yield implementations for both. Because we focus on amplitude
aspects of wave extrapolation we will show simulations of wave propagation based
on one-way methods.
Although the work of Zhang et al. provided an interpretation of the square root
and normalization operator through some basic ideas from the theory of pseudo-
dierential operators, they didn't make a strict distinction between an operator and
its symbol [1, 37]. We nd this aspect of the theory to be fundamental for under-
standing the true amplitude theory. A symbol is a function of space-time variables





!2 , where  denotes the horizontal
wavenumber. It can be transformed into an operator by matter of quantization.
Because quantization is subjected to choices it should be made explicit. We will
derive the one-way wave equation with amplitude description and explicitly use
the theory of pseudo-dierential operators. It gives insight in the equation and its
modication to involve wave amplitudes.
The depth dependence of the medium leads to an extra operator term in the
one-way wave equation which signicantly eects the wave amplitude. It is known
that by a suitably chosen normalization of the wave eld, the one-way wave equa-
tion in the new variable does not contain this extra term [20, 60, 77]. Although
numerical implementations are well-known for the square root operator [14, 35, 77],
these are not reported for the normalization. Zhang et al., for example, used the
normalization operator but lacked being explicit about its implementation. We
will introduce the pseudo-spectral interpolation method, by which both the square
root and the normalization operator can be implemented
To conne the complexity, wave propagation through the earth is modeled by
the heterogeneous acoustic wave equation. The heterogeneity is captured by a
velocity function, c = c(x; z), which is smooth by assumption. The reader might
wonder how this can be applicable to seismic waves, as everybody knows that
the Earth is not smooth. Some comments about this follow at the end of the
introduction. The pressure u(t; x; z) of an acoustic wave originating at the source




t   @2x   @2z

u(t; x; z) = f(t; x; z) (3.1)
in innite space-time, i.e. (t; x; z) 2 RR2. The support of the source, i.e. the set
28 One-way wave equation with symmetric square root
where it is nonzero, is assumed to be bounded:
supp f  [ts0; ts1] [xs0; xs1] [zs0; zs1]:
Furthermore, the wave eld is zero at initial time, i.e. u(t; x; z) = 0 for t < ts0.
The splitting into down and up going waves relies on the assumption that the
wavelength is small compared with the length scale of the heterogeneity of the
medium. This means that we assume the medium velocity to vary slowly over
space, and, the frequency to be high. The idea can be shown by rst assuming a
constant velocity. Using the Fourier transform with respect to t and x, the wave














bu(!; ; z) = 0; (3.2)
with Fourier variables ! and . The factors are written in arbitrary order. Re-
stricting the solution space to 1c2   
2
!2 > 0 , the kernel of each factor consists of
uni-directional waves. A numerical method based on the one-way wave equation
with constant velocity can be found in [26].
When @xc 6= 0 the theory of pseudo-dierential operators is used to dene the
square root operator properly. It is one of our goals to show how this can be done.
In case @zc 6= 0 the noncommutativity of the square root and @z introduces extra
terms. These terms can be removed by a suitable normalization of wave eld.
We make a comprehensible derivation of the one-way wave equation and show
how the square root operator has to be dened such that the equation includes the
wave amplitude. The symbol of the square root operator turns out to be the sum
of two terms, i.e. the principal and the subprincipal. The former provides travel
time. The terms together describe travel time and the geometric amplitude.
Quantization refers to the procedure of mapping a symbol to an operator. The
theory of pseudo-dierential operators involves a standard quantization, which pro-
duces asymmetric operators. We introduce an alternative quantization that maps
real symbols to symmetric operators and show that it maps the principal symbol of
the square root to the correct operator. By correct, we mean that it properly de-
scribes the wave amplitude. The idea to use a symmetric square root is applicable
to any method. We will illustrate this by two numerical methods.
We propose a new method, the pseudo-spectral interpolation method, to im-
plement both the square root and the normalization operator. The method is
closely related to some of the mixed domain methods in that it is implemented as
a sum in which each term involves a multiplication and a convolution. We will
verify numerically the claimed amplitude eect of the symmetric square root op-
erator and the normalization operator by simulating wave propagation through a
medium with variable velocity. These simulations also give an illustrative example
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of the improvements that can be expected. The results will be compared with a
simulation of the full wave equation, which acts as a reference. The comparison
shows a great improvement of the wave amplitude due to the symmetric square
root and the normalization operator.
As said, the outcome can be applied to other one-way wave methods. We show
that the 60 degree Pade type nite-dierence one-way implementation can be made
true amplitude by using a symmetric implementation for the square root operator.
This modication entails almost no extra cost. Again, numerical simulation shows
an improved wave amplitude.
The content of the remaining sections of this paper is as follows. In section 3.2
we derive the one-way wave equation for smoothly varying media in the rigorous
framework of pseudo-dierential operator theory. The numerical implementation
of our one-way wave equation is presented in section 3.3, including the pseudo-
spectral method to implement pseudo-dierential operators. The results of the
simulation and a comparison with the simulation of the full wave equation are
shown in section 3.4. A discussion is nally presented in section 3.5.
We end this introduction by a few remarks on the application of one-way wave
equations in reection seismic imaging. This is based on the single scattering
assumption that is generally used in seismic imaging. It involves a geometrical
view of wave propagation and assumes that waves present in the data have reected
once. Multiple reected waves are treated as noise, and to a certain degree they
can be suppressed.
The single scattering data can be viewed as the result of linearization of the wave
equation with respect to the coecients, i.e. the medium velocity. Additionally,
the reference velocity c(x) is assumed to be smooth, while the perturbation c(x) is
oscillatory. In practice this means that c and c contain dierent wavelengths, e.g.
up to 2-5 Hz for c, and starting somewhere from 5-10 Hz for the reectivity. These
values are converted to the temporal frequency domain using a typical velocity.
The unperturbed wave originating from the source fsrc is the incoming eld uinc.





t uinc  uinc = fsrc; and 1c2 @2t usca  usca = 2cc3 @2t uinc; (3.3)
both supplemented with zero initial and appropriate boundary conditions. The
data is assumed to be given by usca at measurement positions spread over the
surface during some time interval.
A typical imaging algorithm [14] involves the incoming eld uinc and the back-
propagated receiver eld, denoted by ubp, which is obtained by solving a wave
equation backward in time with the data as source or boundary condition. These
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uinc(t; x; z)ubp(t; x; z) dt;
where [0; Tacq] is the time interval for the acquisition assuming the source is set
o at t = 0. Clearly, solving the wave equation is the most costly part of the
imaging algorithm. With present-day data it is to be repeated tens of thousands of
times. One-way methods constitute practical tools for modelling wave propagation
through smooth media.
3.2 One-way wave equation
In this section we will derive the true amplitude one-way wave equation for a
normalized wave eld. We will present the essential steps in a self-contained way,
without requiring knowledge of pseudo-dierential operator theory in advance. For
the reader primarily interested in the results we point out that the one-way wave
equation is in (3.22), the normalization in (3.23), and the symmetric square root
operator in (3.19) and (3.8).
The approach to split the wave eld followed in this section slightly diers
from the factorization in (3.2). We will tackle the problem by writing the wave
equation as a system of equations, which makes it easy to include the source.
Diagonalization of the system leads to our rst result, the one-way wave equation
for wave propagation in the positive z-direction through a medium of which the
velocity only depends on x. The decomposition relies on the square root operator.
This operator will be subject of further investigation. The normalization of the
wave eld is used to derive the one-way wave equation for velocities that may also
depend on z.
As shown in (3.2), the square root operator is a well-dened convolution when
@xc = 0. In case @xc 6= 0 it becomes a nontrivial pseudo-dierential operator. We
will review the basic ingredients of a pseudo-dierential operator, i.e. its symbol
and quantization. A symbol is written as an asymptotic expansion of which the
rst two terms are called the principal and the subprincipal part. We apply a
composition theorem to calculate the principal and subprincipal symbols of the
square root operator. Referring to the standard quantization, both are to be taken
into account to provide the one-way wave equation with the geometrical amplitude.
From practical point of view it is worthwhile to investigate the quantization.
We introduce a symmetric quantization and formulate the symmetric square root,
i.e. the operator found by symmetric quantization of the principal symbol only. We
show that it provides the one-way wave equation with the geometrical amplitude
too. The benet of the symmetry argument is its applicability to other implemen-
tations. For example, the square root of the 60 degree nite-dierence one-way
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method can be made symmetric and therefore true amplitude, as will be shown in
section 3.3.3.
3.2.1 One-way wave decomposition
The object is to derive one-way wave equations for wave propagation along or in op-
posite direction of the z-axis through inhomogeneous media, i.e. when c = c(x; z).


















The wave equation in (3.1) can now be rewritten as matrix dierential equation:
@zu(t; x; z) = Au(t; x; z)  f(t; x; z): (3.4)





2 exist, whose squares are A and A 1
respectively. The construction of operators having approximately these properties























The second matrix is the inverse of the rst. These matrices yield an eigenvalue
decomposition of matrix dierential operator A given by
A = VB: (3.5)
A change of variables is dened by u = Vv. The system of dierential equations
in (3.4) then transforms into
V@zv = (AV   (@zV))v   f :
in which the identity @zVv = (@zV)v +V@zv is used. Left multiplication with 
yields
@zv = (B (@zV))v  f ; (3.6)
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In case the medium is invariant with depth, operator term (@zV) is zero.
With the sign choices for
p
A as in (3.2), i.e. the sign of !, equation (3.6) then
describes two decoupled one-way waves. Writing v for the second component of v,
the second equation describes wave propagation in the positive z-direction. The
one-way wave equation for depth invariant media then is:
@zv(t; x; z) =  i
p
Av(t; x; z)  i2A 
1
2 f(t; x; z); (3.7)
Note that v denotes the wave eld, not the velocity. In the following, we will





2 . To generalize this result to depth dependent media, we
will show in the end of this section how to deal with matrix operator (@zV). A
well chosen normalization of the wave eld will cancel the diagonals terms. The
o-diagonals terms will shown to be negligible by a subtle argument.
3.2.2 Pseudo-dierential operators
In case the medium is lateral invariant, i.e. c = c(z), the square root of operator
A can be found by using the Fourier transform with respect to t and x. It is a
multiplication operator with respect to the Fourier variables and given by






The square root is not unique due to sign choices. This form leads to unidirectional
waves solutions.
When the medium laterally varies, the square root also depends on x. Al-
though b0(x; !; ; z) is well-dened as a function, it doesn't dene an operator yet.
This function of space-time variables and Fourier associates is called symbol. It
transforms into an operator by matter of quantization.
We will show that dierent operators can be found for one symbol. Subse-
quently, a short introduction of pseudo-dierential operators is given, including an
important theorem about composition. In this section y is an arbitrary space-time
variable with  its Fourier associate. In the context of our application one reads
y = (t; x) and  = (!; ). And we use the following convention for the Fourier
transform: (F')() = R '(y) e iy dy.
Quantization refers to the procedure of mapping a function of space-time vari-
ables and their Fourier associates to an operator. Given the function p = p(y; ),





p(y; ) (F')() eiy d; (3.9)
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and the right quantization
OpR(p)'(y) = (F 1
Z
p(~y; )'(~y) e i~y d~y)(y): (3.10)




(p)'(y) = h(y) @y'(y)
OpR(p)'(y) = @y(h(y)'(y)) = OpL(p)'(y) + (@yh)'(y): (3.11)
It shows that the order of multiplication with h(y) and dierentiation @y is inter-
changed. The dierence involves derivative @yh, as the operators do not commute.
Applying this to function b0, one concludes that OpL(b0) and OpR(b0) are dierent
operators when the velocity depends on x.
A pseudo-dierential operator is the operator found by left quantization of
a symbol [37, 22, 1, 73]. A symbol p of order m 2 R is a smooth function of
a space-time variable and its Fourier associate, say y and , that satises the
following technical mathematical condition. For all multi-indices ;  there exists
a constant C such that
j@y @ p(y; )j  C
 
1 + jjm jj: (3.12)
This for example implies that the function @yh in (3.11) is a symbol also.
In the context of one-way wave equations it is possible to work with a smaller
class, namely the polyhomogeneous symbols of order m. A polyhomogeneous or





of homogeneous functions pj(y; ). The homogeneity means that
pj(y; ) = 
m jpj(y; )
for large  and positive  [37, 1]. The function pj(y; ) is thus a symbol of order
m   j itself and p0(y; ) is called the principal symbol. We are mainly interested
in the principal symbol, which contains the greatest contribution. In some cases
the subprincipal symbol, i.e. p1, is also considered.
To distinguish the operator P from its symbol p and simultaneously emphasize
their relation, the operator will also be denoted by p(y;Dy) or Op(p) = OpL(p). We
have written the dierential operator as Dy =  i@y and shall also write Dx =  i@x
and Dt =  i@t. By phrasing operator symbol or symbol of operator, this always
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refers to the standard quantization, which is left. For example, operator A is the
2nd-order pseudo-dierential operator given by
A = a(x;Dt; Dx; z) with a(x; !; ; z) =
!2
c(x;z)2   2; (3.14)
in which z is just a parameter.
An important result is that the composition of two pseudo-dierential operators,
P = Op(p) of order m and Q = Op(q) of order n, is again a pseudo-dierential
operator and has order m + n. The symbol of PQ is denoted by p#q and its
asymptotic expansion can be found by a fundamental theorem of the symbolic
calculus [37, 1]. Because our symbols are time independent, we present this theorem










 p(x; ) q(x; ) + @p(x; )Dxq(x; ) + r(x; ); (3.15)
in which r(x; ) is a symbol of order m+n 2. Clearly, the principal symbol of PQ
is the product of the principal symbols of P and Q. An interesting consequence is
that the commutator [P;Q] is a pseudo-dierential operator of order m+ n  1.
3.2.3 Square root operator and symmetric quantization
The principal symbol of the square root of operator A is given by the square root of
the symbol of operator A, i.e. b0(x; !; ; z) in equation (3.8) with c = c(x; z), which
has order 1. For the moment, we ignore the singularity, i.e. when !
2
c(x;z)2   2 = 0.
The theory of one-way wave equations is based on a high frequency assump-
tion, and the order of a term in the asymptotic expansion is an important param-
eter. The principal symbol b0 determines the rays of the wave eld [60]. Hence,
B0 = Op(b0) is our rst candidate for the square root operator. The error A B20
is an operator with a 1st-order symbol. This follows from the application of equa-
tion (3.15).
To also describe the wave amplitudes, the subprincipal symbol b1 is needed,
as will be argued in the last subsection. Hence, we introduce B = Op(b) with
b = b0+b1. The symbol b1(x; !; ; z) follows from the symbolic calculus, i.e. (3.15),
and the observation that the error A B2 must have a 0th-order symbol. Writing
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the order below each term, we get


































= a + @b0Dxb0 + 2b0b1 + r
0;
in which r0 is a symbol of order 0. To cancel the 1st-order terms, the subprincipal
symbol must be







wherein the equality @b0Dxb0 =
 i!2 @xc
a c(x;z)3 is used. Observe that  ib1 is real for
propagated waves, which conrms its eect on the amplitude.
With principal and subprincipal parts, i.e. b0 and b1, dened in (3.8) and (3.16),
we have found the pseudo-dierential operator B = b(x;Dt; Dx; z) such that the
error B2 A is a pseudo-dierential operator of order 0. It is possible to nd higher
order accurate square roots by repeatedly applying analogous steps. This yields a
well-dened innite asymptotic expansion
P1
j=0 bj . The order of the error operator
[
Pn
j=0 bj(x;Dt; Dx; z)]
2   A is 1   n and can be taken arbitrary low [1, 22, 37].
This is a theoretical proposition we will not use.
Symmetric quantization
Operator  @2t and multiplication with 1c(x;z)2 are commutative positive operators.
Because we restricted the domain of operator A to the propagation region, i.e. when
2 < !
2





A. Neglecting regularity conditions, we use symmetry
and self-adjointness interchangeably.
In fact, operator B0 = Op(b0) is asymmetric due to the standard left quantiza-
tion. We therefore dene the symmetric quantization by
OpS(p) =
1
2 [OpL(p) + OpR(p)]: (3.17)
The right quantization is closely related to the adjoint operator, which can be




ously is a symmetric operator. Because b0 is real, operator OpS(b0) is symmetric,
considering the propagation region only. The claim is that the principal and sub-
principal symbols of OpS(b0) are identical to b0 and b1, respectively. Note that p
and the symbol of OpS(p) are not identical.
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A general theorem says that the adjoint P  of a pseudo-dierential operator
P = Op(p) of order m is a pseudo-dierential operator of the same order. The
symbol of the adjoint is denoted by p and its asymptotic expansion can be found
by a fundamental theorem of the symbolic calculus [37, 1]. Again, we present this










 p(x; ) + @Dxp(x; ) + r(x; ); (3.18)
in which r(x; ) is a symbol of order m  2.
By applying result (3.18), it can be found that
OpS(b0) =
1
2 Op(b0 + b





in which r0 is a symbol of order  1. By the observation that b0Dxb0 = !22 Dx 1c(x;z)2
does not depend on , one concludes that
@Dxb0 =   1b0 @b0Dxb0:
Looking back at (3.16), it can be concluded that the principal and the subprincipal
symbols of OpS(b0) are b0 and b1, respectively.




2 [OpL(b0) + OpR(b0)]: (3.19)
The practical value of the symmetric quantization lies in the fact that it describes
amplitudes without the need for lower order term b1. This term involves c and @xc
and appears to be more complicated to compute than the principal part. The
symmetry argument is general applicable to numerical schemes. In section 3.3 we
will give two examples of symmetric implementations.
3.2.4 Normalization
We started this section with the derivation of the one-way wave equation for inho-
mogeneous media. The z-dependency of the velocity gives rise to matrix operator
(@zV) in (3.6). The operators on the diagonal of (@zV) will appear as extra
terms in the one-way wave equation, making it less attractive from the numerical
point of view. We therefore incorporate a normalization factor in the change of
variables that will cancel the diagonals [60].
Matrix dierential equation (3.4) is the starting point. Fractional powers of A
are to be read as pseudo-dierential operators with polyhomogeneous symbols.





4 are real positive by denition.2 We redene




















This again yields an eigenvalue decomposition of the matrix operator A given by
A = VB. Using these matrices, the change of variables is dened by u = Vv.
The same procedure as in the begin of this section yields the equation
@zv = (B E)v  f ; (3.21)
in which we used the denition E = (@zV). Working out the details now gives






Due to the normalization, the diagonal terms are zero.
The o-diagonal entries of matrix operator E are still of concern because they
couple the up and down going waves in (3.21). Actually, there is a subtle argument
that says that these terms can be neglected. We will show this in the next subsec-
tion. Again writing v for the second component of v, the one-way wave equation
for propagation in the positive z-direction is
@zv(t; x; z) =  iB v(t; x; z) + 12HA 
1
4 f(t; x; z); (3.22)
in which B can be either OpL(b0 + b1) or OpS(b0). We have used the Hilbert
transform H :=  i Op(sgn(!)). Assuming the rst component of v to be zero, i.e.
no up going wave, the wave eld in terms of the original variable is given by
u(t; x; z) = A 
1
4 v(t; x; z): (3.23)
Comparing (3.22) with (3.7), the factor in the source term is changed due to the
normalization.
High frequency decoupling
Following a procedure based on the work of Taylor [67], we show that the o-
diagonal entries of E can be neglected. The argument relies on the high frequency
assumption of the theory.
This assumption is made concrete by stating that the one-way wave equation is
invariant under the transformation of dependent variables given by v$ (I+K)v,
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in which all four entries of matrix operator K are arbitrary pseudo-dierential
operators of order  1. The pseudo-dierential operators in equation (3.21) have
polyhomogeneous symbols. Terms of their expansion that do not change under this
set of transformations will be called invariant. A term that can be made zero is
not invariant, of course.
We will show that there exists a transformation like mentioned above, such that









which has operator entries of order  1. The change of variables is dened by
v = (I+K)~v. Inserting this into (3.21) and subtracting (@zK)~v, yields
(I+K)@z~v = ((B E)(I+K)  (@zK)) ~v  f :
Let R be a matrix pseudo-dierential operator such that I K+R is a parametrix
of I+K. A parametrix is an approximate inverse in the sense that the dierence
between the identity and the composition of an operator with its parametrix is
an operator of arbitrary low order [37, 1]. It follows that the highest order of the





















~v   (I K+R)f :
The highest orders of the operator entries of the matrices in the homogeneous part
of the equation are written below each term. Leaving out operator terms of order
less than or equal to  1, yields
@z~v = (B E+BK KB) ~v   (I K+R)f : (3.24)
Neglecting the commutator [A 
3
2 (@zA) ; A
1
2 ] because its leading order is  1, it can
be found by straight forward calculation that






This expression equals E, and hence, they cancel each other in the homogeneous
part of equation (3.24).
The change of variables formally shows that the 0th-order o-diagonal terms
in the homogeneous part of equation (3.21) can be neglected. The highest order
terms of ~v and v are identical, so to say. Likewise, the factor (I  K + R) does
not change the leading order of the source term and can be left out. Hence, the
system of equations becomes decoupled:
@zv = Bv  f : (3.25)
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The subprincipal part of operator B describes the wave amplitudes. Therefore,
the 0th-order terms of B in (3.25) are expected to be invariant. It is very easy to







to dene a formal change of variables by v$ (I+K)v. By analogous steps to nd
(3.24), equation (3.25) transforms into
@zv = (B+BK KB)v  f :
The highest order of the operators on the diagonal of commutator BK KB is  1.
This shows that the 1st and 0th-order terms of B are invariant. Only the principal
symbols of the operator entries of V and  are invariant. The pseudo-dierential
operator A 
1
4 in the source term of (3.22) can therefore be replaced by Op(a 
1
4 ).
Pseudo-dierential operator on WKB solution
A requirement for true-amplitude one-way wave equations is that they yield the
same travel time and amplitude in a WKB expansion as the original wave equation.
Fortunately, WKB theory has been generalized to hyperbolic pseudo-dierential
equations. If p(y;Dy) is a pseudo-dierential operator of order m with polyhomo-








such that j(y; ) = O(
m j), assuming (y) and (y) are C1-functions. See
Duistermaat's book [22], equation (4.3.3). Although a detailed treatment falls
outside the scope of this paper, we note that it follows that the rst two terms
in (3.26) give exactly the required eikonal and transport equations, and therefore,
the same WKB solution.
3.3 Numerical implementation
The one-way wave equation (3.22) is an ODE with respect to depth z. The right
hand side involves two pseudo-dierential operators, namely square root B and
Op(a 
1
4 ). We introduce a method to discretize pseudo-dierential operators, suf-
cient general that both operators can be implemented. This method uses inter-
polation to rephrase the dependency on the velocity such that the operator can be
written as a sum of multiplications and convolutions. It will be presented in the
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following subsection. Other methods can be found in [47, 27, 45]. We solved the
ODE by using the classical 4th-order Runge-Kutta scheme [41].
The (!; )-domain is split up in two regions. The inequality 2 < s2!2 de-
nes the propagation region and 2 > s2!2 denes the evanescent region. By a
single-phase wave we mean an uni-directional wave solution for a single (!; )-pair.
Let  2 [ 2 ; 2 ] be the direction of propagation of a single-phase wave with respect
to the z-axis. Then it holds that
sin =  s(x;z)! ;
which shows that the angle depends on the spatial coordinate. This also shows
that the singularity of b0, i.e. when 
2 = s2!2 holds, coincides with horizontally
propagating waves.
We are interested in propagating wave solutions. And in the numerical compu-
tation, the angle of propagation is bounded. With cuto angle c and maximal an-
gle m as parameters, we introduce the angular cuto function  : [ 2 ; 2 ]! [0; 1].
If jj  c then  = 1, if jj  m then  = 0 and in between the function makes a
continuously dierentiable transition using a scaled version of [0; 1] 3  7! 1 cos()2 .
Single-phase waves with  2 [ c; c] are thus undisturbed.
3.3.1 Pseudo-spectral interpolation method
A pseudo-dierential operator with constant coecients, for example equation (3.8),
can eciently be implemented as a multiplication operator in the Fourier domain,
using the fast Fourier transform. The integral (3.9) shows that, in general, the im-
plementation of a pseudo-dierential operator involves an inverse Fourier transform
for each value of the space-time variable.
The numerical costs can be reduced by writing the operator as a discrete sum
of multiplication and convolution operators. This idea is generally used. Bao
and Symes, for example, also used this formula to implement pseudo-dierential





The implementation can be done termwise. The order of application of multiplica-
tion Op(gk) and convolution Op(hk) in each term is prescribed by the quantization.
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in which b' = F'. This involves 1 +K (inverse) Fourier transforms. To implement






The symmetric quantization (3.17) can therefore be implemented by using 2 + 2K
(inverse) Fourier transforms. This is cost ecient for small K. In next paragraphs,
we will discuss how to nd functions gk and hk. Remember that we used the
notation y = (t; x) and  = (!; ).
To apply this to operators B and Op(a 
1
4 ) we will use the fact that their
symbols do not explicitly depend on x and z, and they do not at all depend on
t. The symbols are functions of the spatially dependent velocity, which is slowly
varying. To express this dependency, we will use the slowness s(x; z) = 1c(x;z) rather
then the velocity itself for a reason that will become clear.
A discrete set of slowness values is denoted by sk with k = 1; : : :K. We take
the liberty of writing gk(s) = gk(s(x; z)) and the symbol of B as the function
b(s; !; ) = b(s(x; z); !; ). For each xed sk operator B `freezes' to a convolution
operator because its symbol, b(sk; !; ), is independent of x. To reformulate the
symbol dependency on s, we use interpolation with respect to s and approximate
the symbol by an interpolant of these frozen symbols:
b(s; !; ) 
KX
k=1
gk(s) b(sk; !; ): (3.30)
This formula requires that the interpolant is a linear function of the ordinates, i.e.
the frozen symbols. We used linear interpolation.
As the weight functions gk do not depend on ! and , their denition can best be
explained by thinking of ! and  being xed. Let j(s) be the 1
st-order polynomial
in s through the points

(si; b(si; !; ))
	
i=j;j+1
with j 2 f1; : : : ; k 1g. The weight
functions are such that the interpolant, i.e. the right hand side of (3.30), equals
j(s) if sj  s  sj+1. This means that for an arbitrary value of the slowness, the
interpolant is a weighted sum of the frozen symbols at the two neighboring discrete
slowness values.
Various other interpolation methods can be used also like Hermite interpola-
tion, Taylor series extrapolation and spline. Besides linear interpolation we tried
piecewise Lagrange interpolation with cubical polynomials [41]. Let j(s) be the
unique cubic polynomial in s through the points





j 2 f1; : : : ; k   3g. Then the weight functions are such that the interpolant equals
j(s) if sj+1  s  sj+2. No improvement was found in the simulation.
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Symmetric square root and normalization
We will apply the pseudo-spectral interpolation method to implement the sym-
metric square root operator (3.19). To avoid spurious oscillations in the neighbor-
hood of the singularity, we regularize the principal symbol (3.8) by multiplying s2
with 1  i(1   ), using the angular cuto function  . Here we use c = 60 and
m = 75
. Subsequently writing the slowness in front, this yields
b0;(s; !; ) = s!
q
1  2s2!2   i(1   ): (3.31)
The constant  = 0:04 is an empirically optimized parameter. Waves with propaga-
tion angle larger then the cuto angle will thus be damped out. To conclude with,
the square root operator is given by the symmetric quantization of the symbol:
KX
k=1
gk(s(x; z)) b0;(sk; !; ): (3.32)
Note that the angular cuto function inside the term b0;(sk; !; ) uses sk to deter-
mine the angle.
For low values of , the principal symbol (3.8) approaches a linear function
with respect to the slowness and a hyperbola with respect to the velocity. Using
the slowness in the interpolation, instead of the velocity, the error is expected to
be lower. Because the slowness is slowly varying the number K can be kept low.
The set of slowness values, i.e. fskgk=1;:::K , are chosen on a logarithmic grid with
increment factor  = 1:08. For the same K, a logarithmic grid yields a smaller
discretization error in (3.32) then a linear grid.
Figure 3.1 shows the symbol of the square root (3.32) in a dimensionless form.
When s = sk for some k, the discretization error is absent. In that case the
deviation of (3.32) from the single square root, i.e.  7! p1  2 [35], is caused by
the regularization only. To visualize the worse case scenario, a large set of curves
is shown.
Once the one-way wave equation is solved, the solution is transformed to the
original variable by the pseudo-dierential equation u(t; x; z) = Op(a 
1
4 ) v(t; x; z).
This is implemented by the pseudo-spectral method too. Using the angular cuto
function  with c = 50







2   2)  14 : (3.33)
The angular cuto function uses sk to determine the angle. It suppresses single-
phase waves with propagation angle greater then c and evanescent waves. The
weight functions gk(s) are the same as in (3.30), since they are determined by
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Figure 3.1: Real and imaginary part of the square root symbol (3.32) with c = 60, m = 75,
 = 1:08 and  = 0:04. The graph shows 50 curves, each for a specic slowness s that is randomly
chosen between 2  10 4 and 7  10 4 s/m.
the set fskgk=1;:::K . In accordance with the left quantization, the convolution is
applied rst. Figure 3.2 shows the symbol of the normalization operator (3.33) in
the same way as for the square root.
3.3.2 Absorbing boundaries and stability
The domain of computation is bounded in the x-coordinate. Due to the discrete
Fourier transform it becomes periodic. To suppress the periodicity, absorbing
boundaries are obtained by two damping layers with thickness Xd. This is im-
plemented by cuto function d : [ Xd; X + Xd] ! [0; 1]. For x 2 [0; X] we set
d(x) = 1. On [ Xd; 0] and on [X;X+Xd] the function makes a continuously dif-
ferentiable transition using a scaled version of [0; 1] 3  7! 1 cos()2 . The damping
will be applied simultaneously with solving the ODE. Because the damping should




44 One-way wave equation with symmetric square root
































Figure 3.2: Real part of the normalization symbol (3.33) with c = 50, m = 90 and  = 1:08.
The graph shows 50 curves, each for a specic slowness s that is randomly chosen between 2 10 4
and 7  10 4 s/m.
as multiplication operator on the solution after each depth step of the ODE solver.
Here, Zd is the length scale of the damping, measured along the z-axis. This
comprises a well-dened, i.e. z-independent, damping in the z-direction. For
having comprehensible denitions for Xd and Zd, we relate them to the maximal
occurring wavelength max and the maximal propagation angle m. We used the
empirical lower bounds: Zd  max and Xd  Zd tanm with m = 75.
Large negative eigenvalues give rise to stiness problems [33, 34]. We approx-
imate the eigenvalues of operator  iB by its principal symbol  ib0, using (3.8).
With z the step size of the z-grid, the dimensionless number  ib0z must be in
the stability domain of the ODE solver. Using the 4th-order Runge-Kutta scheme,
this yields the restrictive condition maxz  2:7853. In our simulations holds
maxz = 3:1416. Because we are interested in propagated waves, the stability
problems are avoided by smoothly chopping o the negative real values of the
square root symbol. Only the real part of  ib0 that negatively exceeds a threshold
value is modied. For the threshold we took  !maxcmin =  0:1571.
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3.3.3 Symmetric nite-dierence one-way
One-way wave equations can be made true amplitude by using a symmetric square
root operator and the wave eld normalization specied in (3.23). In this section
we will show how to construct a symmetric nite-dierence one-way scheme in
2-D by giving an example. The modication concerns the order of application of
multiplication operators and dierentiation. The extra numerical cost is therefore
small. We present a symmetric implementation of the 60 degree equation [14, 35].
Other approximations can be treated similarly.
The square root symbol is written as !c
p
1  s2 with operator symbol s = c! .
This usage of letter s is restricted to this subsection. Elsewhere it refers to the
slowness. To get a symmetric operator, we propose the following quantization.
Split the factor 1c into two by dening multiplication operator M = c(x; z)
  12 .
The square root operator is now written as the composition !MSM , in which
operator S is a symmetric quantization of the symbol
p
1  s2, or an approximation
of this symbol. Note that factors ! can be manipulated easily, as the calculation
is done in the frequency domain.
Finite-dierence methods rely on a rational approximation of
p
1  s2 in terms
of s2. The 60 degree approximation isp










Because it is a rational function of s2 with constant coecients, we only have
to map s2 into a symmetric operator. An obvious choice is to interpret s2 as
operator Q =   1!2 @xc(x; z)2@x. The operator is to be interpreted asymptotically,
i.e. for large !, and because numerator and denominator commute, the quotient in
approximation (3.35) is well-dened.










We will explain how to calculate u(z+z) from u(z). The one-way wave equation
involves three operator terms, dividing the implementation into three sub steps.
Each operator term is calculated separately, using operator splitting.
The second and third terms are implemented with a slightly modied Crank-
Nicolson method that can be framed in the following scheme with temporary vari-










~u(z +z) + ~u(z)
2
: (3.37)
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OperatorM NDM is, unlike Crank-Nicolson, evaluated at an intermediate grid point
z + 12z. Due to the fact that the velocity is slowly varying, the associated dis-
cretization error is negligible. The lateral discretization is done with a central dif-
ference. This will be shown in a moment. Rewriting discretization formula (3.37)
and left multiplying with DM 1 yield the result: 




DM 1 + 12z NM

~u(z): (3.38)
We rst apply this to the third operator in the expression of the one-way wave
equation (3.36), i.e. with N = i! 14Q and D = 1  12Q. The rst intermediate re-
sult u1 is found by solving: 




[1  12Q]M 1 + 18z i!QM

u(z): (3.39)
Then the second operator is to be calculated. We set N = i! 14Q and D = 1. The
second intermediate result u2 is given by the solution of: 




M 1 + 18z i!QM

u1: (3.40)
The nal step is the calculation of the rst operator, which gives a phase shift. The
result is our numerical approximation of u(z +z):
u(z +z) = e i
!
cz u2; (3.41)
in which the velocity c is conformably evaluated at z + 12z.
We used the central dierence formula to discretize M and Q laterally. As
the calculation is done in the frequency domain, we may equally discuss how to
implement  !2Q = @xc(x; z)2@x. By the numerical scheme in (3.37) the velocity is
evaluated at z + 12z, so we omit the depth argument now. Written in temporary





~u(x+x)  ~u(x)  c(x  12x)2~u(x)  ~u(x x)
x2
: (3.42)
The value of the velocity at an intermediate grid point is approximated by the






. Because c is smooth the error is small.
Together with (3.42) the numerical formulae in (3.39) and (3.40) are tridiagonal
linear systems that are solved successively. The exponential in (3.41) then gives
the wave eld at next depth. The system is closed with homogeneous Dirichlet
boundary conditions at x =  Xd and x = X +Xd. The eect of these hard walls
is abolished by the absorbing boundaries discussed above.
It is interesting to make a comparison with the work of Zhang et al. in [76, 77].
They interpreted s2 as the asymmetric operator   1!2 (c@x)2, see [76] appendix A.
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However, they did not split the 1c multiplication in two, but kept it on the left
side. Careful examination reveals that their square root operator equals !MSM




2 , which is an symmetric alternative. Their
true-amplitude scheme can hence be derived from our symmetrization procedure.
The symmetric implementation will be used in wave propagation simulations.
We make a comparison with an asymmetric implementation of the 60 degree equa-
tion. In the asymmetric variant we write coecients on the left of the derivatives,































1  18z i c!@2x

u1: (3.44)
Lateral operators are straightforwardly discretized with a central dierence method.
3.4 Numerical results
As was theoretically shown in secion 3.2, the one-way wave equation describes uni-
directional waves with correct amplitude if the symmetric square root operator
OpS(b0) is used and the normalization of the wave eld u = A
  14 v. We numerically
verify this by simulating wave propagation through media with a linearly varying
velocity. We rst use the implementation of the pseudo-spectral method, both with
symmetric and asymmetric square root and compare the results. A similar exper-
iment is done with and without normalization, using respectively (3.7) and (3.22).
We subsequently repeat the rst simulations, now using the nite-dierence one-
way scheme to implement the symmetric and asymmetric square root operator.
The solution of the full wave equation act as a reference. It is implemented by
a nite-dierence time domain solver. Finally, a simulation with a more complex
velocity function is done.
The source term in our model is an approximated delta function given by





This source is used in all simulations. It is located at (ts; xs; zs) = (0 s; 1000m; 0m)
in time and space. The radius of the circular shaped cross section at half height
is 
p
2 ln 2 with  = 25 m. To regularize the intrinsic singularity with respect
to time, a convolution operator is used to cancel high and low frequencies. The
frequency band 20 to 30 Hz is undisturbed. From 20 to 10 Hz and from 30 to 50
Hz the source is gradually suppressed to zero.
As was mentioned before, operator Op(a 
1
4 ) is also involved in the source term
of the one-way wave equation (3.22). The source we used in the modeling has
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(a) @t = 0:8 s. (b)


















(c) @t = 1:2 s. (d)
Figure 3.3: Left: Snapshots of wave eld v(t; x; z) simulated with pseudo-spectral method. The
black line indicates where the cross section is taken. Right: Cross section of snapshot. Solid line:
symmetric square root. Dotted line: asymmetric square root. Dashed line: full wave equation.
The velocity is c = 2000 + 0:5x.
a small support in x and z. In the implementation of the operator we therefore
approximate the slowness by a constant, i.e. the average value within the support.
The eect of the symmetric square root is veried in a simulation with the
lateral varying velocity function c = 2000 + 0:5x. Figure 3.3(a) and (c) show
snapshots of the simulated wave eld v(t; x; z) at times t = 0.8 and 1.2 s. These
are simulated with the one-way wave equation and the symmetric square root
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(a) @t = 0:8 s. (b)












(c) @t = 1:2 s. (d)
Figure 3.4: Left: Snapshots of wave eld v(t; x; z) simulated with pseudo-spectral method. The
black line indicates where the cross section is taken. Right: Cross section of snapshot. Solid line:
with normalization. Dotted line: without normalization. Dashed line: full wave equation. The
velocity is c = 2000 + 0:5z.
operator, i.e. equation (3.22) with (3.19). The straight black lines indicate where
a cross section is taken.
Figure 3.3(b) and (d) show the cross section of the snapshot as function of the
distance to the source, zoomed in on the wave front. Besides the cross section
plotted with a solid line, it also shows the analogous curves from other numerical
simulations. The dotted line is calculated with the one-way wave equation and
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(a) @t = 0:8 s. (b)


















(c) @t = 1:2 s. (d)
Figure 3.5: Left: Snapshots of wave eld v(t; x; z) simulated with nite-dierence one-way as
depth stepper. The black line indicates where the cross section is taken. Right: Cross section
of snapshot. Solid line: symmetric implementation square root. Dotted line: asymmetric square
root. Dashed line: full wave equation. The velocity is c = 2000 + 0:5x.
the asymmetric square root operator, i.e. B0 = Op(b0). The dashed line is from a
simulation of the full wave equation. With respect to the full wave simulation at
t = 1:2 s, the amplitude from the asymmetric implementation is 39% larger. With
the symmetric implementation this is reduced to 5%.
The eect of the normalization is veried in simulations with velocity function
c = 2000 + 0:5z. Figure 3.4(a) and (c) show snapshots of the simulated wave eld
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v(t; x; z) at times t = 0.8 and 1.2 s. These are simulated with the one-way wave
equation with normalization (3.22). Again, straight black lines are indications of
cross sections.
Figure 3.4(b) and (d) show the cross section of the snapshot as function of the
distance to the source, analogous to the previous gure. Besides the cross section
plotted with a solid line, it also shows other numerical results. The dotted line is
calculated with the one-way wave equation without normalization, equation (3.7).
In both cases, the symmetric square root operator (3.19) is used. The dashed line
is again from a simulation of the full wave equation. Again compared with the
full wave simulation at t = 1:2 s, the amplitude from the implementation without
normalization is 31% smaller. With normalization, the amplitude is 1% larger with
respect to the result of the full wave simulation. The cross section graphs coincide
almost completely.
We derived a symmetric and an asymmetric version of the 60 degree nite-
dierence equation. With these, we simulated wave propagation with velocity
function c = 2000 + 0:5x. The normalization operator is still implemented by the
pseudo-spectral method. Figure 3.5(a) and (c) show snapshots of the simulated
wave eld v(t; x; z) at times t = 0.8 and 1.2 s. Figure 3.5(b) and (d) show cross
sections of several simulations. The dotted line is calculated with the asymmetric
square root, the solid line with the symmetric one. The dashed line is from the
full wave simulation. With respect to the full wave simulation at t = 1:2 s, the
amplitude from the asymmetric implementation is 32% larger. With the symmetric
implementation this is again reduced to 5%.
Our last simulation has a more complex velocity function, consisting of a circular
smooth blob of increased velocity superimposed on a velocity that linearly increases
with depth, see gure 3.6. We compare the pseudo-spectral method with the nite-
dierence implementation of the full wave equation. Figure 3.7 shows the wave
elds v(t; x; z) at times t = 0:9 s and t = 1:3 s for both methods and the cross
sections on the indicated diagonal line. De solid black line represents the one-way
wave, the dashed gray the full wave. One clearly notices the absence of wide angle
wave propagation in the one-way wave simulation. This is of course a consequence
of using a one-way method. Apart from this the similarity is quite good, although
some small dierences remain as can be seen in the bottom graphs of gure 3.7.
3.5 Discussion
The above examples show that the symmetrization of the square root operator
and the normalization of the wave eld together yield a one-way wave method with
correct amplitudes. The theoretical basis is that symmetrization and normalization
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Figure 3.6: Velocity model c = c(x; z) in m/s.
respectively remove the following two correction terms from the equation:











changing the amplitude in depth dependent media. As an alternative we could
have calculated these terms explicitly.
The factor (cos) 3 in correction term (3.45) has a strong singularity making
it dicult to implement. The symmetry argument on the other hand, can easily
be applied in numerical schemes by properly choosing the order of multiplications
and derivatives. And the symmetrization of the nite-dierence one-way method
leads to almost no extra cost. The implementation of correction term (3.46) has
the same objection, and because it is to be applied at every depth step, this gives
an accumulation of errors. The normalization operator on the other hand, has the
advantage that it is to be applied only at source and at depths where output is
written, not in every depth step.
We did not make a detailed analysis of the computational cost of the pseudo-
spectral interpolation method. For depth stepping it appears to be expensive due
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to the relatively small step size taken in the explicit Runge-Kutta solver. It clearly
approximates the pseudo-dierential operator and has the advantage to be applica-
ble for both the square root and the normalization operator. Further study could
be valuable, for example to nd a fast implementation of the normalization.
We found that the normalization and the angular cuto are sensitive to details
of the implementation, for example the choice of cuto angle c. Poor parameter
choices may lead to artifacts. A better understanding could be an interesting
motivation for further study.
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Pseudo-spectral method on one-way wave equation (3.22).
Finite-dierence solver on full wave equation.


























Cross sections of both.
Figure 3.7: Snapshots of simulated wave eld v(t; x; z). Left column: @t = 0:9 s. Right column:
@t = 1:3 s. The black line in the rst four graphs indicates where the cross section is taken. The
velocity is given in gure 3.6.
Chapter 4
Inverse scattering based on
reverse-time migration
Abstract.1 In this paper we study the linearized inverse problem associated with imag-
ing of reection seismic data. We introduce an inverse scattering transform derived from
reverse-time migration (RTM). In the process, the explicit evaluation of the so-called nor-
mal operator is avoided, while other dierential and pseudo-dierential operator factors
are introduced. We prove that, under certain conditions, the transform yields a partial
inverse, and support this with numerical simulations. In addition, we explain the re-
cently discussed `low-frequency artifacts' in RTM, which are naturally removed by the
new method.
4.1 Introduction
In reection seismology one places point sources and point receivers on the earth's
surface. A source generates acoustic waves in the subsurface, which are reected
where the medium properties vary discontinuously. In seismic imaging, one aims
to reconstruct the properties of the subsurface from the reected waves that are
observed at the surface [14, 7, 66]. There are various approaches to seismic imag-
ing, each based on a dierent mathematical model for seismic reection data with
underlying assumptions. In general, seismic scattering and inverse scattering have
been formulated in the form of a linearized inverse problem for the medium coe-
cient in the acoustic wave equation. The linearization is around a smoothly varying
1This chapter is almost exactly the article Linearized inverse scattering based on seismic Re-
verse Time Migration by T.J.P.M. Op 't Root, C.C. Stolk, and M.V. de Hoop, published in ArXiv
e-prints, December 2010. http://arxiv.org/abs/1012.4278v2
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background, called the velocity model, which is a priori also unknown. However, in
the inverse scattering setting considered here, we assume the background model to
be known. The linearization denes a single scattering operator mapping the model
contrast (with respect to the background) to the data, that consists of the restric-
tion to the acquistion set of the scattered eld. The adjoint of this map denes
the process of imaging in general. The composition of the imaging operator with
the single scattering operator yields the so-called normal operator, the properties
of which play a central role in developing an inverse scattering procedure.
There are dierent types of seismic imaging methods. And one can distinguish
methods associated with the evolution of waves and data in time from those as-
sociated with the evolution in depth, or another principal spatial direction. The
rst category contains approaches known under the collective names of Kirchho
migration [8] or generalized Radon transform inversion, and reverse-time migra-
tion (RTM) [57, 71, 48, 3, 65]. The second category comprises the downward
continuation approach [15, 14, 6, 53, 38] possibly applied in curvilinear coordi-
nates. The analysis pertaining to inverse scattering in the second category can be
found in Stolk and De Hoop [62, 63]. The subject of the present paper is an anal-
ysis of RTM-based inverse scattering in the rst category, with a view to studying
the reconstruction of singularities in the contrast. As was done in the analysis of
Kirchho methods [4, 54, 44, 61], we make use of techniques and concepts from
microlocal analysis, and Fourier integral operators (FIOs); see, e.g., [22] for back-
ground information on these concepts. As through an appropriate formulation of
the wave eld continuation approach, we arrive at a representation of RTM in
terms of a FIO associated with a canonical graph. Over the past few years, there
has been a revived interest in reverse-time migration (RTM), partly because their
application has become computationally feasible. RTM is attractive as an imaging
procedure because it avoids approximations derived from asymptotic expansions
or one-way wave propagation.
The study of the above mentioned normal operator takes into account the avail-
able source-receiver acquisition geometry. To avoid the generation of artifacts, one
has to invoke the Bolker condition [30], essentially ensuring that the normal op-
erator is a pseudo-dierential operator. (In reection seismology this condition
is sometimes referred to as traveltime injectivity condition [50].) RTM is based
on a common source geometry, in which case the Bolker condition requires the
absence of `source caustics', that is, caustics are not allowed to occur between
the source and the image points under consideration [50]. We shall refer to the
assumption of absence of source caustics as the source wave multipath exclusion
(SME). Additionally, we require that there are no rays connecting the source with
a receiver position, which we refer to as the direct source wave exclusion (DSE),
and we exclude grazing rays that originate in the subsurface. These conditions
can be satised by removing the corresponding part of the waveeld by means of
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pseudo-dierential cutos.
In this paper we revisit the original reverse-time imaging procedure. We do this,
also, in the context of the integral formulation of Schneider [56] and the inverse
scattering integral equation of Bojarski [9]. An RTM migration algorithm constists
of three main parts: The modeling of source wave propagation in forward time,
the modeling of receiver or reected wave propagation in reverse time, and the
applicaton of the so called imaging condition [14, 7]. The imaging condition is a
map that takes as input the source wave eld and the backpropagated receiver wave
eld, and maps these to an image. The imaging condition is based on Claerbout's
[13] imaging principle: Reectors exist in those points in the subsurface where the
source and receiver wave elds both have a large contribution at coincident times.
Various imaging conditions have been developed over the past 25 years. The
excitation time imaging condition identies the time that the source eld passes an
image point, for example, using its maximum amplitude, and evaluates the receiver
eld at that time. The image can be normalized by dividing by the source ampli-
tude. Alternatively, the image can be computed in the temporal frequency domain
by dividing the receiver eld by the source eld and integrating over frequency,
the ratio imaging condition. To avoid division by small values of the source eld,
regularization techniques have been applied. An alternative is the crosscorrelation
imaging condition, in which the product of the elds is integrated over time. Later
other variants have been proposed, see e.g. [10, 12, 43]. The authors of [43] use the
spatial derivatives of the elds, similarly to what we nd in this work.
We introduce a parametrix for the linearized scattering problem on which RTM
is based. The explicit evaluation of the normal operator is avoided, at the cost of
introducing other pseudo-dierential operator factors in the procedure, which is,
thus, dierent from Least-Squares migration-based approaches [52]. The method
involves a new variant of the ratio imaging condition that involves time derivatives
of the elds and their spatial gradients. The ratio imaging condition, albeit a
new variant, is hence nally provided with a mathematical proof. The result is
summarized in Theorem 6. As an intermediate result, we also obtain a new variant
of the so called excitation time imaging condition in Theorem 7. Moreover, we
also address the relation with RTM `artifacts' [75, 49, 25, 74, 31], as well as certain
simplications that occur when dual sensor streamer data are available.
The seismic waves are governed by the acoustic wave equation with constant






u(x; t) = f(x; t): (4.1)
Although the subsurface is represented by the half space Rn 1[0;1), we carry out
our analysis in the full space, Rn. The acquisition domain is a subset of the surface
Rn 1f0g. The slowly varying velocity is a given smooth function c(x). The
existence, uniqueness and regularity of solutions can be found in [37]. We use the
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following Fourier transform: Fu(; !) = RR e i(x+!t)u(x; t) dxdt, and sometimes
write bu for Fu.
The outline of the paper is as follows. In section 4.2, solutions of the wave
equation are discussed, starting from the WKB approximation with plane-wave
initial values. The (forward) scattering problem is analyzed in section 4.3. We
focus on the map from the contrast, or `reectivity', to what we refer to as the
continued scattered eld, which is the result from a perfect backpropagation of
the scattered eld from its Cauchy values at some time after the scattering has
taken place. We obtain an explicit expression which is locally valid, and a global
characterization as a Fourier integral operator. In section 4.4 we study the revert
operator, which describes the backpropagation of the receiver eld. The relation
with the continued scattered eld is established. The inversion, that is, parametrix
construction, is presented in section 4.5. We rst carry out a brief analysis of the
case of a constant velocity. Then we introduce a novel version of the excitation time
imaging condition and show that it yields an inversion. Following that, we present
an imaging condition expressed entirely in terms of the source and backpropagated
receiver elds, providing the RTM based linearized inversion. In section 4.6 we
show some numerical tests. We end the paper with a short discussion.
4.2 Asymptotic solutions of initial value problem
In this section, we study solutions of the wave equation with smooth coecients.
We introduce explicit expressions for the solution operator for wave propagation
over small times. In subsection 4.2.1 we construct an approximate solution of
the IVP of the homogeneous wave equation. Using the WKB approximation we
introduce phase and amplitude functions, which are solved by the method of char-
acteristics in subsections 4.2.2 and 4.2.3. The asymptotic solution is nally written
as a FIO in subsection 4.2.4. Subsection 4.2.5 presents the decoupling of the wave
equation and general solution operators. Subsection 4.2.6 deals with the source
eld problem of RTM.
4.2.1 WKB approximation with plane-wave initial values
Before solving (4.1) we normalize the wave eld and use the variable c 1u instead.
We consider the equivalent wave equation
[@2t   cc](c 1u) = 0: (4.2)
In the later analysis it will be advantageous that cc is a symmetric operator. To
nd a solution we invoke the WKB ansatz
c 1u(x; t) = a(x; t)ei(x;t): (4.3)
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A straightforward calculation yields








t   2cr(ca)  r  c2a

+ @2t a  c(ca):
(4.4)
One obtains an approximate solution of the form (4.3) by requiring rst that the
O(2)-term vanishes, resulting in an eikonal equation for , and secondly that the
O()-term also vanishes, resulting in a transport equation for a. We present the
equations respectively in (4.7) and (4.8). In section 4.2.4 we comment on the lower
order terms, O(j) for j  0.
We solve (4.2) with the plane-wave initial values:
u(x; 0) = 0; c(x) 1@tu(x; 0) = eix: (4.5)
The role of  is here played by jj. The WKB type solution of the initial value
problem will contain two terms, i.e., the ansatz becomes
c 1u(x; t) = a(x; t; ) ei(x;t;) + b(x; t; ) ei(x;t;): (4.6)
The reason is that there is a sign choice in the equation for the phase, leading to
two eikonal equations
@t+ cjrj = 0 and @t   cjrj = 0: (4.7)
Here,  covers the negative frequencies and  the positive ones. The transport
equations can concisely be written in terms of a2 and b2. They are
@t(a
2@t) r  (a2c2r) = 0 and @t(b2@t) r  (b2c2r) = 0: (4.8)
The WKB ansatz (4.6) can be inserted into the initial conditions (4.5). This
straightforwardly yields initial conditions for  and :
(x; 0; ) = (x; 0; ) =   x: (4.9)













The two terms in (4.6) are not independent. The initial value problem for  can
be transformed into the initial value problem for  by replacing  with   and
setting (x; t; ) =  (x; t; ). Further analysis shows that b(x; t; ) ei(x;t;) in
(4.6) is in fact the complex conjugate of a(x; t; ) ei(x;t; ).
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4.2.2 The phase function on characteristics
The method of characteristics [23, section 3.2] will be used to solve the eikonal
and transport equations. We will rst solve the initial value problem for the phase
function (y; t; ) as given in the form:
@t(y; t; ) + c(y)jr(y; t; )j = 0
(y; 0; ) =   y: (4.11)
First, we assume that  is actually a smooth solution already. Let s 7! ~r(s)
describe the (y; t) coordinates of a curve, to be called a ray, parameterized by s.
Later space variable y will be used to denote the map Rn ! Rn dened by following
the rays ~r(s) from initial to end points. Additionally, we dene the functions







The shorthand notation (~p0; q0; ~r0) refers to the value of (~p; q; ~r) at s = 0. To nd



























The right hand side is consequently evaluated on the ray ~r(s). Before writting this
as a proper ODE, we will simplify the equations by following observations. The
rst and second equation of (4.13) respectively imply that [~p(s)]n+1 = [~p0]n+1 and
q(s) = q0 for all s. Both are thus constant on the ray. In virtue of the last equation
we may identify t = s. Therefore, we can restrict the equations to its spatial part,
and write p(s) = [~p(s)]1:n and r(s) = [~r(s)]1:n. Trivially then, p(s) = r on the








A triple (~p0; q0; ~r0) is an admissible initial value of the characteristic ODE if it
is consistent with the initial data of the problem (4.11). In our case that means:
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The solution of the ODE (4.14) for a given (r0;p0) is called a bicharacteristic. By
restriction to the position domain, i.e. (r;p) 7! r, a bicharacteristic is projected on
its ray. The constant [~p0]n+1 =  c(r0)jj is interpreted as the frequency of a wave
package travelling on the ray. It is negative for the -term of v.
An admissible triplet is noncharacteristic if one can nd admissible triplets
for nearby initial points, i.e. in the neighborhood of r0 2 Rn [23]. In virtue of
lemma 1 of [23] and the observation that @~pn+1 of the eikonal equation is 1, every
admissible triplet is noncharacteristic. Hence, for every x 2 Rn a bicharacteristic
with initial value (r0;p0) = (x; ) originates. Given some s 2 R, it arrives at
(y;) = (r(s);p(s)). By lemma 2 of [23] the map x 7! y is locally invertible:
There exist an open interval I  R containing 0 and two neighborhoods U and V
of r0 in Rn, such that for each s 2 I the restriction to U ! V is a smooth bijection.
In addition, the map Rn 3 x 7! y 2 Rn can shown to be globally invertible.
As said,  is only a solution by assumption. We will use the bicharacteristics
to construct a solution of the eikonal initial value problem (4.11). Now deninge(y; s; ) := q(s) =   x, by theorem 2 of [23] function e is smooth and solves
the eikonal problem. In succeeding text, we simply write  instead of e. We ob-
serve that @yx is nonsingular for each s 2 I, which can be drawn from the proof of
lemma 2 of [23]. To examine the -dependence of the constructed solution , con-
sider (4.15) to observe that the triplet (~p0; q0; ~r0) depends smoothly on . There-
fore, the bicharacteristics depend smoothly on , and so does . Moreover, if we
replace  by  with  > 0, then (r;p) becomes (r; p), and consequently  be-
comes . Hence, function (y; t; ) is positive-homogeneous with respect to  of
degree one. If (y; t) is the space-time coordinate of a bicharacteristic with initial
value (x; ) at t = 0 then it can be shown that
@(y; t; ) = x: (4.16)
The same procedure applied to  gives the same set of bicharacteristics, as
should. Nonetheless, the initial spatial direction for positive time is  for -rays,
but   for -rays. Therefore, an -bicharacteristic with initial value (x; ) is
identical with with a -bicharacteristic with initial value (x; ).
4.2.3 The amplitude function
In this section we solve the IVP of the transport equation (4.8). The initial value,
given by (4.10), is a(x; 0; ) = i2c(x)jj . To solve it we examine the energy quantity
a(x; t; )2 evaluated on a ray. The result depends on the Jacobian of the ow and
is given by (4.21), which means that det(@xy)a
2 is constant along the ray.
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 r   a2(@t) c2r@t 
= (@t)





@t   c2r@t  r

@t  (@t)r  c2r@t

: (4.17)
This expression will be evaluated on a ray. The s-parameterized ray with initial
value (x; ) is denoted by y= y(x; s; ). Using subscript e for energy we dene
qe(s) = a(y; s; )
2: (4.18)
Using the characteristic ODE (4.14), we observe that operator

@t   c2r@t  r

is
the derivative dds taken along the ray.
2 As we have seen in the previous section,
the frequency is constant on a ray, so dds@t = 0. Equation (4.17) therefore yields
the initial value problem for qe on a ray, i.e.
d
dsqe(s) =





The initial value directly follows from a(x; 0; ). Noticing that  qe(s) is positive,
the amplitude now follows from a(y; s; ) = i
p qe(s).
The IVP (4.19) shows that the amplitude is, in accordance with the principle







The amplitude evaluated on the ray y(x; s; ) follows from the claim and the initial
value of (4.19). It is given by
a(y; s; ) = i2c(x)jj
p
det(@xy) 1: (4.21)
To prove (4.20) we use two identities, namely det(A) 1 dds det(A) = tr(A
 1 d
dsA),
which is Jacobi's formula for an s-parameterized invertible matrix A, and, the iden-
tity tr(ABC) = tr(CAB) for square matrices. Using the fact that x 7! y is a dieo-
morphism, observe that [@xy]
 1[ dds@xy] = [@xy]
 1[@x ddsy] = [@xy]
 1[@y ddsy][@xy],
in which each pair of brackets denotes a matrix. This yields
det(@xy)
 1 d
ds det(@xy) = tr(@y
d
dsy) = r  ddsy:
Using the characteristic ODE (4.14) to rewrite the right hand side, and subse-
quently multiplying with the determinant, gives
d
ds det(@xy) =
 r  c(y)2r(y;s;) @t(y;s;)  det(@xy):
Together with amplitude IVP (4.19) this proves the energy conservation claim (4.20).
2This is also the convective derivative with respect to the velocity eld c
2r
 @t .
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4.2.4 Solution operator as a FIO
In this subsection we consider more general initial values than plane-waves (4.5)
by considering linear combinations of the WKB terms (4.6). This results in an
approximate solution operator in the form of a Fourier integral operator (FIO)
[22, 69, 70, 29] and we will review some of its properties. Our solutions so far
involve only the highest order WKB approximation and they are limited to some
small but nite time.
We consider the original wave equation (4.1) with f = 0 and the following initial
conditions
u(x; 0) = 0; @tu(x; 0) = h2(x): (4.22)
Following equation (4.6), the WKB solution for time t 2 I, which we for the
moment write as S12(t)h2(y), is given by a sum of two terms. These terms will be








h2(x) dx d: (4.23)
Here the subscript `a' refers to the negative frequencies, i.e. phase and amplitude
functions  and a. Then Sb2 is dened similarly, using  and b, and refers to
positive frequencies. We recall that the symmetry relations of subsection 4.2.1
imply that Sb2(t)h2 = Sa2(t)h2. The construction is such that t can be negative.
To argue that Sa2 is a FIO, we will take a closer look at its phase function, i.e.
'(y; t;x; ) = (y; t; )    x; (4.24)
and observe that it is positive homogeneous with respect to  of degree one, as it
should. The stationary point set is given by
 t =

(y;x; ) 2 Y XRnn 0 x = @(y; t; )	: (4.25)






needs to have maximal rank on  t, which is obviously the case [70, chapter VI,
(4.22)]. The stationary point set  t is hence a 2n-dimensional manifold with (y; )
as coordinates.
The stationary point set can be understood in terms of the bicharacterstics. Def-
inition (4.25) allows us to express x on  t as a function x (y; t; ) = @(y; t; ).
Equation (4.16) implies that (y;x; ) 2  t if and only if a bicharacteristic ini-
tiates at (x; ) and passes through (y;) at time t where  must be given by
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 = @y(y; t; ). If (y;x; ) 2 Y XRnn 0 and t 2 R are such that (y;x; ) 2  t
then one has @t(y; t; ) =  c(x)jj, since the frequency @t is constant on a ray.
The propagation of singularities of Sa2 is described by its canonical relation,
t =

((y;); (x; )) 2 T Y n0T Xn0 x = x (y; t; );  = @y(y; t; )	: (4.26)
Clearly, t is the image of  t under the map (y;x; ) 7! ((y;); (x; )). It follows
from the characteristic ODE that the map from (x; ) to (y;) is a bijection, say
t : T
Xn0! T Y n0. The canonical relation is hence the graph of an invertible
function. Therefore, each pair (y; ), (x; ) and (y;) can act as coordinates on  t,
and on t. We observe that t depends smoothly on t.
The eect of the FIO Sa2 working on a distribution v can be explained in
terms of the wave front set. If v 2 E 0(X), then the wave front set WF(v) of
distribution v is a closed conic subset that describes the locations and directions
of the singularities of v. Operator Sa2 aects a distribution v by propagating its
wave front set by composition with the canonical relation [22, 36, 69, 70]. From
the above description of t it follows that
WF(Sa2(t)v)  t(WF(v)): (4.27)
The pair (x; @x') are referred to as the ingoing variable and covariable, and
(y; @y') as the outgoing variable and covariable. The idea behind the names is
that Sa2, by t, carries over (x; ) of the ingoing wave front set into (y;) of the
outgoing wave front set [70, p. 334].
So far the highest order WKB approximation was used. For the amplitudes a
and b the notion of symbol classes is needed to properly include lower order terms.
By replacing a with an asymptotic sum a(x; t; ) =
P1
j=0 am j(x; t; ), with ak
homogeneous of order k in  for jj > 1, the error in the WKB solution (4.6) can
be made to decay as jj N for any N . In other words, it becomes C1 and the
approximate solution operator becomes a parametrix. Moreover, the exact solution
operator can be written in the form of c(Sa2 + Sb2) by the addition to a and b of
certain symbols in S 1, which in particular decay faster than any power jj N .
We note that the latter additions cannot be computed with ray theory.
Solution operators for longer times have been constructed using more general
phase functions. For us those explicit expressions are of no interest, but we note
that the FIO property, with canonical relation characterized by t, remains valid,
as can be seen by applying the calculus of FIO's [22, theorem 2.4.1] to the product
of several short time solution operators.
4.2.5 Solution operators and decoupling
In subsection 4.2.1 we assumed that the functions aei and bei propagate inde-
pendently as solutions of the wave equation. In fact, this is the result of a rather
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general procedure to decouple the wave equation [67]. Because the results of the
decoupling will be used explicitly in section 4.4 we give a short review of it here.
And we will examine its relation to the solution operator Sa2.
We write the wave eld as the vector (u1(x; t); u2(x; t))
T = (u; @tu)
T . The
homogeneous wave equation can now be written as the following system, 1st-order















The solution can be given as a matrix operator that maps the Cauchy data at
t = 0, say (u0;1(x); u0;2(x))















Naturally it satises the group property S(t)S(s) = S(t + s). It is invertible by
time reversal.
To decouple the system, we dene several pseudo-dierential operators. Let
operator B be a symmetric approximation of
p c(x)c(x) with its approximate
inverse B 1 such that B2+cc, B 1B I, and BB 1 I are regularizing operators,
i.e. pseudo-dierential operators of order  1. Although the square root does not
necessarily have to be symmetric, being symmetric has the advantage that it yields
a unitary solution operator, as we will see. Neglecting regularity conditions, we use
symmetry and self-adjointness interchangeably. The principal symbols of B and
B 1 are c(x)jj and 1c(x)jj respectively. The existence of such operators is a well
known result in pseudo-dierential operator theory, see e.g. [51]. We now have the













which are each others inverses modulo regularizing operators. We nally dene
the following two elds (ua(x; t); ub(x; t))
T = (u1; u2)
T . Note that the Cauchy
data can be represented by a time evaluation of (ua; ub)
T . We will use the phrase
`Cauchy data' in this way also. Omitting the regularizing error operators, the
system (4.28) transforms into a decoupled system for (ua; ub)
T of which the rst
equation, together with its initial value, is
@tua =  iBua and ua(x; 0) = u0;a(x): (4.31)
By removing the minus sign it becomes the equation for ub. Let Sa and Sb be
solution operators of the IVPs, i.e. ua(x; t) = Sa(t)u0;a(x) and similar for Sb.
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which means that the original IVP (4.28) and the decoupled system (4.31) have
identical solutions disregarding a smooth error. Because B is self-adjoint operators
Sa and Sb are unitary, which follows from Stone's Theorem [18]. It can be shown
that Sa(t) and Sb(t) with t 2 R are FIOs [67].
We turn to the relation of this matrix formalism and S12 = c(Sa2 + Sb2), from
which we derive a local expression of p:s:(Sa), the principal symbol of Sa. The
amplitude of Sa2 is a homogeneous symbol, which implies that it coincides with its
principal symbol, and from its denition (4.23) can thereafter be concluded that
Sa2 = p:s:(Sa12). The principal symbol of a composition is the product of the
principal symbols of its factors [22, 70], and hence a(y;t;)c(x) = p:s:(Sa)
i
2c(x)2jj . Using
the solution of the transport equation (4.21), one concludes that
p:s:(Sa)(y;x; ) =
q
det(@yx(y; t; )): (4.33)
The principal symbol of Sb follows from Sb = Sa.
4.2.6 The source eld
In this subsection we discuss the source problem. The unperturbed velocity is
a smooth function c(x). The source wave is the fundamental solution of a delta
function located at (xs; 0) in space-time.
[c(x) 2@2t  ]g(x; t) = (x  xs)(t)
g(x; 0) = 0; @tg(x; 0) = 0:
(4.34)
An important assumption is that
the source wave does not exhibit multipathing (SME). (4.35)
The fundamental solution can therefore be approximated by an asymptotic expan-
sion with a single phase function. This can in principle be found by an application
of section 4.2.4 and using a change of phase function [22, section 2.3]. One can
show that, if jx   xsj > " for an " > 0 and t bounded, the fundamental solution






i!(t T (x;xs)) d! ; (4.36)
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with A(x;xs; !) 2 S n 32 and A(x;xs; !) =
P1
k=0Ak(x;xs; !). Each term is ho-
mogeneous, i.e. one has Ak(x;xs; !) = 
n 3
2  kAk(x;xs; !) for  > 1 and j!j > 1.
This holds for n = 1; 2; 3. The sum means that for each N 2 N there exists a
CN > 0 such thatA(x;xs; !) XN 1
k=0
Ak(x;xs; !)
  CN (1 + j!j)n 32  N : (4.37)
The source is real, implying that Ak(x;xs; !) = Ak(x;xs; !) for all k. In (4.36)
one can also view the separate contributions of positive and negative frequencies.
In part of the further analysis we will use the highest order term of the source
eld. There exist an amplitude As(x) and a cuto (!), both real and such that
A0(x;xs; !) = As(x)(!) (i!)
n 3
2 on the support of . Function  is smooth and
has value 1 except for a neighborhood of the origin where it is 0. We also abbreviate
Ts(x) = T (x;xs). The principal term of the expansion can now be written as
g(x; t) = As(x) @
n 3
2
t (t  Ts(x)): (4.38)
Functions As(x) and Ts(x) will be referred to as the source wave amplitude and
traveltime respectively. Operator @
n 3
2
t denotes the pseudo-dierential operator
with symbol ! 7! (!)(i!)n 32 . The approximation g(x; t) matches the exact
solution in case rc = 0 in the limit of ! ! 1. In that case one would have
Ts(x) =
jx xsj







4jx xsj for respectively n = 1; 2; 3 [4].
We dene the source wave direction vector
ns(x) = c(x)@xTs(x): (4.39)
This vector will, for example, be used to provide insight in the microlocal interpre-
tation of the scattering event.
Source waves that arrive at the acquisition set are in the context of the inversion
called direct waves. The negative frequency part of the wave front set of the source
eld is given by
s =

(x; t; ; !) 2 T (XR)n0  : : :
(x; ) = t(xs; s); s 2 Rnn 0; ! =  c(x)jj
	
: (4.40)
It contains all bicharacteristics that go through (xs; 0) in spacetime. In the region
where the Fourier integral (4.36) is valid, direct rays are also described by the
equations t = Ts(x) and  = jjns(x). The restriction to time tc is denoted by
s;tc =

(x; ) 2 T Xn0  (x; tc; ; !) 2 s	: (4.41)
This will be used to describe the direct waves in the Cauchy data of the continued
scattered eld.
68 Inverse scattering based on reverse-time migration
4.3 Forward scattering problem
We consider the scattering problem and formulate the continued scattered wave
eld as the result of the scattering operator acting on the reectivity, i.e. the
medium perturbation. We start with a description of the scattering model, essen-
tially a linearization of the source problem. In section 4.3.1 we derive an explicit
expression for the mentioned operator. It will be used in section 4.3.2 to dene the
global scattering operator, of which we show in theorem 4 that it is a FIO under
the conditions of the DSE and the SME.
4.3.1 Continued scattered wave eld
Here, we introduce the scattered wave eld and the continued scattered wave eld.
Loosely stated, the latter is the reverse time continuation of the former. We intro-
duce the scattering operator that maps the medium perturbation to the continued
scattered wave eld. Theorem 3 shows that a local representation of the operator
can be written as an oscillatory integral.
The medium perturbation is modeled by the reectivity function r(x). The non-
smooth character of the perturbation gives rise to a scattered or reected wave.
We assume that
supp(r)  D for a compact D  Rn 1[;1) and some  > 0. (4.42)
The last component of x describes the depth. Because the source is at the surface,
i.e. xs;n = 0, the reectivity is zero in a neighborhood of the source. Following
the Born approximation, the scattering problem is obtained by linearization of the
source problem (4.34) with (1+ r(x))c(x) as the velocity. To nd the linearization
it is advantageous to rst multiply (4.34) with c(x)2. The result is




u(x; 0) = 0; @tu(x; 0) = 0:
(4.43)
The scattered wave eld u(x; t) is dened as the solution of the scattering prob-
lem (4.43). We have used the fact that the source wave eld does not exhibit
multipathing (SME) and can therefore be formulated as the asymptotic expan-
sion (4.36). In the forward modeling we will use the principal term to approximate
the source, i.e. (4.38). The subprincipal source terms do not contribute to the
principal symbol of the scattering operator [54].
The continued scattered wave eld uh is dened as the solution of a nal value
problem of the homogeneous wave equation such that the Cauchy data at t = T1
are identical with the Cauchy data of the scattered eld u:
[@2t   c(x)2]uh(x; t) = 0;
uh(x; T1) = u(x; T1); @tuh(x; T1) = @tu(x; T1):
(4.44)
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The contributions to the scattered eld entirely come to pass within the interval
[T0; T1], i.e. T0 and T1 are chosen such that Ts(supp(r))  [T0; T1]. For t  T1
one has uh(x; t) = u(x; t) but as uh does and u does not solve the homogeneous
wave equation, they dier for t < T1. We also use the decoupled wave elds
(uh;a; uh;b)
T = (uh; @tuh)
T , with  dened in (4.30).
The continued scattered wave eld models the receiver wave eld in an idealized
experiment. Idealized here means that all scattered rays are present, even rays that
do not intersect the acquisition set. It hence represents the scattered eld by being
its continuation in reverse time. The reverse time continued wave eld, to be
dened in section 4.4, models the receiver wave eld.
The scattering operator F by denition maps r to (uh; @tuh)
T , and we let
Fa and Fb map the reectivity r to the decoupled components of the continued
scattered wave eld uh;a and uh;b. To show that Fa is a FIO we derive an explicit
formulation valid for a small time interval around a localized scattering event. Let
figi2I be a nite smooth partition on D such that
P
i2I i = 1 on D. Using i




and Fb likewise. Sa is the solution operator (4.32). The i
th local scattering event
is delimited by [t0i; t1i], so Ts(supp(i))  [t0i; t1i]. The partition is chosen ne
enough such that [t0i; t1i] falls within an interval of denition of (4.23), i.e. the
local expression of solution operator Sa2.
We write  for an arbitrary member of figi2I and [t0; t1] for its delimiting
interval, and derive a local expression of the scattering operator evaluated at t1.
We will prove the following
Theorem 3. The local scattering operator Fa(t1) can be written as an oscillatory
integral. It maps the reectivity r to the continued scattered wave eld, that is,





ei'T(y;t1;x;)AF(y; t1;x; )d r(x)dx; (4.46)
in which the phase and amplitude function are respectively dened as
'T(y; t1;x; ) = (y; t1   Ts(x); )    x;
AF(y; t1;x; ) = (i@t(y; t1   Ts(x); ))
n+1
2




Here (4.46) is only the contribution of r. There is a similar statement for uh;b,
which satises uh;b(y; t) = uh;a(y; t).
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Proof. To solve the scattering problem (4.43) it will rst be transformed into a
 -parameterized family of IVP's. Duhamel's principle states that the solution, i.e.




~u(x; t; ) d; (4.48)
in which for each  function ~u(x; t; ) is the solution of the homogeneous wave
equation with prescribed Cauchy data on t =  [23, x2.4.2]:
[@2t   c(x)2]~u(x; t; ) = 0 with t 2 R
~u(x;  ; ) = 0
@t~u(x;  ; ) = r(x)2As(x)@
n+1
2
t (   Ts(x)):
(4.49)
The continued scattered wave eld is dened as the solution of the nal value
problem (4.44). Using the observation that r(x)2As(x)@
n+1
2
t (   Ts(x)) = 0 if




~u(x; t; ) d with t 2 R: (4.50)
Time integration is now over the xed interval [T0; T1], by which uh solves the ho-
mogeneous wave equation. For t  T1 the wave elds u and uh coincide. Therefore,
this solves (4.44).
To derive the local expression we solve the  -parameterized homogeneous IVP
of (4.49) with r replaced by r and subsequently evaluate the solution at t1. If we
dene (~ua; ~ub)
T = (~u; @t~u)
T then ~u = c(~ua+ ~ub). We apply solution operator Sa2
with initial state at time  . This gives
~ua(y; t1; ) = Sa2[r(x)2As(x)@
n+1
2
t (   Ts(x))](y; t1   ): (4.51)
Note that Sa2 involves a relative time, i.e. the dierence t1    , which is allowed
because the medium velocity does not change in time. Then, time is as much as
absolute when it agrees with the source time reference.
Consider uh;a(y; t1), i.e. integral (4.50) with ~u replaced by ~ua(y; t1; ) in (4.51).
We will eliminate  by integration and write the eld as an oscillatory integral.
With the expression (4.23) of Sa2 and the application of Ts(supp(r))  [t0; t1] one












t (   Ts(x)) dxdd:
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We recognize two convolutions, the integral over  and operator @
n+1
2




t can be commuted to act on e
i ix a
c . Restricting to the highest order





c ] = (i@t)
n+1
2 ei ix ac , which is an application of a














r(x)2As(x) (   Ts(x)) dxdd:
Notation [: : : ]arg means that , @t and a within the square brackets are evaluated
in given argument. Explicit integration nally gives the oscillatory integral in (4.46)
and (4.47).
4.3.2 Scattering operator as FIO
Here we establish that Fa(t1) is a FIO if the direct waves are excluded (DSE).
We dene the global scattering operator F and show that it is a FIO with an
injective canonical relation, i.e. theorem 4.
Before we proceed with the theoretical aspects of the operator, we will ex-
plain what it does. The stationary points of Fa(t1) are given by @'T = 0, i.e.
@(y; t1   Ts(x); )  x = 0. A stationary point (y;x; ) has the following inter-
pretation. The source wave front excites the reectivity at (x; Ts(x)) in space-time,
causing a scattering event. The event emits a scattered ray from (x; Ts(x)) with
initial covariable , which arrives at (y; t1) with covariable  = @y'T(y; t1;x; ).
Operator Fa(t1) so describes the scattering event and the propagation of the
scattered wave over a small distance. The distance will be extended by appli-
cation of the solution operator, see (4.45). Using the terminology introduced at
the end of subsection 4.2.4, the ingoing variable and covariable are (x; ) with
 =  @x'T(y; t1;x; ). The outgoing variable and covariable are (y;). This means
that Fa(t1) carries over (x; ) 2WF(r) into (y;) 2WF(uh;a(:; t1)).
For the ingoing covariable one has
 =  @x'T = @t(y; t1   Ts(x); ) @xTs(x) + :
Using the source wave direction vector ns(x) = c(x)@xTs(x) and the identity for
the frequency @t =  c(x)jj, this yields the relation between  and ,
 =    jjns(x); (4.52)
reecting Snell's law. Figure 4.1 shows the microlocal picture of the scattering
event and the scattered ray. Equation (4.52) also implies that   ns(x) < 0 holds
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everywhere. This is a result of the geometry of the reection event with one source.
Note that (4.52) only applies for negative frequencies. For positive frequencies, i.e.
considering Fb, one gets 










Figure 4.1: Propagation of singularities at (x; Ts(x)) in space-time. Also see equa-
tion (4.52). The dotted line represents the ray. The endpoint of the ray at (y; t1)
contributes to the scattered eld. Here, jjns and  can respectively be interpreted
as the wave numbers of the initial and reected waves, and  a normal vector that
can be associated with a reector at x.
If (x; ) is associated with a source ray, i.e.  = jjns(x), then  = 0 by (4.52).
In that case there is no reection. We show that away from the source rays the
scattering operator F is a FIO with an injective canonical relation, which will
be made more precise. The practical implication is that source wave arrivals are
excluded from the data before the receiver wave eld is calculated.
The direct source wave exclusion (DSE) is the removal of the source singularities
contained in s from the wave front set of the continued scattered wave eld.
Mathematically it will be applied by t-families of pseudo-dierential operators a(t)
and b(t) that act on the Cauchy data (uh;a(; t); uh;b(; t))T . The symbol of a(tc)
is, for some xed tc, a smooth cuto function on T
Y n0, being 0 on a narrow conic
neighborhood of s;tc (cf. (4.41)) and 1 outside a slightly larger conic neighborhood.
Furthermore, we assume that a satises
a(t) = Sa(t  tc)a(tc)Sa(tc   t); (4.53)
which implies that the eld auh;a still satises a homogeneous wave equation. The
symbol b satises b(t;x; ) = a(t;x; ).
Since, in the absence of multipathing, rays dene paths of shortest traveltime
between two arbitrary points, we have the following property. Let x; ~x 2 D be not
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identical, then
if ; ~ 2 Rnn 0 and ti > 0 such that (~x; ~) = ti(x; )
then jTs(~x)  Ts(x)j < ti or (x; ) 2 s;Ts(x):
(4.54)
If x and ~x lay on the same source ray then jTs(~x)  Ts(x)j = ti.
The central result is the theorem that the composition aFa is a FIO of which
the canonical relation is the graph of an injective function. We write Vs;t  T Y n0
for the zero set of a(t), a conic neighborhood of s;t. With bFb = aFa we present
the following
Theorem 4. Operator aFa dened above, is a FIO. Its canonical relation is
 =

((y; t;; !); (x; ))
 (y;) 2 (T Y n0) n Vs;t; t 2 R; ! =  c(y)jj;
(x; ) = Ts(x) t(y;);  =    jjns(x) ; x 2 D
	
: (4.55)
The projection of  to its outgoing variables, i.e. (y; t;; !), is injective.
We will rst show that the composition a(t1)Fa(t1) is a FIO. The composi-
tion aFa is subsequently dened as the sum of local contributions, like in (4.45),
and will also be called the `scattering operator'. The canonical relation becomes
the union of the local relations. A part of the proof is put in lemma 1. The operator
can alternatively be dened by means of the bicharacteristics of the wave equation.
The papers [54, 50] show how this can be done, although their scattering operator
does not fully coincide with ours.





Again omitting subscript i to denote an arbitrary member of I we will argue that
the local scattering operator a(t1)Fa(t1) is a FIO. Then aFa becomes a sum of
compositions of FIOs.
The local scattering operator is the oscillatory integral (4.46) in which the am-
plitude AF (4.47) is replaced by a(t1;y; @y)AF. This follows from the application
of pseudo-dierential operator a(t1), its symbol denoted by a(t1; ; ), on the in-
tegral [22, 70]. To be able to omit the zero set of a(t1) from the analysis of the
phase 'T we dene the conic set
Ws;t1=

(y;x; ) 2 YXRnn 0  (y;) 2 Vs;t1 ; (x; ) = Ts(x) t1(y;); x 2 D	:
The stationary point set of the phase function, by denition @'T = 0, is given by
t1 =

(y;x; ) 2 (Y XRnn 0) nWs;t1
 : : :
x = @(y; t1   Ts(x); ); x 2 supp()
	
: (4.57)
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We observe that j@x@'Tj = j@@x'Tj = j@j by denition of  (4.52). Moreover
j@j = jIn   jj 
 ns(x)j = 1 

jj  ns(x): (4.58)
By the DSE, applied as the omission of Ws;t1 in (4.57), the condition  k ns(x) is
never met, from which follows that the Jacobian j@j is nonsingular. This implies
that the derivative @(y;x;)@'T has maximal rank, making t1 a closed smooth
2n-dimensional submanifold. The canonical relation relates ingoing (co)variables
(x; ) with outgoing (co)variables (y;) and is given by
((y;); (x; ))
 (y;x; ) 2 t1 ;  = @y'T;  =  @x'T	: (4.59)
The relation is the graph of a dieomorphism. We postpone the proof until after
the construction of the global scattering operator a(t)Fa(t) as the local and the
global arguments are basically the same. Therefore the local scattering operator is
a FIO with a bijective canonical relation.
The local operator will be composed with the solution operator. This gives a
seamless extension because both operators are build on the same ow. It becomes
Sa(t  t1)a(t1)Fa(t1), which is a FIO. The canonical relation is determined by
the composition of relations [22, 70]. The global scattering operator a(t)Fa(t) is
subsequently dened as the sum (4.56) of the extended local operators, of which
the canonical relation t is the union of the local relations (4.59).
We will argue that t is the graph of an injection that is a dieomorphism onto
its image. It will be denoted by t : (T
Dn0) n Us ! (T Y n0) n Vs;t. We used the
zero set of a(t) expressed in the domain of t:
Us =

(x; ) 2 T Xn0  (x; ) 2 Vs;Ts(x);  =    jjns(x) ; x 2 D	: (4.60)




 (y;) 2 (T Y n0) n Vs;t; : : :
(x; ) = Ts(x) t(y;);  =    jjns(x) ; x 2 D
	
: (4.61)
We now prove the existence and injectivity of t. Without loss of generality we
assume that t denotes a moment after the scattering event.
Let (x; ) 2 (T Dn0) n Us be given. It can be shown that the transformation
 7!  given in (4.52) is injective on the complement of Us and thus determines a
unique (x; ). By ray tracing over t   Ts(x), i.e. mapping by t Ts(x), one nds
the pair (y;).
Let (y;) 2 (T Yn0)nVs;t be given. This uniquely determines a bicharacteristic.
By ray tracing backwards, i.e. by Ts(x) t with Ts(x)  t < 0, the ray goes through
(x; Ts(x)) in space-time. If a second point (~x; Ts(~x)) is met, property (4.54) (SME)
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implies that the bicharacteristic coincides with one from the source. The condition
(y;) =2 Vs;t (DSE) rules out this possibility, leading to the conclusion that x is
unique. The covariable  uniquely follows from the ray tracing, and is mapped
to  by (4.52). The transformation t is therefore one-to-one.
To prove the smoothness we analyse the scattering event around a xed point
(x0; 0), of which x0 2 supp(), and dene 0 = Ts(x0). Now t can be factorized
in the following way
(x; )
(4:52)    ! (x; ) 0 Ts(x)      ! (x; ) t 0    ! (y;):









The leftmost factor in the right hand side is nonsingular because t 0 is a dieo-
morphism. The rightmost factor in the right hand side is nonsingular because the
map  7!  has a positive Jacobian (4.58). The transformation 0 Ts(x) is the
least obvious one. We will show in lemma 1 below that it is a smooth bijection.
Therefore t is a dieomorphism onto its image.
So far t was held xed to simplify the presentation. Time dependence is de-
termined by the ow t. This allows t to be included in the canonical relation 
of the scattering operator aFa, which is a map to spacetime distributions. Pa-
rameterized by y,  and t,  becomes (4.55). The injectivity follows from the
parameterization.
Lemma 1. Let 0 = Ts(x0) and s(x) = 0  Ts(x). If J(x; ) = s(x; ) then J is
a smooth bijection that maps (x0; 0) onto itself. Its Jacobian is




which is nonsingular by the DSE.
Proof. For x in the neighborhood of x0 one has s(x) 2 I, so s is dened. The
smoothness of J follows directly from the smoothness of x 7! Ts(x) and s in its
arguments including s. The Jacobian results from the straight forward calculation














    @xTs(x0) 0 
=
 
In   0j0j 
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Herein we substitute the right-hand side of the characteristic ODE (4.14) for @ss.
4.4 Reverse time continuation from the boundary
The receiver wave eld is modeled by the reverse time continued wave ur. In this
section, we show that ur is the result of a pseudo-dierential operator of order zero
acting on the continued scattered wave uh. We refer to it as the revert operator P .
The processes that are modeled by P are the propagation of the scattered wave
eld from a certain time, say t = tc, to the surface at xn = 0, the restriction of the
wave eld to the acquisition domain, the data processing, and eventually the con-
tinuation in reverse time. The revert operator suppresses the part of the scattered
wave eld that cannot be recovered because the contributing waves do not reach
the acquisition domain. The data processing comprises a spatial smooth cuto on
the acquisition domain, the removal of direct source waves and the removal of waves
reaching the surface following grazing rays. The nal reconstruction represents a
eld related to bicharacteristics that intersect the acquisition domainM only once,
and in the upgoing direction.
Let u be the solution to the homogeneous wave equation. When we apply the
result of this section to develope the inverse scattering, we set u = uh. Let M be a
bounded open subset of f(x; t) 2 Rn+1 jxn = 0g and let TMu denote the restriction
of u to M . We denote x0 = (x1; : : : ; xn 1), so (x0; t) are coordinates on M . The
eld ur is an anticausal solution to
c(x) 2@2t  

ur(x; t) = (xn)FMTMu(x
0; t); (4.64)
where FM is dened as follows.
The boundary operator FM consists of two types of factors. A pseudo-dierential
operator accounts for the fact that the boundary data for the backpropagation en-
ters as a source and not as a boundary condition. This operator is given by
 2iDtc 1
q
1  c2D 2t D2x0 ; Dt = i 1@t; Dx0 = i 1@x0 : (4.65)
The singularity in the square root is avoided by the cuto for grazing rays, see
below. The second type of factor is composed of three cutos:
(i) The multiplication by a cuto function that smoothly goes to zero near the
boundary of the acquisition domain. The distance over which it goes from 1
to 0 in practice depends on the wavelengths present in the data.
(ii) The second cuto is a pseudo-dierential operator which removes waves that
reach the surface along tangently incoming rays. Its symbol is zero around
(x0; t; 0; !) such that
c(y0; 0)j(0; 0)j = !;
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and 1 some distance away from this set. If, given the velocity and the support
of c, there are no tangent rays, this cuto is not needed.
(iii) The third cuto suppresses direct rays. Since the velocity model is assumed
to be known, these can be identied.
We write 	M (x
0; t; 0; !) for the symbol of the composition of the three pseudo-
dierential cutos. The principal symbol of FM is then
 2i!c 1
q
1  c2! 202	M (x0; t; 0; !): (4.66)
The decoupling procedure presented above yields two elds ua and ub, asso-
ciated respectively with the negative and positive frequencies in u. We will show
that ur;a and ur;b depend locally on ua and ub in the following fashion,





ur;b(; t) = 





Here, Pa(t) and Pb(t) are pseudo-dierential operators described below and R1(t)
and R2(t) are regularizing operators, and  is a cuto because the source in equa-
tion (4.64) causes waves in both sides of xn = 0. Note that the decoupling, which
so far was mostly a technical procedure, turns out to be essential to characterize
the reverse time continued eld. The revert operator in matrix form will be dened
as the t-family of pseudo-dierential operators






Waves are assumed to hit the set M coming from xn > 0. We assume supp() to
be compact and contained in the set xn > 0, and we invoke the assumption that
bicharacteristics through M and supp()
intersect M only once and with dxn=dt < 0:
(4.69)
The operators Pa and Pb depend on FM and on the bicharacteristic ow in
space-time between the hyperplanes t = 0 and xn = 0. Let Xs denote the set
Rn  fsg  Rnx  Rt. The bicharacteristic ow provides a map3
(x; ) 7! (y0a(x; ; t); t;0a(x; ; t); c(x)jj);
from T X0 to T M . The principal symbols of Pa and Pb, which we will denote





a(x; ; t); t;
0
a(x; ; t); c(x)jj) : : :
when 9t with ya(x; ; t) 2M
0 otherwise;
(4.70)
3The spatial function ya(x; ; t) is identical to y(x; t; ) introduced in section 4.2.2 and 4.2.3.
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and 	X0;b is dened similarly using the (yb;b)-ow, associated with the negative
frequencies. We can now state and prove the following
Theorem 5. Let ur;a, ur;b, ua, ub,  and M be as just dened. Equation (4.67)
holds, in which Pa and Pb are pseudo-dierential operators in OpS
0(Rn). Their
principal symbols are respectively given by
pa(t;x; ) = 	X0;a(x; ) and pb(t;x; ) = 	X0;b(x; ): (4.71)
The operators Pa and Pb satisfy property (4.53) as far as they are uniquely deter-
mined considering the cuto  in (4.67).
The proof will be presented in the remainder of this section. If we take Cauchy
values at t = tc, then for small jt   tcj, TMu(x0; t) can be described by the local
FIO representation of the solution operator. This representation can also be used
for the description of the map from TMu to ur(; tc). The result can then be proven
by an explicit use of the method of stationary phase. For longer times we apply a
partition of unity in time to TMu(x
0; t), so that for each contribution the length of
the time interval is small enough to apply the local FIO representation. Egorov's
theorem will be used to reduce to the short time case. Alternatively one could
consider one-way wave theory as a method of proof.
Proof. We prove (4.67) for some given t. Without loss of generality we may assume
that t = 0. The eld u by assumption solves the homogeneous wave equation and
is determined by the Cauchy values u0;a = ua(; 0) and u0;b = ub(; 0), modulo a
smooth contribution. Consider the equation @tua =  iBua. In this proof we write
Sa(t; s) instead of Sa(t   s) for the operator that maps initial values at time s to
the values of the solution at time t. We write Sa(; s) for the operator that maps
an initial value at time s to the solution as a function of (x; t) with t > s. We will
write Sa(t; ) for the operator that gives the anticausal solution to (@t+iB)ua = fa,
Sa(t; )fa =  
Z 1
t
Sa(t; s)fa(; s) ds:
Note that Sa(t; ) maps a function of (x; t) to a function of x. The restriction
operator TM introduced above maps C
1(Rn  R)! C1(M) and is given by
TMu(x
0; t) = u(x0; 0; t); (x0; t) 2M:
With auxiliary function f , the adjoint of the operator is given by
T Mf(x; t) = (xn)f(x
0; t):
These operators are well dened on suitable sets of distributions. We will use the
notation (cf. (4.64)):
fM (x
0; t) = FMTMu(x0; t)
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and study the map (u0;a; u0;b) 7! fM . It follows from the results about the decou-
pling that
fM = FMTM (cSau0;a + cSbu0;b); (4.72)
modulo a smooth error. Following this decoupling, we will analyze the following
map u0;a 7! FMTMcSau0;a.
To begin with, there exists a pseudo-dierential operator ~FM such that
FMTMu = TM ~FMu
modulo a smooth function. This holds for a distribution u that satises jj  Cj!j
in WF(u) for some C, like the solution of the homogeneous wave equation. Natu-
rally, ~FM (x; t; ; !) 6= FM (x0; t; 0; !), because then the symbol property would not
be satised around the line (0; !) = 0, n 6= 0, but in the neighborhood of this line
the symbol can be modied without aecting the singularities since jj  Cj!j in
WF(u). Thus the rst term in (4.72) is given by
TM ~FMcSa(; 0) (4.73)
acting on u0;a, which is a product of Fourier integral operators. The operator
Sa(; 0) has canonical relation
((ya(x; ; t); t;a(x; ; t); c(x)jj); (x; ))
	
: (4.74)
The operator ~FM removes singularities propagating on rays that are tangent or
close to tangent to the plane xn = 0, and the restriction operator to xn = 0 has
canonical relation 
((y0; t;0; !); (y0; 0; t;0; n; !))
	
: (4.75)
As tangent rays are removed, the composition of the canonical relations (4.75)
and (4.74) is transversal. Therefore, (4.73) is a Fourier integral operator. Moreover,
from assumption (4.69) it follows that the canonical relation is the graph of an
invertible map, given by
((y0a(x; ; t); t;
0
a(x; ; t); c(x)jj); (x; ))
 t s.t. ya(x; ; t) 2M	;
or more precisely a subset of it, taking into account the essential support of FM .
Next, we consider the map fM 7! ur;a. We insert a pseudo-dierential cuto
(x0; t;Dx0 ; Dt). It cuts out tangent rays and is dened such that FM = FM .
Using the decoupling procedure of section 4.2.5, the source (fa; fb) for the inho-
mogeneous wave equation are given by (fa; fb)
T = (0; cf)T , hence ur;a satises
ur;a(; 0) = Sa(0; )( i2B 1c)T MfM :
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There exists an operator ~ such that T Mf = ~T

Mf at least microlocally on the
set jj  Cj!j for large C. Then ur;a(; 0) is given by the operator
Sa(0; )( i2B 1c)~T M
acting on fM , modulo a smoothing operator.
The operator Sa(0; )( i2B 1c)~ is a Fourier integral operator with the following
canonical relation
((x; ); (y(x; ; t); t;(x; ; t); c(x)jj))  jn(x; ; t)j  ;  > 0	:
For an element (y0; 0;0; !) with j!j > cj0j there are two rays associated, namely
with n = 
p
c 2!2   j0j2. The + sign propagates into xn < 0 for decreas-
ing time, the   sign points into xn > 0. The contributions are well separated
because of the cuto for tangent rays present in FM . Because of the assump-
tion (4.69) and the cuto , the contributions with + sign can be ignored. We
write S
( )
a (0; )( i2B 1c)~T M for the Fourier integral operator that propagates only
the singularities from M into the xn > 0 region for decreasing time. By a simi-
lar reasoning as above, this is a Fourier integral operator with canonical relation
contained in
((x; ); (y0(x; ; t); t;0(x; ; t); c(x)jj))  yn(x; ; t) = 0	:
Again this is an invertible canonical relation.
In the next step we consider the composition of the maps (u0;a; u0;b) 7! fM
and fM 7! (ur;a(; 0); ur;b(; 0)). As both maps are Fourier integral operators with
a canonical relation that is the graph of an invertible map, the composition is
a (sum of) well dened Fourier integral operators. The elds ua and ur;a are
associated with negative !, ub and ur;b with positive !. One can verify that the
`cross terms' u0;a 7! ur;b(; 0) and u0;b 7! ur;a(; 0) are smoothing operators. The
maps u0;a 7! ur;a(; 0) and u0;b 7! ur;b(; 0) are pseudo-dierential operators. The
principal symbol pa(0;x; ) is the product of 	X0 and another factor.
We proceed under the assumption that 	M (x
0; t; 0; t) is supported in the region
0 < t < t1, with t1 suciently small such that the explicit form of the Fourier
integral operator can be used. This assumption will be lifted at the end of the
proof. We treat only the map u0;a 7! ur;a(; 0), the map u0;b 7! ur;b(; 0) can be
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where the amplitude satises








mod S0(R2n  Rn); (4.76)
where ! = @t =  c(x)jj,  = @y and det(@yx) is the Jacobian of the ray
ow as explained earlier. The adjoint of the map fM 7! ur;a(; 0) is given by
TMc i2B
 1Sa(; 0), and is a Fourier integral operator with the same phase func-
tion (y0; 0; t; )  x   and amplitude
a(bkd)(y0; t; z; ) = i2(zn)( ! 1)c(y)
q
det(@yx(y0; t; )) 
mod S 2(R2n  Rn): (4.77)





a(bkd)(y0; t; z; ) ei( (y
0;0;t;)+z)fM (y0; t) d dy0 dt:




a(bkd)(y0; t; z; )a(fwd)(y0; t;x; ) : : :
ei( (y
0;0;t;)+(y0;0;t;)+z x)dy0 dt d d: (4.78)
Using a smooth cuto the (; ) integration domain can be divided into three parts,
one with jj  2jj, one with jj  43 jj, and a third part containing (; ) = (0;0).
In the rst part, the method of stationary phase can be applied to the integral over
(y0; t; ) using jj as large parameter. We show that there is a function g(z;x; )





0;0;t;)+(y0;0;t;)+z x) dy0 dt d
= g(z;x; )ei(z x); (4.79)
and such that g(z;x; ) is a symbol that has an asymptotic series expansion with
leading order term satisfying g(x;x; ) = 	X0(x; ).
The rst step in this computation is to determine the stationary points of the
phase function
 : (y0; t; ) 7!  (y0; 0; t; ) + (y0; 0; t; ) + z     x  :
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By the properties of , @@(y0;t) = 0 if and only if
@
@(y0;t) (y
0; 0; ) = @@(y0;t) (y
0; 0; ) if
and only if (y0; 0; t; ) and (y0; 0; t; ) are associated with the same bicharacteristic
and hence  = . Requiring that the derivative with respect to  is 0 gives that
 @(y; t; ) + z = 0:
Therefore, the bicharacteristic determined by (z; ) must be the same as the bichar-
acteristic determined by (y0; t; ). Let  (y0; t; ;x; ) be a C1 cuto function that
is one for a small neighborhood of (y0; t; ) around the stationary value, and zero
outside a slightly larger neighborhood. From the lemma of nonstationary phase
one can derive that the contribution to g from the region away from the stationary
point set is in S 1.
At this point, observe that the second part, with jj  43 jj, can be treated
similarly with the role of  and  interchanged. In this case the stationary set is in
the region where the amplitude is zero, and its contribution is of the form (4.79),
but with g in S 1(R2n Rn). The third part, ;  around zero, also yields such a
contribution with g 2 S 1(R2n  Rn):
To treat the case (y0; t; ) around the stationary point set, we apply a change
of variables in the phase function. Setting yn = 0, it can be written as





(y; t;  + s(   )) ds





(y; t;  + s(   )) ds
def
= (   ) X(y0; t; ; ):






 1 d dX: (4.80)
So the next step is to prove that @X@(y0;t) is an invertible matrix at the stationary
points. It is clear that, with  =  and yn = 0, one has
X(y0; t; ; ) =
@
@
(y; t; ) = x(y; t; );
where (y; t; ) 7! x(y; t; ) was discussed in subsection 4.2.4. The matrix @x@y is non-
degenerate. Then we apply the implicit function theorem to the map x 7! (y0; t)
obtained by setting y0 = y0(x; ~t) in which ~t is such that yn(x; ~t) = 0, and use that
there are no tangent rays, to obtain that the matrix @x@(y0;t) has maximal rank at
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The integral (4.80) has a quadratic phase function   (X   z), and can be
performed as usual in the method of stationary phase [22, lemma 1.2.4]. This shows
that g(z;x; ) satises the symbol property. Using (4.76) and (4.77) it follows that












Two terms need to be worked out, namely
p
1  c2! 202 = cos(M ), in which
M is the angle of incidence of a ray at M , and
@yn
@t
 = c(y) cos(M ). Therefore
indeed we have
g(x;x; ) = 	X0 mod S
 1(R2n  Rn):
This concludes the proof of the small time result.
Next we extend this to the result for longer times. By a partition of unity we
can write 	M as a sum of terms with t 2 [s; s + t1] for some s. It is sucient to
prove the result for each term, and we may therefore assume t 2 [s; s + t1] in the
support of 	M . By a change of variable t to t  s, it follows that
Pa(s)
def
= S( )a (s; )
   i2B 1cT MFMTMSa(; s) 2 OpS0(Rn)
with principal symbol
	Xs(x; ) = 	M (y
0(x; ; t  s); t;0(x; ; t  s); c(x)jj);
in which t is such that yn(x; ; t   s) = 0. From the group property of the opera-
tor Sa(t; s) it follows that
Pa(0) = Sa(0; s)Pa(s)Sa(s; 0):
The evolutions operators Sa(0; s) and Sa(s; 0) are each others inverses. According to
the Egorov theorem [67, section 8.1] the operator Pa(0) is a pseudo-dierential oper-
ator. For the symbol we nd that it is given by (x; ) 7! 	Xs(y(x; ; s);(x; ; s)),
i.e. by 	X0 . This completes the proof.
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4.5 Inverse scattering
This section deals with the inverse scattering problem. The diagram in gure 4.2
shows how we theoretically approach RTM. The forward modeling is given by
r ! u! d in the diagram. The reectivity function r causes a scattered wave
eld u, giving the data d by restriction to the surface xn = 0. Recall x
0 = [x]1:n 1.
The bottom line of the diagram shows the inverse modeling. Data d is propagated
in reverse time to the reverse time continued wave eld ur. This wave eld is
mapped by the imaging operator G to the image i. The resolution operator R is
the map from the reectivity to the image as result of the forward modeling and
the inversion. The scattering operator F maps the reectivity to the continued
scattered wave uh. As explained, this eld can be seen as the receiver wave eld
in an idealized experiment. It contains all rays that are present in the scattered
wave, regardless whether they can be reconstructed by RTM. The revert operator
P removes parts that are not present in the receiver wave eld. The eld uh, central
to the analysis, is not actually computed.
We obtain the main result, the imaging condition (4.93), in two steps. We
propose the imaging operator G and show in theorem 7 and its proof that it is a
FIO that maps the reverse time continued wave eld to an image of the reectivity.
Hence it is an approximate inverse of the scattering operator. From this operator we
subsequently derive an imaging condition in terms of solutions of partial dierential
equations, g and ur. We rst discuss a simplied case with constant coecient.
For the RTM based inversion we assume that the following holds, which replaces
the condition (4.69):
Bicharacteristics that enter the region xn < 0
do not return to the region xn  0:
(4.81)
This will ensure that ur is properly dened for the purpose of linearized inversion.
We also recall the assumption that there is no source wave eld multipathing,
formalized as the property (4.54). The assumption that there are no direct rays
from the source to a receivers is incorporated in P , i.e. by means of 	M , cf. (4.66).
4.5.1 Constant background velocity
In this subsection we consider the case of constant background velocity c with a
planar incoming wave, propagating in the positive x3-direction. The scattered eld
will be described by 
c 2@2t  

u(x; t) = A(t  c 1x3)r(x); (4.82)
which is a slight simplication of the IVP (4.43). For simplicity the analysis will
be 3-dimensional, but it applies to other dimensions as well.





















Figure 4.2: Diagram showing the theoretical approach to RTM.
The solution of the PDE (4.82) is given in the (; t) domain by






bf(; s) ds; (4.83)
where, for now, we denote by f the right hand side of (4.82). The Fourier transform
of f is hence needed. Let er(1; 2; x3) be the Fourier transform of r with respect
to (x1; x2) but not x3. The Fourier transform of A(t  x3c )r(x) is given byZ
e ix33A(t  x3
c
)er(1; 2; x3) dx3 = cAe i3ct~r(1; 2; ct): (4.84)
Next we use (4.83) and (4.84) to solve (4.82), and we subsequently make a change
of variable cs = ~z. This yields the integral formula






 i3~z~r(1; 2; ~z) d~z:
We can recognize in this formula a Fourier transformation with respect to ~z. How-
ever, the Fourier transform of r is not evaluated at 3, but at 3  jj, because ~z
occurs at several places in the complex exponents. We assume that the support
of r is contained in 0 < x3 < ct. In words this means that the eld at time t is such
that the incoming wave front has completely passed the support of the reectivity.
The integral formula then equals
bu(; t) = eijjct c2A
2icjjbr( + (0; 0; jj))  e ijjct c2A2icjjbr(   (0; 0; jj)): (4.85)
The eld in position coordinates is given by the inverse Fourier transform of the
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2icjjbr( + (0; 0; jj))  e ijjct c2A2icjjbr(   (0; 0; jj))

eix d (4.86)
The two terms yield complex conjugate contributions after integration. To see this,
change the integration variables in the second term to  , and use the property









jj br(   (0; 0; jj)) d: (4.87)
There are three wave vectors in (4.87):  is the wave vector of the outgoing
reected wave, (0; 0; jj) can be interpreted as the wave vector of the incoming
wave, and    (0; 0; jj) is the wave vector of the reectivity. The last one can be
interpreted as the normal direction in case of a reecting interface.
In this simplied analysis we assume that the reverse time continued wave
eld ur solves the homogeneous wave equation and adopts the Cauchy values of u
pinpointed at some time after the scattering event, like uh in (4.44). This means
that it results from an idealized experiment as explained in section 4.3.1. Then ur
is also given by (4.87), except that this formula is now valid for all t.
The basic idea of imaging is to time-correlate the source eld with the receiver
eld. Approximating the source eld by A(t   x3=c) this becomes evaluating
the receiver eld at the arrival time of the incoming wave and multiplication by
amplitude A. Hence, a rst guess for the image would be I0 = Au(x; x3=c). This,
however will not yield an inverse. Using some advance knowledge we will dene




(@t + c@x3)u(x; x3=c): (4.88)
We derive from equation (4.87)
2
c2A









e ijjct+ix br(   (0; 0; jj)) d: (4.89)










eix( (0;0;jj) br(   (0; 0; jj)) d: (4.90)
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We carry out the following coordinate transformation
~ =    (0; 0; jj);
@~@
 = 1  3jj : (4.91)
The codomain of this transformation is the halfplane ~3 < 0. The Jacobian is as
given in (4.91) and can be recognized in the integrant of (4.90), which results from











eix~ br(~) d~: (4.92)
The right-hand side is almost the inverse Fourier transform, except for the exclusion
of the set ~3 = 0 from the integration domain. This expresses the diculty of direct
waves with respect to the inversion. This simple calculation gives the motivation
for the imaging condition (4.93) that we will present below, in particular, for the
term involving the gradient @xbur(x; !).
4.5.2 Imaging condition
We now present the main result of the paper. The imaging condition is a formula
that maps the source wave eld g(x; t) and the reverse time continued wave eld








bg(x; !)bur(x; !)  c(x)2
!2
@xbg(x; !)  @xbur(x; !) d!
(4.93)
and show that it yields a partial inverse. Here 
(!) is a smooth function, val-
ued 0 on a bounded neighborhood of the origin, and 1 outside a slightly larger
neighborhood. These neighborhoods are obtained in the proof of the theorem.
To characterize i(x), the relation (4.52) between  and  is important. We
observe that the inverse function () of (4.52) is dened on the halfspace
f 2 Rnn 0 j   ns(z) < 0g: (4.94)
The function pa(Ts(z); z; ()), pa the principal symbol of the revert operator, is
in principle dened only on (4.94). However, due to the DSE, it is zero for  near
the boundary of this halfspace and we will consider it as a function on Rnn 0 that
is zero outside (4.94). With this denition, the function (z; ) 7! pa(Ts(z); z; ())
is an order 0 symbol.
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Theorem 6. Let image i(x) be dened by the formula (4.93), and assume (4.35),
(4.42) and (4.81). Dene operator R by the map from the reectivity r to the
image, Rr(x) = i(x). Then R is a pseudo-dierential operator of order zero, and
its principal symbol satises
p.s.(R)(z; ) = pa(Ts(z); z; ()) + pa(Ts(z); z; ( )); (4.95)
where the map (z; ) 7! pa(Ts(z); z; ()) is as just described.
Operator R will be referred to as the resolution operator. From the proof of
the result it can be seen that the rst contribution on the right-hand side of (4.95)
corresponds to the negative frequencies and the second contribution to the positive
frequencies. As the supports, i.e. (4.94) for the rst, of these two terms are disjoint,
(4.95) denes a symbol that is 1 on a subset of RnRnn 0. Hence, the map d 7! i
given by formula (4.93) can rightfully be called a partial inverse.
The imaging condition (4.93) is based on the actual source eld g. Before
proving theorem 6, we derive an intermediate result with an imaging condition
based on the source wave traveltime Ts(x), and the highest order contribution
to the amplitude As(x). Let w 2 E 0(Y R) be an auxiliary distribution and let






t [@t + c(y)ns(y)  @y]w(y; t);
Kw(z) = w(z; Ts(z)):
(4.96)
Operator K is a restriction to a hypersurface in Rn+1. Operator H is a pseudo-
dierential operator. Operator @
 n+12
t is to be read as the pseudo-dierential op-
erator with symbol ! 7! ~(!)(i!) n+12 in which ~ is a smooth function, valued 1
except for the origin where it is 0. Because P and F are dened as matrix operators




, which projects out the rst component of a two-vector. We
dene the imaging operator G = KH.
Theorem 7. If assumptions (4.35), (4.42) and (4.81) hold and eR is given by
eRr = Gur = GV1PFr; (4.97)
then eR is a pseudo-dierential operator of order zero with principal symbol given
by equation (4.95).
Proof. We rst work out the details for the negative frequencies, which leads to a
characterization of eRa = KHcPaFa. We then consider the positive frequencies and
add the contributions, eR = eRa + eRb.
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(i) We show that the composition eRa = KHcPaFa is a FIO and that it is
microlocal, i.e. has canonical relation that is a subset of the identity. The kernel
of operator K is an oscillatory integral,
Kw(z) = (2) n 1
ZZ




((z;); (y; t;; !))
 (y;) 2 T Y n0; t = Ts(y); ! 2 Rn 0; : : :
z = y;  =  + c(y) 1! ns(y)
	
: (4.99)
First consider KaFa, which is the composition of K and aFa with canonical
relations given respectively by  (4.99) and  (4.55). We consider the composition
of the Fourier integrals K and aFa, using the composition theorem based on the
canonical relations, see [22, Theorem 2.4.1] or [70]. Let ((z;); (x; )) 2   then
there exist a (y;) 2 T Y n0 that is not in Vs;t, time t = Ts(y) and ! =  c(y)jj
such that ((z;); (y; t;; !)) 2  and ((y; t;; !); (x; )) 2 . As a result one has
(x; ) = Ts(x) Ts(y)(y;), which means that x and y are on the same ray and
separated in time by Ts(y)  Ts(x). Condition (4.54) (SME) now implies that this
ray must coincide with a source ray. As source rays are excluded, i.e. (y;) =2 Vs;t,
the only possibility is that x = y. The conclusion is that (z;) = (x; ).
It is straightforward to establish that the composition of canonical relations
is transversal, and that the additional conditions of the composition theorem of
FIOs are satised. Hence KaFa is a FIO with canonical relation contained in the
identity. The operators H and Pa are pseudo-dierential operators, and a and
Pa can be constructed such that WF(Paw) WF(aw) for all w. The conclusion
is that eRa = KHcPaFa is a FIO with identity canonical relation, and hence a
pseudo-dierential operator.
(ii) We show that eR = KHV1PF is a pseudo-dierential operator that can be
written as the integral (4.113) below. For F we use the local expressions (4.46).
Because P is a t-family of pseudo-dierential operators and Fa is a t-family of
FIOs, the composition Pa(t)Fa(t) is a FIO with phase inherited from Fa(t),
i.e. 'T. The highest order contribution to its amplitude is pa(t;y; @y'T)AF. The
composition with H can be done similarly, because Pa(t)Fa(t) can also be viewed
as a FIOs with output variables (y; t). In this proof we will denote the highest
order contribution to the amplitude of HcPa(t)Fa(t) by AHPF(y; t1;x; ). It can
be written in the form
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For all occurences of  and a the arguments are (y; t1   Ts(x); ).
Next we consider the applicaton of the restriction operator K. We have already
argued that eRa is a FIO with canonical relation contained in the identity. This
implies that, to prove the theorem, it is sucient to do a local analysis using (4.46).
The local analysis shows again that eRa is a pseudo-dierential operator, but also
gives the required explicit formula for the amplitude.
The local phase function of KHcPa(t)Fa(t) will be denoted by  (z;x; ). Ap-
plying K to '
T
, i.e. setting t = Ts(z), yields
 (z;x; ) = (z; Ts(z)  Ts(x); )    x: (4.101)
The stationary set of  , denoted by 	, is given by the triplets (z;x; ) that solve
@(z; Ts(z)  Ts(x); ) = x: (4.102)
The interpretation of (z;x; ) 2 	 is that a ray with initial condition (x; ) arrives
at z after time lapse Ts(z)   Ts(x). Application of the SME and the DSE now
implies that z = x.
Below we will dene a transformation of covariables. To prepare for this, we
introduce a smooth cuto function  : ZXRnn 0 ! R accordingly. A Fourier
integral may be restricted to a neighborhood of the stationary point set at the
expense of a regularizing operator. Therefore, (z;x; ) is set to 1 in the neigh-
borhood of 	 and 0 elsewhere. This means that x is close to z in supp(). The
second issue is related to the DSE, which is required for the denition of the trans-
formation. The cuto  is assumed to also remove singularities on a neighborhood
of the direct rays. We set (z;x; ) to 0 if  lies within a narrow conic set with
solid angle 
(z) around the principal direction ns(z). The solid angle 
(z) will be
discussed later. We can hence writeeRar(z) = (2) n ZZ ei (z;x;)(z;x; )AHPF(z; Ts(z);x; )d r(x) dx: (4.103)
in which, of course, the integration domain is implicitly restricted to supp().
Next we introduce covariable  to transform phase  into the form (z x). By
denition (z;x; ) =   R 1
0
@x (z; ~x(); )d in which ~x() = z+ (x  z). The
phase function now transforms into
 (z;x; ) =  (z; z; ) +
Z 1
0
@[ (z; ~x(); )]d = (z;x; )  (z  x): (4.104)
To better understand the transformation and to determine the new domain of inte-
gration, i.e. (supp()), and the Jacobian we apply the chain rule to the denition
of  . This leads to
(z;x; ) =  +
Z 1
0
@t(z; Ts(z)  Ts(~x); ) @xTs(~x) d:
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There exists an x such that (z; x; ) 2  Ts(z) Ts(~x), i.e. x and z are connected by a
ray. Note that x = x (z; Ts(z) Ts(~x); ) will do, see section 4.2.4 for notation x .
By using the identities @t =  c(x)jj and c(~x)@xTs(~x) = ns(~x), one gets






The Jacobian follows from this result. By an easily veried calculation, one nds
j@j =
detIn   jj 
 n(z;x; )
 = 1  jj  n(z;x; )
 : (4.106)
With these formulae at hand a sensible choice can be made for solid angle 
(z).
The angle must be large enough to meet the following inequality for all elements
of the support supp():
j  n(z;x; )j < jjminf1; jn(z;x; )j2g: (4.107)
We will now give the motivation. For  7! (z;x; ) to be injective, given (z;x), the
Jacobian must be nonzero. This is true due to the inequality, which is nontrivial
if jnj > 1. This arms the local invertibility, and an easy exercise proofs its
injectivity. A second argument concerns the domain of integration (supp()). The
inequality guarantees that (z;x; ) n(z;x; ) < 0 for all points in supp(), which
is nontrivial if jnj < 1. This fact will play a role in gluing eRar and eRbr together,
which will be done in following paragraphs. Because x is in the neighborhood of z,
so are ~x and x. This implies that n(z;x; ) is close to ns(z), and jnj  1. This is
as close as needed by narrowing the spatial part of the cuto function  around
the diagonal of ZX.
By using the new variable eRar's integral expression (4.103) transforms into
eRar(z) = (2) n ZZ
(supp())
AeR(z;x;)ei(z x)d r(x) dx; (4.108)
where we dene
AeR(z;x;) = j@j 1(z;x; )AHPF(z; Ts(z);x; ): (4.109)
Concerning the integration domain it can be observed that, for a given (z;x) the
set (supp()) is contained in the halfspace f 2 Rnn 0 j  n < 0g.
(iv) While expression (4.108) denes a pseudo-dierential operator of order 0,
it is given in a non-standard from. It diers from a regular pseudo-dierential
operator, because the the amplitude AeR(z;x;) depends on (z;x;) and not only






Dk@xkAeR(z; z+ (x  z);) d; (4.110)
92 Inverse scattering based on reverse-time migration
which is an application of formulae (4.8)-(4.10) of Treves [69]. The rst term is the
principal symbol of eRa, which has order 0. The second term in (4.110) does not
contribute to the principal part, it corresponds to a pseudo-dierential operator of
order  1. We will denote by AeR(z;), with two arguments, the symbol of eR.
To evaluate of AHPF (4.100) on the diagonal one applies (4.9), the relation
@t(z; 0; ) =  c(z)jj for the phase and the result a(z; 0; ) = i2c(z)jj for the am-
plitude. This yields
AHPF(z; Ts(z); z; ) =

1  ns(z)  jj

pa(Ts(z); z; )
= j@j pa(Ts(z); z; ):
(4.111)
See also (4.106). In view of (4.109)-(4.111) conclude that for the principal symbol
one has p.s.(AeR)(z;) = (z; z; ) pa(Ts(z); z; ). Note that  = @y =  holds on
the diagonal, and that  = ().
We now come back to the formal role of cuto function . By requiring
(z; z; ) = 1 on supp(pa(Ts(z); z; )) the cuto function can be left out. This re-
quirement is allowed because 
(z) in the construction of  can be chosen arbitrarily
tight by narrowing the spatial support of  around the diagonal. Therefore
p.s.(AeR)(z;) = pa(Ts(z); z; ()): (4.112)
(v) A key step is the inclusion of both negative and positive frequencies. In sec-
tion 4.2 we saw that a(x; t; ) ei(x;t;) and b(x; t; ) ei(x;t; ) have the symme-
try relation that says they are complex conjugates of each other, taking into account
the   signs. The consequences of this property can be traced throughout the proof.
We nd that eRbr(z) = (2) n RR (supp())AeR(z; )ei(z x)d r(x) dx, and con-
sequently, modulo a regularizing contribution,
eRr(z) = (2) n ZZ hAeR(z;) + AeR(z; )i ei(z x)d r(x) dx: (4.113)
The -integration is over the full space because the denition of AeR(z;) can be
smoothly extended such that it is zero outside the domain (supp()). In view of
equation (4.112) this proves the claim.
Proof of theorem 6. The rst step in deriving the imaging condition is to rewrite
operators H, K and G (4.96). Let w(x; t) again be an auxiliary distribution. In
this section bw(x; !) will denote its temporal Fourier transform. Because the inverse
transform is w(x; t) = 12
R
ei!t bw(x; !) d!, one has









ei!Ts(x) bw(x; !) d!: (4.114)
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2 [i! + c(x)ns(x)  @x]bur(x; !) d!: (4.115)
The next step is to eliminate Ts(x), As(x) and ns(x) by expressing them in
terms of the source eld explicitly. The principal term of the geometrical optics
approximation of the source (4.38) is
bg(x; !) = As(x)(!)(i!)n 32 e i!Ts(x):
Function , introduced in (4.38), is smooth and has value 1 except for a small
neighborhood of the origin where it is 0. Later we will examine the eect of the
subprincipal terms of the source and the division by its amplitude. One naively











 i!bg(x; !) = c(x)2@xbg(x; !)i!bg(x; !) ;
(4.116)
in which it is used that the second equation is real-valued. Substitution of involved





i!bg(x; !) h1 + c(x)2@xbg(x; !)  @x(i!)2bg(x; !)
ibur(x; !) d!: (4.117)
We will nally argue that the division by the source amplitude is well-dened
and that the subprincipal terms in the expansion for bg(x; !) do not aect the
expression for the principal symbol (4.95). The source wave eld is free of caus-
tics by assumption. The transport equation yields that, on a compact domain
in spacetime, there exists a lower bound L > 0 for the principal amplitude, thus
jA0(x;xs; !)j  L. Division by A0 is therefore well-dened, and from its homo-
geneity and the inequality (4.37) it can be deduced that there exists a constant
C > 0 such that
 A(x;xs;!)A0(x;xs;!)   1  C1+j!j . For j!j suciently high, division by A
is therefore well-dened. We choose 1  
 wide enough such that all ! 2 supp(
)
are high and satisfy ~(!)(!) = 1. The dierence between 1A0 and
1
A is of lower




Taking (4.117) we replace ~ with 
 to dene the imaging condition (4.93).
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4.6 Numerical examples
In this section we give numerical examples to support our theorems. The general
setup of the examples was as follows. First a model was chosen, consisting of a
background medium c, a medium perturbation (contrast) c = cr, a domain of
interest and a computational domain. The latter was larger than the domain of
interest and included absorbing boundaries. Data were generated by solving the
inhomogeneous wave equation with velocity c+c, and a Ricker wavelet source sig-
nature at position xs = (0; 0), using an order (2,4) nite dierence scheme [16]. The
direct wave was eliminated. The operator (4.65) could be applied in the Fourier do-
main since in the examples c was constant at the surface. The backpropagated eld
was then computed using the nite dierence method, and the same for the source
eld. Finally the imaging condition (4.93) was applied to obtain an approximate
reconstruction of c.
As we mentioned, only a partial reconstruction of c is possible in realistic
situations. Relation (4.52) and the wave propagation restrict the directions of 
where inversion is possible. The frequency range present in the data also restricts
the length of , according to (4.52) and using that jj = c 1j!j. To be able to
compare the original and reconstructed reectivity we used bandlimited functions
for c, which where obtained by multiplying a plane wave with a window function.
Such functions are localized in position, by the support of the window, and in wave
vector by the plane-wave.
Our rst example concerns a constant gradient medium with velocity function
c(x1; x2) = 2:0 + 0:001x2 with c in km/s and x2 in meters. Our model region was
the square with x1 and x2 between 0 and 2000 meters. The purpose was to show a
successful reconstruction of velocity perturbations at dierent positions and with
dierent orientations in the model. We therefore chose for c a linear combination
of three wave packets at dierent locations, with central wave vector well within in
the inversion aperture. We included one with large dip, as one of the interesting
abilities of RTM is imaging of large dips. The results of the above procedure are
shown in gures 4.3 and 4.4. The reconstruction of the phase is excellent. However,
the reconstructed amplitude is around 8-10 % smaller than the original amplitude.
Possible explanations for this are inaccuracies related to the linearization and to a
limited aperture.
Our second example concerns a bandlimited continuous reector, illustrated in
gure 4.6(a). For a continuous reector one might expect less loss in amplitude
when compared to the localized velocity perturbations. One of the strengths of
RTM and wave equation migration in general is that multipathing is easily in-
corporated, where in our case of single source RTM, multipathing is only allowed
between the reector and the receiver point. To see this in an example we included
in our background model a low velocity lens at (800; 1200) m. The background
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(a) (b)
Figure 4.3: Example 1. (a) Velocity perturbation and (b) reconstructed velocity
perturbation. The background medium is a gradient c = 2:0 + 0:001x2, with x2 in
meters and c in km/s.
medium including some rays is plotted in gure 4.5(a), and some data are plotted
in gure 4.5(b). The velocity perturbation was located at x2 = 1600 m. The result
of the inversion for this example is given in gure 4.6(b). The reconstruction of
the phase is again excellent. The amplitude varies somewhat depending on loca-
tion, being about 0-10 % too low. The smooth tapering which was applied has
diminished smiles and amplitude variations, but not fully eliminated them. The
multipathing leads to singularities in the inverse of the source eld u^ 1inc, around
(x1; x2) = (1900; 1000) m, which leads to the two artifacts that can be seen there.
4.7 Discussion
We have presented a comprehensive analysis of RTM-based imaging, and intro-
duced an imaging condition involving only local (with respect to data point and
image point) operators which yields a parametrix for the single scattering problem
for a given point source.
We make the following observations concerning our inverse scattering proce-
dure. (i) The symbol of the normal operator associated with a single point source
contains a singularity which has been observed in the form of `low-frequency' arti-
facts [75, 49, 25, 74, 31]. Our imaging condition yields a parametrix and naturally
avoids this singularity. (ii) The square-root operator (4.65), a factor of FM intro-
duced in section 4.4, can be removed if dual sensor (streamer) data is used. In that
case the surface-normal derivative of the wave eld is measured. We note that FM
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Figure 4.4: Example 1. Comparison of some traces from gure 4.3(a) and 4.3(b)
at x1 = 400 m, x1 = 1400 m and x2 = 600 m.
is available only microlocally. (iii) Division by the source eld, in frequency, can
lead to poor results when its amplitude is small. There are two main reasons why
this can occur. First, a realistic source signature can yield very small values for
particular frequencies in its amplitude spectrum. Moving averaging in frequency
typically resolves this situation [32, 12, 19]. Secondly, the illumination due to prop-
agation in a velocity model of high complexity may result in small values. Spatial
averaging over small neighborhoods of the image points may then be benicial.
In this context we note that the cross-correlation imaging has been adapted by
normalization with the source wave eld energy at the imaging points as a proxy
to inverse scattering [13, 7].
The acquisition aperture, and associated illumination, is intimately connected
to the resolution operator R. This operator is pseudo-dierential and the support
of its symbol expresses which parts of the contrast or reectivity can be recovered
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Figure 4.5: Example 2. (a) A velocity model with some rays and (b) simulated
data, in which the direct arrivals are removed.
(a) (b)
Figure 4.6: Example 2. (a) Velocity perturbation and (b) partial reconstruction of
the velocity perturbation.
from the available data. Partial reconstruction is optimally formulated in terms of
curvelets or wave packets. A detailed procedure, making use of the fact that the
single scattering or imaging operator is associated with a canonical graph, can be
found in [21]; see also [24].
We have addressed the single-source acquisition geometry, which arises natu-
rally in RTM. One can anticipate an immediate extension of our reconstruction
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to multi-source data, but a major challenge arises because the single source re-
constructions are only partial. Because each of the single source images result in
reconstructions at dierent sets of points and orientations, in general, which are
not identied within the RTM algorithm, averaging must be excluded. However,
techniques from microlocal analysis can be invoked to properly exploit the discrete
multi-source acquisition geometry. We note that in the case of open sets of sources
the generation of source caustics will be allowed.
Acknowledgement
CCS and TJPMOtR were supported by the Netherlands Organisation for Scientic
Research through VIDI grant 639.032.509. MVdH was supported in part by the
members of the Geo-Mathematical Imaging Group at Purdue University.
Chapter 5
Conclusion
The ultimate goal of reection seismic imaging is to make detailed images of the
Earth subsurface. Besides the position and orientation of the discontinuities, the
subsurface reecting interfaces, it is still a challenge to recover the size or amplitude
of the discontinuities as much as possible.
We have investigated two methods or techniques of reection seismic imaging in
order to improve the amplitude properties. In case of the one-way wave equation,
chapter 3, the amplitude refers to the amplitude of the wave solutions. In the
case of our study of reverse-time migration, chapter 4, the amplitude refers to the
amplitude of the reectivity, i.e. the medium perturbation.
We used a mathematically rigorous approach and extensively used the theory of
pseudo-dierential and Fourier integral operators. Though the approach is formal,
we support our theoretical claims with numerical simulations. Moreover, our results
have practical implications for seismic imaging algorithms, which improve or correct
the amplitude behaviour.
Symmetric square root operator
We have derived the one-way wave equation (3.22) and identied the steps that
determine the wave amplitude. We introduced a symmetric square root opera-
tor (3.19) and a wave eld normalization operator (3.23) and showed that these
provide the one-way wave equation with a geometrical amplitude. The advantage
of the symmetry argument lies in its general applicability to numerical methods.
For instance, we proposed an adaptation (3.36) of the 60 degree Pade type nite-
dierence method such that it becomes symmetrical. This can be done at the
expense of almost no extra cost. We have shown by wave eld simulations that
this signicantly improves the amplitudes.
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We have introduced in section 3.3 a numerical method, which we call the pseudo-
spectral method. This method was used to implement the square root and normal-
ization operator. However, it was in the rst place designed to verify and illustrate
the amplitude claims by wave eld simulations. Though there are alternative im-
plementations for the square root, for the normalization operator they do not exist,
to our opinion. We found that the implementation is sensitive to some parameter
choices, for example the cuto angle c used in the implementation of the nor-
malization operator (3.33). Therefore, it could be worthwhile to devote further
research to the method and numerically optimize it.
A novel imaging condition
We have studied the linearized inverse problem associated with reverse-time migra-
tion and presented a comprehensive analysis of the RTM-based imaging procedure.
An inverse scattering transform (4.96) is introduced of which we proved that it
yields a partial inverse, i.e. it gives a principal order reconstruction within the
aperture. From the inverse transform we derived an imaging condition (4.93) of
which we proved that it maps the source and receiver wave elds to a principal or-
der reconstruction, within the aperture, of the reectivity, the image. The imaging
condition consists of the excitation time imaging condition together with a PsDO
factor that works on the receiver wave eld and provides a correct image amplitude.
The claims are conrmed and illustrated by numerical simulations.
In many articles about the linearized inverse problem, e.g. Rakesh [54], one
considers the adjoint of the scattering operator as a `rst approach' of the inverse
scattering operator. The so called normal operator, i.e. composition of the scatter-
ing operator together with its adjoint, then is a PsDO under certain conditions and
is used to derive a partial inverse. In our work we did not use the normal operator
at the expense of introducing other dierential and pseudo-dierential operators.
The aperture of a single-source experiment is the set of subsurface positions and
orientations that can be recovered from the data within the acquisition domain.
And it depends on the source position. To extent our results, which assume a single
source, to multi-source data, one should determine the aperture for each source in
order to be able to combine the contributions of dierent sources. This is still a
major challenge because the aperture is not identied within contemporary RTM
algorithms. For this purpose the techniques of microlocal analysis can be used to
exploit the discrete multi-source acquisition geometry. In this context we note that
resolution operator R is intimately related with the aperture of the single-source
acquisition geometry.
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Summary
The goal of reection seismic imaging is making images of the Earth subsurface
using surface measurements of reected seismic waves. Besides the position and
orientation of subsurface reecting interfaces it is a challenge to recover the size
or amplitude of the discontinuities. We investigate two methods or techniques
of reection seismic imaging in order to improve the amplitude. First we study
the one-way wave equation with attention to the amplitude of the waves. In our
study of reverse-time migration the amplitude refers to the amplitude of the image.
Though the approach in the thesis is formal, our results have practical implications
for seismic imaging algorithms, which improve or correct the amplitudes.
The one-way wave equation is a 1st-order equation that describes wave prop-
agation in a predetermined direction. We derive the equation and identify the
steps that determine the wave amplitude. We introduce a symmetric square root
operator and a wave eld normalization operator and show that they provide the
correct amplitude. The idea to use a symmetric square root is generally applicable.
Our amplitude claims are numerically veried. The one-way wave equation is an
application of pseudo-dierential operators.
Reverse-time migration (RTM) is an imaging method that uses simulations
of the source and receiver wave elds through a slowly varying estimate of the
subsurface medium. The receiver wave is an in reverse time continued eld that
matches the measurements. An imaging condition transforms the elds into an
image of the small scale medium contrast.
We investigate the linearized inverse problem and use the RTM procedure to
reconstruct the perturbation of the medium. We model the scattering event by
the scattering operator, which maps the medium perturbation to the scattered
wave. We propose an approximate inverse of the scattering operator, derive a
novel imaging condition and show that it yields a reconstruction of the perturbation
with correct amplitude. The study extensively uses the theory of Fourier integral
operators (FIO). Besides that we globally characterize the scattering operator as
a FIO, we also obtain a local expression to calculate the amplitude explicitly. The
claims are conrmed and illustrated by numerical simulations.
Samenvatting
Reection seismic imaging is een beeldvormende techniek die het inwendige van de
aarde afbeeldt op basis van aan het oppervlak gemeten gereecteerde seismische
golven. Naast de diepte en orientatie van ondergrondse reecterende grenslagen
is het een uitdaging om de grootte of amplitude van de discontinuteiten te re-
construeren. Wij onderzoeken twee methoden of technieken van reection seismic
imaging met als doel de amplitude te verbeteren. We bestuderen de one-way wave
equation en richten ons daarbij op de amplitude van de golven. In onze studie
van reverse-time migration staat de amplitude van het beeld centraal. Hoewel het
proefschrift een vrij formele benadering heeft, kunnen onze resultaten toegepast
worden in de praktijk van de seismiek.
De one-way wave equation is een 1ste-orde vergelijking die golfvoortplanting in
een vooraf bepaalde richting beschrijft. Wij leiden de vergelijking af en identiceren
de stappen die de golfamplitude bepalen. We introduceren een symmetric square
root operator en een golfveld normalisatie operator en laten zien dat de amplitude
correct beschreven wordt. Het idee om een symmetrische wortel te gebruiken, is
algemeen toepasbaar. De amplitude claims zijn numeriek geverieerd. De one-way
wave equation is een toepassing van pseudo-dierentiaal operatoren.
Reverse-time migration (RTM) maakt gebruik van simulaties van bron- en ont-
vangergolfvelden door een glad model van het medium. De ontvangergolf is een in
omgekeerde tijd voortgezet veld dat de metingen voorspelt. Een imaging condition
transformeert de velden tot een beeld van het kleine-schaal mediumcontrast.
Wij onderzoeken het gelineariseerde inverse probleem en gebruiken de RTM
procedure om de kleine-schaal mediumverstoring te reconstrueren. We modelleren
het scatteringsproces met de scatteringsoperator, de afbeelding van de mediumver-
storing naar de gescatterde golf. We formuleren een benaderende inverse van de
scatteringsoperator, introduceren een nieuwe imaging condition en laten zien dat
deze de mediumverstoring met juiste amplitude reconstrueert. De studie maakt in-
tensief gebruik van de theorie van de Fourier integraal operatoren (FIO). Naast het
karakteriseren van de scatteringsoperator als een globale FIO, formuleren we een
lokale uitdrukking voor de berekening van de amplitude. Het resultaat is bevestigd
en gellustreerd door numerieke simulaties.
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