Abstract. We prove that solutions of a natural discretization of the elliptic MongeAmpère equation by finite dimensional spaces of piecewise polynomial C 0 or C 1 functions, converge uniformly on compact subsets to its Aleksandrov solution.
Introduction
In this paper we prove a convergence result for the numerical approximation of solutions to the Dirichlet problem for the Monge-Ampère equation
by elements of a space V h of piecewise polynomials of some degree k ≥ 2 which are either globally C 0 or globally C is the Hessian of u and f, g are given functions on Ω satisfying f ∈ C(Ω) with 0 < c 0 ≤ f ≤ c 1 for constants c 0 , c 1 ∈ R. We assume that g ∈ C(∂Ω) can be extended to a functiong ∈ C(Ω) which is convex in Ω. We prove that the problem: find u h ∈ V h , u h = g h on ∂Ω and (1.2)
has a piecewise strict convex solution u h which converges uniformly on compact subsets of Ω to the solution u of (1.1). Here g h denotes a suitable interpolant of g on ∂Ω which we take for simplicity to be the Lagrange interpolant of g on ∂Ω and T h denotes a quasi-uniform triangulation of the domain.
The proof that standard discretizations of the type considered in this paper do converge for non smooth solutions of the Monge-Ampère equation has been a long standing open problem. The easiest way to understand why this is true, is through the approach which consists in regularizing the exact solution [1] and Remark 7.3 below. However, the latter approach does not allow to prove the strict convexity of the discrete solutions which is necessary for the convergence of the iterative methods introduced in [2] .
Without loss of generality, in subsequent papers on the analysis of schemes for (1.1), one may assume that f and g are smooth. In fact, one can even also assume that the solution is smooth, as the techniques of this paper can be applied to handle the non smooth case. We first outline our methodology.
Let f m , g m ∈ C ∞ (Ω) such that 0 < c 2 ≤ f m ≤ c 3 , f m converges uniformly to f on Ω and g m converges uniformly tog on Ω. We consider the variational problem: find u m,h ∈ V h , u m,h = g m,h on ∂Ω and (1.3)
We take g m,h as the restriction to ∂Ω of the canonical interpolant in V h of g m .
We first prove that (1.3) has a piecewise convex solution u m,h which converges uniformly on compact subsets of Ω to the unique convex Aleksandrov solution of the problem
Moreover u m converges uniformly on compact subsets of Ω to the unique convex Aleksandrov solution of (1.1). Thus there exists a subsequence u m l ,h l such that u m l ,h l converges uniformly on compact subsets of Ω to the unique convex solution of (1.1).
We start by establishing that (1.4) has a smooth solution u ms on convex polygonal subdomains Ω s converging to Ω and with u ms converging uniformly on compact subsets to the unique continuous convex solution of (1.4). The discrete approximation u ms,h of u ms is also shown to converge uniformly on compact subsets to a convex solution u m,h of (1.3).
Since the process described above can be repeated for any family u m,h k where h k → 0 as k → ∞, any subsequence of u m,h k has a further subsequence which converges uniformly on compact subsets of Ω to the solution u. Thus u m,h converges uniformly on compact subsets of Ω to u. We will prove that there is a function u h such that as m → ∞, u m,h converges to u h uniformly on compact subsets of Ω as m → ∞ and in turn u h converges uniformly on compact subsets of Ω to u as h → 0. We show that u h solves (1.2).
The results we present are more natural with spaces of piecewise polynomials C 1 functions. These can be constructed using Argyris elements, the spline element method [2] or isogeometric analysis. However standard Lagrange elements are more popular. In that case the results follow naturally from the ones with C 1 functions, as we show in this paper. Thus the main part of the paper is devoted to C 1 approximations. However we do not necessary advocate the use of C 1 approximations.
To the best of our knowledge, a proven convergence result for the the numerical resolution of (1.1) via the notion of Aleksandrov solution was only considered in [15] for the two dimensional problem. The approach in [15] uses geometric arguments and is different from the one taken here.
We organize the paper as follows. In the next section, we introduce some notation and recall the notion of Aleksandrov solution of (1.1). In section 3 we use smooth and polygonal exhaustions of the domain to prove the existence of the smooth approximations u m and discuss the behavior of the discrete approximations. In section 4 we give the proof of our main claim for C 1 approximations, and with regularization of the data. In section 5 we prove the claim of convergence for C 0 approximations, and with regularization of the data. The general case without regularization of the data is treated in section 6. We conclude with some remarks.
Notation and preliminaries
2.1. General notation. For two subsets S and T of R d , we use the usual notation d(S, T ) for the distance between them. Moreover, diam S denotes the diameter of S.
We use the standard notation for the Sobolev spaces W k,p (Ω) with norms ||.|| k,p,Ω and semi-norm |.| k,p,Ω . In particular, H k (Ω) = W k,2 (Ω) and in this case, the norm and semi-norms will be denoted respectively by ||.|| k,Ω and |.| k,Ω . When there is no confusion about the domain Ω, we will omit the subscript Ω in the notation of the norms and semi-norms. We recall that H 1 0 (Ω) is the subspace of H 1 (Ω) of elements with vanishing trace on ∂Ω.
We make the usual convention of denoting constants by C but will occasionally index some constants. We assume that the triangulation T h (Ω) of the domain Ω is shape regular in the sense that there is a constant C > 0 such that for any element K, h K /ρ K ≤ C, where h K denotes the diameter of K and ρ K the radius of the largest ball contained in K. We also require the triangulation to be quasi-uniform in the sense that h/h min is bounded where h and h min are the maximum and minimum respectively of {h K , K ∈ T h }.
2.2.
Finite dimensional subspaces. We will need the broken Sobolev norms and semi-norms
with a similar notation for |v| t,p,h , ||v|| t,h and |v| t,h .
We let V h (Ω) denote a finite dimensional space of piecewise polynomial C r (Ω) functions, r = 0, 1, of local degree k ≥ 2, i.e., V h is a subspace of
where P k denotes the space of polynomials of degree less than or equal to k. We make the assumption that the following approximation properties hold:
where I h is an interpolation operator mapping the Sobolev space W l+1,p (Ω) into V h , 1 ≤ p ≤ ∞ and 0 ≤ t ≤ l ≤ k. We require that the constant C ap does not depend on h and v. We also make the assumption that the following inverse inequality holds
and for 0 ≤ l ≤ t, 1 ≤ p, q ≤ ∞. We require that the constant C inv be independent of h and v. The approximation property and inverse estimate assumptions are realized for standard finite element spaces [6] .
We will consider the restriction of the triangulation T h (Ω) to subdomains of Ω and will use without loss of generality the above norms notation for functions defined on these subdomains. For Ω ′ ⊂ Ω so that
the approximation property and inverse estimate assumptions also holds on V h (Ω ′ ) by a standard scaling argument, using the mapping associated with the element K ∈ T h , for the Lagrange finite element spaces and certain finite dimensional spaces of C 1 functions. For other spaces, one may make the assumption that the approximation property and inverse estimates assumptions hold on subdomains.
We assume that the finite element space V h has a basis which consist of functions with local support. Then by the shape regularity, quasi-uniformity and inverse estimates assumptions, we have [10] (2.3)
where the constant C depends only the dimension d (and parameters describing T h but independent of h).
Approximations of smooth solutions of the Monge-Ampère equation.
Next, we summarize the results of [2, 3] of estimates for finite element approximations of smooth solutions of (1.1).
where g s,h = I h (g s ) and I h denotes the interpolation operator into V h (Ω s ). Problem (2.4) has a piecewise convex solution u s,h with Proof. For each element K ∈ T h (Ω s ), by the embedding of
and the result follows.
The Aleksandrov solution.
In this part of the section, we recall the notion of Aleksandrov solution of (1.1) and state several results that will be needed in our analysis. We follow the presentation in [13] to which we refer for further details.
Let Ω be an open subset of R d . Given a real valued convex function v defined on Ω, the normal mapping of v, or subdifferential of v, is a set-valued mapping ∂v from Ω to the set of subsets of R d such that for any x 0 ∈ Ω,
Given E ⊂ Ω, we define ∂v(E) = ∪ x∈E ∂v(x) and denote by |E| the Lebesgue measure of E when the latter is measurable.
If v is a convex continuous function on Ω, the class
is a Borel σ-algebra and the set function we identify µ with f . We have
Remark 2.4. The assumption that g ∈ C(∂Ω) can be extended to a convex functioñ g ∈ C(Ω) can be removed if the domain Ω is uniformly convex, [13] .
We recall that for a convex function v in C 2 (Ω), the Monge-Ampère measure M[v] associated with v is given by
for all Borel sets E ⊂ Ω. Proof. For p j ∈ ∂u j (x) and x ∈ Ω, we have by [13, Lemma 3.2.1]
for a constant C independent of j. We conclude that the sequence u j is uniformly Lipschitz and hence equicontinuous on compact subsets of Ω. The result then follows from the Arzela-Ascoli theorem.
2.5. Approximations by solutions on subdomains. For a function g defined on ∂Ω, we denote by g * its convex envelope, i.e. the supremum of all convex functions below g. If g can be extended to a continuous convex function on Ω, then g * = g on ∂Ω.
Following [17] , we define a notion of convergence for functions defined on different subdomains. Recall that Ω ⊂ R d is bounded and convex. For a convex function v : Ω → R, its upper graph V is given by
For a function g : ∂Ω → R, its upper graph is given by
Let Ω s ⊂ Ω be a sequence of convex domains and let u s : Ω s → R be a sequence of convex functions on Ω s . We write u s → u if the corresponding upper graphs converge in the Hausdorff distance. Similarly, for a sequence g s : ∂Ω s → R, we say that g s → g if the corresponding upper graphs converge in the Hausdorff distance.
Finally, let f s : Ω s → R and f : Ω → R. We write f s → f if the f s are uniformly bounded and f s converges to f uniformly on compact subsets of Ω. We have
where g * denotes the convex envelope of g on ∂Ω.
In particular if g can be extended to a continuous convex function on Ω, u = g on ∂Ω.
We also remark that if Ω is strictly convex, we obtain u = g on ∂Ω, see [17] .
If X is a compact metric space and f s : X → R converges uniformly to f : X → R on X, then the upper graph of f s converge to the upper graph of f in the Hausdorff distance. This can be seem for example as a consequence of [12, Exercise 9 .40 ].
On the other hand if v s is a sequence of piecewise convex functions which converge on Ω to a (piecewise) convex function v with upper graph V , we can extend v canonically to the boundary by taking the function on ∂Ω with upper graph V ∩ ∂Ω ∩ R. Thus v s converges to v in the Hausdorff distance.
We give the proof of a classical approximation result for Monge-Ampère equations.
Then u m converges (up to a subsequence) uniformly on compact subsets of Ω to the unique convex solution u of (1.1).
Proof. By convexity of u m , we have
for a constant C > 0. 
where c n is a constant which depends only on n and we note that f m is uniformly bounded on Ω. It follows that the sequence u m is bounded below on Ω m .
By Lemma 2.9, the sequence u m being bounded has a pointwise convergent subsequence, also denoted by u m , to a limit function v. But since u m is a sequence of convex functions on Ω m , and Ω m increases to Ω, the limit function v is a convex function on Ω and the convergence is uniform on compact subsets of Ω. It turns out that for Lemma 2. 
Moreover, since Ω is bounded and ||f m || 0,∞ ≤ C for all m, we have
This concludes the proof.
2.7.
Useful facts about convex functions. It is known that the pointwise limit of a sequence of convex functions is convex. It follows that the pointwise limit of a sequence of piecewise convex functions is also piecewise convex.
Also, every pointwise convergent sequence of convex functions converges uniformly on compact subsets. See for example [4, Remark 1 p. 129 ]. The result immediately extends to a sequence of piecewise convex functions.
Smooth and polygonal exhaustions of the domain
It is known from [5] for example that there exists a sequence of smooth uniformly convex domains Ω s increasing to Ω, i.e. Ω s ⊂ Ω s+1 ⊂ Ω and d(∂Ω s , ∂Ω) → 0 as s → ∞. An explicit construction of the sequence Ω s in the special case Ω = (0, 1) 2 can be found in [18] .
Recall that f m and g m are C ∞ (Ω) functions such that f m ≥ c 2 > 0, f m → f and g m →g uniformly on Ω. Thus the sequences f m and g m are uniformly bounded on Ω. The sequences f m and g m may be constructed by extending the given functions to a slightly larger domain preserving the property f ≥ C > 0 for some constant C and apply a standard mollification. By [7] , the problem det
has a unique convex solution u ms ∈ C ∞ (Ω s ). By Theorem 2.12, as s → ∞, the sequence u ms converges uniformly on compact subsets of Ω to the unique convex solution u m ∈ C(Ω) of the problem (1.4).
We define
Note that K ∩Ω s for K ∈ T h is not necessarily a simplex. The triangulation of Ω s thus involves "curved elements". The approximation property (2.1) and inverse estimate (2.2) still holds on Ω sh (since they hold on Ω h ) and therefore we can use the results of section 2.3.
Note also that as s → ∞, Ω sh is a sequence of convex domains increasing to Ω and Ω sh = Ω s . We have Proof. Since u ms is smooth on Ω s , Theorem 2.1 yields an approximating piecewise convex solution u ms,h in V h (Ω sh ) of the problem:
for a constant C ms . Arguing as in Corollary 2.2, we have on each element K of Ω sh ,
For fixed m and s, u ms,h converges uniformly to u ms on compact subsets of Ω as h → 0. Recall that for a fixed m, u ms converges uniformly to u m on compact subsets of Ω as s → ∞. Now, let K denotes a compact subset of Ω. There exists s 0 such that
Choose also h l such that for all h ≤ h l ,
We then obtain a subsequence u ms l ,h l which converges uniformly on K to u m as l → ∞. The same arguments shows that any sequence u ms l ,h l has a further subsequence which converges uniformly on K to u m as l → ∞. We conclude that for a fixed m, u ms,h converges uniformly on K to u m as s → ∞ and h → 0.
We now assume that h is fixed. On each compact subset, the sequence in s of piecewise convex functions u ms,h is uniformly bounded and hence by Lemma 2.9 has a convergent subsequence also denoted by u ms,h which converges pointwise to a function u m,h . The argument has to be done in the interior on each element of T h and on inter elements where u ms,h is also piecewise convex. The function u m,h is piecewise convex as the pointwise limit of piecewise convex functions.
Next, we note that for a fixed h, u ms,h is a piecewise polynomial in the variable x of fixed degree k and convergence of polynomials is equivalent to convergence of their coefficients. Thus u m,h is a piecewise polynomial of degree k. Moreover, the continuity conditions on u ms,h are linear equations involving its coefficients. Thus u m,h has the same continuity property as u ms,h . In other words u m,h ∈ V h .
Finally, since u m,h is a piecewise convex polynomial, it is continuous up to the boundary and thus we have on ∂Ω, u m,h = I h (u m ) = I h (g m ).
Using the same subsequence argument above, it follows that for any sequence h l → 0, u m,h l has a further subsequence which converges uniformly on compact subsets of Ω to u m . We conclude the uniform convergence on compact subsets of Ω of u m,h to u m as h → 0.
By the interpolation property (2.1), I h (g m ) converges uniformly to g m on ∂Ω as h → 0. Therefore g m,h → g m uniformly on ∂Ω.
The key idea in the proof of the above theorem is that if u m is a sequence of piecewise convex functions which converges to u uniformly on compact subsets of Ω and u ms is a sequence of piecewise convex functions converging to u m uniformly on compact subsets of Ω as s → ∞, then the double sequence u ms converges to u uniformly on compact subsets of Ω and there exists a function u s such that as m → ∞ u ms converges to u s uniformly on compact subsets of Ω and in turn u s converges to u uniformly on compact subsets of Ω. We will refer to this argument as a subsequence argument.
It remains to prove that u m,h solves the variational formulation (1.3).
4.
Convergence of the discretization for C 1 approximations.
The goal of this section is to prove that (1.3) has a solution in the case where the approximation space V h is a space of C 1 functions. Then Problem 3.3 can be written
To see that the left hand side of the above equation is well defined, one may proceed as in [2] . In addition the discrete solution u ms,h being piecewise convex and C 1 is convex, c.f. [8, section 5 ] . We define
We can then view u ms,h as the solution (in the sense of Aleksandrov) of the MongeAmpère equation
weakly as measures as s l → ∞. Then by Lemma 2.14 we get for
It remains to prove that as
This is essentially what is proved in the next theorem (1.1) .
By (2.3)
with the constant C independent of s.
(Ω), let v l be a sequence of infinitely differentiable functions with compact support such that ||v l − v|| 1,2 → 0 as l → ∞. If necessary by taking subsequences, we may assume that the support of v l is contained in Ω s l .
We have using (4.1)
and Ω s l h increases to Ω as s l → ∞, f m is uniformly bounded on Ω. We therefore have (4.6)
By (4.3), we get (4.7)
Finally, since v ∈ V h , we have I h (v) = v and hence
By Schwarz inequality and (2.1)
Arguing again as in (4.7), it follows that (4.8)
By the unicity of the limit that
That is, the limit u m,h solves (1.3). The existence of a solution to (1.3) is proved. The convergence of the discretization follows from Theorem 3.1.
Convergence of the discretization for C 0 approximations
The arguments of the proof of Theorem 4.1 extends to the case of
It remains to show that
For this we need an extension of Lemma 2.14 to piecewise convex functions. This is the subject of Theorem 5.2 below. We conclude that the analogue of Theorem 4.1 holds for C 0 approximations as well, i.e. the following theorem holds. 
for all continuous functions v with compact support in O.
Equivalently, see [11, section 1.9] ,
Assume Ω open and convex. We make the assumption that Ω is the finite union of closed subsets K with nonempty interiors. Let u be a piecewise polynomial, piecewise C 2 on Ω and denote by D 2 u (by an abuse of notation) its piecewise Hessian.
We want to extend the weak convergence result of Monge-Ampère measures to piecewise convex functions. We first define new notions of Monge-Ampère measures for piecewise convex functions.
5.1.
Partial normal mapping associated with a piecewise convex function. We define
We do not define N u (x 0 ) for x 0 ∈ ∂K. Given E ⊂ Ω, we define
and the partial Monge-Ampère measure associated to a piecewise convex function u as
We will also use the notation det D 2 u for M[u](E) when u is piecewise convex. 
Thus by (5.2) and (5.4)
Next, let C ⊂ Ω be compact. We recall that C ∩
Thus by (5.2) and (5.3)
This completes the proof.
Convergence of the discretization without regularization of the data
We have Theorem 6.1. Problem (1.2) has a piecewise convex solution u h and u h converges uniformly on compact subsets of Ω to the solution u of (1.1) as h → 0.
Proof. It is easily seen that for any family u m,h k where h k → 0 as k → ∞, any subsequence of u m,h k has a further subsequence which converges uniformly on compact subsets of Ω to the solution u. Thus u m,h converges uniformly on compact subsets of Ω to u. It follows, by Lemma 2.9, that there is a function u h such that as m → ∞, u m,h converges to u h uniformly on compact subsets of Ω as m → ∞.
Again, by the continuity of the eigenvalues of a matrix as a function of its Hessian, the limit u h is also piecewise convex.
By a subsequence argument as in the proof of Theorem 3.1, in turn u h converges uniformly on compact subsets of Ω to u as h → 0. Similarly g m,h converges as m → ∞ pointwise to a function g h on ∂Ω which in turns converges to g pointwise on ∂Ω as h → 0. To see that g h is the Lagrange interpolant g h of g on ∂Ω, recall that the coefficients of g h are obtained by solving an equation Gx = b, for an invertible matrix G and where the coefficients of b are obtained from the values of g at the Lagrange points. When V h is the Lagrange finite element space, the result follows since g m converges to g on ∂Ω.
In general, without loss of generality, we may assume that the degrees of freedom used to define I h include the Lagrange points or we may use a suitable interpolation operator which only takes into account the degrees of freedom of V h which do not involve derivatives.
As for the proof of Theorem 3.1, u h ∈ V h and by the weak convergence result of Theorem 5.2 and the weak convergence of f m to f , the limit u h solves the problem (1.2).
Concluding remarks
We make the abuse of notation of denoting by D 2 w h the piecewise Hessian of
7.1. Strict piecewise convexity of the discrete solution. It was not necessary to emphasize the strict piecewise convexity of the approximations in the previous sections. Recall that f ≥ c 0 > 0. Since f m converges uniformly to f on Ω, we may also assume that f m is uniformly bounded below by a constant c 2 and above by a constant c 3 . We know from [3, 2] that the discrete solution u ms,h is strictly convex with λ 1 (D 2 u ms,h ) ≥ c 00 and det D 2 u ms,h ≥ c 00 for a constant c 00 which depends on c 2 , c 3 the lower and upper bounds of f m on Ω and is independent of h.
Since u ms,h is a piecewise polynomial, and u m,h is the pointwise limit of a subsequence of u ms,h , and convergence of polynomials is equivalent to convergence of their coefficients, we conclude that D 2 u m,h is positive definite, where D 2 u m,h is computed element by element. The same arguments apply to the discrete solution u h which is therefore piecewise strictly convex.
7.2.
Uniqueness of the C 1 discrete solution. In the case of C 1 approximations, there is a unique solution in a sufficiently small neighborhood of u h .
Define B ρ (u h ) = { w h ∈ V h , ||w h − u h || 2,∞ ≤ ρ }. Then since λ 1 (D 2 u h ) ≥ c 00 , by the continuity of the eigenvalues of a matrix as a function of its entries, w h is strictly convex for ρ sufficiently small and ρ independent of h.
Let then u h and v h be two solutions of (1.1) in B ρ (u h ). By the mean value theorem, see for example [2] , we have for
For each t ∈ [0, 1], (1 − t)v h + tu h ∈ B ρ (u h ) and is therefore strictly convex, that is
, C > 0. Since u h = v h = g h on ∂Ω, we have v h − u h = 0 on ∂Ω and so integrating both sides, we obtain |v h − u h | 1 = 0. But u h = v h = g h on ∂Ω and therefore u h = v h .
For the uniqueness of the C 0 approximation, one would have to repeat the fixed point argument of [3] which were written under the assumption that u is smooth strictly convex. Similar arguments would apply for u h and in B ρ (u h ).
7.3.
A different approach based on regularizing the solution. The results of this paper can also be obtained through the approach in [1] . We now assume that f ≥ 0. Let u ǫ , ǫ > 0 be a C ∞ (Ω) strictly convex function such that u ǫ converges uniformly to u on compact subsets of Ω and f ǫ = det D 2 u ǫ converges weaky to f as measures. We refer to [1] for the construction of the family u ǫ . Put g ǫ = u ǫ | ∂Ω and g ǫ,h = I h g ǫ . Then the problem: find u ǫ,h ∈ V h , u ǫ,h = g ǫ,h on ∂Ω and
has a unique solution u ǫ,h in a sufficiently small neighborhood of I h u ǫ . Arguing as in the proof of [1, Theorem 4.3] , the family u ǫ,h converges uniformly to u on compact subsets of Ω. Therefore, by Lemma 2.9, there exists a function u h defined on Ω such that u ǫ,h converges uniformly to u h on compact subsets of Ω as ǫ → 0 and u h converges uniformly to u on compact subsets of Ω as h → 0. Moreover g ǫ,h converges as ǫ → 0 pointwise to a functionĝ h on ∂Ω which in turns converges to g pointwise on ∂Ω as h → 0. The same reasoning as in the proof of Theorem 6.1 shows thatĝ h can be taken as the Lagrange interpolant of g on ∂Ω.
As for the proof of Theorem 3.1, u h ∈ V h and by the weak convergence result of Theorem 5.2 and the weak convergence of f ǫ to f , the limit u h solves the problem (1.2). As pointed out in [1, Remark 4.4] , the function u ǫ constructed in [1] has smallest eigenvalue which converges to 0 as ǫ → 0. Thus the strict convexity of u h cannot be guaranteed in that framework.
