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Abstract
Online quantum state learning is a recently proposed problem by Aaronson et
al. (2018), where the learner sequentially predicts n-qubit quantum states based
on given measurements on states and noisy outcomes. In the previous work, the
algorithms are worst-case optimal in general, but fail in achieving tighter bounds
in certain simpler or more practical cases. In this paper, we develop algorithms to
advance the online learning of quantum states. First, we show that Regularized
Follow-the-Leader (RFTL) method with Tallis-2 entropy can achieve an O(
√
MT )
total loss with perfect hindsight on the first T measurements with maximum rank
M . This regret bound depends only on the maximum rank M of measurements
rather than the number of qubits, which takes advantage of low-rank measurements.
Second, we propose a parameter-free algorithm based on a classical adjusting
learning rate schedule that can achieve a regret depending on the loss of best states
in hindsight, which takes advantage of low noisy outcomes. Besides these more
adaptive bounds, we also show that our RFTL with Tallis-2 entropy algorithm can
be implemented efficiently on near-term quantum computing devices, which is not
achievable in previous works.
1 Introduction
Major academic and industry efforts are currently in progress to realize scalable quantum hardware
and develop powerful quantum software. Quantum computers are expected to have significant
applications in solving intractable problems in areas including optimization, chemistry, security, and
machine learning. On the other hand, machine learning theories may also help us better solve the
problems in quantum computation [BWP+17, DB18, CHI+18]. One of the most fundamental topics
in quantum computation and quantum information is to learn an unknown quantum state. Sufficient
knowledge of a quantum state is in particular vital and indispensable in verification and identification
of experimental outcomes on near-term quantum devices.
Suppose we have a quantum device or a physical process that could produce a quantum state. By
using the device repeatedly, we can prepare many copies of the state and can then measure each copy.
The goal of quantum state learning is to learn an approximate description of the state based on various
measurement outcomes. To obtain a full characterization of an unknown quantum state, the most
well-known approach is to do quantum state tomography [NC10], which is of great practical and
theoretical importance. To be specific, the goal of state tomography is to reconstruct the full density
matrix that approximates the target unknown state ρ within ε in trace distance. In general, a n-qubit
quantum state is described by roughly 22n real parameters, and a full tomography of these parameters
is quite costly. Fully reconstruction of an unknown state in the worst-case costs exponential copies
of the state [OW16, HHJ+17]. The cost for tomography of an arbitrary 50-qubit state is already
prohibitively expensive.
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However, some side information with respect to measurements is sufficient in some applications.
Therefore, [Aar07] considered how well a quantum state ρ can be learned from the results of
measurements. The goal of this setting is to construct a quantum state σ that has roughly the same
expectation value as the target state ρ for a collection of two-outcome measurements. Recently,
[Aar18] considered the problem of shadow tomography, where the learner aims to output Tr(Ejρ)
up to an additive error. Under this setting, [Aar18] showed that the required number of copies of the
unknown state is nearly linear to the number of qubits and poly-logarithmic in terms of the number
of the measurements.
One drawback of the above learning methods is the assumption that the sample measurements are
drawn independently from some probability distribution, which is unrealistic in practice and fails to
work for adversarial environments. Such an assumption does not always hold since the environment
in experiments may change over time. It is thus desirable to design quantum learning algorithms that
work in a more general model with sequential or even adversarial data.
The online learning theory [SS11, Haz16] represents a powerful tool to handle adversarial sequential
data, which has a profound impact on machine learning. Inspired by the success of online learning,
developing their quantum counterparts is a natural and essential topic in the emerging field of quantum
machine learning. Recently, [ACH+18] proposed the model of online quantum states learning to
overcome the above drawback of the i.i.d. assumption and deal with sequential data. In the online
learning model, the data of measurements and losses are provided sequentially, and the referee is able
to choose the measurement operator even adversarially. The leaner predicts a series of quantum states
interactively in the learning process. The goal is to minimize the regret, which is the difference in the
total loss between the learning algorithm and the best hypothesis quantum state in hindsight.
In this paper, we focus on the problem of online quantum state learning and consider more practical
and adaptive cases. First, existing online learning algorithms are entirely classical, so we here
consider a quantum algorithm that can be efficiently implemented on near-term quantum devices.
Besides, most existing algorithms are proven to be worst-case optimal, but they would not perform
well when dealing with a practical problem that is probably not the worst case or even relatively easy.
Here we consider several common quantum computing assumptions:
• First, the existing algorithms assume that the rank of the measurement operator is arbitrary
and unknown, while in practice, the rank might be low and known in advance.
• Second, the existing algorithms fail in adapting to the case when the loss of the best quantum
state in hindsight is small. In quantum, this happens when each round we are allowed to
measure a large batch of states copies each gives a binary outcome, and therefore the average
we observed will close to the true "Yes" probability. This includes the special "realizable"
case where the feedback is always the real "Yes" probability, which means the loss of best
quantum states in hindsight is always zero.
In this work, we propose several algorithms to address those problems.
• We propose the Regulerized Follow-the-Leader (RFTL) algorithm with Tallis-2 Entropy that
achieves the regret in term of measurement rank M as O(
√
MT ). Moreover, we propose a
variational quantum algorithm that can achieve the same result on the near-term quantum
device. (Section 3)
• When the loss is L2-norm, we provide a parameter-free learning rate adjusting strategy,
which helps both RFTL with von Neumann entropy and Matrix Exponentiated Gradient
(MEG) updating methods to achieve a so-called "small loss" bound O˜
(√
nL∗ + n
)
, where
L∗ is the loss of the best quantum state in hindsight and is formally defined in Eq. (6). Notice
that [ACH+18] provides a worst-case optimal algorithm based on RFTL with von-Neumann
entropy, but whether we can obtain a "small loss" bound using the same algorithm remains
open. In addition, [TRK05] shows that MEG can achieve such a "small loss" bound only
when L∗ is known in advance, and the adversary is oblivious. Therefore, our result is strictly
better than these two. (Section 4)
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2 Preliminaries and Problem Description
Quantum states In quantum computing, a quantum bit (or qubit) could be in a superposition of 0
and 1, which is different with the classical bit in a deterministic state of either 0 or 1. Generally, any
quantum data can be represented by quantum states over some space X (e.g., X = Cd). The pure
states and mixed states can be unitedly described by a mathematical tool called density matrix (or
density operator), which is a positive semidefinite matrix (i.e., ρ ≥ 0) with trace one (i.e., Tr ρ = 1).
The set of d-dimensional quantum states is denoted by Sd. A quantum state is pure if Rank(ρ) = 1;
otherwise it is a mixed state. Particularly, a pure state can be represented by a unit vector in the sense
that ρ = |ψ〉〈ψ| with |ψ〉 ∈ Cd and 〈ψ| = |ψ〉†, where † refers to conjugate transpose. Quantum
states on a composed system of X and Y can be described by density operators over the tensor (or
Kronecker) product space X ⊗ Y . For a bipartite state ρXY , its marginal state ρX on system X can
characterized via the partial trace function TrY (·), i.e., ρX = TrY (ρXY ).
Two-outcome measurements Two-outcome measurement Quantum measurement is a means to
extract classical (observable) information from a quantum state. When applying a two-outcome
measurement to a quantum state, it succeeds with a specific probability. Mathematically, a two-
outcome measurement could be described by a Hermitian matrix E with eigenvalues in [0, 1]. When
applying E to a quantum state ρ, it outputs a successful result “Yes” with probability TrEρ and a
rejected result “No” with probability 1− TrEρ.
Frobenius norm and its dual Given two complex vector spaces X = Cd and Y = Cm, we denote
the space of all linear operators of the form A : X → Y as L(X ,Y). The notation L(X ) is shorthand
for L(X ,X ). An inner product on L(X ,Y) is defined as 〈A,B〉 = Tr (A†B), where A† is the
conjugate transpose of A.
For X = Cd,Y = Cm, and any operator A ∈ L(X ,Y), the Frobenius norm is defined as
‖A‖2 =
√
Tr(A†A). (1)
This norm corresponds precisely to the 2-norm of the vector of singular values of A. In particular, for
a Hermitian operator A (A = A†), its the Frobenius norm simplifies to ‖A‖2 =
√
TrA2. Moreover,
the dual norm of the Frobenius norm is itself, i.e., ‖A‖∗2 = ‖A‖2.
Tsallis entropy For a quantum state ρ, the quantum Tsallis entropy is defined as follows
Sq(ρ) :=
1
1− q (Tr (ρ
q)− 1) , q ∈ (0, 1) ∪ (1,∞). (2)
In particular, the Tsallis-2 entropy is closely connected to the Frobenius norm in the sense that
S2(ρ) = 1− Tr ρ2 = 1− ‖ρ‖22. (3)
Online learning and problem set-up Online quantum state learning is a sequential prediction
process with interactions between a player and a referee or adversary over T rounds. Suppose there
is an underlying unknown state ρ to be learned. At the round t, the player predicts a quantum state ωt.
At the same time, the referee or adversary adaptively chooses and reveals a two-outcome measurement
Et and an outcome feedback bt, based on the learner’s strategy and the past history. Here bt could
be the exact value or an approximate value of `t(TrEtρ) with random noise, but is allowed to be
arbitrary in general. At the end of this round, the player suffers a loss
`t(TrEtωt), (4)
where `t is a loss function. As a convention in online learning, we assume the loss function `t is
convex andL-Lipschitz. Important examples of loss functions areL1 loss defined as `t(z) := |z − bt|,
and L2 loss defined as `t(z) := (z − bt)2.
The regret is the difference in the total loss between the learning algorithm and the best hypothesis
state in hindsight. Notice that this best hypothesis state in hindsight might be close but different from
ρ when feedback bt is noisy. Formally this is captured by the notion of regret RegT , defined as
RegT :=
T∑
t=1
`t(TrEtωt)− min
ω∈Sn
T∑
t=1
`t(TrEtω). (5)
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In this paper, we also consider the setting in which there are constraints on the measurement operators.
For example, in the limited-rank setting, the sequence of two-outcome measurements Et can be
arbitrary but with limited rank M , i.e., Rank(Et) ≤ M , ∀t. The limited-rank measurements are
extensively considered and studied in the literature [BCL01, JKL+03, EF02].
In addition, we also consider the regret in terms of the loss of best hypothesis state in hindsight L∗T
defined as
L∗T = min
ω∈Sn
T∑
t=1
`t(TrEtω), (6)
instead of the regret in terms of T . In online learning, we usually call such regret form "small loss"
bound. Some previous works about this small loss include [dRvEGK13] and [TRK05].
3 Learning with Tsallis-2 regularizer
3.1 RFTL algorithm with Tsallis-2 regularizer and results
We first follow the template of the Regularized Follow-the-Leader (RFTL) algorithm (see, e.g.,[Haz16,
SSS07, AHR09]). In particular, we choose the Tsallis-2 entropy as the regularization term (or
regularizer), while previous approach [ACH+18] utilizes the von Neumann entropy.
Algorithm 1 RFTL algorithm with Tsallis-2 regularizer
1: Input: number of rounds T , η < 12 , dimension d.
2: Set ω1 = I/d
3: for t = 1, . . . , T do
4: Predict ωt. Consider the loss function `t and compute∇t = `′t(TrEtωt)Et.
5: Update ωt+1 via solving the following optimization
ωt+1 = arg min
ω∈Sd
{
η
t∑
s=1
Tr (∇sω)− S2(ω)
}
(7)
6: end for
Proposition 1 The updated state ωt in Eq. (7) can be solved via seimidefinite programming.
Semidefinite programs [VB96] can be solved efficiently by polynomial-time algorithms [Kha80,
AHK05, AK07, AHK12] and have many applications in combinatorial optimization and quantum
information (e.g., [JJUW11, Wat09, WWS20]). Therefore the updated state ωt in Eq. (7) can be
computed efficiently in polynomial time in the dimension of the state. The CVX software [GB08]
allows us to compute SDPs in practice.
We remark that Algorithm 1 is more practical on near-term quantum computers than previous online
learning methods [ACH+18, YJZS20] in the sense that the predicted state ωt in Eq. (7) can be
prepared using parameterized quantum circuits. We discuss the details in Section 3.2.
Furthermore, we show that Algorithm 1 achieves an O(
√
T ) regret bound, which is stated formally
in Theorem 2. A detailed proof is provided in Appendix A.
Theorem 2 Suppose that the maximum Frobenius norm of {Et}Tt=1 is λ, i.e., λ = maxt ‖Et‖2. By
setting η = 1
Lλ
√
T
the regret of Algorithm 1 is bounded by
RegT ≤ 2Lλ
√
T . (8)
where T is the number of rounds and L is the Lipschitz constant of the loss function.
This theoretical bound on the regret provides powerful and flexible estimations on the performance of
Algorithm 1. On one hand, it achieves an O(
√
T ) regret bound, and thus the average regret per round
is approaching to 0 when T goes to infinity. On the other hand, it could assess the performance of
4
regret for measurement operators with specific constraints or conditions. This is well-motivated due
to two reasons. First, practically, the ability to perform measurements is limited, and there are usually
technical limitations with the near-term quantum hardware. Second, theoretically, there are particular
classes of measurements of great interest, such as projective or von Neumann measurements. In the
following Corollary, we apply our estimation of regret to the case of limited-rank measurements and
then generalize the estimation for general measurements.
Corollary 3 Suppose that the rank of each measurement operators is bounded by M . Then by setting
η = 1
L
√
TM
, the regret of Algorithm 1 satisfies that
RegT ≤ 2L
√
MT. (9)
For general measurement operators, we have
RegT ≤ 2L
√
dT . (10)
Remark 1 We remark that the Online Gradient Descent (OGD) algorithm proposed in [YJZS20]
could also achieve the same regret bound as the RFTL method with Tsallis-2 regularizer by more
careful analysis. But their algorithm is less efficient than ours, and they haven’t discussed its
implementation on quantum computing devices.
3.2 Variational quantum algorithm for state prediction
We further introduce a variational quantum algorithm to generate the state in Eq. (7). In particular,
the Tsallis-2 regularizer can be estimated efficiently via the well-known Swap Test [BCWdW01,
GC01] or the recently developed Destructive Swap Test [SCC19], which allows us to compute
the state overlap between two quantum states ρ and σ. Compared to the general Swap test, the
Destructive Swap Test is more practical on near-term devices such as IBM’s and Rigetti’s quantum
computers [CBSG17, SCZ16], since it is ancilla-free and costs less circuit depth and the number of
the gates. More details could be found in [SCC19]. Therefore, we introduce the following variational
quantum algorithm for state prediction, which could be implemented on near-term quantum devices.
Algorithm 2 Variational quantum algorithm for state prediction
1: Input: choose the ansatz of unitary U(θ), tolerance ε, and initial parameters of θ;
2: Apply U(θ) to three copies of the initial state |00〉AR, and obtain three copies of the marginal
states ρA1 = ρA2 = ρA3 = TrR U(θ)|00〉〈00|ARU(θ)†;
3: Compute Tr(HρA1) and update cost function L1 = Tr(HρA1), with H = η
∑t−1
s=1 Tr (∇sρA1);
4: Compute the state overlap Tr(ρA2ρA3) and update the cost function L2 = Tr(ρA2ρA3)− 1;
5: Perform optimization of L(θ) = L1 + L2 and update parameters of θ;
6: Repeat 2-5 until the cost function F2(θ) converges with tolerance ε;
7: Output the state ρout = TrR U(θ)|00〉〈00|ARU(θ)†;
4 Learning for small loss Bounds
Recall that L∗T = minω∈Sd
∑T
t=1 `t(TrEtω). The existing results in [ACH
+18] and our previous
results deal with the worst-case data where the adversary is fully adaptive to the learner’s strategy,
which means that the L∗T can be as large as T if bt is chosen arbitrarily. In reality, however, the feed-
back bt usually comes from the empirical mean of outcomes from single or multiple measurements
we implement at each round. In particular, if we are allowed to have a relatively large amount of state
copies to measure at each round, then the difference between bt and Tr(Etρ) will be small, which
means L∗T is small. So the motivation is to design a more adaptive algorithm that can achieve small
regret in such an easier case.
In this section, we obtain a "small loss" bound for L2 norm, which means that the regret bound
depends on L∗T instead of on T , so that the regret is small when L
∗
T is small.
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4.1 Small loss bound algorithm and results
Algorithm 3 Doubling Trick for MEG and RFTL-vonNeumann
1: Input: number of rounds T , η < 12 , dimension d.
2: Set T1 = 1, t = 1.
3: for β = 1, 2, . . . do {β indexes a block}
4: Set ηβ = min{
√
n ln 2
2β+1
, 12}
5: while t ≤ T do
6: if t 6= Tβ then
7: OPTION I: predict ωt ← MEGUPDATE (ωt−1,∇t−1, ηβ)
8: OPTION II: predict ωt ← RFTLUPDATE
({∇s}s∈[Tβ ,t−1], ηβ)
9: else
10: predict ωt ← 2−nI
11: end if
12: Compute∇t = 2 (Tr(Etωt)− bt)Et
13: Update the cumulative loss inside current block Lβ =
∑t
s=Tβ
`s(TrEsωs)
14: if Lβ ≥ 2β then
15: Tβ+1 ← t+ 1, t← t+ 1 {Tβ represent the start time of block β}
16: break
17: end if
18: t← t+ 1
19: end while
20: end for
The authors of [TRK05] show that Matrix Exponentiated Gradient (MEG) updates can achieve
the optimal small loss bound O
(√
nL∗T + n
)
with a pre-selected learning rate η = O(
√
n
L∗T
).
Unfortunately, in practice, L∗T is usually unknown and can even be chosen adaptively by the adversary
during the learning process.
Here we show a parameter-free small loss algorithm for both MEG and RFTL-vonNeumann by using
a doubling trick to adjust the learning rate. The main idea is to use the cumulative loss
∑t
s=1 `s(ωs)
as a proxy for the target hindsight loss L∗T . But directly choosing ηt =
n∑t
s=1 `s(TrEsωs)
will
cause unstable updates of ωt. Therefore, we divide the time horizon into several blocks. Each
time the cumulative loss within block β exceeds 2β , the algorithm restarts into a new block as
shown in line 14 and updates the learning rate as shown in line 4, so that ηt always stays between[√
n ln 2∑t
s=1 `s(TrEsωs)+1
,
√
2n ln 2∑t
s=1 `s(TrEsωs)+1
]
, except the first several blocks.
Algorithm 4 MEGUPDATE(ωt−1,∇t−1, ηt)
1: Gt ← logωt−1 − ηt∇t−1
2: ωt ← exp(Gt)Tr(exp(Gt))
3: Return ωt
Algorithm 5 RFTLUPDATE
({∇s}s∈[Tβ ,t−1], ηt)
1: ωt ← argminω∈Sd
{
ηt
∑t−1
s=Tβ
(∇sω) + Tr(ω logω)
}
2: Return ωt
Theorem 4 Let E1, E2, . . . be a sequence of adaptively chosen two-outcome measurements on an
n-qubit state presented to learner. The sequence of losses is defined as `t(z) = (z − bt)2, where bt
can also be chosen adaptively and will be presented be learner. Then algorithm 3 with either update
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method guarantees a near-optimal regret
RegT ≤ O
(√
nL∗T log T + n log T
)
.
Corollary 5 When L∗T = 0, which is the realizable case, the regret becomes O(n log T ). This almost
matches the lower bound Ω(n) stated in [ACH+18].
4.2 Regret Analysis
The first key step is to get the following lemma, which is inspired by [TRK05], [YFT19].
Lemma 6 Given the loss function `t(z) = (z − bt)2 with measurement operator −I ≤ Et ≤ I. If
ωt is the result of MEGUPDATE or RFTLUPDATE with learning rate η ∈ (0, 12 ), then for any
state ρ,
η`t−1(TrEt−1ωt−1)− η
1− 2η `t−1(TrEt−1ρ) ≤ B(ρ‖ωt−1)−B(ρ‖ωt)
whereB(X‖Y ) = Tr (X lnX −X lnY ), which is the Bregman divergence of von Neumann entropy.
Remark 2 This lemma indicates that MEG and RFTL-vonNeumann is inherently similar. Note that
MEG is modified from online mirror descent (OMD) with von Neumann Entropy and RFTL is well
known to have a strong connection to OMD (see, e.g., [Haz16, SSS07, AHR09]). So this lemma
matches our intuition behind this connection.
Then for any block β except the last one, by rearranging the equation in Lemma 6 and summing up
all the losses within block β, we have
Tβ+1−1∑
t=Tβ
`t(TrEtωt)− `t(TrEtρ) ≤ 1
ηβ
max
ρ
{
B(ρ‖2−nI)}+ 2ηβ Tβ+1−1∑
t=Tβ
`t(TrEtωt)
Our learning rate adjusting strategy guarantees that this is always upper bounded by
O
(√∑Tβ+1−1
t=Tβ
`t(TrEtωt)
)
. So by summing up the losses over all blocks gives us the result.
We postpone a complete version of proof to Appendix B.
5 Numerical experiments
In this section, we evaluate the RFTL-Tallis-2 and Doubling Trick algorithms with a series of
numerical experiments. For the first algorithm, we compare the performances of RFTL-Tallis-2 under
the full rank measurement and 1-rank measurement, to the performances of RFTL-vonNeumann
under those two measurements; For the second algorithm, we compare the performances of RFTL-
vonNeumann and MEG equipped with doubling trick (TD) learning rate adjustment strategy to those
unequipped.
Feedbacks Suppose there is an underlying unknown quantum state ρ, pure or mixed, to be learned.
We first consider the noiseless realizable setting for both algorithms. In each round, the learner will
observe bt = Tr(Etρ), which is the exact probability of getting "Yes" measurement outcome. In
addition, we also consider the noisy non-realizable settings for the small loss experiment. To be
specific, we assume that a certain state copy is available for testing at each round, and each test will
give us a Bernoulli feedback with "Yes" probability Tr(Etρ), with some added small noise. Here we
choose the parameters 100 state copies and 0.05 ∗N(0, 0.1) Gaussian noise.
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Adversary’s data generation strategy For the adaptive adverserial setting, generating a worst-
case data sequence to fool an algorithm is challenging. Here we first use the same method in [YJZS20]
to generate Et = arg maxE (Tr(E(ωt − ρ)))2 at each round. Moreover, we observe that rank-1
measurement can only maximize the loss in one direction. So if we randomly generate a mixed state
ρ, then the losses in rank-1 measurement settings are likely to be much smaller than ones in full rank
measurement settings, which is not easy for numerical comparison. Therefore we set ρ to be pure so
that the spectral norm of ωt − ρ becomes larger than that in the mixed state case, and therefore the
losses are of the same order of magnitude as those in full rank measurement settings.
Other parameters We choose the L2 norm loss. We take the number of qubits n = 4, so the
dimension of the density matrices is 16 × 16. For each experiment, we run for 100 trials with
randomly generated target states ρ and report the average curves.
5.1 Experiment Results
The first experimental results are illustrated in Figure 1 (a). It is easy to see that when the rank of
measurement is 1, Tallis-2 Entropy regularizer takes the advantage over Von Neumann regularizer.
On the other hand, when the measurement is full rank, these two algorithms perform almost the same.
Notice that theoretically, Von Neumann regularizer should take advantage over Tallis-2 Entropy
regularizer in the full rank when n is large. But due to the device limitation, we leave the experiment
on high dimensional states for future study.
The second experimental results are illustrated in Figure 1 (b)(c). The results clearly show that the
doubling trick makes both RFTL-vonNeumann and MEG more adaptive to the small hindsight loss.
Besides, we also observe that the MEG and RFTL-vonNeumann have very close performances, which
matches our intuition in Lemma 6.
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Figure 1: The experimental results for online learning of 4-qubit states with average regret as the
metric.
6 Summary
In summary, we have developed more practical and adaptive algorithms for online state learning. We
have proposed an RFTL algorithm with Tallis-2 entropy that can guarantee to predict the quantum
states with regret bounded by O(
√
MT ) for the first T measurements with maximum rank M . This
regret bound of our algorithm has advantages over previous methods in the setting with low-rank
measurements since it only depends on the rank of the measurements rather than the number of qubits.
In particular, we have shown a variational hybrid quantum-classical algorithm for state prediction in
the RFTL algorithm, which could be run on near-term quantum computers. We have also proposed a
parameter-free algorithm that can achieve a regret depending on the loss of best states in hindsight.
For future work, it will be essential to develop tight generalizations of our results to measurements
with multiple outcomes. Another interesting direction is to find lower and upper bounds in different
practical and adaptive regimes, which could help us better understand the fundamental limits of
online state learning.
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A Analysis for Algorithm 1 and other related results
A.1 SDP for the prediction subroutine (Proposition 1)
We have
min
ω∈Sd
{
η
t−1∑
s=1
Tr (∇sω)− S2(ω)
}
(11)
= min
ω∈Sd
{
η
t−1∑
s=1
Tr (∇sω) + Tr ρ2 − 1
}
(12)
= min
ω∈Sd
{
η
t−1∑
s=1
Tr (∇sω) + TrQ− 1 : Q ≥ ρI−1ρ
}
(13)
=min
{
η
t−1∑
s=1
Tr (∇sω) + TrQ− 1 :
[
Q ω
ω I
]
≥ 0, ω ≥ 0,Trω = 1
}
, (14)
where the last equality uses the Schur complement characterization of the block positive semidefinite
operator.
A.2 Proof of Theorem 2 and other related results
Proof of Theorem 2 Note that the loss function is convex, then for any state ϕ,
`t(TrEtωt)− `t(TrEtϕ) ≤ `′t(TrEtωt)[TrEtωt − TrEtϕ] = Tr∇t(ωt − ϕ). (15)
Taking the sum over t, we have
T∑
t=1
[`t(TrEtωt)− `t(TrEtϕ)] ≤
T∑
t=1
[Tr∇tωt − Tr∇tϕ] (16)
≤
T∑
t=1
[Tr∇t(ωt − ωt+1) + D
2
S
η
], (17)
where DS := maxϕ1,ϕ2∈Sd [S2(ϕ1)− S2(ϕ2)]. Moreover, the last inequality is due to Lemma 5.3 in
[Haz16]. Using the definition of Tsallis-2 entropy, i.e., S2(ϕ) = 1− Trϕ2, it is not difficult to find
that DS = 1− 1d and the maximizer is ϕ1 = I/d, ϕ2 = |0〉〈0|. Therefore, it holds that Ds ≤ 1.
The next step is to bound the quantity
∑T
t=1 Tr∇t(ωt − ωt+1). Let us denote
Φt(X) = η
t∑
s=1
Tr∇sX + TrX2 − 1 (18)
and assume that the optimal solution or minimizer of minX∈Sn Φt(X) is ωt+1. We further introduce
∇Φt(X) := η
t∑
s=1
∇s + 2X. (19)
Recall the definition of the Bregman divergence, we have that
BΦt(X‖Y ) = Φt(X)− Φt(Y )− Tr∇Φt(Y )(X − Y ) (20)
= Tr(X − Y )2 (21)
= ‖X − Y ‖22. (22)
Indeed, for any t, we have BΦt(X‖Y ) = ‖X − Y ‖22.
Furthermore, taking X = ωt and Y = ωt+1, we have that
Φt(ωt) = Φt(ωt+1) + Tr(ωt − ωt+1)∇Φt(ωt+1) +BΦt(ωt‖ωt+1) (23)
≥ Φt(ωt+1) +BΦt(ωt‖ωt+1). (24)
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The above inequality follows due to Lemma 8, which proves that Tr(ωt − ωt+1)∇Φt(ωt+1) ≥ 0.
Therefore, we have
‖ωt − ωt+1‖22 = BΦt(ωt‖ωt+1) (25)
≤ Φt(ωt)− Φt(ωt+1) (26)
= Φt−1(ωt)− Φt−1(ωt+1) + ηTr∇t(ωt − ωt+1) (27)
≤ ηTr∇t(ωt − ωt+1). (28)
The first inequailty follows due to Eq. (24). The last inequality follows since ωt is the minimizer.
Applying the generalized Cauchy-Schwartz inequality [Bha13], we have
Tr∇t(ωt − ωt+1) ≤ ‖∇t‖2‖ωt − ωt+1‖2 (29)
≤ ‖∇t‖2 ·
√
Tr η∇t(ωt − ωt+1), (30)
where the last inequality utilizes the inequality in Eq. (28). Immediately, noting that λ = maxt ‖Et‖2,
we could obtain
Tr∇t(ωt − ωt+1) ≤ η‖∇t‖22 ≤ ηλ2L2, (31)
where the last inequality follows since ‖∇t‖2 = ‖`′t(TrEtωt)Et‖2 ≤ L‖Et‖2 ≤ Lλ.
Combining Eq. (17) and Eq. (31), we have
T∑
t=1
[`t(TrEtωt)− `t(TrEtϕ)] ≤
T∑
t=1
[Tr∇t(ωt − ωt+1) + D
2
R
η
] (32)
≤ ηTλ2L2 + 1
η
. (33)
By setting η = 1
Lλ
√
T
, we have
T∑
t=1
[`t(TrEtωt)− `t(TrEtϕ)] ≤ 2Lλ
√
T . (34)

Proof of Corollary 3 The inequality in Eq. (9) follows since ‖E‖2 ≤
√
M for a rank-M measure-
ment operator. The inequality in Eq. (10) follows since the rank of an arbitrary measurement operator
is bounded by the dimension d. 
Theorem 7 (Explaination of Remark 1) By running the OGD algorithm in [YJZS20] with η =
1
L
√
MT
, we can also get
RegT ≤ O(L
√
MT )
Proof The proof follows the same manner in Appendix B [YJZS20] but again we use the property of
Frobenius norm.
According to their proof, we will get
Tr(∇t(ωt − ϕ)) ≤ ‖ωt − ϕ‖
2
F − ‖ωt+1 − ϕ‖2F
2η
+
1
2
η‖∇t‖2F
≤ ‖ωt − ϕ‖
2
F − ‖ωt+1 − ϕ‖2F
2η
+
1
2
ηL2M
So by choosing η = 1
L
√
dT
, we get
RegT ≤
1
2η
max
ϕ
‖ω1 − ϕ‖2F +
1
2
ηL2M ≤ O(L
√
MT )

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A.3 Auxiliary Lemma
Lemma 8 For all t ∈ {1, 2, . . . , T} and Φt = η
∑t
s=1 Tr∇sX + TrX2 − 1
Tr(ωt − ωt+1)∇Φt(ωt+1) ≥ 0 (35)
Proof This proof again along the lines of Claim 14 in [ACH+18]. The only difference is that, instead
of having
Φt(X)− Φt(ωt+1)
a
≤ ∇Φt(ωt+1) · (ωt − ωt+1) + Tr((ωt − ωt+1)
2)
λmin(ωt+1)
we have
Φt(X)− Φt(ωt+1)
a
≤ ∇Φt(ωt+1) · (ωt − ωt+1) + BΦt(X‖ωt+1)
a
= ∇Φt(ωt+1) · (ωt − ωt+1) + Tr(∆2)
= ∇Φt(ωt+1) · (ωt − ωt+1) + aTr((ωt − ωt+1)2)
where ∆ is defined the same as in that Claim 14. Again we can find a small enough to show the
contrast as in the previous proof. 
B Analysis for Algorithm 3 and other related results
B.1 Proof of Lemma 6
Before the proof, we want to remind that here B(X‖Y ) = Tr (X lnX −X lnY ), which is the
Bregman divergence of von Neumann entropy. It should be actually represented as BΦt(X‖Y )
but we simplified the notation. This is different from the previous proof, where BΦt(X‖Y ) is the
Bregman divergence of Tallis-2 entropy.
The proof is inspired by Lemma 2 [YFT19] and Lemma 3.1 [TRK05]. In particular, their proofs only
work for MEG algorithm and we generalized their proofs to both MEG and RFTL-vonNeumann.
For convenience, suppose t ∈ [Tβ , Tβ+1 − 1] for some β so that ηt = ηβ . Also let δt =
−2ηβ(Tr(Etωt − bt)) in all the following proofs.
Lemma 9 If ωt = MEGUPDATE (ωt−1,∇t−1, ηt), then for any state ϕ,
B(ϕ‖ωt)−B(ϕ‖ωt+1) ≥ δt Tr (ϕEt)− log (Tr [exp(δtEt)ωt])
Proof
B(ϕ‖ωt)−B(ϕ‖ωt+1) = Tr(ϕ log(ϕ)− ϕ log(ωt)− Tr(ϕ log(ϕ)− ϕ log(ωt+1))
= −Tr(ϕ log(ωt)) + Tr(ϕ log(ωt+1))
= −Tr(ϕ log(ωt)) + Tr(ϕ log(ωt)) + Tr(−ϕηβ∇t)− Tr(ϕ log(Tr(exp(log(ωt)− ηβ∇t)))
= δt Tr(ϕEt)− log(Tr(exp(log(ωt) + δtEt)))
≥ δt Tr (ϕEt)− log (Tr (exp(δtEt)ωt)) ( By Golden-Thompson Inequality)
The third equation comes from the definition of ωt+1 
Lemma 10 If ωt = RFTLUPDATE
({∇s}s∈[Tβ ,t−1], ηt), then for any state ϕ,
B(ϕ‖ωt)−B(ϕ‖ωt+1) = δt Tr (ϕEt)− log (Tr [exp(δtEt)ωt])
Proof It is well known that this optimization can be written as a closed form as
ωt+1 =
exp(−ηβ
∑t
s=Tβ
∇s)
Tr(exp(−ηβ
∑t
s=Tβ
∇s))
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Now we have
log(ωt+1)− log(ωt) = log
(
exp(−ηβ
∑t
s=Tβ
∇s)
Tr(exp(−ηβ
∑t
s=Tβ
∇s))
)
− log
(
exp(−ηβ
∑t−1
s=Tβ
∇s)
Tr(exp(−ηβ
∑t−1
s=Tβ
∇s))
)
= −ηβ∇t − log
(
Tr(exp(−ηβ
∑t
s=Tβ
∇s))
Tr(exp(−ηβ
∑t−1
s=Tβ
∇s))
)
= −ηβ∇t − log
Tr
(
exp(−ηβ∇t)ωt ∗ Tr(exp(−ηβ
∑t−1
s=Tβ
∇s))
)
Tr(exp(−ηβ
∑t−1
s=Tβ
∇s))

= −ηβ∇t − log (Tr (exp(−ηβ∇t)ωt))
Therefore,
B(ϕ‖ωt)−B(ϕ‖ωt+1) = −Tr(ϕ log(ωt)) + Tr(ϕ log(ωt+1))
= Tr (ϕ (−ηβ∇t − log (Tr (exp(−ηβ∇t)ωt))))
= Tr (−ϕηβ∇t)− log (Tr (exp(−ηβ∇t)ωt))
= δt Tr (ϕEt)− log (Tr (exp(δtEt)ωt))

Lemma 11 (Lemma 1 [YFT19])
δt Tr (ϕEt)− log (Tr [exp(δtEt)ωt]) ≤ δ
2
t
2
+ δt Tr(ωtEt)
Proof The proof is exactly the same as in Lemma 1 [YFT19]. Except that we already get (B2)
inequality in their proof. 
Now we are ready to prove Lemma 6,
ηβ`t−1(TrEt−1ωt−1)− ηβ
1− 2ηβ `t−1(TrEt−1ϕ) ≤ δt Tr (ϕEt)−
δ2t
2
− δt Tr(ωtEt)
≤ δt Tr (ϕEt)− log (Tr (exp(δtEt)ωt))
≤ B(ϕ‖ωt)−B(ϕ‖ωt+1)
The first inequality comes from (B11)-(B21) [YFT19]. The second inequality comes from Lemma 11.
The last inequality comes from Lemma 9 and Lemma 10.
B.2 Proof of Theorem 4
For convenience, we denote Lβ :=
∑min{Tβ+1−1,T}
t=Tβ
`t(TrEtωt), L
ϕ
β :=∑min{Tβ+1−1,T}
t=Tβ
`t(TrEtϕ), LT :=
∑T
t=1 `t(TrEtωt) and L
ϕ
T :=
∑T
t=1 `t(TrEtϕ).
For any t ∈ [Tβ + 1, Tβ+1 − 1], by rearranging the equation in Lemma 6, we have
`t−1(TrEt−1ωt−1)− `t−1(TrEt−1ϕ) ≤ 1− 2ηβ
ηβ
[B(ϕ‖ωt−1)−B(ϕ‖ωt)] + 2ηβ`t−1(TrEt−1ωt−1)
When t = Tβ+1, because we always reset the ω to 2−nI at the beginning of new block, so we cannot
use this lemma. But because B(X‖Y ) ≥ 0 for all feasible X,Y , so we can simply bound that by
`t−1(TrEt−1ωt−1)− `t−1(TrEt−1ϕ) ≤ 1− 2ηβ
ηβ
B(ϕ‖ωt−1) + 2ηβ`t−1(TrEt−1ωt−1)
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By summing up all the losses within block β, we have
Lβ − Lϕβ =
Tβ+1∑
t=Tβ+1
`t−1(TrEt−1ωt−1)− `t−1(TrEt−1ϕ)
≤
Tβ+1∑
t=Tβ+1
(
1− 2ηβ
ηβ
(B(ϕ‖ωt−1)−B(ϕ‖ωt)) + 2ηβ`t−1(TrEt−1ωt−1)
)
+
1− 2ηβ
ηβ
[
B(ϕ‖ωTβ+1)
]
=
1− 2ηβ
ηβ
B(ϕ‖ωTβ ) + 2ηβ
Tβ+1−1∑
t=Tβ
`t(TrEtωt)
≤ 1
ηβ︸︷︷︸
Term 1
max
ϕ1
{
B(ϕ1‖2−nI)
}
+ 2ηβLβ︸ ︷︷ ︸
Term 2
Let’s first summing up Term 1 over all the blocks.
Suppose we will have βmax blocks in total. If βmax ≥ 2 then
βmax∑
β=1
max
{√
2β + 1
n ln 2
, 2
}
≤ 1√
n ln 2
√√√√βmax βmax∑
β=1
(2β + 1) + 2βmax
≤ 1√
n ln 2
√
βmax2βmax+1 + β2max + 2βmax
≤ 1√
n ln 2
√√√√√4βmax Tβmax−1∑
t=Tβmax−1
`t(TrEtωt) + β2max + 2βmax
≤ 1√
n ln 2
√
4βmaxLT + β2max + 2βmax
The second inequality comes from Cauchy-Schwarz inequality and the penultimate inequality comes
Line 14 in the algorithm.
If βmax = 1, which means the algorithm never starts a new block, we have η1 = min{
√
n ln 2
2β+1
, 12} =
1
2 , therefore the upper bound is just 2
Next we sum up Term 2 over all the blocks,
2
βmax∑
β=1
min
{√
n ln 2
2β + 1
,
1
2
}
Lβ ≤ 2
βmax∑
β=1
√
n ln 2
2β + 1
Lβ
≤ 2
βmax∑
β=1
√
n ln 2∑Tβ+1−2
s=Tβ
`s(TrEsωs) + 1
Lβ
≤ 2
βmax∑
β=1
√
n ln 2
Lβ
Lβ
≤ 2
√
n(ln 2)βmaxLT
The second inequality again comes from Line 14 in the algorithm. Because the algorithm does not
restart a new block at time Tβ+1 − 2, so
∑Tβ+1−2
t=Tβ
`t(ωt) < 2
β . The penultimate inequality comes
form the fact that `Tβ+1−1(ωTβ+1−1) ≤ 1. And the last inequality again comes from Cauchy-Schwarz
inequality.
Therefore. combine the sum of Term 1 and sum of Term 2 obtained from above.
LT − LϕT ≤
maxϕ {B(ϕ‖2−nI)}√
n ln 2
√
4βmaxLT + β2max(2T ) + 2
√
n(ln 2)βmaxLT + 2βmax max
ϕ1
{
B(ϕ1‖2−nI)
}
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Finally, maxϕ1 {B(ϕ1‖2−nI)} = n ln 2 and there are at most log(2T ) blocks because
2βmax = 2 ∗ 2βmax−1 ≤ 2Lβmax−1 ≤ 2T
So,
LT − LϕT ≤ 3log(2T )(ln 2)n+ 4
√
(n ln 2) log(2T )LT
Solving for
√
LT leads to√
LT ≤
√
3log(2T ) ln(2)n+ 4(n ln 2 log(2T )) + LϕT + 2
√
n ln 2 log(2T )
Squaring both side and doing some rearrangement and relaxation give,
LT − LϕT ≤ 3log(2T ) ln(2)n+ 16(n ln 2 log(2T )) + 4
√
n ln 2 log(2T )
√
3log(2T ) ln(2)n+ 4
√
n ln 2 log(2T )LϕT
≤ O
(
nlog(T ) +
√
n log TLϕT
)
Note that ϕ can be any state, so this result certainly holds for LϕT = L
∗
T .
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