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ABSTRACT
In the recent years, retrieval analysis of exoplanet atmospheres have been very successful, providing
deep insights on the composition and the temperature structure of these worlds via the transit and
eclipse methods. Analysis of spectral phase curve observations, which in theory provides even more
information, are still limited to a few planets. In the next decade, new facilities such as NASA-JWST
and ESA-Ariel will revolutionise the field of exoplanet atmospheres and we expect that a significant
time will be spent on spectral phase curve observations. Most current models are still limited in their
analysis of phase curve data as they do not consider the planet atmosphere as a whole or they require
large computational resources. In this paper we present a semi-analytical model that will allow to
compute exoplanet emission spectra at different phase angles. Our model provides a way to simulate a
large number of observations while being only about 4 times slower than the traditional forward model
for plane parallel primary eclipse. This model, which is based on the newly developed TauREx 3
(Al-Refaie et al. 2019) framework, will be further developed to allow for phase curve atmospheric
retrievals.
1. INTRODUCTION
The field of exoplanetary atmospheres has seen a rapid
development of novel methods and techniques. Some of
the more recent breakthroughs include spatial scanning
methods using WFC3 (McCullough & MacKenty 2012),
automated data reduction pipelines (Tsiaras et al. 2016)
and retrievals using Bayesian sampling methods (Wald-
mann et al. 2015b,a; Irwin et al. 2008; Line et al. 2013;
Ormel & Min 2019; Harrington 2016; Mollire et al.
2019; Kitzmann et al. 2019; MacDonald & Madhusud-
han 2017; Gandhi & Madhusudhan 2018; Benneke 2015;
Zhang et al. 2019; Cubillos 2018). Most current retrieval
analysis rely on specific geometric configurations such as
transits, when the planet passes in front of its host star:
(Tsiaras et al. 2018; Sing et al. 2016), or eclipses, when
the planet passes behind the star: (Evans et al. 2017;
Haynes et al. 2015). These configurations give insight
into the day-night interface and day-side atmosphere re-
spectively. The limitation on geometry stems from the
generally low signal-to-noise of current instrumentation
and sparsity of observation facilities hindering multiple
observations of the same target at different configura-
tions. Due to the relatively low information content
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in current available spectra, the use of 1D models is
well justified. There has been growing interest in phase-
curves, spectra from a range of geometries or phase an-
gles, spurred on from the handful of targets combining
the good conditions to produce them. Phase curves do
not benefit from a particular configuration (as opposed
to transit and eclipse observations). With the next gen-
eration of space telescopes (NASA-JWST: Greene et al.
2016; Bean et al. 2018; ESA-Ariel: Tinetti et al. 2018),
planetary atmospheres will be studied extensively and
phase curve observations will be obtained for a larger
number of targets. Analysis of current phase curve
datasets have revealed important physical phenomena
including: shifts of the dayside hot-spot, high day-night
contrasts and other effects from atmospheric dynamics
(Stevenson et al. 2014, 2017; de Wit et al. 2012; Zellem
et al. 2014; Carone et al. 2019). However the current
standard approach of retrieving spectra as individual,
independent measurements does not exploit the spatial
information provided. In that context, it is important
to study the feasibility of accumulating (Hou Yip et al.
2018) such observations and to develop the necessary
tools to ensure an optimal and complete extraction of
information. Recently, a study by Irwin et al. (2019)
highlighted the importance of combining the different
phases under a common atmospheric model, abandon-
ing the 1D model assumption. In their study the authors
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2highlighted difficulties linked to the high computing re-
quirements of their model, which translated into lim-
itations in their retrieval sampling method to optimal
estimation. Here we propose an alternative model to
describe phase curve scenarios, in which the geometry
is computed analytically. Our model is implemented in
latest version of TauREx 3 (Al-Refaie et al. 2019) pro-
viding increased computational efficiency and high flex-
ibility. In the first section, we describe the calculation
of the phase curve model. Then we produce an exam-
ple based on WASP-43 b to illustrate the possibilities of
the model and provide some comparison with the liter-
ature. Finally, in the discussion section we benchmark
the performances and the limitations of our model.
2. PHASE CURVE MODEL
2.1. Structure of the model
We build our phase curve model using the latest
version of TauREx 3 (Al-Refaie et al. 2019), which is
the most recent rework of TauREx (Waldmann et al.
2015a,b).
For this 1.5D phase curve model, we assume that
the planet consists of 3 distinct regions: a day side,
a terminator region and a night side. Each region is
characterised by its own emission model (respectively
Ed for the day side, Et for the terminator and En for
the night side), built from the pre-existing TauREx 3
eclipse model (Waldmann et al. 2015b). For each phase,
the fractional contribution from each regions integration
point must sum to unity. We also assign a transmission
model T to the terminator region as to include transit
spectra in the model (corresponding to phase around
zero).
The choice and behaviour of each atmospheric param-
eter is chosen freely by the user. Each region can be
completely decoupled; with each behaving as three/four
separate forward models. Completely coupled; where
all parameters are shared between regions or a mixture
of the two (e.g coupling the terminator and night-side
whilst leaving the day side free). This applies to each
individual atmospheric parameter for each region pro-
viding a high degree of flexibility in model choice. For
instance, a possible configuration could be to couple the
same Guillot (Guillot 2010) temperature profile with the
terminator and night side and a more flexible 3-point
profile Al-Refaie et al. (2019) in the day side whilst
using an equilbrium chemistry model for the day and
a coupled free-type on the terminator and night with
each region having their own treatment of clouds. Re-
trievals for decoupled parameters have the day , term
and night prefix (e.g day T for isothermal temperature
in the day side). Certain parameters such as the planet
radius Rp and the planet mass Mp are always coupled.
2.2. Basic Transmission and Emission models
As previously stated, the transmission and emission
models are built from the native ones in TauREx (Wald-
mann et al. 2015b,a; Al-Refaie et al. 2019). For com-
pleteness, we have repeated the equations used. In the
transmission case. The observed signal ∆λ is:
∆λ =
(
Rp
Rs
)2
+
2
R2s
∫ zmax
0
(Rp + z)(1− e−τλ(z))dz, (1)
where Rs is the radius of the star and τλ(z) is the wave-
length dependant optical depth as a function of altitude
z.
In the emission case, the observed signal is described
by the following equation:
Fp
Fs
=
(
Rp
Rs
)2
× Iλ(τ = 0)
Is
, (2)
where Is is the wavelength dependence stellar inten-
sity and Iλ(τ = 0) is the intensity at the top of the
exoplanet atmosphere. We note θ the viewing angle and
µ =cos(θ). Iλ(τ = 0) is defined as:
Iλ(τ = 0) = Bλ(Ts)e
−τs/µ +
∫ τs
0
Bλ(Tτ )e
−τ/µ dτ
µ
, (3)
where Bλ(T ) is the Plank function at a given tempera-
ture T.
Now the total flux is an integral of the projected planet
disk surface. We use the Gaussian quadrature method
to perform the integral over the viewing angles and de-
note ωi the quadrature weights and µi the quadrature
points indexed by i. µi corresponds to the integration
of the circle at radius µi =cos(θi). The total number of
quadrature points is NG.
Therefore, the calculation of Iλ is split into NG calcu-
lations of Iλ,i corresponding to the viewing angle θi and
the total flux is given by:
Iλ(τ = 0) = 2pi
NG∑
i
Iλ,i × ωi × µi (4)
2.3. Phase dependent emission model
For the phase dependent emission, we combine the
contributions of the three regions: day, terminator and
night.
For a given phase angle Φ, where Φ represents the
angle between the star-planet and star-observer axes,
we use the same projection onto the 2d disk to calculate
the emission.
3We know the terminator must pass through the three
points (cos(Φ), 0), (0,1) and (0,-1) defined on the (x,y)
orthonormal basis. It must also be equivalent to a cir-
cle at phase 180 and be symmetric along the y axis for
phase 90. To match these conditions, we assume that
the terminator projection takes the form of an arc circle
passing through the three previously mentioned points.
Then the terminator region is defined by the arc circles
of same centre but with smaller/larger radius using K±,
where K+ and K− are the projected distances from the
centre of the terminator to the boundaries. K± there-
fore describes the size of the terminator region on the
2d disk and can be related to the terminator spherical
angle size θK by:
K± = |cos(Φ)− cos(Φ± θK)| (5)
We note µ =cos(θ) the angle between the planet nor-
mal and the planet-observer axis, so sin(θ) is the radius
of the integration disk for each Gaussian point. Figure 1
represents the geometry of the problem, where we show
the 3 regions as well as an example of integration circle
of radius sin(θ):
Now the objective is to calculate, for each Gaussian
point, the contribution of the different regions. We de-
fine Cd as the contribution from region Ed, C
t the con-
tribution from region Et and C
n the contribution from
region En. This is equivalent to calculating the angles
from the x axis to the intersection of the terminator
boundaries and the integration circle. We consider the
planet of size 1 in arbitrary units and perform this com-
putation analytically (see Appendix 1 for the detailed
derivation). For a given phase Φ, a Gaussian point µ
and a terminator size K we find that the angle α from
the x axis to the point of intersection between the inte-
gration disk and the terminator region is given by:
α(Φ, µ,K±) = arccos
(
cos(Φ)
(1− cos2(Φ))
√
1− µ2
(
µ2 +K2± ± 2K±
√
1 +
(cos2(Φ)− 1)2
4cos2(Φ)
))
, (6)
For the case Φ = pi/2, we use:
α(pi/2, µ,K±) = arccos
(
sin(θK)√
1− µ2
)
, (7)
For each Gaussian point, we perform the calculation
of the angle for the terminator boundaries K− and K+
that we denote respectively α− and α+. The angles
α− and α+ from Equation 6 are ill defined when the
integration circle does not intersect with the terminator
boundaries. These cases need to be handled individu-
ally, giving rise to 5 distinct cases for the C coefficients:
• α− and α+ are not defined and cosΦ − K > sinθ:
In this case, the integration circle is entirely inside the
region Ed so the coefficients are:
- Cn = 0
- Ct = 0
- Cd = 1
• α− and α+ are not defined and cosφ − K < sinθ
and cosΦ+K > sinθ: In this case, the integration circle
is entirely inside the region Et so the coefficients are:
- Cn = 0
- Ct = 1
- Cd = 0
• α+ is not defined: In this case, the integration circle
is shared by the region Ed and the region Et so the
coefficients are:
- Cn = 0
- Ct = 2α−
- Cd = 1− 2α−
• α− and α+ are defined: In this case, the integration
circle cuts all three regions so the coefficients are:
- Cn = 2α+
- Ct = 2(α− − α+)
- Cd = 1− 2α−
• Φ = pi/2: This is a particular case, if α+ is not
defined, we use α+ = 0. Then:
- Cn = 2α+
- Ct = 1− 4α+
- Cd = 2α+
4x
y
sinθ
cosΦ
K−K+
α
Day Night
Terminator
Figure 1. Illustration of our simplified phase geometry. The three regions are represented (the black circle represents the
planet boundary and the red separations are for the terminator) as well as the necessary parameters to constrain their geometry.
We also show an example of line integral (blue circle) at distance sin(θ), corresponding to the Gaussian point µ =cos(θ). The
parameter we are looking to constrain is α as a function of µ, Φ and K since it represents the coefficients of the different regions
for this Gaussian point µ.
This simple analytic form allows for the precalculation
of coefficients. The final emission at a given phase is
given by modifying equation 4 to include the different
contributions:
Iλ(τ = 0) = 2pi
NG∑
i
(
Idλ,iC
d
i + I
t
λ,iC
t
i + I
n
λ,iC
n
i
)×ωi×µi,
(8)
where Idλ,i, I
t
λ,i and I
n
λ,i are the day, terminator and
night intensities at the top of the atmosphere for the
Gaussian point µi. C
d
i , C
t
i and C
n
i are the contribution
of the regions D, T and N for the Gaussian point µi.
Now this can be integrated back in equation 2, tak-
ing into account for the contribution of the 3 different
regions as a function of phase.
We show in Figure 2 the evolution of the phase co-
efficients as a function of the phase in the case where
the number of Gaussian quadrature points is NG = 4
(e.g: µ0 = 0.1834346; µ1 = 0.5255324; µ2 = 0.7966665;
µ3 = 0.9602899).
Equation 6 can be used directly for planets in circular
orbits (eccentricity e=0) and with no inclination (I =
90) since the phase angle Φ is linear with time in this
case. In other cases, a change of variable is required
to calculate the phase angle Φ as a function of time
(Φ(t)). This calculation can be performed using Kepler’s
laws (see Appendix 2 for the derivation of Φ(t) in the
case of tidally locked planets) and allows us to generalise
Equation 6. An example of a planet in elliptical orbit
and the corresponding evolution of the phase angle Φ
can be found in Appendix 3. In addition, if the planet
is not tidally locked but in synchronous resonance, an
additional correction can be introduced to calculate the
phase angle corresponding to the viewed face (Sertorio
& Tinetti 2001). In this case, Φ(t) transforms to:
Φsync(t) =
T
Td
Φtid(t) + Φ0, (9)
where Φ(t)sync is the corrected phase angle for syn-
chronous orbits, Φtid(t) is the phase angle calculated in
Appendix 2 for a tidally locked planets. T is the orbital
period and Td is the period corresponding to a planet
revolution around its spin axis and Φ0 is an eventual
initial angular offset.
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Figure 2. Value of the phase coefficients for a model with 4 quadrature points arranged from the exterior (µ0) to the centre
(µ3). Red: Day side coefficients; Orange: Terminator side coefficients; Blue: Night side coefficients. The Green vertical lines
highlight the coefficients at phases 45 degrees, 90 degrees and 135 degrees.
3. FORWARD MODEL EXAMPLE
In this section we present an example of a phase-
curve forward model for the hot-Jupiter WASP-43 b.
Its phase-curve has been extensively studied in (Steven-
son et al. 2014, 2017; Irwin et al. 2019; Morello et al.
2019). It possesses a large day-nigh contrast, and a
sharp transition at the terminator. We use this example
to illustrate our phase curve model but its interpre-
tation is beyond the scope of this article. While the
models are very different, we take inspiration from the
retrieval analysis of Stevenson et al. (2017) for our input
parameters. Our forward model includes the molecular
cross sections from the Exomol project (Tennyson et al.
2016), HITEMP (Rothman & Gordon 2014) and HI-
TRAN (Gordon et al. 2016): H2O (Barton et al. 2017;
6Polyansky et al. 2018), CH4 (Yurchenko & Tennyson
2014; Hill et al. 2013) and CO (Li et al. 2015). These
opacities are sampled at a resolution of R = 15000 from
0.3 µm to 50 µm. We add collision induced absorption
for H2-H2 (Abel et al. 2011; Fletcher et al. 2018) and
H2-He (Abel et al. 2012). Finally, Rayleigh scattering
is computed for all possible molecules.
As already mentioned, we automatically couple the
planet radius and the planet mass for all 3 regions. For
these, we use the parameters from Bonomo et al. (2017).
For this example, we fix the angular size of the termina-
tor region θK to 15
◦. In terms of temperature profiles,
each region has its own and we do not couple them. We
use the n-point model, which presents a convenient way
to manipulate T-p relations. This is a purely heuristic
profile, where the temperature is linearly interpolated
between defined T-p points and has been introduced in
the last version of TauREx (Al-Refaie et al. 2019). We
use 5 points to describe the day and the terminator re-
gions, and 3 points for the night side.
In terms of chemical abundances, we use constant
volume mixing ratios with altitude. We couple the
molecular profiles from the terminator and the night
side. This therefore leaves us with only two parameter
per molecule: one for the day side mixing ratio and one
for the terminator and night side mixing ratios.
All the parameters used for the phase curve forward
model and their coupling are described in Table 3.
Figure 3 shows the temperature profiles and distribu-
tions of each region and shares a similar structure to
Stevenson et al. (2017).
This setup could be particularly relevant for future at-
mosphere studies, showing how the complexity of models
could be adapted to the information content of each re-
gion of the planet. For example, the night side, being
more difficult to constrain, would not support a com-
plex chemistry retrieval and temperature retrieval so it
would make sense to allow some coupling with the ter-
minator region, which can be more precisely informed
by the transit spectrum.
We run this model for 8 phases with 30 Gaussian
quadrature points. The resulting spectra at phases 22.5,
45, 67.5, 90, 112.5, 135, 157.5 and 180 degrees are plot-
ted in Figure 4.
Parameters Day Terminator Night
Rp (RJ) 1.036 coupled coupled
Mp (MJ) 2.050 coupled coupled
Tsurf (K) 1850 1750 500
T1 (K) 1850 1700 450
P1 (bar) 0.2 1 1
T2 (K) 1750 1600 none
P2 (bar) 6× 10−2 0.7 none
T3 (K) 1500 1250 none
P3 (bar) 2× 10−2 0.1 none
Ttop (K) 1450 1000 400
Ptop (bar) 2 × 10−3 10−2 10−2
H2O 6× 10−3 10−5 coupled term
CH4 10
−7 10−4 coupled term
CO 10−2 10−4 coupled term
Table 1. Parameters used for the Day, Terminator and
Night regions of our WASP-43 b forward model.
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Figure 3. Left: Vertically averaged temperature map of our
forward model of WASP-43 b. Right: temperature structure
of each region in our phase curve example. These are inspired
from the retrieved profiles in Stevenson et al. (2017). We
label, In red: day side; In orange: terminator region; In
blue: night side.
In Figure 5, we also plot the same model in the Hubble
wavelength region and show the observations for phase
25 degrees, 90 degrees and 180 degrees from Stevenson
et al. (2017).
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Figure 4. Top: Geometry of the phase model at different phases. From left to right: 22.5, 45, 67.5, 90, 112.5, 135, 157.5 and
180. In blue: night side contribution; In orange: terminator contribution; In red: day side contribution. Bottom: Corresponding
phase curve emission from our model.
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Figure 5. Same forward model spectra as in 4 from our
phase curve model of WASP-43 b. We also plot the HST
reduced observations from Stevenson et al. (2017) for phase
25 degrees (blue), 90 degrees (yellow) and 180 degrees (red).
As we can see on Figure 5, our phase curve forward
model is able to reproduce the phase curve observations
of WASP-43 b from the Hubble Space Telescope. Con-
straining the geometry therefore allows one to limit the
number of degrees of freedom, while properly describing
the information contained at all phases.
In our phase curve model, the altitude-pressure profile
is calculated separately for all regions. This implies that
the planet scale height depends on the region, allowing
for a better representation of the planet atmospheric
structure. Indeed, it has been shown in Caldas et al.
(2019) that the night side and the day side of tidally
locked planets could be very different. We show in Fig-
ure 6 the structure of the atmosphere for our WASP-43 b
simulation.
4. DISCUSSION
4.1. Number of Gaussian quadrature points required
Our numerical integration method requires a fixed
number of Gaussian quadrature points. In the literature
(Waldmann et al. 2015a; Irwin et al. 2019), eclipse calcu-
lations are performed using a small number of Gaussian
points (typically less than 10). In this section, we in-
vestigate how this parameter impacts the accuracy of
our phase curve integration. We assess this by vary-
ing the number of Gaussian points in different scenarios
and comparing to a reference baseline model with 1000
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Figure 6. Geometry of our phase curve model showing the
3 different altitude pressure profiles: In red: day side; In
orange: terminator region; In blue: night side. The strength
of the color represents the pressure. For indication, we also
show with the black solid line the altitude at 5H, where H is
the averaged scale height. The corresponding altitude values
in kilometers are indicated on the top-right corner.
Gaussian points. In practice, we compare the computed
spectra using a single metric M :
M =
∑
λ
∑
Φ Sref (λ,Φ)× F (λ,Φ)∑
λ
∑
Φ Sref (λ,Φ)
, (10)
where λ is the wavelength, Φ the orbital phase, Sref is
the planet to star signal for 1000 Gaussian points and
the function F is defined as:
F (λ,Φ) =
|Sref (λ,Φ)− SGP (λ,Φ)|
Sref (λ,Φ)
, (11)
where SGP is the planet to star signal with a number of
Gaussian points to be analysed.
This represents the weighted average of the normalised
distance from the reference model at 1000 Gaussian
points, where the weights are the reference model fluxes
at each wavelength. In our definition, we use a weighted
average to account for the planet flux being lower at
small phases, inducing larger but less impacting differ-
ences in |Sref (λ,Φ) − SGP (λ,Φ)|. We test values of 2,
4, 8, 14, 20, 30, 50 and 100 Gaussian quadrature points.
Figure 7 shows the normalised difference with the base-
line model.
One can see that the accuracy of the model (M)
scales linearly in log-scale with the number of Gaus-
sian quadrature points. For all Gaussian points, this
is lower than the characteristic current noise on phase
curve measurements (around 10 percent of the signal in
the WASP-43 b HST spectra presented in this paper).
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Figure 7. M as a function of the number of Gaussian
quadrature points in the model. This shows the weighted av-
eraged normalised difference compared to the baseline model
with 1000 Gaussian points.
For our applications, we believe that between 10 and
30 Gaussian points represent a good trade-off between
accuracy (M is less than 1 percent) and speed.
4.2. Computational Efficiency
A single phase calculation requires a minimum of three
emission models to successfully complete. We therefore
expect O(N) scaling with the number of phase points.
This presents a problem, when dealing with multiple
phases as we can expect to see a run-time of tp = 3Nte
where tp is the time to run our phase model, N is
the number of phases and te is the time taken to run
a single emisson model. This can be circumvented by
partially modelling the emission up until the Gaussian-
quadrature summation step, then completing the inte-
gration for each phase. The heavy calculation is only
performed once and each phase only has to perform a
much lighter reduction step to produce its flux. We
therefore expect a small increase in run-time with each
additional phase.
To test this, we use a Macbook-Pro 2017 equipped
with a 2.3 GHz Intel Core i5 and we run our phase curve
model on a single core. When not specified, we use the
same values as for the model presented in the example
section. In particular, we have 3 fully separated temper-
ature profiles and 2 sets of 3 molecules, since the termi-
nator and the night side chemistry are coupled. For this
example, we use the same cross sections but we limit
the calculation to the more common wavelength range
of 0.3 µm - 15 µm. Prior to the tests, we run the model
once to initialise the profiles and account for preliminary
caching steps. This ensures that the time stated refers
to the forward model calculation only. We then average
the execution time of 4 runs. In our first test, we inves-
tigate the impact of calculating the emission at different
9n Phases 1 10 100 1000 eclipse only
Time (s) 10.10 10.17 10.99 18.35 2.29
Table 2. A comparison of the time required to produce
a different number of phases with our phase curve forward
model (30 Gaussian quadrature points). The simple emission
is also shown for comparison.
n Gauss 2 4 8 14 20 30 50 100
Time (s) 3.8 4.1 4.9 5.9 7.6 10.2 15.2 27.4
Table 3. A comparison of the time required to produce
8 phases with our phase curve forward model for different
number of Gaussian quadrature points.
number of phases simultaneously. This is shown in Ta-
ble 2 where we tested the following number of phase
points: 1, 10, 100 and 1000. For this test, we use the
same number of 30 Gaussian quadrature points.
This shows that producing the emission at various
phases does not impact much the computing time. In-
deed, our previously stated two-step emission solution
demonstrates significantly improved scaling compared
to a more naive approach with 100 phases only increas-
ing the run-time by 10%. The coefficients and reduction
steps only begin to impact performance at very large
numbers of phase calculations. We also confirm that
our model is more or less 4 times slower to compute
phase curve than it is to compute a standard secondary
eclipse emission. This is expected as we are at minimum
computing 3 emission models + 1 transmission model
every time.
The second test concerns the scaling with number
of Gaussian quadrature points. We apply the same
methodology and we calculate the time required to get 8
simultaneous phases for different number of points. This
is shown in Table 3, where we estimated the time for 2,
4, 8, 14, 20, 30, 50 and 100 Gaussian quadrature points.
Here, we note that the scaling is much worse. In-
deed, the Gaussian points number impacts directly the
emission calculation of each model. The emission cal-
culations involve sums and exponential of 2d arrays
representing wavelengths and number of layers.
The significant computational efficiency demonstrated
against a large sample of phases should make this model
suitable for standard Bayesian retrieval applications.
We attach strong importance to this as it is anticipated
that the increased information content from combining
phase spectra will require significantly more sampling
points (1,000,000+) to reach the necessary evidence tol-
erance in the retrieval.
4.3. Limitations of the model
As seen in the previous section, our phase curve model
achieves high performances. To reach this level, we take
advantage of the particular geometry to perform the in-
tegrals along the phases in a semi-analytical manner.
This however means that our phase curve model can
only be applied to planets that are compatible with this
geometry: the planets must be tidally locked or in spin-
synchronous orbits, for which the regions can be ap-
proximated by homogeneous temperature and chemical
structure and/or for which the available data is not de-
tailed enough to support a more granular model. In our
model we only resolve 3 regions, in some cases for the
next generation of space telescopes such as ESA-Ariel
(Tinetti et al. 2018), NASA-JWST (Bean et al. 2018)
or Twinkle (Edwards et al. 2018) it may be necessary to
push to more detailed schemes with more than 3 regions
or to a continuous description of the geometry. Thanks
to a recent rework, the new architecture of TauREx 3
is now very flexible and easily modifiable, which means
that the work presented in this paper could be rapidly
extended. Other limitations include the plane-parallel
assumptions made in Equation 3. While each region
possess its own scale height, the planet curvature leads
to terminator emission through more complicated atmo-
spheric paths at phase angles close to 180◦. These effects
are not accounted in our model as they would require a
full 3-dimensional treatment (Caldas et al. 2019). Other
effects described in Caldas et al. (2019) or MacDonald
et al. (2020), such as the transmission through multi-
ple atmospheric regions in transit scenarios or the dif-
ferences between morning and evening terminator, could
in theory be implemented with the family of models pre-
sented here.
4.4. Retrieval possibilities and advantage
As shown previously in the discussion, the support of
our phase curve models does not bring huge performance
losses compared to our standard forward model. This
means that potentially, this model could be improved
to be used in a retrieval setting. Indeed, this descrip-
tion, which in essence only combines simpler emission
10
and transmission models in a higher hierarchical model,
would be convenient as it is fully compatible with the
other available modules in TauREx 3 and it already sup-
ports the coupling of parameters. As shown in Irwin
et al. (2019) for the planet WASP-43 b, a retrieval com-
bining spectra at different phases in a single model al-
lows the efficient recovery of the information content in
the dataset by handling the redundant information in a
unified way.
5. CONCLUSIONS
Using the flexibility of the next generation of the Tau-
REx retrieval framework (Al-Refaie et al. 2019), we have
constructed a new analytical phase curve model. We de-
scribe the planet geometry using 3 distinct region and
allow for full control of these regions through parameter
coupling (such as radius and mass, or user dependant)
to consider the planet as a whole. The forward model
calculation is handled through an analytical formulation
of the phase geometry, which we combine with the stan-
dard emission model of TauREx. This new approach en-
sures a very fast computation time (only 4 times slower
than a single emission model), which only weakly scales
with the number of phases to simulate. In the future, we
intend to test this model further on real case scenarios
and investigate potential improvements which could be
made to prepare for the next generation of space tele-
scopes.
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6. APPENDIX
APPENDIX 1: DERIVATION OF THE PHASE INTEGRATION COEFFICIENTS
Let’s consider the situation presented in Figure 1. For this derivation, we normalise the problem and describe the
planet as a sphere (or a circle in 2 dimension) of radius 1. We define the orthonormal basis (ex, ey) associated with
coordinate (x,y) and the corresponding polar coordinates (r, α).
In our model, the mean terminator is described by a circle of centre (x0, y0) and radius R. As it must pass through
the points of coordinate (0, 1), (0,-1) and (cos(Φ),0), where Φ is the phase angle (angle observer-star-planet), we
immediately get the terminator equation:
(x− x0)2 + y2 = R2 (12)
with:
x0 =
cos(Φ)2 − 1
2cos(Φ)
, (13)
and:
R2 = x20 + 1. (14)
This equation is valid for a terminator region of size 0. For a terminator region of angular size θK , where θK is the
spherical angle between the two boundaries of the terminator, we consider the representation shown in Figure 1. As
θK is defined on the sphere, it is linked to the projected distance K± from the terminator centre to the terminator
boundaries by:
K± = |cos(Φ)− cos(Φ± θK)| (15)
In this case, the boundaries of the terminator region are described by the same Equation 12, with only a change in
the radius of the terminator circle (R′ = R±K±). We get the following equation:
(x− x0)2 + y2 =
(√
x20 + 1±K±
)2
. (16)
Developing this equation and shifting to the polar coordinates x = rcos(α) and y = rsin(α) leads to:
r2 − 2x0rcos(α) = 1 +K2± ±
√
x20 + 1. (17)
Now as we are looking for the intersection point between our terminator boundaries and the integration circle of
radius sin(θ) =
√
1− µ2, we can add the additional constraint of:
r2 = 1− µ2. (18)
Plugging this in Equation 6 leads to the desired relation:
cos(α) =
cos(Φ)
(1− cos2(Φ))
√
1− µ2
(
µ2 +K2± ± 2K±
√
1 +
(cos2(Φ)− 1)2
4cos2(Φ)
)
. (19)
We note that this equation is not defined for µ = 1 as, in this case, the integration circle corresponds to a unique
point. Similarly, in the case of Φ = 90 exactly, the terminator boundaries are not defined by circles anymore but by
vertical lines. This situation require a separated treatment and, using the same approach, we find the simplified form:
cos(α) =
sin(θK)√
1− µ2 . (20)
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APPENDIX 2: DERIVATION OF THE RELATION BETWEEN THE PHASE ANGLE Φ AND THE TIME T.
Equation 6 provides Φ the angle between the observer, the star and the planet. If the planet orbit is circular, it can
be mapped to the time t easily using a linear mapping. The following formula give the phase angle for the circular
case Φcir(t):
Φcir(t) = 2pi
t
T
, (21)
where T is the orbital period of the planet.
In the case of non-circular orbits, one must solve the Kepler’s equations to adapt this mapping. For the tidally
locked case, we label this new angle Φtid(t), which can be derived from the classical Kepler’s laws. Here, we reproduce
and adapt the classical derivations following Colwell (1993); Sertorio & Tinetti (2001); Dvorak (2008); Seager (2010);
Lissauer & De Pater (2013); Perryman (2018).
The Equation Of Motion (EOM) for a central gravitational force is given by Newton (2008):
r¨+
GMsr
r2
= 0, (22)
where r¨ refers to the second time derivative of r (the ’dot’ notation means time derivative), G is the gravitation
constant and Ms is the stellar mass. r (in ’bold’) refers to the vector of magnitude r, from the planet towards the
centre of the star (axis er). The vectors r and r¨ can be expressed in polar coordinates (r, α) as:
r = rer,
r˙ = r˙er + rα˙eα,
r¨ = (r¨ − rα˙2)er + 1
r
d
dt
(
r2α˙
)
eα.
(23)
The projection of the EOM on eα allows us to recover the angular momentum constant L:
L = r2α˙ = constant (24)
For the projection on the er axis, we apply the change of variable u = 1/r. We therefore have:
u˙ = −u2r˙,
u¨ = −2u˙ur˙ − u2r¨. (25)
Using L and noting that ddt = α˙
d
dα the OEM on er transforms into:
u′′ − u = −GMs
L2
. (26)
Where the ’prime’ notation refers to the derivative with α. This classical second order differential equation is known
as the Binet’s equation and has solutions of the general form:
u =
−GMs
L2
(1 +Acos(α−B)), (27)
where A and B are constants depending on the initial conditions. Using the classical definitions of the semi-major axis
a, the eccentricity e and the longitude of the pericentre ω0, the final solution for r is:
r(α) =
a(1− e2)
1 + ecos(f)
, (28)
where we define f = α− ω0, the true anomaly. These solutions have the forms of ellipsis, hyperbola or parabola. For
our example, we consider gravitationally bounded orbits so the solutions will take the form of an ellipsis, with e < 1.
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Figure 8. Illustration of the 2 dimensional trajectory for a planet in an eccentric orbit (e = 0.8). The planet (brown P node)
is orbiting the star (yellow S node) following the solid black ellipsis from a position t0 (y = 0) to a position t. In dashed black
we show the circle of radius corresponding to the semi-major of the ellipsis a. From there, one can construct the angle E as the
angle between the x axis and the line from the origin to the planet projection directed by ey onto the circle. The blue and red
areas are the areas of interest for our problem.
This is shown in Figure 8, where the eccentricity is 0.8 .
In this formulation, we unfortunately eliminated the time t. As we want to express Φ(t) we need to transform our
solution to express r(t) and α(t).
This can be done by defining the mean anomaly M as the angular distance to the pericentre:
M =
2pi
T
(t− t0) . (29)
M does not have a physically evident interpretation but it is related to an angle called the eccentric anomaly E (see
Figure 8).
Thanks to Kepler’s law of equal areas, we also have the relationship:
M = 2pi
A(t)
Atotal
, (30)
where A designs the surface of the ellipsis that is cut during a specific time t. Atotal is the entire surface of the ellipsis
and is equal to piab.
In Figure 8, A(t) corresponds to the red area. It is related to the blue area A’(t) by the relation A(t) = b/a A’(t).
From Figure 8, we can express A’(t) as:
A′(t) =
1
2
a2E(t)− 1
2
a2esin(E). (31)
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Figure 9. 3-dimensional representation of a planet along its orbit. The planet trajectory (in bold) forms an ellipsis with
inclination angle I from the celestial sphere while N1 and N2 represents the two nodes. The Z axis is along the observer line of
sight.
Finally, we find the Kepler’s equation:
2pi
T
(t− t0) = E − esin(E). (32)
Now the eccentric anomaly E can be related to r and α by noting that:
x = acos(E),
x = rcos(f) + ae.
(33)
This leads to:
r = a(1− ecos(E)),
cos(f) =
cos(E)− e
1− ecos(E) .
(34)
So, provided we can solve Equation 32 for E, we can now link the time t with the angular position of the planet α. The
Kepler’s equation can’t be solved directly but multiple numerical or iterative procedures exist (Smith 1979; Danby &
Burkardt 1983; Taff & Brennan 1989; Colwell 1993; Murray & Dermott 2000; Boyd 2013). In this work, we use the
following iterative scheme:
E0 = M,
Ei+1 = M + ecos(Ei).
(35)
This series is convergent and converges towards E. Now, the final remaining step is to relate the angle α to the
angle observer-star-planet Φ. This can be done using the standard rotation matrices to transform the local ellipsis
coordinate system (x,y) into any generic coordinate system (X,Y,Z):XY
Z
 = RIRωRΩ
xy
z
 (36)
where the introduced R matrices describe the rotations for the argument of the pericentre ω = Ω +ω0, the inclination
I and the longitude of the ascending node Ω.
RI =
1 0 00 cos(I) −sin(I)
0 sin(I) cos(I)
 (37)
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Rω =
cos(ω − Ω) −sin(ω − Ω) 0sin(ω − Ω) cos(ω − Ω) 0
0 0 1
 (38)
RΩ =
cos(Ω) −sin(Ω) 0sin(Ω) cos(Ω) 0
0 0 1
 (39)
This definition allows to express the planet trajectory in a general coordinate system, however, in the field of exoplanets,
it is common to have the observer on the Z axis and fix Ω = pi. The X and Y axis, then remain on the plane that
is perpendicular to the line of sight with the X axis oriented along the orbit nodes. A schematic of this geometry is
presented in Figure 8.
Finally, the coordinates T for planet trajectory along its orbit can be expressed in this 3D coordinate system:
T =
TXTY
TZ
 =
 cos(ω) −sin(ω) 0sin(ω)cos(I) cos(ω)cos(I) sin(I)
−sin(ω)sin(I) −cos(ω)sin(I) cos(I)

rcos(f)rsin(f)
0
 (40)
As in (X,Y,Z) the direction of reference for the observer is along the Z axis. We can then get the final phase angle
for tidally locked planets Φtid(t):
cos(Φtid(t)) =
−TZ
||T || (41)
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APPENDIX 3: EXAMPLES OF PLANET TRAJECTORIES
0.0 0.2 0.4 0.6 0.8 1.0
Normalised Time t
0.0
0.5
1.0
1.5
2.0
2.5
3.0
 (r
ad
)
I = 90,  = 270, e = 0
I = 90,  = 270, e = 0.2
I = 70,  = 270, e = 0.2
I = 70,  = 300, e = 0.2
Figure 10. Examples of planet trajectories for 3 cases. We show a planet position at 60 different times t in elliptic orbits (a
= 0.2 AU and e = 0.2) for: I=90◦ and Ω=0◦ (red); I=45◦ and Ω=0◦ (blue); I=45◦ and Ω=30◦ (green). The top panel shows
the 3-dimensional trajectory (left) and the projections to the (X,Y), (X,Z) and (Y,Z) planes (right, respectively from top to
bottom). The corresponding values for the angle Φ are displayed in the bottom panel. We also add a circular case with e=0 for
reference in grey dashed lines.
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