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ABSTRACT 
This is the second paper of both authors on the subject indicated in the title. Cyclotomic schemes 
are association schemes the relations R; of which are {(x,~) 1 y-XE C;}, where the C, are the orbits 
of a given group of units of a finite ring. We call a commutative ring F admissible if there is a 
character x of Ff such that every character w of F+ can be found by the rule w(x) =x(ax) for a 
well-chosen a E F. 
For commutative, admissible rings the 2-class and 3-class cases are completely treated, and the 
results are applied to difference set theory. 
1. INTRODUCTION 
In his thesis [lo] Delsarte remarks that one can form association schemes over 
finite fields by using the so-called cyclotomy. In [4] these schemes are called 
“cyclotomic schemes.” In [12] we showed how in the same way association 
schemes can be formed over finite rings. 
In this paper, which is a continuation of the paper [12], we restrict ourselves 
to commutative, admissible rings. For admissibility we refer to Definition 2.1. 
We shall use the same notation as in [12] and in this paper we shall only re- 
introduce those concepts from that paper which are necessary to make this 
paper more or less self-contained. 
Storer, in his book [19], shows that cyclotomy is connected with questions 
how the additive and multiplicative properties of a finite field are interrelated 
and points out how this concept leads to the construction of difference sets. In 
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Section 6 we discuss briefly how our extended notion of cyclotomy can be used 
in the theory of difference sets. 
We shall use the notation of Delsarte as it was introduced for association 
schemes in [lo]. This implies the use of a few peculiar notations: if P is any 
complex entity (number, vector, etc.) then P* denotes the complex conjugate 
of P and if S is a set then S* denotes the set of all complex conjugates of the 
elements of S. 
By Z we denote the identity matrix of an order determined by the context. 
DEFINITION 1.1. Let u and n be natural numbers and let X be a set with u 
elements. Let R = {R,, R,, . . . , R,} be a family of n + 1 binary relations on X. 
The pair (X, R) will be called an association scheme with n classes (also called 
an n-scheme) if the following conditions are satisfied: 
1. the family R is a partition of X2 and R, is the diagonal (equality) relation; 
2. for any ie {O,l, . . . , n} the inverse R;’ = {(y,x) 1 (x, y) E Ri} of the relation 
R; belongs to R; the index of the relation Ri’ is denoted by iR; 
3. for i,j,kE{O,l,..., n} the so-called intersection umbers 
p;= I{zeX / (x,z)~R;, (zAERJ 
are independent of the choice of (x, y) E Rk; 
4. for all i,j,kE{O,l,..., n> we havept=p;. 
For every i the number piR is called the valency of Ri and is denoted by Ui. 
An association scheme (X, R) is called symmetric if all its relations are sym- 
metric, i.e. i = iR for all i, otherwise it is called non-symmetric. 
The adjacency matrices of an n-scheme (X, R) are denoted by Di and its 
maximal common eigenspaces by k$. The index of the maximal eigenspace P$* 
is denoted by iv. The eigenvalue of Di on y is denoted by Pi(j) and dim(y) 
by Pj* 
For the n-scheme (X, R) we denote 
l by Li the (n + 1) x (n + 1) matrix with @,./)-entry ps, 
l by P the (n + 1) x (n + 1) matrix with (i,j)-entry Pj(i) and 
l by Q the (n + 1) x (n + 1) matrix such that PQ = UZ and with (i,j)-entry Qj(i). 
For the first and second eigenvalues of (X, R) the following holds. 
(1) PO(i) = QO(i) = 1, Pi(O) = Ui, Qi(0) = pi 
and 
(2) pi,(j) =Pi(.i~) = pi*(j), Qi,(.i) = Qi(j,) = Q:(j). 
Let (X, R) and (KS) be association schemes then these schemes are said to 
be isomorphic if there exists a bijection @ : X+ Y such that the map w : R + S 
defined by y/(Ri)={(@(x), Q(Y)) 1 (KY) ERi) is also a bijection. The fact that 
(X, R) and (Y; 5’) are isomorphic will be denoted by (X, R) G (I: S). 
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The schemes are said to be isospectral if for a suitable numbering of the rela- 
tions and the eigenspaces both schemes have the same first eigenvalue matrix. 
If for a scheme (X, R) it holds that P = Q* for a certain numbering of the rela- 
tions and eigenspaces then (X, R) is called formally self-dual. In that case that 
numbering is called a regular numbering. 
An association scheme (X, R) is called imprimitive if some union of relations 
is an equivalence relation distinct from R0 and XXX. Otherwise it is called 
primitive. 
2. RING THEORY 
For an overview of finite ring theory we refer to [18]. 
In this paper we only consider commutative rings and we denote by F a finite 
commutative ring with identity 1 #O, by y(F) the characteristic of F and by U 
or U(F) the (multiplicative) group of all units in F. F+ is the additive group 
of F. 
The (Jacobson) radical of the ring F, denoted by Rad(F) or Rad, is defined 
as the intersection of all maximal ideals. F is called semi-simple if Rad(F) = (0) 
and local if F/Rad(F) is a (finite) field. 
A local ring F has a unique maximal ideal M. There is a natural number v 
such that M” = (0) but W- # (0); v is called the niipotency of M. If F/M= 
GF(p’) then y(F)=pm for some natural m. 
A chain ring is a finite ring the ideals of which form a chain by inclusion. 
A ring F is a chain ring if and only if F is a local, principal ideal ring. 
Let zFbe the maximal ideal of the chain ring F with nilpotency v. If 1 F/S = q 
then l.$Fj =q”-’ for O<i~v. (This follows from the fact that ziF/zi+‘F is a 
l-dimensional vector space over F/zF.) 
A Galois ring GR(pm,r) is the Galois extension of the ring Zpm of dimen- 
sion r. For our purpose it suffices to know that GR(pm, r) gZZpm[x]/(f (x)) 
where the image of f(x) by the canonical map Z[x] -+ Z,[x] is irreducible. For 
example GR(4,2) =Z4[x]/(x2 +x+ 1). 
If F= GR(pm, r) then I FI =pmr, y(F) =pm, Rad(F) =pF and F is a chain ring. 
Note that GR(p, r) = GF(q) with q =pr and that GR(pm, 1) = ZPm. 
For a character x of F+ and an element a E F we define the character (‘)x by 
the rule @‘x(x) =x(ax) for all XE Ft. 
Of course, (‘)x is the principal character and (‘)x=x. 
DEFINITION 2.1. Let x be any character of F+ then we say that x is admissible 
if every character w of F+ can be written in the form @)x for a suitably chosen 
aeF. 
A ring which has at least one admissible character will be called an admissible 
ring. 
Admissibility is treated in [6,7]. There it has been shown that a character x 
is admissible if and only if the only ideal contained in {x ( x(x) = 1) is (0). 
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The structure theorem for finite, commutative rings with identity [18, 
Theorem VI.21 states that such a ring decomposes uniquely (up to order of the 
summands) as a direct sum of local rings. In [7, Theorem 7.11 the following 
theorem has been shown. 
THEOREM 2.2. A commutative ring F is admissible if and only if every local 
summand of F has exactly one minimal ideal. 
Theorem 2.2 implies that principal ideal rings are admissible and so fields, 
semi-simple rings, chain rings and Galois rings are admissible. 
On the other hand local rings with more than one minimal ideal are not ad- 
missible. Hence the ring GF(2) [x, y]/(x2$ y2, xy, xy - yx) is not admissible. 
A ring with exactly d non-trivial principal ideals is called a d-ring. 
The proofs of the next results on the structure of l- and 2-rings can be found 
in [6, Section 5.51 or can be derived from results in [8,18]. 
THEOREM 2.3. Let F be a l-ring then F is a chain ring with exactly one (max- 
imal) ideal of nilpotency 2 and the following hold. 
1. F is a principal ideal ring and is admissible. 
2. IFi =p2’ for some natural r and prime p, and either 
(a) y(F) =p and FE GF(p’) [x1/(x2), or 
(b) y(F) =p2 and F% GR(p2, r), 
LEMMA 2.4. If F is a l-ring and IF] =p2’, then 
U(F) = Z;@.@Z;@Z;_,. 
\ / 
” 
TX 
THEOREM 2.5. Let F be a 2-ring then F is a principal ideal ring and is admissi- 
ble. F has exactly two non-trivial ideals and these ideals either have a zero in- 
tersection or form a chain. 
The following cases occur. 
1. F is semi-simple, and there are natural rl and r2 and primes p1 and p2 
such that IFI =pFpp, y(F) =pl if p, =p2 and y(F) =p1p2 if p, #p2 and it 
holds that F= GF(pF) 0 GF(p9). 
2. F is a chain ring, and there are a natural r and a prime p such that ) F 1 = 
p3r, v(F) =p, and FrGF(pr) [x1/(x3). 
3. F is a chain ring, and there are a natural r and a prime p such that I FI = 
p3r, y(F)=p2, and 
(a) if p = 2 we have Fz GR(4, r) [xl/(x2 + 2,2x) or 
(b) if pf2 we have FgGR(p2, r) [xl/(x2 +pb,px) where b is a unit in 
GR(p2,r), in which case there are two classes of isomorphic rings. 
4. F is a chain ring, and there are a natural r and a prime p such that 1 FI = 
p3r, y(F) =p3, and FaGR(p3, r). 
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3. CYCLOTOMIC SCHEMES OVER ADMISSIBLE RINGS 
REMARK 3.1. Unless otherwise stated we use in the rest of this paper the 
following notations: 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
F is a finite commutative, admissible ring with identity, IFI = u. 
G is a subgroup of U(F). 
Let x0 E F then {gxa 1 g E G} is called an orbit of G. We shall denote the 
orbitsofGbyCi(iE{O,l,..., n}) where n + 1 is the number of those orbits. 
We adopt the conventions: C, = (0) and C, = G. 
A set of binary relations R(G) on F+ is defined as follows: Z?(G) consists 
of the relations R,, . . . , R, where (x, _Y) E Ri if and only if Y-X E Ci. 
The pair (F+, R(G)) is an n-scheme which we call the cyclotomic n-scheme 
over F (induced by the group G); for this notion we also refer to [6]. 
Let x be a character of F+ then for the orbits of G we define 
ei(X) = C X(x)- 
WCC, 
BY v,, 6, . . . . V, we denote the maximal common eigenspaces of the scheme 
(F+, R(G)) and for all j the vectors of {zq 1 a,=@)~, be Cj} span 5, 
where zP is the vector in Co with entries P(X) with x running through 
F. 0 
We denote (F+, R(G)) by (F, R(G)) or even by (F, R). 
For the proofs of Lemma 3.2 and Theorem 3.3 we refer to [12]. 
LEMMA 3.2. In the above setting for i, j E (0, 1,2, . . . , n} the following hold. 
1. o;=pj= IC;l. 
THEOREM 3.3. (F, R(G)) is formally self-dual and the numbering implied by 
Remark 3.1 is a regular one. 
In fact the scheme (F,R(G)) in Theorem 3.3 is isomorphic to its Tamaschke- 
Delsarte dual (cf. [12]). However, we do not need this fact in this paper. 
Theorem 3.3 implies that for schemes over admissible rings the second eigen- 
values coincide with the first eigenvalues and the Krein parameters with the in- 
tersection numbers. Using a regular numbering one can try to calculate the 
P-matrix first. Then using the well-known formula given in Theorem 11.3.6 in 
[l] it is easy to calculate the intersection numbers. In the case we consider here 
this formula becomes 
(3) 
n p,(i) p,(j)Pr*(k) p;=y c 
r=O 0; . 
In section 5 we shall give examples of this procedure. Of course in some cases 
it is more useful to calculate the intersection numbers directly. 
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Now we introduce a rather trivial family of association schemes, which never- 
theless is not to be ignored when one considers cyclotomic schemes; cf. 
Theorem 3.5. 
Let n~N\{0} and let siEN\{O,l} for i=l,2,...,n. Let Xi be sets with 
IX;1 =Si>_2 and let X=X,X ... xX,. A typical element of X is denoted by x= 
(Xi,XZ,.*., x,). Define on X the set R of n + 1 relations Ri (i=O, 1, . . . , n) as 
follows: 
1. R, is the identity on X; 
2. if irl then (x,y)ERi if and only if Xifyi and xm=yrn if i+llmln. 
It is directly seen that the pair (X, R) is a symmetric association scheme. 
DEFINITION 3.4. An n-scheme (X,R) is called a group-divisible association 
scheme with n classes (of type (s,, s2, . . . , s,)) if for a suitably chosen numbering 
of the relations these relations can be described as above. 
Because R, U R, U es- U R, _ 1 is an equivalence relation it follows that group- 
divisible n-schemes are imprimitive. 
For a suitable numbering of the relations one finds for 15 i,j, krn that 
u; =sis2 ...Si~I(Si-l) and for jzzi 
c ui 
if i=j and k<i; 
if k=i and j<i; 
. ..Si_I(Si-2) if i=j=k; 
0 otherwise. 
For j> i we find the value of ps from p)i:. =pi. 
We note that if (X, R) is an association scheme with n classes and if there are 
natural numbers sI, s2, . . . ,s, such that the parameters of (X, R) satisfy the 
values given above, then it is simply seen that (X, R) is a group-divisible n- 
scheme of type (sir s2, . . . ,sJ. 
THEOREM 3.5. (F, R(G)) is a group-divisible n-scheme if and only if the fol- 
lowing conditions are met. 
1. F is chain (n - 1)-ring. 
2. G= U(F). 
In that case if M is the maximal ideal in F and F/M= GF(q) then (F, R(U)) is 
a group-divisible n-scheme of type (q, q, . . . , q). 
PROOF. Let (F, R(G)) be a group-divible n-scheme. We suppose that the orbits 
of G are numbered in such a way that Ui< ui+i for all i. This implies C, = 
G= U(F). So C,#G, contrary to the usual assumption in this paper, 
Let Mt=CoUCIU-~-UC, for tE{O,l,...,n). Since p$=O if k>max(i,j), 
we have Ci+cj $ C, for Ci E Ci, Cj E C; and k>max(i,j). SO the set Mt is an 
(additive) subgroup of Ff for all admissible t. 
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In particular M,_, is an additive group containing all non-units and this 
implies that F is a local ring. 
ForOItIn-1andzECtweconsiderzF.IfdECj(O_(jIn-l)thenbecause 
Fisalocalring l+dEU(F)=Gimplyingz+zdEC,. SozdeM,.Alsoifdis 
a unit then .zdEC,, evidently. Hence zFcM,. 
On the other hand C, CzF and if d E C, with u < t then there are pi = vt > 0 
pairs (x1,x2) E C, x C, such that x1 +x2 = d. So C, CzF. This implies zF= MI 
and so M, is a principal ideal. 
Hence F contains the chain of n - 1 different proper principal ideals 
M,cM,c...CM,._,. 
Each of the sets M,\M,_, (i=l, . . . . n- 1) is an orbit of G and with Ce and C,, 
these are also all the orbits of G. 
From what we have established so far, it is clear that Fdoes not contain ideals 
other than the ideals Mt. Therefore F is a chain (n-1)-ring. 
If, on the other hand, F is a chain (n - 1)-ring then it is easily established that 
(F,R(U)) is a group-divisible n-scheme. The fact that (F,R(U)) is a group- 
divisible n-scheme of type (q, q, . . . , q) follows from the earlier remarks on chain 
rings. 0 
Now we give a few more specialized results to be used in the sequel. 
LEMMA 3.6. Let (F, R(G)) be an n-scheme over a d-ring F and let the index 
[U: G] =e then nrd+e. 
PROOF. Clearly (I contains e orbits of G. Let (Xi), i= 42, . . . ,d be the d non- 
trivial principal ideals of F, then it follows directly that x1,x2, .. . ,xd are lying 
in different orbits of G contained in F\ U. Hence G has at least d + e orbits (the 
orbit (0) not included). This proves the lemma. q 
LEMMA 3.7. Let F be a chain d-ring and let [U: G] = e. Suppose M is the 
maximal ideal of F. We define @ = F and Mk = Mk \Mk” for 0 I k I d. Let 
ek be the number of orbits of G in Mk. Then for the scheme (F, R) the follow- 
ing hold. 
1. For every orbit Ci contained in Mk we have Vi = jMkl/f&. 
2. e=eOLe,l...Led. 
3. d+esns(d+l)e. 
PROOF. Suppose that M=zF for some ZE F. Then Mk =zkF\zk+‘F=zkU. 
Consider in Mk the orbits ulzkG and u2zkG with u,, u2 E U. 
Then clearly ju,zkGl = (zkG1 = (u,zkGI . So every orbit in Mk has the same 
cardinality, implying 1. 
If u,zkG = u2zkG then also ulzk+‘G = u2z k+lG hence it follows that ek?ek+i. 
Clearly the inequality n = e. + e, + . ..+e.<(d+I;eandLemma3.6imply3. q 
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LEMMA 3.8. Let [CJ : G] = n - 1 for some natural n then the fact that (F, R(G)) 
is an n-scheme implies 
1. F is a l-ring, 
2. IF 1 =p2’ for some prime p and natural r 2 1, 
3. n=pk+l with Olklr. 
PROOF. Let C,, = F\ { CTU (0)) then it is directly seen that M= C,, U (0) is the 
only proper ideal of F, hence F is a l-ring. 
According to Theorem 2.3 we have IFI =p2’ for some prime p and natural 
rz 1. Let q =pr then 1 C,, I= q - 1 (F is a chain ring) and so 117 = q(q - 1). If 
C, = G (as usual) we find j C, j = q(q- l)/(n - 1). Since / C, I divides I C, I (cf. [ 121) 
it follows that q - 1 1 q(q - l)/(n - 1) implying n - 1 1 q and therefore n =pk + 1 
with Olksr. 0 
4. CYCLOTOMIC SCHEMES OVER FIELDS 
REMARK 4.1. In this section we use the following notations. 
1. F is the finite field GF(q) with q=pr. 
2. We suppose that YE CT is a primitive element. 
3. G consists of the n-th powers of the elements of (I for some n 1 q - 1. 
4. Defining f by q = nf + 1 it is clear that /G I =J 
5. The orbits of G will be numbered such that Cc,= (0) and C=y’-‘G, 
1 lirn. 
6. A field is admissible. For a non-principal character x we suppose that for 
llisn theset {zV\~= (v’m’s)x, ge G} generates the eigenspace 5, while 
V, is generated by the all-one vector, as always. 
This numbering of the relations and the eigenspaces is in accordance with the 
one introduced in Remark 3.1 and so by Theorem 3.3 the resulting numbering 
is regular and Lemma 3.2 applies. 0 
For i,jeZ the cyclotomic number (i,j) is the number of ordered pairs s, t 
such that ysn+i+l =yf”+‘, Ols,tlf-1. 
Cyclotomic numbers are described in great detail in [ 191, but mostly for even 
n up to and including 8. 
THEOREM 4.2. For (F, R(G)) the following holds. 
1. LJi=p(i=ffOriE{1,2 ,..., n}. 
2. p[j=(j-l,k-1) forj,kE{l,..., n}. 
3. p$.=pk:jt’ , taking for i-j and k-j the representatives modulo n be- 
lcY,ngin~t~+~O,l,..., n-l}. 
4. Pi(j)=Pj(i) for i,jE{l,2 ,..., n). 
5. pj(j)=pk(l) if i+j=k+l (modn) for i,j,k,lE{1,2,...,n}. 
6. P=Q*. 
PROOF. The first, fourth and sixth assertions are direct consequences of 
Theorem 3.3 and Lemma 3.2, while the second and third one are easily derived 
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from the definition. For the proof of the fifth statement consider the following. 
p;(j) = e,((J+‘)x) = C x(yi-lx) = c x(vi+j-2g). 
XEC, KEG 
The last expression is only dependent on i + j modulo n, which clearly implies 
the fifth assertion. q 
As a consequence of the preceding theorem the eigenmatrix P of (F, R) has 
the form: 
1 f f f *** f 
1 PI P2 P3 *** Pn 
1 Pz P3 P4 .*’ PI 
1 Pn PI P2 ... PC1 
wherep,=Pi(l) for iE{1,2 ,..., n}. 
An association scheme with n classes is said to be pseudo-cyclic, if all its 
eigenvalues Pi(j) have for i E { 1,2, . . . , n} the same multiplicities pi. According 
to Theorem 4.2 cyclotomic schemes over fields are pseudo-cyclic association 
schemes. 
THEOREM 4.3. There is a cyclotomic n-scheme over the field GF(q) if and 
only if q= 1 (mod n). Such a scheme is 
1. symmetric if and only if either n is odd or n is even and q = 1 (mod 2n) and 
2. non-symmetric if and only if n is even and q=n + 1 (mod 2n). 
If (F, R) is non-symmetric then q is odd and i-i, = n/2 (mod n) for ie 
{1,2 ,..., n}. 
PROOF. That there exists a cyclotomic n-scheme over the field GF(q) if and 
only if q= 1 (mod n) is evident. 
If y(F) = 2 then n is odd, necessarily, and because -I= 1 the scheme is sym- 
metric. 
For q is odd we derive from [ 19, Lemma 21 that - 1 E G if and only if f is even. 
So (F,R) is non-symmetric if and only if both f and q are odd, implying n is 
even. This proves 1. and 2. 
If (F, R) is non-symmetric then -1 E~~‘~G. Hence 
-C, = Ci, = yi-'+"'2G rr Ci+n,2, 
taking the representative of it- n/2 mod n from { 1,2, . . . , n}. Cl 
It has been shown (cf. [4, p. 521) that if in a symmetric association scheme we 
have ui = 1 for some i#O then this scheme is imprimitive. For non-symmetric 
schemes this no longer holds as the non-symmetric cyclotomic 4-scheme over 
GF(5) shows. 
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Cyclotomic schemes over a field can be imprimitive. We shall consider this 
issue now. First we recall Definition 4.3 from [12]. 
DEFINITION 4.4. Let X be an abelian group and let G be a group of automor- 
phisms of X, then a subgroup Y of X is called G-invariant if a(Y) C Y for every 
(YE G. The G-invariant subgroups {0} and X are called trivial. 
LEMMA 4.5. Let m and r be natural numbers and let p be a natural prime, 
such that m 1 pr- 1. Let G be the group of the m-th powers in F=GF(p’). 
Then G is contained in a non-trivial subfield of F if and only if there is a non- 
trivial G-invariant subspace of the vector space F= GF(p’) over GF(p). 
PROOF. First suppose that G is not contained in a proper subfield of F. More- 
over let H be a G-invariant subspace of F. If y is a primitive element of F then 
with pr = 1 + em we have G= (1, ym, y2m, . . . , Y(~-‘)~}. Because G is not con- 
tained in a proper subfield we find GF(p)(ym) = F and therefore ym is of 
degree r over GF(p). Hence (I, ym, Yap, . . . , Y(‘-‘)~) is a GF(p)-basis for F. If 
XEH\{O} thenx,~y~,xy*~ ,..., XY(‘-‘)~ E H and these elements are independent 
over GF(p). Hence the dimension of H over GF(p) is at least r and this yields 
H=GF(p’). This proves the first part of the lemma. Because the converse is 
evident the lemma has been proved. 0 
THEOREM 4.6. The n-scheme (F, R(G)) is imprimitive if and only if G is con- 
tained in a non-trivial subfield of F=GF(p’). 
That is, the scheme is imprimitive if and only if there is a natural s such that 
pr-1 
sir, buts#r and - n 
pS-l . 
PROOF. Suppose that the conditions on s are met then the field K=GF(pS) is 
a proper subfield of F because s 1 r and s# r. Let a = (p’- l)/(pS - 1) then the 
elements y” (i = 0, 1, . . . , pS- 1) of F together with 0 are just the elements of K 
and the elements of G are of this form and so G is a subgroup of U(K). But 
this implies that K’ is a proper G-invariant subgroup of F+. Theorem 4.4 in 
[12] now implies that (F, R(G)) is imprimitive. 
If, on the other hand, (F, R(G)) is imprimitive then by Theorem 4.4 in [12] 
the group F+ contains non-trivial G-invariant subgroups. Let H be such a non- 
trivial subgroup of F+, then H is also a vector space over GF(p) in GF(p’). 
So, by Lemma 4.5, the group G is contained in a proper subfield of GF(p’) 
and the conditions on s are easily derived. 0 
COROLLARY 4.1. Let n E N\(O, l} then the cyclotomic n-scheme over the 
field GF(q) is primitive if q is a prime or q > (n - 1)‘. 
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PROOF. If q is prime then the primitivity of the scheme is a direct consequence 
of Theorem 4.6. 
q> (n - l)* implies (with q =p’) 
q-l p’-1 
n<fi+l=--=- 
G-1 - PS-1 
for all s such that s ) r and s#r and theorem 4.6 implies that the scheme is 
primitive. 0 
If n and q in Corollary 4.7 have the property that q= (n - l)* then the n- 
scheme over GF(q) is imprimitive, because n =q- l/(fi- 1). So the condition 
q> (n - l)* for primitivity is in a certain way the best one can achieve. 
Wilson has shown in [20] that all n-th order cyclotomic numbers in the field 
GF(q) are positive provided that q> n6. On the other hand if such a scheme is 
imprimitive then Theorem 4.2 implies that several cyclotomic numbers are 0. 
Clearly if f < n + 1 (or q< rz* + n + 1) then also several cyclotomic numbers are 0. 
In [5, Theorem (2.5.21)] and in [13] we have shown that for every n EN\(O) 
and for every natural r with Olrl in there exists an association scheme with 
n classes and with exactly 2r non-symmetric relations. Due to the construction 
used there all these schemes are imprimitive. The next theorem deals with n- 
schemes in the cases r = 0 and r = in. 
Theorem 4.8 leaves the question whether there exist non-symmetric primitive 
n-schemes for odd n. Liebler and Mena [15] have found an infinite family of 
distance regular digraphs of girth 4 and diameter 3 implying the existence of 
primitive non-symmetric 3-schemes. 
THEOREM 4.8. Let nEN\(O, l> then 
1. if n is odd there are infinitely many primitive symmetric (cyclotomic) n- 
schemes, 
2. if n is even there are infinitely many primitive symmetric (cyclotomic) n- 
schemes and infinitely many primitive non-symmetric (cyclotomic) n- 
schemes. 
PROOF. By a well-known theorem of Dirichlet there are infinitely many primes 
p, and p2 such that pl = 1 (mod 2n) for any n EN\ { 0, l} and p2 = n + 1 (mod 2n) 
for any even n EN\ (0, l}. This implies, for all I, that pf = 1 (mod 2n) for any 
nEN\{O,l) and pi’+‘= n+l (mod2n) for any even nEN\{O,l}. 
If n is odd the cyclotomic schemes over the fields GF(p:) are symmetric and 
for even n the cyclotomic schemes over the fields GF(p:) are also symmetric 
while the ones over the fields GF(pi’+‘) are non-symmetric. 
For any given prime p, or p2 and for 1 not too small p:> (n - l)* and pi’+’ > 
(n - l)* holds and the assertions of the theorem are implied by Corollary 4.7. 0 
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5. CYCLOTOMIC 2- AND 3-SCHEMES 
THEOREM 5.1. For an n-scheme (F,R(G)) the following cases may occur if 
n E { 2,3}. We suppose that F is a d-ring and [U: G] = e. 
PROOF. First let n = 2, then eE { 1,2) since esn. If e= 1 then F must be a 
l-ring and because -1 E G the scheme is symmetric. If e = 2 then clearly F is a 
field and d = 0. 
Let n = 3 then e E (1,2,3}. If e = 1 then F has at most 2 proper principal ideals. 
If also d = 1 then F is a chain ring and Lemma 3.7 leads to a contradiction. So 
if e=l we have d=2. If e=2 then F is a l-ring, according to Lemma 3.8. 
If n = e= 3 then F is a field, so d= 0, and Theorem 4.3 implies that the 3- 
scheme over F is symmetric. 0 
The rings to be used all are admissible and therefore they all admit at least 
one regular numbering and Lemma 3.2 can be used. 
The existence of the schemes mentioned above was either discussed in the 
previous section (case d = 0) or is evident, apart from the cases # 5 and # 6 
which need a little more attention, because now several groups are possible; cf. 
Corollary 5.10. So most of our attention will be directed to structural questions. 
For 2-schemes the calculation of the parameters is straightforward and will 
mostly be left to the reader. 
THEOREM 5.2. Let (GF(q), R(G)) be a symmetric 2-scheme. 
Then q= 1 (mod 4), G is the group of the non-zero squares in GF(q), v = q 
and its intersection matrices are: Lo = I, 
0 :(q- 1) 0 0 
L, = 1 = 
0 
+(q-5) $(q-1) 1 , L, 
$(4-l) S-1) 
I 0 
0 +@I-- 1) 
8(4-l) $(q-1) . 
1 a-1) :(4-v 
The character in P;(j) = Oi(‘b’~) can be chosen such that 
1 3(4- 1) 3(4- 1) 
P= 1 +(-l+G) +(-l-G) 1 . 
1 +(-1 -fi) +(-l+G) 
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PROOF. Using theorem 4.2 one easily finds 
q-1 
Pi(l)+P,(2) = -1 and P,(l)P,(2) = -4 
implying 
-l+fi 
PI(l) = 72-- 
-1-h 
or Pt(1) = ~ 
2 . 
If, due to the choice of the character x, Pi(l) =3(-l - fi) then use the char- 
acter ‘“‘x with a E C, to calculate the eigenvalues. 
The rest of the proof is left to the reader. 0 
THEOREM 5.3. Let (GF(q), R(G)) be a non-symmetric 2-scheme. 
Then q= 3 (mod 4), G is the group of the non-zero squares in GF(q), o = q 
and its intersection matrices are: L, = I, 
0 0 a- 1) 0 
L, = 1 
0 
$(q-3) $(q-3) 1 ) L,= 
f(4+1) H4-3) 
I 0 +(q- 1) 0 f(q-3) $(q+l) . 
1 m-3) $(4-3) 
The character in Pj(j)=Bi(tb)~) can be chosen such that 
1 %(4- 1) H4- 1) 
1 +(-l+ifi) +(-I -ifi) 1 . , 
1 +(-I-ifi) +(-l+ifi) 
THEOREM 5.4. Let (F, R(G)) be the symmetric 2-scheme over a l-ring F. 
Then one can choose for F any l-ring, but G = U, necessarily, v = q2 for 
some prime power 
of type (q, q). The 
q and (F, R(U)) is the group-divisible association 2-scheme 
intersection matrices are: L, = I, 
4(4-l) 0 
;;;I;; q;lj and L2= [! q%l :p:] . 
The first eigenmatrix is (choosing the unique regular numbering): 
p= [; q(xl) ;:;j. 
PROOF. To compute P we use the only regular numbering possible. Then for 
a fixed bE C2 we find P,(2)= C,,c, X(ab). Because ab =0 for all aE C2 we 
find P,(2) = q - I= 1 C21 . It is now easy to complete P. 
The intersection numbers can be computed using formula (3) or Theorem 
3.5. cl 
Note that the results of the above Theorem 5.4 yield isomorphic schemes over 
non-isomorphic rings. 
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THEOREM 5.5. Let (GF(q), R(G)) be a symmetric 3-scheme. 
Then q= 1 (mod 3), G is the group of the non-zero thirdpowers in GF(q) and 
v = q. The intersection matrices are: L, = I, 
and 
0 0 0 +(q-1) 
Lj = 
OCD B 
ODB C ’ 
1BC A 
The values for A, B, C and D can be found as follows: there is a solution (c, d) 
of the Diophantine equation 4q = c2 + 27d2 (c, d E 2) such that c= 1 (mod 3) and 
. 9A=q-S+c, 
. 18B=2q-4-c-9d, 
l 18C=2q-4-c+9d and 
. 9D=q+l+c. 
Let ie {1,2,3} and fixed, then the eigenvalues q(l), Pj(2) and Pi(3) are the 
zeros of g(x)=x3+x2-+(q- l)x+(BC-D2), which is reducible if B=C or 
equivalently d = 0. 
Zf g(x) is reducible and d =0 then g(x) has 
l thesimplezero +(q-l)-6B-l=+(c-1) and 
l the double zero 3B-+(q-I)=-+(c+2). 
PROOF. It is much more difficult to calculate the eigenvalues of the scheme 
first then it is for any other scheme considered in this section. Therefore we first 
calculated the intersection numbers and then the eigenvalues. We shall only 
sketch the proof; for details we refer the reader to [6,19]. 
The intersection matrices are easily derived from the results in this paper. 
Using L; Lj = L/ Li one easily finds AD + B2 + C2 = BC + BD + CD which im- 
plies after some calculations the Diophantine equation mentioned in the theorem 
and the formulas for A, B, C and D. 
The eigenvalues PI(j), j = 1,2,3 are also eigenvalues of L,. The elementary 
symmetric functions of P,(l), s(2) and P,(3) are easily calculated using the 
trace and the determinant of L, and using L,L2 = BL, + CL, + DL,. This yields 
the form of g(x). 0 
The numbers c and din Theorem 5.5 must be determined uniquely. The situa- 
tion is as follows. Let q=pt for p prime and t EN\(O). If 
l p= 1 (mod 3) then 4q = c2 + 27d2 has a solution (c, d) which, if gcd(q, c) = 1, 
is unique apart from the signs of c and d; 
l p = 2 (mod 3) then 4q = c2 + 27d2 has no solution if t is odd and has a 
solution (c, d) if t is even; in that case c = f 2 fi and d = 0. 
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Theorem 14 in [19] states that for odd p and p= 1 (mod 3), and therefore 
p= 1 (mod 6), the solution of 4q = c2+27d2 leading to cyclotomic numbers 
has the property gcd(q, c) = 1. As already noticed for p = 2 and odd p such that 
p= 5 (mod 6) there is, apart from the sign of c, only one solution. For more 
details the reader is referred to [ 191. 
The sign of c in the Diophantine equation 4q= c2+27d2 is in our case, 
however, determined by the extra condition c= 1 (mod 3), while the sign of d 
is immaterial because a different choice leads only to non-essential differences 
in the numbering of the relations. 
LEMMA 5.6. Let F be a l-ring, and suppose [U: G] = 2. 
1. F has an even characteristic if and only if (F, R(G)) is a 3-scheme. 
2. F has an odd characteristic if and only if (F, R(G)) is a 4-scheme. 
PROOF. According to Lemma 3.7, (F, R(G)) is either a 3-scheme or a 4-scheme. 
In the case that the characteristic of F is even the number of elements of the 
only ideal A4 of F is even, hence IM\{O} 1 is odd. If M\ (0) consisted of two 
orbits of G then these orbits would have equal cardinality (cf. Lemma 3.7). 
Clearly this is impossible and so we find in this case that M\(O) contains only 
one orbit of G, implying that (F,R(G)) is a 3-scheme. If, on the other hand, 
(F, R(G)) is a 3-scheme then Lemma 3.8 implies p = 2 and therefore F is of even 
characteristic. This completes the proof of the lemma. 0 
In the next theorems we presuppose the existence of certain cyclotomic 
3-schemes over a l-ring F. In Corollary 5.10 we shall settle the question of the 
existence of such schemes. 
THEOREM 5.7. Let (F, R(G)) be a symmetric 3-scheme over a l-ring F. 
Then one can choose for F any l-ring of even characteristic, except Z,, and 
for G any subgroup of U(F) of index 2 containing - 1. v = 4’for some natural r. 
Let C, = { 0} , C1 = G, C, = U\ G and C, = M \ (0)) where M is the maximal 
ideal of F. 
Then if we put s= 2’-’ the intersection matrices are: L,= I, 
0 s(2s- 1) 0 0 
I - 1 s(s-1) S(S-1) s-l 
k1 - 1 0 s(s-1) S(S-1) S 
I 0 s(s- 1) s2 0 I 
while L, and L, are, respectively, 
0 0 s(2s- 1) 0 
0 s(s-1) s(s-1) s 
1 s(s-I) s(s-1) s-l 
0 S2 s(s-1) 0 
j? 1 si’ s;l ;2:,II. 
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The character in Pi(j) = Oj((b)x) can be chosen such that 
(1 s(2s-1) s(2s-1) 24 
P= 
1 s --s -1 
1 -S S -1 - 
Cl -s -s 2s-1J 
PROOF. The first assertion is a direct consequence of Lemma 5.6 and 
Theorem 2.3. 
For the P-matrix we proceed as follows. Let x be an admissible character of 
F+. Then Pj( j) = CXEci x(xb) with b E Cj* fixed. 
For i= 3 and jrz (43) it follows that xb=O and therefore s(O) = P,(3) = 
2s-1. For i=3 and jE{1,2} we have with bECj 
PAj)= C x(x@= C x(x)={ C x(x)1-1=-1 
XSC, XGC, xeA4 
since x is not the principal character on M. Furthermore, using Lemma 3.2, it 
follows that Pi(3) = -s for iE { 1,2} and also P,(l) = P,(2). Using P2 =4s21 we 
find P,(l) = P,(2) = -P,(l) and then P,(l) = +s. If P,(l) = -s then as it is done 
in the proof of Theorem 5.2 a proper choice of character yields P,(l) =s. 
Now using the formula (3) one can calculate the intersection numbers. 0 
The next theorem treats the non-symmetric ase of cyclotomic schemes over 
a l-ring F. But the schemes over rings of the form GF(2’)[x]/(x2) only yield 
symmetric schemes, because then - 1 = 1. So only the Galois rings play a role 
in this case. The proof of the theorem is completely analogous to that of 
Theorem 5.7, so we leave the proof to the reader. 
This theorem is important in its own since it contains an affirmative answer 
to a question arising in a natural way in (131: Is it possible to construct a non- 
symmetric 3-scheme the symmetric losure of which is a group divisible scheme 
of type (4,4)? 
THEOREM 5.8. Let (F,R(G)) be a non-symmetric 3-scheme over a l-ring F. 
Then one can choose for F any l-ring GR(4, r), r E N\ { 0} andfor G any sub- 
group of U(F) of index 2 not containing - 1. u = 4’. 
Let C, = {0}, C, = G, C2 = -G and C3 =M\{O}, where M is the maximal 
ideal of F. 
Then if we put s-2’-’ the intersection matrices are: Lo = I, 
0 0 s(2s- 1) 0 
L = 1 s(s-1) s(s-1) s-l 
1 
0 s(s-1) s(s-1) s 
0 S2 s(s- 1) 0 I 
292 
while L, and L, are, respectively, 
00 0 2s- 
OS-1 s 0 
0 s s-l 0 
1 0 0 2(s - 1. 
The character in Pi(j) = Bi(‘b’X) can be chosen such that 
0 s(2s- 1) 0 0 
0 s(s- 1) s(s- 1) s 
1 s(s-1) s(s--1) s-l 
0 s(s- 1) s2 0 
1. 
1). 
s(2s-1) s(2s-1) 2s-1 
:s -is -1 * 
--s --s 2s-1 
1 
LEMMA 5.9. In GF(2’)[x]/(x2) with r2 1 the group of all units contains 
subgroups of index 2. 
The group of all units of GR(4,r) with rz 2 contains subgroups G, and G2 
of index 2 such that - 1 E G, and - 16 G2. 
Zn GR(4,l) = Z, there is only one group G of index 2 and we have - 16 G. 
PROOF. U(GF(2’)[x]/(x2)) has even order and so there are groups of index 2 
in U. 
By Lemma 2.4 the group U of GR(4, r) is isomorphic to the (additive) group 
z;@...@z;@z;_l. 
\ 
V 
/ 
rx 
We represent the elements 5 of U as a vector 5 = (xi, . . . ,xr,xr+ t) with 
x1,...,xreZ2 and x,.+~EZ~~_~. Since - 1 is of order 2, we may identify -1 
with (ci, . . . , er, 0) with Ei E Z2. Without loss of generality we have only to con- 
sider two cases. 
If ei=l and s2=0 we take G,={~EUIX~=O} and if e,=c2=1 we take 
G, = {SE U 1 x1 =x2} and G2 = (5~ U 1 x1 = 0} in both cases. This clearly com- 
pletes the proof of the lemma. q 
COROLLARY 5.10. The following hold. 
1. Symmetric cyclotomic 3-schemes exist over any 1 -ring of characteristic 2
or 4, except Z,. 
2. Non-symmetric yclotomic 3-schemes exist only over any l-ring of charac- 
teristic 4. 
For a given number s the symmetric cyclotomic schemes described in Theorem 
5.7 are isospectral to the Latin square scheme of the type L,,,(2s) mentioned 
in [17]. However, a symmetric cyclotomic 3-scheme over a ring of characteristic 
2 is in general not isomorphic to such a scheme over a ring of characteristic 4, 
as we shall show in the next examples, where in the setting of Theorem 5.7 we 
take r=2 and so s=2. 
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EXAMPLE 5.11. The cyclotomic symmetric 3-scheme over GF(4)[x]/(x2). 
Let F*= GF(4)[x]/(x2). We represent GF(4) as follows: GF(4) = GF(2)(a) = 
(0, 1, a, a2) with defining equation a2 = a + 1. Then F’= (ax+ b 1 a, b E GF(4)) 
while x2 = 0. 
There are 6 elements of order 6 in U(F’), namely a(1 +x), a2(1 +x), 
a(1 +ax), a2(1 +ax), a(1 +a2x), a’(1 +a2x) and there are 3 subgroups of 
index 2 in U(F*). Since the mapping ax+ b --f aax+ b is an automorphism 
of F’, it is irrelevant for the forming of the scheme which of the subgroups of 
index 2 we choose. 
We consider the scheme (F’,R(G’)) with 
G’= {l,a,a2, 1+x,a(l+x),a2(1+x)}. 
The orbits of G’are C,‘=(O), C{=G’, C,‘=(l+ax)G’and Ci={x,ax,a2x}. 
To formulate a structural property of (F’,R(G’)) we need the following 
definition. 
We say that A is a subgraph of a graph r induced by a set S of vertices of 
r if A is the graph with vertex-set S, where two vertices are adjacent if and only 
if they are adjacent in ZY 
Now in the graph (F’, Z?{) of the scheme (F’, R(G’)) the subgraph of (F’, I?:) 
induced by the vertices adjacent to the vertex 0 is the union of two 3-cycles. 
The same holds for the graph (F’,Ri). This follows from the fact that for 
17 = 0, 1, a, a2 the sets (0, 1 + qx, a(1 + qx), a2(1 + qx)} are subgroups of the addi- 
tive group of F’; the additive group of F’ itself clearly is an elementary 
2-group with 16 elements. 0 
EXAMPLE 5.12. The cyclotomic symmetric 3-scheme over Z, [x] /(x2 +x + 1). 
Let F”=Z,[x]/(~~+x+l). We represent Z, as Z,={O,l,-1,2}. Then 
F”={ax+b)a,bEZ4} whilex2=-x-1. 
Again there are 6 elements of order 6 in U(F”), viz. 1 +x, -x, x+ 2, x - 1, 
-x+ 1 and -x+ 2 and there are 3 subgroups of index 2 in U(FN), however, 
now there is only one such group containing -1, namely 
G:‘= {1,-x,-x-1,-1,x,x+1}. 
We consider the scheme (F”,R(Gy)). The orbits of Gy are Cz= {0}, Cr = 
Gy, CF=(x-l)Gy and C,“={2,2x,2x+2}. 
Now the subgraphs of both (F”,R/) and (F”,Rf) induced by the vertices 
adjacent to the vertex 0 are, contrasted to the property mentioned in Example 
5.11, 6-cycles. 0 
Obviously the isospectral schemes (F’,R(G’)) and (F”,R(G{‘)) (using the set- 
ting of the Eamples 5.11 and 5.12) are not isomorphic: the graph (F’,R[) can- 
not be mapped isomorphically on either (F”,R[‘) or (F”,R,“). 
EXAMPLE 5.13. The cyclotomic non-symmetric 3-scheme over the ring 
Z,[x]/(x2+x+ 1). 
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In Example 5.12 there are still two groups of index 2 in U(F”); viz. Gi’ 
generated by X- 1 and GF generated by --x+ 1. Let Q be the automorphism of 
the additive group of F” defined by Q( 1) =x and Q(X) = 1 then Q(G~“) = GF and 
@(MI’) =M”, where M” is the maximal ideal if F”. 
This implies that (F”, R(G2/‘)) z (F”, R(G,“)). The symmetric closure of 
(F”, R(G,“)) is the group-divisible scheme of type (4,4) or using the terminology 
of 15,131, the scheme (F”‘, F(GF)) is a splitting of the group-divisible scheme 
of type (4,4). 0 
The proofs of the next two theorems are straightforward and are left to the 
reader. 
It is easily seen that 3-schemes of the type considered in the Theorem 5.14 
correspond to the case e= 1 in Example 4.6 in [12] and that these schemes are 
rectangular lattice schemes R(q,, q2) described in [17], case (i). 
Theorem 5.15 is obviously a special case of Theorem 3.5 and note that we 
find in that theorem again isomorphic schemes over non-isomorphic rings. 
THEOREM 5.14. Let (F, R(G)) be the symmetric 3-scheme over a semi-simple 
2-ring F. 
Then one can choose for F any semi-simple 2-ring, G= U, necessarily, and 
there are prime powers q, and q2 such that v = q1 q2. 
If Co=(O), C,=U, C,=I,\{O} and C,=Z,\{O}, where I1 and I2 are the 
non-trivial ideals of F then the intersection matrices are L, = I, 
0 (41-l)(q2-1) 0 0 
L, = 
! 
1 (41-2)(q2-2) Q-2 q2-2 
0 cl,-wq2-1) 0 q2--1 
0 (41-l)(q2-2) R-1 0 1 
while 
“IH qj; :I;: ;], Lj=l $ i ;I;]. 
The first eigenmatrix is (using the unique regular numbering): 
P= 
i 
1 h-1m2-1) 41-l 
1 1 
1 l-c?, 
1 l-q, 
THEOREM 5.15. Let (F, R(G)) be the symmetric 3-scheme over a chain 2- 
ring F. 
Then one can choose for F any chain 2-ring, G= U, necessarily. There is a 
prime power q such that v = q3 and (F, R) is a group-divisible association 
scheme of type (q,q,q). 
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Let M be the maximal ideal of F and C, = (0)) C, = U, C, = M\M2 and 
C,=M2\{O} then the intersection matrices are LO=Z, 
L, = 
while L2 and 
: 
0 
0 
1 
0 
1 q3-2q2 42-q q-l 
i 0 q3-q2 0 0 1 
L, are, respectively, 
0 q2-q 0 00 0 
q2-4 0 0 1 : oq-1 0 
0 42-24 q-l ’ 0 0 q-1 
0 q2-q 0 10 0 
q-1 
0 
0 * 
q-2 1 
The first eigenmatrix is (using the only regular numbering possible): 
In [16] Ma classifies completely the cyclic association 3-schemes (X,R) where, 
by definition, X is a cyclic group. 
Applied to cyclotomic 3-schemes X is a ring such that X+ is cyclic. Hence 
X=2,. According to Theorem 5.1 we have to consider the cases 
1. 2, is a field, 
2. 2, is a l-ring, 
3. 2, is a 2-ring. 
If Z, is a field then u is a prime and Theorem 5.5 applies. 
If Z, is a l-ring then o =4 by Theorem 5.1, Lemma 5.6 and Theorem 2.3. 
The corresponding non-symmetric 3-scheme is described in the Theorem 5.8 for 
s= 1. 
If Z, is a 2-ring then by Theorem 2.3 either Z, is semi-simple, u =p, p2 with 
p, #p2 and both prime and Theorem 5.14 applies or Z, is the chain ring 
GR(p3, 1) for some prime p and Theorem 5.15 describes the corresponding 
3-scheme with q=p. 
6. DIFFERENCE SETS 
In this, the last section of this paper we shall discuss briefly how one can use 
the theory developed in this paper for the construction of difference sets. 
Central for this application is Theorem 6.2, which is a direct generalization of 
a theorem of Lehmer (cf. [19, Theorem 11). 
DEFINITION 6.1. Let X be a (not necessarily abelian) group of order u and let 
D be a subset of cardinality k of X. Suppose there is a A EN defined by 
k(k - 1) = ,l(v - 1) then D is called a (u, k, A.)-difference set (with respect to X) 
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if for any x E X \ (0) there are exactly A choices di, dj ED such that di - dj =x. 
D is called (non)-abelian if X is (non)-abelian and cyclic if X is cyclic. 
The proof of the next theorem is straightforward and is left to the reader. For 
the notion “schemes induced by a group of automorphisms” we refer to 1121. 
THEOREM 6.2. Let X be an abelian group of order u and let (X, R(G)) be the 
n-scheme over X induced by the subgroup G of Aut (X). Let A c (0, 1,2, . . . , n]. 
If D is the union of the orbits Ci (i E A) of G in X then D is a (v, k, l)-differ- 
ence set if and only if the following conditions are met. 
C pER=k and C pIyR=A form=1,2 ,..., n. 
i,jeA r.jeA 
For the construction of abelian difference sets Theorem 6.2 is extremely useful 
as is shown in [19]. However, one has to have knowledge of the relevant inter- 
section numbers. 
For cyclotomic 2- and 3-schemes over commutative rings we have all the 
intersection numbers at our disposal. In [6] we had also available the intersec- 
tion numbers of the 4- and 5-schemes over semi-simple 2-rings corresponding 
to the case e= 2 in Example 4.6 in [12]. In [6] we gave an overview of the dif- 
ference sets that can be constructed using these schemes. Most of the found 
difference sets are well-known and can be found in [3]. The list includes the 
Paley difference sets (derived from Theorem 5.3) and the twin prime power dif- 
ference sets (derived from non-symmetric 4-schemes over semi-simple 2-rings). 
The Theorems 5.7 and 5.8 imply the existence of difference sets in the addi- 
tive group of l-rings with characteristic 2 or 4. These difference sets belong to 
the family of the (4s2, 2s2 -s,s* -s)-difference sets (with s=2’-‘) which are 
called in [3] Menon difference sets, but elsewhere Hadamard difference sets. In 
[21] K. Yamamoto and M. Yamada give an overview of theorems on Hadamard 
difference sets and in that paper Hadamard difference sets over rings of the 
type GR(4,r) are found. 
The (equivalent) sets {3,6,7,12,14) and {7,9,14,15, IS} in 2; are the only 
two cyclic difference sets which do not contain a residue coprime with v, as 
S.D. Cohen [9] has shown. 
These difference sets are Singer-sets, but they can also be constructed in the 
semi-simple 2-ring Z2, with respect to the group { 1,2,4,8,11,16}. This group 
gives rise to a non-symmetric 5-scheme. 
In [6] we investigated certain 4- and 5-schemes over semi-simple 2-rings and 
found that apart from the twin prime power difference sets and the difference 
set in ZG no difference sets can be formed using cyclotomic schemes over these 
rings. 
An obvious way to construct abelian but non-cyclic difference sets consisting 
only of non-units is the following; see also [ll]. Here one need not have know- 
ledge of the intersection numbers. 
Let F be a ring such that F = II @ Z2 where Z, and Z2 are the maximal ideals 
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in F. The choice D =I, U Z2\ { 0} results in a difference set with parameters 
(16,6,2). All (16,6,2)-difference sets are mentioned in [ 141. Using this simple 
trick one can find the sets #3, #7 and #8 in [14]. 
The results of this paper imply a construction for the sets #4 and #5 in [14]. 
Indeed, in the Example 5.12 the group Gy is, as a difference set, equivalent 
to set #5 in [14], while in Example 5.13 both Gf and Gf’ are equivalent to 
set #4. 
Using Theorem 5.5 one finds that the only difference set which can be formed 
using a 3-scheme over a field is the (16,6,2)-difference set #8; cf. [19]. 
As noted earlier it is often not too difficult to compute the P-matrix of a 
given cyclotomic scheme. For the construction of difference sets the next results 
are useful in the context of cyclotomic schemes. 
Note that for a cyclic difference set the result of Lemma 6.3 is the formula 
(1.12) in [2] and is then connected with the Hall-polynomial of such a difference 
set. 
LEMMA 6.3. Let F be a commutative, admissible ring with IFI = v. Suppose 
the numbering of the relations and the eigenspaces of the n-scheme (F, R(G)) 
is regular. Let A C { 0, 1, . . . , n} and let for the orbits C; (ie A) the set D = 
Uied Cj be a (v,k,I)-difference set. Then lCied Pi(1)12=k-A. 
PROOF. According to Lemma 3.2 
P;(l) = tI;(“‘x) = C x(1. a) = C x(a). 
ilEC, l?GC, 
Because D is a (v, k, I)-difference set we find 
The proof of the lemma is now easily completed since Pi,(l) =P,*(l) for all 
i. 0 
COROLLARY 6.4. If, in the setting of Lemma 6.3, D is non-trivial, that is 
k-A#O, 1, then ILied Pj(l)12~N\{0, l}. 
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