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ABSTRACT 
In machine learning, the problem of unsupervised learning is that of trying to 
explain key features and find hidden structures in unlabeled data. In this thesis we 
focus on three unsupervised learning scenarios: graph based clustering with imbal-
anced data, point-wise anomaly detection and anomalous cluster detection on graphs. 
In the first part we study spectral clustering, a popular graph based clustering 
technique. We investigate the reason why spectral clustering performs badly on im-
balanced and proximal data. We then propose the partition constrained minimum 
cut (PCut) framework based on a novel parametric graph construction method, that 
is shown to adapt to different degrees of imbalanced data. We analyze the limit cut 
behavior of our approach, and demonstrate the significant performance improvement 
through clustering and semi-supervised learning experiments on imbalanced data. 
The second part concerns the problem of point-wise anomaly detection. Given 
n i.i.d samples from some unknown nominal density, the goal is to design a mecha-
nism that decides whether a new test point comes from the same distribution, under 
desired false alarm control. We focus on non-parametric approaches, more specif-
ically, via estimating the minimum volume (MV) set with respect to the nominal 
v 
density. Existing popular methods reformulate this problem into estimating the p-
value, based on ranking scores computed from k-nearest neighbor (k-NN) distance 
statistics. These approaches sometimes perform better than traditional methods such 
as one-class SVM. However, they have much higher test stage complexity than one-
class SVM. We propose a novel ranking-based approach that builds upon k-NN based 
approaches. We train limited complexity models to imitate the order of these k-NN 
scores based on the max-margin learning-to-rank framework. A test point is declared 
anomaly at a false alarm level if the predicted score is in the a-percentile among 
those of training samples. Our approach only evaluates an SVM-type decision func-
tion, which significantly improves test stage complexity over k-NN based methods. 
We perform asymptotic and finite sample analysis of our algorithm, and justify our 
idea through experiments. 
In the third part we explore the problem of anomalous cluster detection on graphs, 
where signals are associated with nodes / edges. Existing work focuses on statistical 
aspects of the problem and has shown that the combinatorial test of maximizing the 
scan statistic over the collection of connected sub-graphs performs well. However 
this test is computationally infeasible, and there is little work on practical algorithms 
mainly due to difficulty of characterizing connectivity of nodes. We propose a novel 
approach that characterizes the family of connected sub-graphs in terms of linear 
matrix inequalities (LMI). We embed connected sub-graphs into matrices that satisfy 
the LMI and relax the problem to a convex program that overcomes the exponential 
nature of searching for clusters on the graph. We show that the solution to this convex 
program guarantees connectivity, and is able to incorporate the shape information of 
the sub-graphs of interest. We show that our test is nearly minimax optimal for the 
exponential family of random variables on lD and 2D lattice, and compare against 
other state-of-art methods on synthetic and real data sets. 
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Chapter 1 
Introduction 
1 
In machine learning, the problem of unsupervised learning is that of trying to find in-
teresting structures in unlabeled data. Unlike supervised learning, here the examples 
given to the learner are unlabeled. Therefore we are not told what the desired output 
is for each sample, and there is no error or reward to evaluate a potential solution 
during the training stage. This distinguishes unsupervised learning from supervised 
learning and reinforcement learning. 
Unsupervised learning is in some sense more typical of human and animal learning. 
It is also more widely applicable than supervised learning, since it only requires 
unlabeled data, while supervised learning usually requires a human expert to manually 
label the data, which can be quite expensive. As in the words of Geoff Hinton: 
When we're learning to see, nobody's telling us what the right answers are 
we just look. Every so often, your mother says "that's a dog", but that's 
very little information. You'd be lucky if you got a few bits of information 
- even one bit per second- that way. The brain's visual system has 1014 
neural connections. And you only live for 109 seconds. So it's no use 
learning one bit per second. You need more like 105 bits per second. And 
there's only one place you can get that much information: from the input 
itself. - Geoffrey Hinton, 1996 (quoted in (Gorder, 2006)). 
Unsupervised learning encompasses many techniques that seek to summarize and 
explain key features and hidden structures of the data, which are often employed to 
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preprocess data. Typical unsupervised learning problems include cluster analysis, un-
supervised anomaly detection, dimensionality reduction, matrix completion, discover-
ing latent factors or graph structures, and many other applications. In this thesis we 
focus on three problems of unsupervised learning: graph-based spectral clustering for 
imbalanced data, unsupervised point-wise anomaly detection, and anomalous cluster 
detection on graphs. 
Section 1.1, 1.2 and 1.3 of this chapter briefly introduces the backgrounds and 
motivations for these three problems, and lists the main contributions of this thesis 
respectively. In Section 1.4 the organization of this thesis is presented. 
1.1 Spectral Clustering on Imbalanced Data 
Cluster analysis, or clustering, is the task of grouping a set of objects in such a way 
that those objects in the same group, usually called a cluster are more similar in some 
sense to each other, while objects across different clusters are dissimilar to each other. 
It is a main task of exploratory data mining, and a common technique for statistical 
data analysis. 
Clustering itself is not a specific algorithm, but a general task to be solved. There 
are various algorithms that differ significantly in their notions of what constitutes a 
cluster and how to efficiently gather samples to find these clusters. A popular notion 
of cluster is referring to those groups with small distances or large "similarity" among 
the cluster members. We follow this line in the thesis. Specifically, we focus on a 
particular type of clustering technique, graph-based spectral clustering, under the 
scenario that the given data has intrinsically imbalanced and proximal clusters. 
1.1.1 Background and Motivation 
Data with imbalanced clusters arises in many learning applications and attracts much 
interest (He and Garcia, 2009). In this thesis we focus on graph-based spectral meth-
3 
ads for clustering, which are popular tools for unsupervised clustering and semi-
supervised learning (SSL) tasks. It is worth pointing out that while model-based ap-
proaches (Fraley and Raftery, 2002) may incorporate imbalancedness, they typically 
assume simple cluster shapes and need multiple restarts. In contrast non-parametric 
graph-based approaches do not have this issue and are a:ble to capture complex shapes 
(Ng et al., 2002). 
In spectral methods, a graph representing the given data is first constructed. 
Then a graph-based learning algorithm, such as spectral clustering(SC) (Hagen and 
Kahng, 1992; Shi and Malik, 2000) or SSL algorithms (Zhu, 2005; Wang et al., 2008), 
is applied on the resulting graph. Essentially, these algorithms solve the graph-cut 
minimization problem on the graph. Of the two steps, graph construction has been 
identified to be critical(Zhu, 2005; von Luxburg, 2007; Maier et al., 2008a; Jebara 
and Shchogolev, 2006; Jebara et al., 2009). Effective graph construction strategies 
turn out to be even more critical in the presence of imbalanced and proximal data 
clusters. 
Common graph construction methods include £-neighborhood graph, fully con-
nected RBF weighted (full-RBF) graph and k-nearest neighbor(k-NN) graph. E-graph 
links two nodes u and v if d( u, v) ~ E. Full-RBF graph links every pair with RBF 
weights w(u, v) = exp( -d(u, v) 2 /2a2 ), which is in fact a soft threshold( a serves simi-
larly as E). Both full-RBF and E-graph are vulnerable to outliers (von Luxburg, 2007; 
Jebara et al., 2009). k-NN graph links u and v if vis among the k closest neighbors of 
u or vice versa. It is robust to outlier and is the most widely used graph construction 
method(von Luxburg, 2007; Zhu, 2005). Recently the b-matching graph is proposed 
(Jebara and Shchogolev, 2006), which improves upon the k-NN graph. This method 
is supposed to eliminate some of the spurious edges of k-NN graph and lead to better 
performance (Jebara et al., 2009). 
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Nevertheless, k-NN(b-matching) graphs, while more robust to outliers, can prefer 
balancing the clusters over choosing a density valley. This issue leads to significant 
performance degradation in the presence of imbalanced and proximal data. To the 
best of our knowledge, there do not exist systematic ways of adapting spectral meth-
ods to imbalanced data, which motivates our work. 
1.1.2 Contribution 
Our contribution on this problem include: 
• The intrinsic reason why spectral clustering has bad clustering performance on 
imbalanced data is investigated. 
• A novel graph construction approach, rank-modulated degree (RMD) graph, is 
proposed to cope with this imbalancedness issue. This approach parameterizes 
a family of graphs that accounts for different levels of imbalancedness of data. 
• The asymptotic behavior of spectral clustering on this parametric family of 
graphs is analyzed to demonstrate that this approach does adapt spectral clus-
tering to imbalanced and proximal data. 
• Based on RMD graphs, a new graph partitioning framework, partition con-
strained minimum cut (PCut), is proposed. Unsupervised clustering and semi-
supervised learning experiments on synthetic and real data sets are then eval-
uated to show the significant improvement of the proposed approach on imbal-
anced data. 
1.2 Point-wise Anomaly Detection 
Anomaly detection, also referred to as novelty detection (Campbell and Bennett, 2001; 
Markou and Singh, 2003a), outlier detection (Ramaswamy et al., 2000) or one-class 
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classification (Vert and Vert, 2006; El-Yaniv and Nisenson, 2007) in the literature, is 
the problem of identifying new or unknown patterns in data that do not conform to 
expected normal behavior. It is one of the fundamental requirements of a machine 
learning system since sometimes the test data contains information that is not known 
at the time of training. 
Anomaly detection has been studied within diverse research areas (Chandola et al. , 
2009; Markou and Singh, 2003a; Markou and Singh, 2003b; Hodge and Austin, 2004), 
and has found wide applications in various fields such as cyber-intrusion detection 
(Warrender et al. , 1999; Heller et al., 2003) , fraud detection (Phua et al. , 2004) , 
image processing (Pokrajac et al., 2007), sensor networks (Zhang et al., 2007) , etc. 
While some anomaly detection techniques are more generic, others have been devel-
oped specifically for certain problem settings and application domains. This section 
introduces backgrounds and motivations on the problem of point-wise anomaly detec-
tion, and lists the contributions of this thesis. Section 1.3 focuses on another scenario: 
anomalous cluster detection on graphs. 
1.2.1 Background and Motivation 
Suppose a set of i.i.d data samples drawn from some nominal density are provided 
in the training stage. The goal of unsupervised point-wise anomaly detection is to 
design a mechanism based on these nominal samples, in order to decide whether a test 
point follows the same nominal distribution or comes from some other distribution in 
the test stage. Existing approaches of point-wise anomaly detection can be divided 
into two categories, parametric and non-parametric approaches. 
In parametric methods (Ye and Chen, 2001 ; Roberts, 2002; Suzuki et al., 2003) 
the nominal densities are assumed to come from a parameterized family. Usually 
generalized likelihood ratio tests are applied for detecting deviations from nominal. 
Drawbacks of this type of algorithms can be model mismatch: the supposed distribu-
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tion need not be a good representation of the nominal data, which can lead to poor 
detection performance and false alarm rate control. 
Non-parametric methods include one-class support vector machines (SVM), min-
imum volume set estimation, and k-nearest neighbor based algorithms. One-class 
SVM (Scholkopf et al., 2001) is computationally efficient, but has poor control over 
false alarm rates. Algorithms based on minimum volume (MV) set estimation (Scott 
and Nowak, 2006; Park et al., 2010) are based on explicitly approximating high di-
mensional quantities such as the multivariate density function or the boundary of 
the minimum volume set. Various nearest neighbor based algorithms (Ramaswamy 
et al., 2000; Zhao and Saligrama, 2009; Hero, 2006; Sricharan and Hero, 2011) refor-
mulate this problem into computing the volume of MV set containing the test point , 
which boils down to estimating the p-value at the test point. These approaches com-
pute and rank scores based on nearest neighbor distance statistic within the k-NN 
graph constructed upon training samples. These approaches sometimes perform bet-
ter than traditional methods such as one-class SVM. However, they have much higher 
test stage complexity than the simple one-class SVM, which can be a hindrance for 
real-time applications. 
1.2.2 Contribution 
Following are our contributions on point-wise anomaly detection. 
• A novel ranking based anomaly detection framework is proposed, which builds 
upon nearest neighbor based methods. The proposed approach has significantly 
less complexity during the test stage. 
• The proposed approach is shown to be asymptotically consistent. Furthermore, 
we also provide a finite sample analysis of the approach. 
• Experiments on synthetic and real data sets are evaluated, to demonstrate that 
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the proposed approach has superior statistical performance, flexible control over 
false alarm rate, and significantly improves test stage complexity compared with 
state-of-art anomaly detection algorithms. 
1.3 Anomalous Cluster Detection on Graphs 
While cluster analysis and point-wise anomaly detection are more or less traditional 
unsupervised learning topics, the problem of anomalous cluster detection on graphs 
is a relatively new topic. This section first introduces the background and motivation 
for this problem. Then the main contributions of this thesis are summarized. 
1.3.1 Background and Motivation 
During recent years much attention has been focused on the problem of deciding 
whether or not there is a connected cluster of nodes within a network that exhibit 
abnormal behavior with respect to the rest nodes. Such a problem has found applica-
tions in disease outbreak detection (Rotz and Hughes, 2004; Heffernan et al. , 2004) , 
detection from geographic measurements (Patil et al. , 2004), image processing and 
computer vision (Geman and Jedynak, 1996; Zhong et al., 2000), detection in sensor 
networks (Li et al., 2002; Cui et al., 2001), etc. 
In the third part of this thesis we consider such problems of anomalous cluster 
detection on graphs. Given a connected graph where nodes are associated with in-
dependent feature values that follow some distribution, our goal is to optimize some 
objective function on these feature values over all connected sub-graphs. 
To motivate this problem consider the disease outbreak problem (Patil et al. , 
2003) as depicted in Fig. 1·1. Here a cholera outbreak along a winding river can lead 
to elevated numbers of cases in those counties near the river, which form a connected 
cluster in the graph representing geographical counties. Moreover, this region can be 
irregularly shaped as seen in Fig. 1·1. Another example can be an intruder walking 
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within a plot of sensors where the impacted sensors form a connected cluster with an 
irregular shape resembling the walking trace. Many other problems arising in network 
intrusion and video surveillance can be cast in this manner. 
Figure 1·1: Graph representation of perhaps a cholera outbreak along 
a winding river floodplain, where each cell represents a county. The 
corresponding region forms a connected and irregularly shaped cluster. 
The figure of lower panel is directly taken from (Patil et al., 2003). 
This problem has been identified to be extremely difficult (Patil et al. , 2003; Arias-
Castro et al., 2011) , because there does not exist systematic ways of characterizing 
the family of connected clusters in a graph. Much of the literature is dedicated to 
the statistical aspects of the problem. It has been shown that the combinatorial test 
of maximizing the scan statistic over the collection of connected sub-graphs performs 
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well. However, this test is computationally infeasible. On the practical side, existing 
approaches deal with this issue by optimizing the objective funCtion over a sub-
class of well-defined connected sub-graphs. For instance, scanning methods that 
search over rectangles, circles or neighborhood balls (Glaz et al., 2001; Kulldorff 
et al., 2006; Priebe et al., 2005; Marchette and Priebe, 2008) across different regions 
of the graphs are often employed. However, it has been recognized that this can 
result in loss of detection power (Patil et al., 2003) . Other approaches include the 
heuristic simulated annealing (Kulldorff et al., 2006; Duczmal and Assuncao, 2004) 
which requires many iterations to converge, and the spectral scan statistic method 
(Sharpnack et al., 2013) which is by virtue performing graph partitioning and favors 
only balanced size partitions. 
1.3.2 Contribution 
Our contributions on the problem of anomalous cluster detection are listed below. 
• We propose a novel approach to parameterize the family of connected sub-
graphs in terms of linear matrix inequality (LMI). Connected sub-graphs are 
embedded into matrix indicator variables that satisfy the LMI. 
• We relax the combinatorial framework to a convex program that overcomes the 
exponential nature of searching for clusters on a graph. 
• The solution to our convex program is shown to guarantee connectivity. Fur-
thermore, our approach is able to incorporate the shape information of the 
sub-graphs being searched. 
• We show that our tests are nearly minimax optimal for the exponential family 
of random variables on lD and 2D lattice. 
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• Detection and recovery experiments are conducted oil synthetic and real data 
sets to demonstrate the superior performance of our approach. 
1.4 Thesis Outline 
The rest of this thesis is organized in the following manner. 
Chapter 2 focuses on the problem of spectral clustering with imbalanced data, 
where we first investigate the reason why spectral methods perform badly on imbal-
anced data. We then propose the PCut framework based on our parametric RMD 
graph construction, analyze the limit cut behavior of spectral methods on RMD graph, 
and compare our approach against other methods with clustering and semi-supervised 
learning experiments. 
In Chapter 3 we discuss point-wise anomaly detection. We start with the problem 
setting. Detailed algorithms of our ranking based approach are then described. We 
present the asymptotic and finite sample analysis of our method, and justify our idea 
through synthetic and real experiments. 
In Chapter 4 we explore the problem of anomalous cluster detection. We first 
introduce the hypothesis testing setup of this problem. We then characterize the 
connectivity of sub-graphs in terms of convex LMI constraints and show that this 
characterization parameterizes the family of all connected sub-graphs. Asymptotically 
the test is shown to be nearly minimax optimal for the exponential family of random 
variables. Detection and recovery experiments are reported on synthetic and real 
data sets. 
Chapter 5 contains a summary of the results in the thesis, and provides several 
directions for future research. 
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1.5 Notations 
We introduce some mathematical notations that will be used in the thesis. For a 
matrix A E ]Rn x n, diag(A) E JRn denotes a vector containing diagonal elements of A. 
For a vector a E JRn , Diag(a) E JRn x n denotes the diagonal matrix with a as diagonal 
elements. At B denotes the matrix A- B is positive semi-definite. (A , B) for two 
matrices denote the vector inner product: I.:i,j AijBij· A o B denotes the entry-wise 
multiplication of two matrices: (A o B)ij = AijBij· 
We write f( x) = O(g(x)) if and only if there exists a positive real number m and 
a real number x0 such that: 
lf(x)l:::; mlg(x)l, Vx ~ Xo. 
We write f(x) = n(g(x)) if and only if g(x) = O(f(x)), and f(x) = 8(g(x)) if and 
only if both f(x) = O(g(x)) and g(x) = O(f(x)) hold. 
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Chapter 2 
Spectral Clustering on Imbalanced Data 
This chapter focuses on the problem of spectral clustering with imbalanced data. We 
start by introducing spectral clustering and the corresponding graph cut objectives 
in Section 2.1. In Section 2.2 we investigate the reason why spectral clustering per-
forms badly on imbalanced and proximal data. In Section 2.3 we propose the PCut 
framework based on a novel parametric graph construction method and describe the 
algorithm. The limit cut behavior of spectral methods on the proposed graphs is an-
alyzed in Section 2.4. In Section 2.5 we compare our approach against other methods 
with clustering and semi-supervised learning experiments. Section 2.6 contains the 
proofs of theorems. 
2.1 Graph Cut and Spectral Clustering 
Assume the given unlabeled data is drawn from some unknown density f(x), where 
x E JRd . Let G = (V, E, W) be a weighted undirected graph constructed from n 
samples drawn i.i .d. from f(x). Each node v E Vis associated with a data sample, 
i.e . there are totally lVI = n nodes in the graph G. Edges are constructed using 
one of several graph construction techniques such as a k-NN graph. The weights on 
the edges are similarity measures such as RBF kernels that are based on Euclidean 
distances. We denote by S a cut that partitions V into Cs and C8 . The cut-value 
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associated with S is: 
Cut(Cs, Cs) = w(u, v) (2.1) 
uECs,vECs,(u,v)EE 
2.1.1 Spectral Clustering 
Although minimizing the cut Eq.(2.1) (min-cut) is simple and easy to implement, its 
performance significantly degrades when there are outlier points far away, because 
this min-cut framework will result in singleton clusters (Shi and Malik, 2000). To 
overcome this issue, the well-known spectral clustering (Hagen and Kahng, 1992; Shi 
and Malik, 2000; Ng et al., 2002; von Luxburg, 2007) attempts to minimize Ratio-Cut 
(Rcut) or Normalized Cut (Ncut): 
RCut(Cs, Cs) - ( lVI ) Cut(Cs, Cs) ICsiiCsl 
NCut(Cs, Cs) - ( 1 1 ) Cut(Cs, Cs) vol(Cs) + vol(Cs) 
where ICI denotes the number of nodes inC, and vol(C) = L:uEC,vEvw(u,v). Both 
Ncut and RCut seek to balance low cut values against cut size. 
Practically, the above combinatorial graph cut problem can be relaxed to an eigen-
value problem. To see this, let A be the weighted adjacency matrix of G: 
A· ·= { w(i,j) (i,j)EE 
tJ 0 otherwise 
Let D and L denote its degree matrix and unnormalized graph Laplacian matrix 
respectively: 
D = Diag(d), di = L Aij, ViE V, 
j 
L=D-A 
It is obvious that the symmetric Laplacian matrix L has 0 as its eigenvalue, with 
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the corresponding eigenvector 1 E Rn: Ll = 0. L also has some other properties 
that serve as the basis of spectral clustering. For a partition C U C = V, define the 
indicator vector f E Rn as: 
ViE V 
n n 
f'Lf f'Df- f'Af = Lddi2 - L Aijfdj 
i=l i,j=l 
~ LA;;( ~ + ~)' + ~ L A;;(- ~- ~)' ~EC,]EC v TCT v TOT ~EC,JEC v TCT v TOT 
( :~: + :~: + 2) . L ~ Aij 
~EC,JEC 
IVI2 
C C L w(i,j) 
I II I iEC,jEC,(i,j)EE 
lVI · RatioCut( c, C) 
(2.2) 
It can be seen that L is positive semi-definite, and f' Lf exactly equals the RCut 
objective. Notice f'l = 0. The RCut minimization problem can be cast as: 
min f'Lf 
c 
s.t. f'l = 0 
11!11 = v'n 
f as defined in Eq.(2.2) 
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Unnormalized spectral clustering relaxes the above problem by dropping the bi-
nary definition off: 
mm f'Lf 
c 
s.t. j'l = 0 
11!11 = Vn 
Since L is PSD and has 1 as its smallest eigenvector, the solution to the relaxed 
problem is given by the eigenvector of L corresponding to its second smallest eigen-
value. Similar lines follow for the problem of minimizing NCut as normalized spectral 
clustering. The clusters are then obtained by thresholding the resulting vector f. 
2.2 Spectral Clustering on Imbalanced Data 
Both RCut and NCut objectives of spectral clustering seek to trade-off low cut-values 
against cut size. While robust to outliers, minimizing RCut(NCut) can lead to poor 
performance when data is imbalanced. To see this point, we investigate the simple 
binary partition case for RCut in the continuous setting. 
Assume that data is drawn from some unknown density f ( x). To obtain a low-
density cut while being robust to outliers, we seek a hypersurface S that partitions 
ffi:d into two subsets D and D (with DUD = ffi:d) with non-trivial mass and passes 
through low-density regions: 
S0 = argmJn J '1/J(f(s))ds, s.t.: min{JL(D) , JL(D)} ~ 8 > 0, (2.3) 
s 
where fs stands for the ( d- 1 )-dimensional integral, '1/J( ·) is some positive monotonic 
function, JL(A) = P{x E A} is the probability measure, and 8 is some positive 
constant. We describe imbalanced clusters as follows: 
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Definition 1. Data is said to be a-imbalanced if a = min{p,(D0 ), p,(D0 )} < 1/2, 
where (Do, Do) is the optimal partition obtained in Eq.(2 .3). 
To see the issue with spectral clustering on imbalanced data, we need to define 
two additional notions: cut-ratio and imbalance coefficient. First note that the cor-
responding framework of Eq.(2.3) under the finite sample setting is: 
s* = argmin { Cut(Cs, Cs) I min{/Cs/, /Cs/} ~ 6/V/} = S*(C*, C*). (2.4) 
s 
which we call the partition constrained minimum cut (PCut) problem. The cut-ratio 
q E [0 , 1], and imbalance coefficient y E [0 , 0.5] on some graph G = (V, E , W) IS 
defined as: 
Cut(C*, C*) q= . 
Cut(CB, CB)' 
min{size(C*), siz e(C*)} 
y = siz e( C*) +siz e( C*) 
where (C*,C*) corresponds to optimal PCut and SB(CB ,CB) is any balanced parti-
tion with size(CB) = size(CB) · We analyze the limit-cut behavior of k-NN, E-graph 
and RBF graph to build intuition. For properly chosen kn , O"n and En (Maier et al. , 
2008a; Narayanan et al., 2006) , as sample size n----+ oo, we get: 
y ---+ min{p,(Do), p,(Do)} =a (2.5) 
where 1 < 1 for k-NN and 1 E [1, 2] forE-graph and full-RBF graphs. 
Asymptotically we can say: 
1. While cut-ratio q varies with graph construction, the imbalance coefficient y is 
invariant . In particular we can expect q for k-NN to be larger relative to q for 
full-RBF and E-graph since 1 < 1. 
2. Optimal (limiting) RCut / NCut depends on graph construction. Indeed, for 
0.9 
0.8 
0.7 
0 0.6 
~ 
::; 0.5 
() 
-;: 0.4 
0.3 
0.2 
0.1 
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Balanced position is preferred. 
l - q=4y(1-y)l 
Density valley is preferred. 
OL-------~------~------~------~----~ 
0 0.1 0.2 0.3 0.4 0.5 
y ( smaller cluster proportion ) 
Figure 2·1: Cut-ratio (q) vs. imbalancedness (y) . RCut value is 
smaller for balanced cuts than imbalanced low-density cuts for cut-
ratios above the curve. This means minimizing RCut will favor bal-
anced cuts. 
any partition ( C, C) 
- - ( 1 1 ) RCut(C, C)= Cut(C, C) TCT + ICI RCut(C*, C*) ===? RCut(Cs, Cs) 
q 
4y(1-y) 
A similar expression holds for NCut with appropriate modifications. Because q 
varies for different graphs but y does not, the ratio (q/4y(1- y)) depends on 
graph construction. So it is plausible that for some constructions RCut (NCut) 
value satisfies q > 4y(1- y) while for others q < 4y(1- y). In the former case 
RCut/NCut will favor a balanced cut over "density valley" cut ( C*, C*) and 
vice versa if the latter is true. Fig.2·1 depicts this point. That this possibility 
is real is illustrated in Fig. 2·2 for a Gaussian mixture. There RBF k-NN with 
large O" favors balanced cut and does not for small O". 
18 
3. We can loosely say that if data is imbalanced and sufficiently proximal (close 
clusters), then asymptotically k-NN, full-RBF and E-graph can all fail when 
"5 20 
0 
1 
" 15 
10 
RCut is minimized. To see this consider an imbalanced mixture of two Gaus-
sians similar to Fig. 2·2. By suitably choosing the means and variances we can 
- Cut on k-NN (ground-truth valley) 
- RCut on RBF k-NN{cr=2c!J 
- RCut on RBF k-NN(cr=ct;2) 
35 ,..------r~ ~~~~~~,===,==-~  
- Cut on k- NN (ground-truth valley) 
30 - RCut on fuli-RBF,E-graph(e=cr=2c!J 
- RCut on full-RBF,E-graph(e=cr~/2) 
0~--~--~----~--~--~--~ 
-2 4 10 
x, 
(a) k-NN and RMD 
0.08 
0.06 
0.04 
0.02 
0 
(b) E-RBF and RMD 
(c) Proximal Imbalanced Clusters 
Figure 2·2: Imbalanced mixture of two Gaussians with mixture pro-
portions 0.85 and 0.15. Optimal cut S 0 of Eq. 2.3 is the hyperplane 
x 1 = 1. (a) ,(b) are averaged over 20 Monte Carlo runs with n = 1000; 
O" the RBF parameter, dk the average k-NN distance with k = 30. All 
curves are re-scaled for illustration. 
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construct sufficiently proximal clusters with same imbalance but relatively large 
q values. This is because f(x) will be relatively large even at density valleys for 
proximal clusters. Our statement now follows from (3). 
2.3 Partition Constrained Min-Cut: Algorithm 
The PCut framework Eq.(2.4) describes a binary partitioning problem but generalizes 
to arbitrary number of partitions. Note that without size constraints this problem 
is identical to min-cut criterion (Stoer and Wagner, 1997), which is well-known to 
be sensitive to outliers. This objective is closely related to the problem of graph 
partitioning with size constraints. Various versions of this problem are known to 
be NP-hard (Ji, 2004). Approximations to such partitioning problems have been 
developed (Andreev and Racke, 2006) but appear to be overly conservative. More 
importantly these papers (Andreev and Racke, 2006; Hoppner and Klawonn, 2008; 
Zhu et al., 2010) either focus on balanced partitions or cuts with exact size constraints. 
In contrast our objective here is to identify natural low-density cuts that are not too 
small (i.e. with lower bounds on smallest sized cluster). 
We here employ SC as a black-box to generate candidate cuts on a suitably pa-
rameterized family of graphs. Eq.(2.4) is then optimized over these candidate cuts. 
Our proposed framework for PCut is illustrated in Fig.(2·3). 
Gr;:~ph Sp{!ctr~l Optimize (A.) c;,c Generation Clustering on G(/..)=(V01 f(A,)) Partitions Baseline Graph Optim Cl(A.), C2(A.), ... cut 
* 2' . . 
al 
Figure 2·3: Proposed Framework for Clustering on Imbalanced Data. 
Now the question remains how to parameterize a family of graphs, so that applying 
SC, i.e. minimizing RCut (NCut), on these graphs can have the ability to directly 
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control cut-ratio q while not impacting y (Fig.2·1). Our idea is a parameterization 
that selectively removes edges in low density regions and adds edges in high-density 
regions based upon k-NN graph. This modulation scheme is based on rankings of 
data samples, which reflect the relative density. Our rank-modulated degree (RMD) 
scheme can adapt to varying levels of imbalanced data because we can reduce q 
through modulation while keeping y fixed . 
2.3.1 Algorithm 
Given n data samples, our task is to perform a K-way partition, where the number 
of clusters K is known a priori. We start with a baseline k0-NN graph G0 = (V, E 0 ) 
built on these samples with k0 large enough to ensure graph connectivity. Main steps 
of our PCut framework are summerized as follows. 
Algorithm: PCut 
1. Input: 
Unlabeled data x = {x1 , . .. , Xn}, the number of clusters K . 
2. Rank Computation: 
Compute the rank R(xi) of each sample xi, i = 1, ... , n. 
3. Generate Cuts on Parametric RMD Graphs: 
For different configurations of parameters, 
• Construct the parametric RMD graph; 
• Apply spectral methods to obtain a K-partition on the current RMD graph; 
4. Output the "Best" Cut. 
We next describe each step in detail. 
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Figure 2·4: Density level sets & rank estimates. 
(1) Rank Computation: 
We compute the rank R( v) of every node v as follows: 
10 
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(2 .6) 
where ll denotes the indicator function , and TJ(xv) is some statistic reflecting the 
relative density at node v. Since f is unknown, we choose average nearest neighbor 
distance as a surrogate for 'TJ . To this end let N ( v) be the set of all neighbors for node 
v E V on the baseline graph, and we let: 
(2.7) 
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The ranks R(xv) E [0 , 1], are relative orderings of samples and are uniformly dis-
tributed. R(xv) indicates whether a node v lies near density valleys or high-density 
areas, as shown in Fig.2·4. 
{2) Parameterized family of graphs: 
We consider three parameters, .A E [0, 1], k for k-NN and a for RBF similar-
ity. These are then suitably discretized. We generate a weighted graph G(.A, k, a) = 
(V, E(.A., k, a), W(.A, k, a)) on the same node set as the baseline graph but with differ-
ent edge sets. For each node v E V we construct edges with k;.. ( v) nearest neighbors: 
k;..(v) = k(.A. + 2(1- .A)R(xv)) , (2.8) 
This generates RMD parameterization. For other paraineterizations such as RBF 
k-NN we let .A = 1 and vary only k, a . 
{3) Parameterized family of cuts: 
From G(.A, k, a) we generate a family of K partitions: 
These cuts are generated based on the eventual learning objective. For clustering tasks 
we use SC to generate this partition. For semi-supervised learning (SSL) tasks we use 
RCut-based Gaussian Random Fields (GRF) and NCut-based Graph Transduction 
via Alternating Minimization (GTAM) to generate cuts. These algorithms all involve 
minimizing RCut (NCut) as the main objective (SC) or some smoothness regularizer 
(GRF, GTAM). For details about these algorithms readers are referred to references 
(Zhu, 2005; Wang et al., 2008; von Luxburg, 2007; Chung, 1997). 
( 4) Parameter Optimization: 
The final step is to solve Eq.(2.4) on the baseline graph G0 . We assume prior 
knowledge that the smallest cluster is at least of size 6n. The K -partitions obtained 
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from step (3) are now parameterized: (C1(>.., k, a-), ... , CK(>.., k, a-)). We optimize over 
these parameters to obtain the minimum cut partition (lowest density valley) on G0 . 
(2.9) . 
s.t. min{IC1(>.. , k , a-)1, ... , ICK(>.., k , a-)1} ~ c5n 
Cut0 (·) denotes evaluating cut values on the baseline graph G 0 . Partitions with 
clusters smaller than c5n are discarded. 
2.4 Analysis 
In this section we present asymptotic analysis that shows how RMD helps control of 
cut-ratio q introduced in Sec.2.2. 
Assume the data set {x1, ... , Xn} is drawn i.i.d. from an underlying density fin 
JRd. Assume the density f satisfies: 
Regularity conditions: f(·) has a compact support C. On the support, f is 
continuous and bounded: !max ~ f(x) ~ !min > 0. The boundary 8C of C is well-
behaved, i.e. 8C is a set of Lebesgue measure 0. f is twice differentiable in the 
interior of C, and is smooth, i.e. IIV f(x) II ::::; >.., where V f(x) is the gradient off(·) 
at x. There are no fiat regions, i.e. Va- > 0, P {y: lf(y)- f(x)l <a-}::::; Ma- for all x 
in the support, where M is a constant. For a hypersurface S, the volume of S n 8C 
with respect to the (d- 1)-dimentional measure on Sis a set of measure 0. 
First we show the asymptotic consistency of the rank R(y) at some point y. The 
limit of R(y) is p(y), which is the complement of the volume of the level set containing 
y. Note that p exactly follows the shape of j, and always ranges in [0, 1] no matter 
how f scales. 
Theorem 1. Assume f(x) satisfies the above r~gularity conditions. As n --too, we 
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have 
R(y) --+ p(y) := J 
{x :f(x)sf(y)} 
The proof involves the following two steps: 
f(x)dx. (2.10) 
1. The expectation of the empirical ranklE [R(y)] is shown to converge to p(y) as 
n--+ oo. 
2. The empirical rank R(y) is shown to concentrate at its expectation as n--+ oo. 
Detailed proofs can be found in Sec.2.6. Small/Large R(x) values correspond 
to low /high density respectively. R( x) asymptotically converges to p( x), which is 
uniformly distributed in [0, 1]. This makes it appropriate to modulate the degrees 
with control of minimum, maximal and average degree. 
Next we consider RCut (NCut) induced on RMD graphs. For simplicity we only 
study the limit cut behavior of RCut (NCut) on unweighted RMD graphs. Let G = 
G(k, A) be the unweighted RMD graph constructed from n samples using parameters 
k, A, as described in Sec.2.3.1. Assume that each node vis 'connected .to exactly k>..(v) 
nearest neighbors of Eq.(2.8). Given a separating hyperplaneS, denote c+ ,c- as two 
parts of the support C split by S. We next show the limit behavior of the following 
quantities: 
RCut(S) = RCut(c+, c-), NCut(S) = NCut(c+, c-) 
In the following results the subscript n denotes that the quantities vary with 
the number of nodes n as the sample size approaches infinity, n --+ oo. The limit 
cut expression on RMD graph involves an additional adjustable term which varies 
point-wise according to the density. 
Theorem 2. Assume f and S satisfies the above regularity conditions. For un-
weighted RMD graph, set the degrees of points according to Eq. (2.8}, where A E (0, 1) 
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is a constant. Let p(x) = A+ 2(1- A)p(x). Assume kn/n---+ 0. In case d=i, assume 
kn/ vfii---+ oo; in cased "2.2 assume kn/ log n---+ oo. Then as n---+ oo we have that: 
:n ~RCutn(S)-----+ CdBs J f1-~(s)pl+~(s)ds. 
s 
~NCutn(S)-----+ CdBs J f1-~(s)pl+~(s)ds. 
s 
(2.11) 
(2.12) 
where Cd = 217d~~l/d> Bs . (J.L(C+) - 1 + J.L(c-)-1), J.L(C±) = fc± f(x)dx, and 'f}d (d+l)ryd 
denotes the volume of unit ball in JRd 
The proof shows the convergence of the cut term and balancing term respectively: 
n~n ~cutn(S)---+ Cd J j1-~(s)pl+~(s)ds 
s 
n 1 n~ 1 
IV± I ---+ J.L(C±)' vol(V±) ---+ J.L(C±) 
Detailed proofs of the theorems can be found in Section 2.6. 
Remark: Imbalanced Data & RMD Graphs: 
In the limit cut behavior, without our p term, the balancing term Bs = 1/a(1- a) 
could induce a larger RCut(NCut) value for density valley cut than balanced cut when 
the underlying data is imbalanced, i.e. a is small. Applying our parameterization 
scheme appends an additional term p(s) = (A+ 2(1- A)p(s)) in the limit-cut expres-
sions. p( s) is monotonic in the p-value and so the cut-value at low /high density regions 
can be further reduced/increased. Indeed for small A value, cuts S near peak densities 
have p(s) ~ 1 and so p(s) ~ (2)1+~, while near valleys we have p(s) ~ (A)l+~ << 1. 
This has a direct bearing on cut-ratio, q since small A can reduce the cut-ratio q for a 
given y (see Fig.1) and leads to better control on imbalanced data. In summary, this 
analysis shows that RMD graphs used in conjunction with optimization framework 
of Fig. 2·3 can adapt to varying levels of imbalanced data. 
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2.5 Experiments 
Experiments in this section involve both synthetic and real data sets. We focus on 
imbalanced data by randomly sampling from different classes disproportionately. For 
comparison purposes we compare RMD graph with full-RBF , E-graph, RBF k-NN, 
b-matching graph (Jebara et al., 2009) and full graph with adaptive RBF (full-aRBF) 
(Zelnik-Manor and Perona, 2004). We view each as a family of graphs parameterized 
by their relevant parameters and optimize over different parameters as described in 
Sec. 2.3.1 and Eq.(2.9). For RMD graphs we also optimize over .X. Error rates are 
averaged over 20 trials . 
For clustering experiments we apply both RCut and NCut, but focus mainly on 
NCut for brevity (NCut is generally known to perform better). We report perfor-
mance by evaluating how well the cluster structures match the ground truth labels, 
as is the standard criterion for partitional clustering (Xu et al., 2005). For instance 
consider Tab.2.2 where error rates for USPS symbols 1,8,3,9 are tabulated. We follow 
our procedure outlined in Section 2.3 and find the optimal partition that minimizes 
Eq.(2.9) agnostic to the correspondence between samples and symbols. Errors are 
then reported by looking at mis-associations. 
For SSL experiments we randomly pick labeled points among imbalanced sampled 
data, guaranteeing at least one labeled point from each class. SSL algorithms such 
as RCut-based GRF and NCut-based GTAM are applied on parameterized graphs 
built from partially labeled data, and generate various partitions. Again we follow 
our procedure outlined in Section 2.3 and find the optimal partition that minimizes 
Eq.(2.9) agnostic to ground truth labels. Then labels for unlabeled data are predicted 
based on the selected partition and compared against the unknown true labels to 
produce the error rates. 
Time Complexity: RMD graph construction is O(dn2 logn) (similar to k-NN graph). 
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Computing cut value and checking cluster size for a partition takes O(n2 ). So if 
totally D graphs are parameterized; complexity of learning algorithm is T, the time 
complexity is O(D(dn2 logn + T)). 
Tuning Parameters: Note that parameters including .A, k, CY that characterize the graphs 
are variables to be optimized in Eq.(2.9). The only parameters left are: 
(a) k0 in the baseline graph. This is fixed to be yin. 
(b) Imbalanced size threshold 8. We fix this a priori to be about 0.05, i.e., 5% of all 
samples. 
Evaluation against Oracle: To evaluate the effectiveness of our framework (Fig.2·3) 
and RMD parameterization, we compare against an ORACLE result. This oracle 
chooses the optimal values of parameters based on evaluating the clustering perfor-
mance using ground truth labels. 
2.5.1 Synthetic Illustrative Example 
Consider a multi-cluster complex-shaped data set, which is composed of 1 small Gaus-
sian and 2 moon-shaped proximal clusters shown in Fig.2·5. Sample size n = 1000 
with the rightmost small cluster 10% and two moons 45% each. This example is only 
for illustrative purpose with a single run, so we did not parameterize the graph or 
apply step (4). We fix .A= 0.5, and choose k = l = 30, E = CY = dk, where dk is the 
average k-NN distance. Model-based approaches can fail on such dataset due to the 
complex shapes of clusters. The 3-partition SC based on RCut is applied. As shown 
in Fig.2·5(a,b), for k-NN and b-matching graphs SC fails for two reasons: (1) SC cuts 
at balanced positions and cannot detect the small cluster; (2) SC cannot recognize the 
long winding low-density regions between 2 moons due to too many spurious edges. 
As shown in (c), E-graph(similar on full-RBF) with small E or CY does generate sparser 
graph than k-NN, but is vulnerable to outlier points (E-graph and full-RBF graph 
with large E, CY lead to much denser graphs which we did not plot). Our RMD graph 
28 
significantly sparsifies the graph at low-densities, enabling SC to cut along the valley, 
detect small clusters and reject outliers. 
(a) k-NN (b) b-matching 
--~r ~ ~ 
-6 -4 -2 0 2 4 6 8 10 
(c) E-graph(full-RBF) (d) RMD 
Figure 2·5: Clustering results of 3-partition SC on 2 moons and 1 
gaussian data set. For k-NN and b-matching graphs SC cannot recog-
nize the long winding low-density regions between 2 moons, and fails 
to find the rightmost small cluster as in (a,b). Full-RBF(E-graph) with 
small rJ fails due to the outlier in (c) (large rJ leads to densely connected 
graph). Our method sparsifies the graph at low-density regions, cuts 
along the valley and detects the small cluster and is robust to outliers. 
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2.5.2 Real Experiments 
We focus on imbalanced settings for several real datasets. We construct k-NN, b-
match, full-RBF and RMD graphs all combined with RBF weights, but do not include 
theE-graph because of its overall poor performa:U:ce (Jebara et al., 2009). Our sample 
size varies from 750 to 1500. We discretize not only A but also k, O" to parameterize 
graphs. We vary k in {5, 10, 20, 30, ... , 100, 120, 150}. While small k may lead to 
disconnected graphs this is not an issue for us since singleton cluster candidates are 
ruled infeasible in PCut. Also notice that for A= 1, RMD graph is identical to k-NN 
graph. For RBF parameter O" it has been suggested to be of the same scale as the 
average k-NN distance dk (Wang et al., 2008). This suggests a discretization of O" as 
2idk with j = -3, -2, ... , 3. We discretize A E [0, 1] and varied in steps of 0.2. 
In the model selection step Eq.(2 .9), cut values of various partitions are evaluated 
on a same k0-NN graph with k0 = 30, O" = d30 before selecting the min-cut partition. 
The true number of clusters/classes K is supposed to be known. We assume meaning-
ful clusters are at least 5% of the total number of points, 6 = 0.05. We set the GTAM 
parameter 1-L = 0.05 as in (Jebara et al., 2009) for the SSL tasks, and each time 20 
randomly labeled samples are chosen with at least one sample from each class. 
Varying Imbalancedness: 
Here we use 8 vs. 9 in the 256-dim USPS digit data set and randomly sample 750 
points with different levels of imbalancedness. Normalized SC, GRF and GTAM are 
then applied. Fig.2·6 shows that when the underlying clusters/classes are balanced, 
our RMD method performs as well as traditional graphs; as the imbalancedness in-
creases, the performance of other graphs degrades, while our method can adapt to 
different levels of imbalancedness. 
Other Real Data Sets: 
We apply SC and SSL algorithms on several other real data sets including USPS 
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Table 2.1: Imbalancedness of data sets. 
Data sets II #samples per class I 
2-class(eg. USPS 8/9) 150/600 
3-class( eg. Saglmg 3/ 4j 5) 200j400j600 
4-class(eg. USPS 1/8/3/9) 200j300f400j500 
(256-dim), Statlog landsat satellite images ( 4-dim), letter recognition images(16-dim) 
and optical recognition of handwritten digits (16-dim) (Frank and Asuncion, 2010). 
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Figure 2·6: Error rates of SC and SSL algorithms on USPS 8 vs. 
9 with varying levels of imbalancedness. Our RMD scheme remains 
competitive when the data is balanced, and adapts to imbalancedness 
much better than traditional graphs. 
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Table 2.2: Error rates of normalized SC on various graphs for imbal-
anced real data sets. Our method performs significantly better than 
other methods. First row ("BO" Balanced Oracle) shows RBF k-NN 
results on imbalanced data with k, tJ tuned using ground truth labels 
but on balanced data. Last row ("0" Oracle) shows the best ORACLE 
results of RBF RMD on imbalanced data. 
I Error Rates(%) ~~-n-v,n-., 0-,-S.....-PS,-rr-';,'1...,.,nr-+l---;r,..,--.--Sa~tl:.--,-m......,g r--r------7-,r-..--..r--~l u " T1 8 oJ " 4,3 I 3,Lt,s I 1,<±,'7 
RBF k-N~J~O) 33.20 17.60 15.76 22.08 25.28 
RBF k- N 16.67 13.21 12.80 18.94 25.33 
RBF b-match 17.33 12.75 12.73 18.86 25.67 
full-RBF 19.87 16.56 18.59 21.33 34.69 
full-aRBF 18.35 16.26 16.79 20.15 35.91 
RBF RMD 4.80 9.66 9.25 16.26 20.52 
RBF RMD(O) 3.13 7.89 8.30 14.19 18.72 
; I 
I Error Rates(%) II 9 8 Olljt~Igit I I 11Lt89 better~ec I 67 I 78 
' ' ' ' ' ' 
2 2 
RBF k-N~JBO) 15.17 11.15 30.02 7.85 38.70 
RBF k- N 9.67 10.76 26.76 4.89 37.72 
RBF b-match 10.11 11.44 28.53 5.13 38.33 
full-RBF 11.61 15.47 36.22 7.45 35.98 
full-aRBF 10.88 13.27 33.86 7.58 35.27 
RBF RMD 6.35 6.93 23.35 3.60 28.68 
RBF RMD(O) 5.43 6.27 19.71 3.02 25.33 
We sample data sets in an imbalanced way shown in Table 2.1. 
In Table 2.2 the first row is the imbalanced results of RBF k-NN using ORACLE 
k, tJ parameters tuned with ground-truth labels on balanced data for each data set 
(300/300, 250/250/250, 250/250/250/250 samples for 2,3,4-class cases). Comparison 
of first two rows reveals that the ORACLE choice on balanced data may not be 
suitable for imbalanced data, while our PCut framework, although agnostic, picks 
more suitable k, a for RBF k-NN. The last row presents ORACLE results on RBF 
RMD tuned to imbalanced data. This shows that our PCut on RMD, agnostic of true 
labels, closely approximates the oracle performance. Also, both tables show that our 
RMD graph parameterization performs consistently better than other methods. 
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Table 2.3: Error rate performance of GRF and GTAM for imbalanced 
real data sets. Our method performs significantly better than other 
methods. 
Error Rates(%) 
GRF 
GTAM RBF b-matching 
full-RBF 
full-aRBF 
RBF RMD 
GRF 
GTAM RBF b-matching 
full-RBF 
· full-aRBF 
RBF RMD 
3.96 
16.98 
13.66 
1.22 
12.48 
13.59 
12.15 
5.81 
2.6 Appendix: Proofs of Theorems 
10.83 
11 .28 
10.05 
9.13 
12.28 
13.09 
13.09 
10.73 
27.03 
18.82 
17.63 
18.85 28.01 
18.66 30.28 
17.85 31.71 
15.67 25.19 
For ease of development , let n = m 1 ( m 2 + 1), and divide n data points into: D = 
D0 UD1 U ... UDm1 , where Do= {xi, ... ,Xm1 }, and each Dj,j = 1, ... ,m1 involves 
m 2 points. Di is used to generate the statistic ry for u and xi E D0 . Do is used to 
compute the rank of u: 
(2.13) 
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We provide the proof for the statistic 77( u) of the following form (here l is used in 
place of ko): 
l+L~J l 
1 (l) d l L i D(i)(u) . 
i=l- L !21 J 
(2.14) 
where D(i)(u) denotes the distance from u to its i-th nearest neighbor among m 2 
points in Dj. Practically we can omit the weight and use the average of 1-st to l-st 
nearest neighbor distances. 
Proof of Theorem 1: 
Proof. The proof involves two steps: 
1. The expectation of the empirical rank lE [ R( u)] is shown to converge to p( u) as 
n ---7 oo. 
2. The empirical rank R( u) is shown to concentrate at its expectation as n ---7 oo. 
The first step is shown through Lemma 4. For the second step, notice that the rank 
R(u) = ~1 2:::7~1 Yj , where Yj = ][{ry(xj;Dj)>ry(u;Di)} is independent across different j 's, 
and Yj E [0, 1]. By Hoeffding's inequality, we have: 
JP> (JR(u) -lE [R( u)]l > E) < 2 exp ( -2m1E2) (2.15) 
Combining these two steps finishes the proof. D 
Proof of Theorem 2: 
Proof. The proof is similar to that of the k-NN graph (Maier et al., 2008b). We only 
present a brief outline of the proof. 
We want to establish the convergence result of the cut term and the balancing 
terms respectively, that is: 
n~n {ffcutn(S) ---7 CdfsP-~(s)p(s)l+~ds. 
1 1 
njV±j ---7 J.L(c± ). 
k 1 1 n n vol(V± ) ---7 J.L(C± )· 
(2.16) 
(2.17) 
(2.18) 
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where V+(v-) = {x E V: X E C+(c- )} are the discrete version of C+(c-). 
The balancing terms Eq.(2.17,2.18) are obtained similarly using Chernoff bound on 
the sum of binomial random variables, since the number of points in v± is binomially 
distributed Binom(n, ~t(C±)). Details can be found in (Maier et al., 2008a). 
Eq.(2.16) is established in two steps. First we can show that the LHS cut term 
converges to its expectation lE ( nL ~cutn(S)) by McDiarmid's inequality. This 
can also be found in (Maier et al., 2008a). Second we show this expectation term 
actually converges to the RHS of Eq.(2.16). This is shown in Lemma 3. 
D 
Lemma 3. Given the assumptions of Theorem 2, 
(2.19) 
h C 2~d-1 w ere d = 1+1/d. (d+l)ryd 
Proof. The proof is a simple extension of (Maier et al., 2008b). We provide an 
outline here. The first trick is to define a cut function for a fixed point Xi E v+' 
whose expectation is easier to compute: 
(2.20) 
Similarly, we can define cutxi for xi E v-. The expectation of cut xi and cutn ( S) can 
be related: 
(2.21) 
Then the value of IE.( cutxJ can be computed as, 
(2.22) 
where r is the distance of xi to its knp(xi)-th nearest neighbor. The value of r is a 
random variable and can be characterized by the CDF FR~ (r). Combining Eq.(2.21) 
• 
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we can write down the whole expected cut value 
lE(cutn(S)) = nlEx(lE(cutx)) = n J f(x)lE(cutx)dx 
JRd 
= n(n- 1) J f(x) [1 g(x,r)dFR:(r)] dx. 
JRd 0 
To simplify the expression, we use g(x, r) to denote 
g(x ,r) = {JB(x,r)nc- f(y)dy,x E c+ 
fB(x,r)nc+ f(y)dy,x E c-. 
(2.23) 
Under general assumptions, when n tends to infinity, the random variable r will 
highly concentrate around its mean lE(r~). Furthermore, as kn/n -t 0, lE(r~) tends 
to zero and the speed of convergence 
lE(r~) ~ (kp(x)j((n- 1)f(x)TJd)) 1/d (2.24) 
So the inner integral in the cut value can be approximated by g(x, lE(r~)), which 
implies, 
JE(cutn(S)) ~ n(n- 1) J f(x)g(x,lE(r~))dx. 
JRd 
The next trick is to decompose the integral over JRd into two orthogonal directions, 
i.e., the direction along the hyperplaneS and its normal direction (We use rt to denote 
the unit normal vector): 
+oo j f(x)g(x,lE(r~))dx = j j f(s + trt')g(s + trt',lE(r!+t-rt))dtds. 
JRd S - oo 
When t > lE(r!+trt ), the integral region of g will be empty: B(x, lE(r~)) n c- = 0. 
On the other hand, when x = s + trt' is close to s E S, we have the approximation 
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f(x) ~ f(s): 
+oo J f(s + tTt)g(s + tTt, JE(r;+trt ))dt (2 .25) 
-oo 
E(r}) 
~ 2 J f(s) [f(s)vol (B(s + tTt,lEr;) n c-)J dt 
0 
E(r}) 
2f2(s) J vol (B(s + tTt, JE(r;)) n c-) dt. 
0 
The term vol (B(s + tTt , lE(r~)) n c-) is the volume of d-dim spherical cap of 
radius JE(r~)), which is at distance t to the center. Through direct computation we 
obtain: 
E(r}) j vol (B(s + tTt, JE(r;)) n c-) dt = JE(r;)d+l ;~~. (2.26) 
0 
Combining the above step and plugging in the approximation of JE(r~) in Eq.(2 .24), 
we finish the proof. D 
Lemma 4. By choosing l properly, as m 2 --7 oo, it follows that, 
liE [R( u)] - p( u) I ----+ 0 
Proof. Take expectation with respect to D: 
lEv [ R( u)] ~ lED \Do [lEv, [ ~1 ~ ll[•(u;V;)<*;;D;)} ]] 
1 ffil 
--;;;: LIExi [lEvi [II{ry(u;Di) <ry(xi ;Di)}]] 
1 j=l 
lEx [Pv1 (ry(u ; Dl) < ry(x ; Dl))] 
The last equality holds due to the i.i .d symmetry of { x1 , . . . , Xm1 } and D 1 , ... , Dm1 . We 
fix both u and x and temporarily discarding lEv1 • Let Fx (Yl, ... , Ym2 ) = ry( x ) - ry( u) , 
where y1 , ... , Ym2 are the m2 points in D 1 . It follows: 
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To check McDiarmid's requirements, we replace Yi with yj. It is easily verified 
that Vj = 1, ... , m2, 
(2.27) 
where Cis the diameter of support. Notice despite the fact that y1 , ... , Ym2 are random 
vectors we can still apply MeDiarmid's inequality, because according to the form of 
'TJ , Fx(y1, ... , Ym2 ) is a function of m2 i.i.d random variables r1, ... , Tm2 where ri is 
the distance from x to Yi· Therefore if lEFx < 0, or JEry(x) < lEry(u), we have by 
McDiarmid's inequality, 
Rewrite the above inequality as: 
(2.28) 
It can be shown that the same inequality holds for lEFx > 0, or JEry(x) > JEry(u). 
Now we take expectation with respect to x: 
< lE [Pn1 (Fx > 0)] 
< Px (lEFx > 0) +lEx [e _(!~~~~2 ] (2 .29) 
Divide the support of X into two parts, x1 and x2, where x1 contains those X 
whose density f(x) is relatively far away from f(u) , and X2 contains those x whose 
density is close to f(u). We show for x E X1 , the above exponential term converges to 
0 and P (lEFx > 0) = P x (! ( u) > f ( x)), while the rest x E X2 has very small measure. 
Let A(x ) = (t(x):dm2) 11d . By Lemma 5 we have: 
( ) 
1/d 
where 1 denotes the big 0(·), and 11 = 1 !~in . Applying uniform bound we 
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have: 
( ) 
2 ( ) 2 /1 l d /1 l d A(x)-A(u)-2 1/d (-) ~ IE[ry(x)- ry(u)] ~ A(x)-A(u)+2 1/d (-) 
cd m2 cd m2 
d+l !_ 
Now let X1 = {x : if(x)- f(u)i 2: 311dfmtn c~J d} . For x E X1, it can be 
verified that IA(x )- A(u)i2: 3 (f;a.) (~J ~ , or IIE["l(x) -ry(u)JI > (ih) (~J~ , 
and li{f(u) > f(x)} = li{lEry(x) > lEry(u)}· For the exponential term in Equ.(2.28) we have: 
( ) 
!_ !!±.! 
For X E x2 = {x: if(x )- f(u)i < 3! 1d ~2 d fmtn}, by the regularity assumption, 
( )
.!_ !!±.! 
we have P(X2 ) < 3M!1d ~2 d fmtn. Combining the two cases into Equ.(2 .29) we 
have for upper bound: 
Let l = m~ such that 2~-:;_~ < a < 1, and the latter two terms will converge to 0 as 
m 2 ---+ oo. Similar lines hold for the lower bound. The proof is finished . D 
( )
1/d ( )1/d Lemma 5. Let A(x ) = 11() , .A1 = -1 -X. __l__1·
5
. . By choosing l appropri-
mcd X m~n Cd rrnn 
ately, the expectation of l-NN distance IEDcl)(x) among m points satisfies: 
[IKD(l)(x)- A(x)[ = 0 ( A(x)>.1 (~) l/d) (2.30) 
Proof. Denote r(x, a) = min{r : P (B(x, r)) 2: a} . Let bm ---+ 0 as m ---+ oo , and 
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0 < Om < 1/2. Let U rv Bin(m, (1 +Om)~) be a binomial random variable, with 
lEU= (1 + Om)l. We have: 
P ( Dcl)(x) > r(x, (1 +Om)~)) P (U < l) 
P ( U < ( 1 - 1 !mom) ( 1 + Om) l) 
< exp (- 2(1 o~lom)) 
The last inequality holds from Chernoff's bound. Abbreviate r 1 = r(x , (1 +Om)~), 
and lEDcl)(x) can be bounded as: 
lEDcl)(x) < r1 [1- P (Dcl)(x) > r1)] + CP (Dcl)(x) > r1) 
< r1 + C exp (- 2(1 o~lom)) 
where Cis the diameter of support. Similarly we can show the lower bound: 
Consider the upper bound. We relate r 1 with A(x). Notice: 
( 
(1 6 )l) 1/d 
so a fixed but loose upper bound is r1 :::; ; m = Tmax· Assume ljm is 
Cd mt.nm 
sufficiently small so that r 1 is sufficiently small. By the smoothness condition, the 
density within B(x, r 1 ) is lower-bounded by f(x)- >.r1, so we have: 
P (B(x, r1)) (1 +Om)_}_ ~ cdrf (f(x)- >.r1) 
m 
cdrff(x) ( 1- ftx{1) 
> Cdrtf(x) ( 1- ~~in Tmax) 
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That is: 
( ) 
1/d 
r1 :S: A(x) 1 ~ 8m 
1- -f . Tmax 
mm 
(2.31) 
( )
1/d 
Insert the expression of rmax and set .\1 = -1 -X_ ___1____1·
5
. , we have: 
mt.n Cd mt.n 
lEDcl)(x)- A(x) < A(x)(( 1+8m1/d)1/d-1)+Cexp(- (8!l8 )) 
. 1 - A1 C!J 2 1 + m 
( ) ( 
1 + 8m ) ( 8!l ) < A x z 1/d - 1 + C exp - 2(1 8 ) 
1- A1 (m;) + m 
8 + .\ (-1-) 1/d ( 82 l ) 
A(x) m 1 ;n 1/d + C exp - 2(1 m 8 ) 
1- A1 (m) . + m 
0 ( A(x)A1 (~) 'i•) 
The last equality holds if we choose l = m~~!~ and 8m = m-1. Similar lines follow 
for the lower bound. Combine these two parts and the proof is finished. 
D 
41 
Chapter 3 
Ranking Based Anomaly Detection 
In this chapter we focus on point-wise anomaly detection. In Section 3.1 we start with 
the problem setting, where the problem of minimum volume (MV) set estimation is 
introduced. We then review anomaly detection methods based on K -NN scores in 
Section 3.2. Upon this approach, in Section 3.3 we propose our ranking based anomaly 
detection algorithm, which significantly improves test-stage complexity. In Section 
3.4 asymptotic and finite sample analysis of the proposed algorithm are presented. 
In Section 3.5 we compare our approach against other existing state-of-art methods 
on synthetic and real data sets. Section 3.6 contains the proofs of theorems. 
3.1 Problem Setup 
Let x = {x1 , x2 , ... , Xn} be a given set of nominal d-dimensional data points. We 
assume x to be sampled i.i.d from an unknown density fo with compact support in 
JRd. The problem is to assume a new data point , TJ E JRd, is given, and test whether 
TJ follows the distribution of x . If f denotes the density of this new (random) data 
point , then the set-up is summarized in the following hypothesis test: 
Ho : f = fo vs. H1 : f =/= fo. 
We look for a functional D : JRd -+ IR such that D(TJ) > 0 ===* TJ nominal. Given 
such a D, we define its corresponding acceptance region by A = { x : D ( x) > 0}. 
Given a prescribed significance level (false alarm level) a, we require the proba-
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bility of the event 'f} E A , given H 0 , to be bounded below by 1- a. We denote this 
distribution by P: 
P(A) = J fo(x) dx 2:: 1- a. 
A 
At the same time, the false negative rate, fA f(x) dx, must be minimized. Note 
that the false negative rate is the probability of the event 'f} E A, given H 1 . We assume 
f to be bounded above by a constant C, in which case fA f(x) dx:::; C · .X(A), where 
A is Lebesgue measure on ~d. The problem can therefore be formulated as finding 
the following minimum volume set: 
U1 - o :~ argmjn { A(A) :! fo(x) dx ~ 1- "}. (3.1) 
In other words, we seek a set A which captures . at least a fraction 1 - a of the 
probability mass, of minimum volume. 
3.2 Score Functions Based on K-NN Graph 
In this section, we briefly review anomaly detection algorithms using score functions 
based on nearest neighbor graphs for determining minimum volume sets (Zhao and 
Saligrama, 2009; Qian and Saligrama, 2012). Given a test point 'fJ "" f, define the 
p-value of 'fJ by 
p(rJ) := P (x: fo(x) 2:: fo(rJ)) = J fo(x) dx. 
{x:fo (x) ?: fo (ry)} 
Then, assuming technical conditions on the density fo (Zhao and Saligrama, 2009), 
it can be shown that p defines the minimum volume set: 
ul- a = {x: p(x ) 2:: 1- a}. 
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Thus if we know p( rJ) at the test point rJ, we know the minimum volume set as the 
decision region. However, p-value is based on information from the unknown density 
f 0 ; hence we need to estimate this p-value. 
Set d(x, y) to be the euclidean metric on JR:d. Given a point x E JR:d , we form its 
associated K-NN graph, relative to x , by connecting it to the K closest points in 
x \ { x} . Let D(i) ( x) denote the distance from x to its ith nearest neighbor in x \ { x}. 
Let Gx(x) denote the average K-NN distance statistic: 
(3.2) 
aK-LPE evaluates and thresholds the following score function at test point rJ to report 
anomaly: 
(3.3) 
This score is essentially the rank of Gx ( rJ) among { Gx (Xi) , i = 1, · · · , n}. Other 
nearest neighbor based approaches are just calculating this score based on various 
statistics (Zhao and Saligrama, 2009; Sricharan and Hero, 2011). 
As in Theorem 1 of Section 2.4, we've already proved that this score function is 
an asymptotically consistent estimator of the p-value: 
lim Rn(TJ) = p(ry) 
n---+oo 
This result is attractive from a statistical viewpoint; however the complexity of 
the K-NN distance statistic grows as O(dn) . This can be prohibitive for real-time 
applications. Thus we are compelled to learn a score function respecting the orders 
given by these K-NN distance scores. This is achieved by mapping the data samples 
x into a reproducing kernel Hilbert space (RKHS), H, with kernel k(·, ·) and inner 
product (-, ·). We denote by <I> the mapping JR:d --t H, defined by <I>(xi) = k(xi, ·). 
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We then optimally learn a ranker g E H based on the ordered pair-wise ranking 
information, 
and construct the scoring function as 
(3.4) 
3.3 Ranking Based Anomaly Detection: Algorithm 
In this section we describe our main algorithm for anomaly detection, and discuss 
several of its properties and advantages. 
3.3.1 Anomaly Detection Algorithm 
We present detailed steps of our rank-based anomaly detection algorithm as follows. 
Algorithm: Ranking Based Anomaly Detection (rank-AD) 
1. Input: 
Nominal training data x = { x1 , ... , xn}, desired false alarm level a, test point TJ. 
2. Training Stage: 
• Calculate the average K-NN distance statistic Gx(xi) and the scores Rn,(xi) , 
using Eq.(3.2) and Eq.(3.3) , for each nominal sample Xi· 
• Quantize {Rn(xi), i = 1, 2, ... , n} uniformly into m levels: rq(xi) E {1, 2, ... , m} . 
Generate preference pairs ( i, j) whenever their quantized levels are different: 
• Solve the RBF -kernel based rank-SVM problem, where ~ : JRd ----+ H denotes 
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the mapping of Xi to the RKHS H . 
mm: 
g ,t;ij 
1 2II9W + c L ~ij 
(i,j)E'P 
(3.5) 
s.t. (g, q>(xi)- q>(xi)) 2:: 1- ~ij, V(i ,j) E P 
~ij 2:: 0 
• Let g denote the minimizer. Compute and sort: g(·) (g, q>(·)) on x 
3. Testing Stage: 
• Evaluate g(rJ) for test point rJ. 
• Compute the score Rn(rJ) according to Eq.(3.4). This can be done through a 
binary search over sorted {g (Xi), i = 1, ... , n} . 
• Declare rJ as anomalous if Rn(rJ) :::; a. 
Remark 1: 
The standard learning-to-rank setup (Joachims, 2002) is to assume non-noisy input 
pairs. Our algorithm is based on noisy inputs, where the noise is characterized by an 
unknown, high-dimensional distribution. Yet we are still able to show the asymptotic 
consistency of the obtained score as in Sec.3.4. 
Remark 2: 
For the learning-to-rank step Eq.(3.5), we equip the RKHS H with the RBF ker-
( 
(x·- x·) 2 ) 
nel k(xi , xi) = exp - t 0"2 1 . The algorithm parameter C and RBF kernel 
bandwidth O" can be selected through cross validation, since this step is a supervised 
learning procedure based on input pairs. 
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Remark 3: 
The number of quantization levels, m, impacts training complexity as well as per-
formance. When m = n, all (;) preference pairs are generated. This scenario has 
the highest training complexity, and often leads to poor detection performance due 
to overfitting. While this raises the question of choosing m , we observe that setting 
m to be 3 ,..._, 5 works fairly well in practice. We fix m = 3 in all of our experi-
ments in Sec.3.5. m = 2 is insufficient to allow flexible false alarm control, as will be 
demonstrated next . 
3. 3. 2 False alarm control 
In this section we illustrate through a toy example how our learning method ap-
proximates minimum volume sets. We consider how different levels of quantization 
impact level sets. We will show that for appropriately chosen quantization levels our 
algorithm is able to simultaneously approximate multiple level sets. In Section 3.4 
we show that the normalized score Rn(rJ). of Eq.(3.4), takes values in [0 , 1), and con-
verges to the p-value function. Therefore we get a handle on the false alarm rate. So 
null hypothesis can be rejected at different levels simply by thresholding Rn(rJ). 
Toy Example: 
We present a simple example in Fig.3·1 to demonstrate this point . 1000 i.i.d. samples 
are drawn from f ,..._, 0.5N ([4; 1], 0.51) +0.5N ([4; -1], 0.5I). We set K = 20 for rank 
computation and C = 1, RBF kernels with a-= 1.5 for rank-SVM. We first consider 
single-bit quantization (m = 2) , with preference pairs generated between points with 
ranks Rn(xi) (Eq.(3.3)) above and below 3% percentile. This yields a decision function 
.§2 (·). The standard way is to claim anomaly when g2 (x) < 0, corresponding to the 
outmost orange curve in (a). We then plot different level curves by varying c > 0 
for g2 (x) = c, which appear to be scaled versions of the orange curve. While this 
quantization appears to work reasonably for a-level sets with a= 3%, for a different 
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(a) Level curves (m = 2) (b) Level curves ( m = 3) 
Figure 3·1: Level curves of rankAD for different quantization levels . 
Left figure( a) depicts performance with single-bit quantization (m = 2) . 
To learn rankAD we quantized preference pairs at 3% and fJ = 1.5 
in our RBF kernel. Right figure(b) shows rankAD with 3-levels of 
quantization and fJ = 1.5. (a) shows level curves obtained by varying 
the offset c for g2 (x) = c. Only the outmost curve (c = 0) approximates 
the oracle density level set well while the inner curves ( c > 0) appeared 
to scaled version of outermost curve. (b) shows level curves obtained 
by varying c for g3 (x) = c. Interestingly we observe that the inner most 
curve approximates peaks of the mixture density. 
6 
desired a-level, the algorithm would have to retrain with new preference pairs. On the 
other hand, we also generate preference pairs with m = 3 level uniform quantization, 
i.e. 
We train rank-SVM with same values of C and fJ, and obtain the ranker g3 ( ·). We then 
vary c for g3 ( x) = c to obtain various level curves shown in (b), all of which surpris-
ingly approximate the corresponding density level sets well. We notice a significant 
difference between the level sets generated with 3 quantization levels in comparison 
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to those generated for two-level quantization. In Sec.3.4 we show asymptotically 
g(x) preserves the ordering of density with sufficiently many preference pairs, making 
Rn(x) approximate multiple density level sets. However in our experiments it turns 
out that we just need m = 3 quantization levels instead of m = n ( (;) pairs) to 
achieve flexible false alarm control and do not need any re-training. 
3.3.3 Time Complexity 
For training, the rank computation step requires computing all pair-wise distances 
among nominal points O(dn2 ), followed by sorting for each point O(n2 logn) . So the 
training stage has the total time complexity O(n2 (d+logn)+T) , where T denotes the 
time of the pair-wise learning-to-rank algorithm. At test stage, our algorithm only 
evaluates !J(TJ) on TJ and does a binary search among g(xi), ... , g(xn). The complexity 
is O(ds + logn), where sis the number of support vectors. This has some similar-
ities with 1-SVM where the complexity scales with the number of support vectors 
(Scholkopf et al., 2001). Note that in contrast nearest neighbor-based algorithms, 
K-LPE, aK-LPE or BP-KNNG (Zhao and Saligrama, 2009; Qian and Saligrama, 
2012; Sricharan and Hero, 2011), require O(nd) for testing one point. It is worth 
noting that s :::; n comes from the "support pairs" within the input preference pair 
set. Practically we observe that for most data sets s is much smaller than n in the 
experiment section, leading to significantly reduced test time compared to aK-LPE, 
as shown in Table.l. It is worth mentioning that distributed techniques for speeding 
up computation of K-NN distances (Bhaduri et al. , 2011) can be adopted to further 
reduce test stage time. 
3.4 Analysis 
In this section we present the theoretical analysis of our ranking-based anomaly de-
tection approach. 
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3.4.1 Asymptotic Consistency 
The first theorem shows the asymptotic consistency for Rn('TJ) to converge the the 
p-value at 'TJ· This result has been shown in Theorem 1 of Section 2.4. We simply 
restate it here. 
Theorem 6. With K appropriately chosen, limn-+oo Rn(rJ) = p(rJ). 
With this theorem, asymptotically, the preference pairs generated as input to the 
rank-SVM algorithm are reliable, in the sense that any generated pair (x, y) preserves 
the order p(x) > p(y), or equivalently f(x) > f(y). 
What we claim in this paper, and prove in Section 3.6, is the following consistency 
result of our proposed algorithm: 
Theorem 7. With K appropriately chosen, as n---+ oo, Rn('TJ) ---+ p(rJ). 
The difficulty in this theorem arises from the fact that the score, Rn ( 'TJ), is based 
on the ranker, g, which is learned from data with high-dimensional noise. Moreover, 
the noise is distributed according to an unknown probability measure. For the proof 
of this theorem, we begin with the law of ~arge numbers. Suppose for any n 2:: 1, a 
function G is found which preserves the ordering of {xi, ... , xn},...., f, by f: f(xi) < 
f(xi) ~ G(xi) < G(xi)· Then it can be shown that 
1 n 
-:;;, L l{G(xi ):s;G(ry)} ---+ P('TJ). 
i=I 
Thus we are motivated to learn a function which asymptotically preserves ordering 
as G does above. This is the content of Lemmas 9 and 12 in Section 3.6. 
3.4.2 Finite-Sample Generalization Result 
Based on a sample {xi, ... , Xn}, our approach learns a ranker 9n, and computes the 
( ) ( ) (I) (2) (n) . values 9n XI , .. . , 9n Xn . Let 9n :=:::; 9n :=:::; • · · :=:::; 9n be the ordered permutatiOn 
50 
of these values. For a test point ry, we evaluate 9n(T!) and compute Rn(ry). For a 
prescribed false alarm level a, we define the decision region for claiming anomaly by 
Ra {x: Rn(x) ~a} 
n 
j=l 
where ran l denotes the ceiling integer of an. 
We give a finite-sample bound on the probability that a newly drawn nominal 
point x lies in Ra. In the following Theorem, F denotes a real-valued function class 
of kernel based linear functions (solutions to an SVM-type problem) equipped with 
the .€00 norm over a finite sample x = {x1, ... , Xn}: 
llfll£x =max lf(x)l. 00 xEx 
Moreover, N(!, F, n) denotes a covering number ofF with respect to this norm (see 
Sec.3.6 for details). 
Theorem 8. Fix a distribution P on JRd and suppose x1 , ... , Xn are generated iid 
from P. For g E F let g(l) ~ g(2) ~ · • • ~ g(n) be the ordered permutation of 
g(x1 ) , ... , g(xn) · Then for such ann-sample, with probability 1- 6, for any g E F, 
1 ~ m ~ n and sufficiently small 1 > 0, 
( ) m -1 P{x:g(x)<gm -21} ~ +t:(n,k,6), 
n 
where t:(n, k, 6) = ~(k +log :;f), k = flogN('y, F, 2n)l 
Remark: 
To interpret the theorem notice that the LHS is precisely the probability that a test 
point drawn from the nominal distribution has a score below the a~ m-l percentile. 
n 
We see that this probability is bounded from above by a plus an error term that 
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asymptotically approaches zero. This theorem is true irrespective of a and so we 
have shown that we can simultaneously approximate multiple level sets. 
3.5 Experiments 
In this section, we carry out point-wise anomaly detection experiments on syn-
thetic and real-world data sets. We compare our ranking-based approach against 
density-based methods BP-KNNG (Sricharan and Hero, 2011) and aK-LPE (Qian 
and Saligrama, 2012), and another two state-of-art methods based on random sub-
sampling, isolated forest (Liu et al., 2008) (iForest) and massAD (Ting et al., 2010). 
1-SVM (Scholkopf et al., 2001) is included as a baseline. Other methods such as 
(Ramaswamy et al., 2000; Breunig et al., 2000) are not included because they are 
claimed to be outperformed by above approaches. 
3.5.1 Implementation Details 
In our simulations, the Euclidean distance is used as distance metric for all candidate 
methods. For 1-SVM the lib-SVM codes (Chang and Lin, 2011) are used. The 
algorithm parameter and the RBF kernel parameter for 1-SVM are set using the 
same configuration as in (Ting et al., 2010). For iForest and massAD, we use the 
codes from the websites of the authors, with the same configuration as in (Ting et al., 
2010). For aK-LPE we use the average k-NN distance Eq.(3.2) with fixed k = 10 since 
this appears to work better than the actual K-NN distance of (Zhao and Saligrama, 
2009). Note that this is also suggested by our convergence analysis (Thm 1). For 
BP-KNNG, the same k is used and other parameters are set according to (Sricharan 
and Hero, 2011). 
For trainging rankAD, we first compute the ranks R(xi) of nominal points ac-
cording to Eq.(3) based on 10-NN average distance. We quantize R(xi) uniformly 
into m = 3 levels rq(xi) E {1, 2, 3} and generate pairs (i,j) E JP> whenever rq(xi) > 
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rq(xi)· We then adapt the routine from (Chapelle and Keerthi, 2010) and extend 
it to a kernelized version for the learning-to-rank step Eq.(3 .5). We vary the pa-
rameter C E C = {0.001, 0.003, 0.01, ... , 300, 1000}, and the RBF kernel parameter 
a E ~ = {2i.zSK, i = -10, -9, · · · , 9, 10}, where DK is the average 10-NN distance 
over nominal samples. We choose the parameter configuration through a 4-fold cross 
validation, viewing { R( xi), i = 1, ... , n} as the ground truth ordering. The trained 
ranker is then adopted in Eq.(3.4) for test stage prediction. All AUC performances 
are averaged over 5 runs. 
3.5.2 Synthetic Data sets 
We first apply our method to a Gaussian toy problem, where the nominal density is: 
fo ""'0.2N ([5; OJ, [1, 0; 0, 9]) + 0.8N ([-5; OJ, [9, 0; 0, 1]) . 
Anomaly follows the uniform distribution within { (x, y) : -18 ::; x ::; 18, -18 ::; y ::; 
18}. 
In Fig.3·2(a) , we obtain the Bayesian ROC curve (black) by thresholding the 
likelihood ratio, assuming the density is known. The empirical ROC (blue) of our 
method approximates the optimal Bayesian detector very well. Fig.3·2(b) shows the 
level curves for the estimated ranks on the test data. As indicated by the asymptotic 
consistency (Theorem 7) and the finite sample analysis (Theorem 8), the empirical 
level curves of rankAD approximate the level sets of the underlying density quite well . 
3.5.3 Real-world data sets 
We then conduct experiments on several real data sets used in (Liu et al., 2008) and 
(Ting et al., 2010), including 2 network intrusion data sets HTTP and SMTP from 
(Yamanishi et al., 2000), Annthyroid, Forest Cover Type, Satellite, Shuttle from UCI 
repository (Frank and Asuncion, 2010), Mammography and Mulcross from (Rocke 
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(a) ROC for 2-component Gaussian (b) Level curves of rankAD 
Figure 3·2: Detection performance on a synthetic data set: (a) ROC 
curve on a two-component Gaussian Mixture data. (b) Level sets for 
the estimated ranks. 600 training points are used for training. For test 
500 nominal and 1000 anomalous points are used. 
Table 3.1: Data characteristics of the data sets used in experiments. 
N is the total number of instances. d the dimension of data. The 
percentage in brackets indicates the percentage of anomalies among 
total instances. 
data sets N d anomaly class 
Annthyroid 6832 6 classes 1,2(7%) 
Forest Cover 286048 10 class 4(0.9%) vs. class 2 
HTTP 567497 3 attack( 0.4%) 
Mamography 11183 6 class 1(2%) 
Mulcross 262144 4 2 clusters( 10%) 
Satellite 6435 36 3 smallest classes( 32%) 
Shuttle 49097 9 classes 2,3,5,6,7(7~o) 
SMTP 95156 3 attack (0.3%) 
and Woodruff, 1996). Table 3.1 illustrates the characteristics of these data sets. 
We randomly sample 2000 nominal points for training. The rest of the nominal 
data and all of the anomalous data are held for testing. Due to memory limit, at 
most 80000 nominal points are used at test time. The time for testing all test points 
and the AUC performance are reported in Table 3.2. 
We observe that while being faster than BP-KNNG, aK-LPE and iForest, and 
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Table 3.2: Anomaly detection AUC performance and test stage time 
of various methods. Method (1) denots our rank-AD approach; (2) 
one-class SVM; (3) BP-KNNG; (4) aK-LPE; (5) iForest ; (6) massAD. 
Data Sets 
nnt yrm 
Forest Cover 0.932 0.869 0.889 0.895 
HTTP 0.999 0.998 0.995 0.995 
AUC Mamography 0.909 0.863 0.886 0.701 
Mulcross 0 .998 0.970 0.994 0.998 
Satellite 0.885 0.774 0.872 0.692 
Shuttle 0.996 0.975 0.985 0.992 
SMTP 0.934 0.751 0.902 0.859 
nnt yrm 
Forest Cover 1.748 1.638 8.185 13.41 7.239 0.483 
HTTP 0.187 0.376 2.391 11.04 5.657 0.384 
time Mamography 0.237 0.223 0.981 1.443 1.721 0.044 
Mulcross 2.732 2.272 8.772 13.75 7.864 0.559 
Satellite 0.393 0.355 0.976 1.199 1.435 0.030 
Shuttle 1.317 1.318 6.404 7.169 4.301 0.186 
SMTP 1.116 1.105 7.912 11.76 5.924 0.411 
comparable to 1-SVM during test stage, our approach also achieves superior perfor-
mance for all data sets. The density based aK-LPE and BP-KNNG has somewhat 
good performance, but its test-time degrades with training set size. massAD is very 
fast at test stage, but has poor performance for several data sets. 
The baseline one-class SVM has good test time due to the similar O(dS1 ) test 
stage complexity where S1 denotes the number of support vectors. However, its 
detection performance is pretty poor, because one-class SVM training is in essence 
approximating one single a-percentile density level set. a depends on the parameter 
of one-class SVM, which essentially controls the fraction of points violating the max-
margin constraints (Scholkopf et al., 2001). Decision regions obtained by thresholding 
with different offsets are simply scaled versions of that particular level set. On the 
other hand, our rankAD approach significantly outperforms one-class SVM, because 
it has the ability to approximate different density level sets. 
Note that our rankAD outperforms density-based aK-LPE and BP-KNNG both 
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computationally and statistically. The computational improvement is not surprising 
given our discussion in Sec.4.3. However, the statistical improvement is indeed sur-
prising. One reason could be attributed to the regularization effect of rankAD. Our 
rankAD is possibly trading off bias vs. variance by using a lower-complexity model. 
On the other hand, aK-LPE and BP-KNNG are "noisier" due to their relatively 
higher model complexity. 
Overall, our rankADapproach is highly competitive in both detection performance 
and test time compared to other state-of-art algorithms. 
3.6 Appendix: Proofs of Theorems 
Proof of Theorem 7 
We fix an RKHS H on the input space X c JRd with an RBF kernel k. Let x = 
{x1 , ... ,xn} be a set of objects to be ranked in JRd with labels r = {r1 , . .. ,rn}· 
Here ri denotes the label of Xi , and ri E R We assume x to be a random variable 
distributed according to P , and r deterministic. 
The following notation will be useful in the proof of Theorem 7. To avoid confusion 
with the probability measure P, here we take T, instead of P, to denote the set of 
pairs derived from x. For simplicity we assume T is composed of all possible pairs: 
Let L denote the hinge loss: 
L(z ) =max (0, 1- z) 
We define the L-risk of f E H as 
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where 
nL,T(f) = L D(ri, rj)L(f(xi)- f(xj)) 
(i ,j)ET 
and D(ri, ri) is some positive weight function, which we take for simplicity to be 
1/ITI. (This uniform weight is the setting we have taken in the main body of the 
paper.) The smallest possible L-risk in His denoted 
nL P := inf nL p(f). 
' fEH ' 
The regularized L-risk is 
(3 .6) 
Let gx,>.. be the optimal solution to the rank-AD minimization step. Setting A = 
1/2C and replacing C with A in the rank-SVM step Eq.(3.5), we have: 
(3.7) 
Let 1-ln denote a ball of radius 0(1/ A) in H . Let ck := SUPx,t lk(x , t) I with 
k the rbf kernel associated to H. Given E > 0, we let N(H, E/4Ck) be the covering 
number of 1i by disks of radius E/ 4Ck . We first show that with appropriately chosen 
A, as n -+ oo, gx ,>.. is consistent in the following sense. 
Lemma 9. Let An be appropriately chosen such that An-+ 0 and IogN(~~~E/4Ck) -+ 0, 
as n-+ oo. Then we have 
Ex[RLT(gx >..)] -+ nL p = min nL p(f), n-+ 00 . 
' ' ' f EH ' 
Proof. Let us outline the argument. In (Steinwart , 2005), the author shows that there 
exists a !P,>.. E H minimizing (3.6): 
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Lemma 10. For all Borel probability measures P on X x X and all A > 0, there is 
an !P,>.. E H with 
such that II!P,>..II = 0(1/J:\). 
Next , a simple argument shows that 
Finally, we will need a concentration inequality to relate the L-risk of JP,>.. with 
the empirical L-risk of !T,>..· We then derive consistency using the following argument: 
RL,P(JT,>..J :S AniiJT,>..n ll 2 + RL,P(JT,>..J 
:S Anllfr,>..nll 2 + RL,rUr,>..J + 0/3 
:S AniiJP,>..JI 2 + RL,T(JP,>..J + 0/3 
:S AniiJP,An 11 2 + RL,P(JP,>..J + 20/3 
::; RL,P + 0 
where An is an appropriately chosen sequence -t 0, and n is large enough. The 
second and fourth inequality hold due to Concentration Inequalities, and the last one 
holds since lim:>..---+0 R~,~,>..(!P, >..) = RL,P· 
We now prove the appropriate concentration inequality (Cucker and Smale, 2002). 
Recall H is an RKHS with smooth kernel k; thus the inclusion h : H -t C(X) is 
compact, where C(X) is given the 11·11 00-topology. That is, the "hypothesis space" 
1-l := h(BR) is compact in C(X), where BR denotes the ball of radius R in H . We 
denote by N(1-l, E) the covering number of 1-l with disks of radius E. We prove the 
following inequality: 
Lemma 11. For any probability distribution P on X x X, 
where ck := SUPx,t lk(x, t)l. 
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Proof. Since 1-l is compact, it has a finite covering number. Now suppose 1-l 
D 1 U · · · U Dt is any finite covering of 1-l. Then 
£ 
Prob{supiRL,r(f) -RL,P(f)l2': E} ~ 2.:Prob{sup IRL,r(f) -RL,P(f)l2': E} 
fE'H. j=l fEDj 
so we restrict attention to a disk D in 1-l of appropriate radius E. 
Suppose II!- glloo :::; E. We want to show that the difference: 
is also small. Rewrite this quantity as 
Since II!- glloo :::; E, for E small enough vie have 
max{O, 1- (!(xi)- f(xi))}- max{O, 1- (g(xi)- g(xi))} 
max{O, (g(xi)- g(xi)- f(xi) + f(xi))} 
max{O, (g- f, ¢(xi)- ¢(xi))} 
Here ¢ : X -+ H is the feature map, ¢(x) := k(x, ·). Combining this with the 
Cauchy-Schwarz inequality, we have 
where ck := SUPxt lk(x, t)l. From this inequality it follows that 
, 
We thus choose to cover 1-l with disks of radius E/4Ck, centered at /!, . .. , fe. Here 
R. = N(1-l , Ej4Ck) is the covering number for this particular radius. We then have 
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Therefore, 
n 
Prob{sup IRL,r(f)- RL,P(f)l ~ 2E} :S L Prob{IRL,r(/i)- RL,P(/i)l ~ E} 
/EH j=l 
The probabilities on the RHS can be bounded using McDiarmid's inequality. 
Define the random variable g(x1, .. . , Xn) := RL,r(f) , for fixed f E H. We need 
to verify that g has bounded differences. If we change one of the variables, xi, in g 
to x~, then at most n summands will change: 
lg(xl, ... , Xi, ... , Xn)- g(x1, .. . , x~, ... , Xn) I :S ~2n sup 11- (f(x) - f(y)) I 
n x ,y 
2 2 
:S -+-sup lf(x)- f(y)l 
n n x ,y 
2 4 
::; - + -J(;IIfll· 
n n 
Using that sup/EHIIJII :S R, McDiarmid's inequality thus gives 
D 
We are now ready to prove Theorem 7. TakeR= II!P,>-11 and apply this result to 
fp,).: 
Since II f P,>-nll = 0 ( 1/ A), the RHS converges to 0 as n --1- oo, as long as: 
This completes the proof of Theorem 7. D 
We now establish that under mild conditions on the surrogate loss function, the 
solution minimizing the expected surrogate loss will asymptotically recover the correct 
preference relationships given by the density f. 
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Lemma 12. Let L be a non-negative, non-increasing convex surrogate loss function 
that is differentiable at zero and satisfies L'(O) < 0. If 
g* = argminlEx [RLr(g)], 
gEH ' 
then g* will correctly rank the samples according to their density, i.e. Vxi =I Xj, f(xi) > 
f(xi) ==} g*(xi) > g*(xi)· Assume the input preference pairs satisfy: T = 
{(i,j) : f(xi) > f(xj)}, where x = {x1 , . . . ,xn} is drawn i.i.d. from distribu-
tion f. Let f be some convex surrogate loss function that satisfies: (1} f is non-
negative and non-increasing; (2} f is differentiable and f' (O) < 0. Then the optimal 
solution: g*, will correctly rank the samples according to f, i.e. g* (xi) > g* (xi), 
Vxi =I Xj, f(xi) > f(xj), . 
The hinge-loss satisfies the above conditions. Combining Theorem 9 and 12, we 
establish that asymptotically, the rank-SVM step yields a ranker that preserves the 
preference relationship on nominal samples given by the nominal density f. 
Proof. Our proof follows similar lines of Theorem 4 in (Lan et al., 2012). Assume 
that g(xi) < g(xi), and define a function g' such that g' (xi) = g(xi), g'(xi) = g(xi), 
and g'(xk) = g(xk) for all k =I i,j . We have RL,P(g')- RL,P(g) = Ex(A(x)), where 
A(x) = L [D(rk, ri)- D(rk, ri)][L(g(xk)- g(xi))- L(g(xk) - g(xi))] 
k:Tj <Ti <Tk 
+ L D(ri , rk)[L(g(xi)- g(xk))- L(g(xi)- g(xk))] 
k:rj<rk <ri 
+ L D(rk, ri)[L(g(xk)- g(xi))- L(g(xk)- g(xi))] 
k:rj <rk<Ti 
+ L [D(rk, ri)- D(rk, ri)][L(g(xk)- g(xi))- L(g(xk)- g(xi))] 
k:rj <Ti<Tk 
+ L [D(ri, rk)- D(ri, rk)][L(g(xi)- g(xk))- L(g(xi)- g(xk))] 
k:rj <Ti<Tk 
+(L(g(xi)- g(xi))- L(g(xi) - g(xi)))D(ri, ri)· 
Using the requirements of the weight function D and the assumption that Lis non-
increasing and non-negative, we see that all six sums in the above equation for A(x) 
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are negative. Thus A(x) < 0, so RL,P(g')- RL,P(g) = Ex(A(x)) < 0, contradicting 
the minimality of g. Therefore g(xi) ~ g(xj)· 
Now we assume that g(xi) = g(xj) = go. Since RL,P(g) = infhEH RL,P(h), we 
h aeL(g; x) I =A = 0 . d ah(g; x) I = B = 0 h ave a (x ·) ) an a (x·) ) w ere g t ~ g J ~ 
L D(ri, rk)L'(go- g(xk)) + D(ri , rj)[-L'(O)]. 
k:rk<ri<ri 
L D(rj, rk)L'(go- g(xk)) + D(ri, rj)[-L'(O)]. 
k:rk<rj<ri 
However, using L'(O) < 0 and the requirements of D we have 
contradicting A= B = 0. 0 
The following lemma completes the proof of Theorem 7: 
Lemma 13. Assume G is any function that gives the same order relationship as the 
density: G(xi) > G(xj), Vxi # Xj such that f(xi) > f(xj)· Then 
1 n ;, L 1{G(xi)~G(ry)} ---+ P(TJ). 
i=l 
(3.8) 
The proof is just an application of law of large numbers. 
Proof of Theorem 8 
To prove Theorem 8 we need the following lemma (Vapnik, 1979): 
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Lemma 14. Let X be a set and S a system of sets in X, and P a probability measure 
on so For X E xn and A E S, define vx(A) :=IX n Al/no Ifn > 2/E, then 
pn {x: sup lvx(A)- P(A)I > E} ::; 2P2n {xx': sup lvx(A)- vx,(A)I > E/2 } 0 
AES AES 
Proof. Consider the event 
We must show that pn(J)::; 6 forE= E(n, k, 6)0 Fix k and apply lemma 14 with 
A = {x: f(x) < f(m)- 21} 
with 1 small enough so that 
( ) m-1 
vx(A) = l{xi EX: f(xi) < f m - 2r}l/n = 0 
n 
We obtain 
P"(J) <: 2P'"{ XX'' 3f E F , l{x; EX'' f(x;) < J<ml- 2"1}1 > m/2} 
The remaining part of the proof follows as Theorem 12 in (Scholkopf et al., 2001)0 D 
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Chapter 4 
Anomalous Cluster Detection on Graphs 
In this chapter we investigate the problem of anomalous cluster detection on graphs. 
We start by introducing the problem setup and the well-known scan statistic method 
in Section 4.1. In Section 4.2 we propose to embed a sub-graph into the indicator 
matrix variable, and show that this embedding allows a parametric characterization of 
the family of all connected clusters in a graph. In Section 4.3 we relax the indicator 
matrix variable and present a convex program for searching over the collection of 
connected sub-graphs. Furthermore, we show the solution to this relaxed problem 
still guarantees connectivity, and incorporate the shape information of sub-graphs. 
In Section 4.4 we show that our convex test achieves nearly minimax optimum for the 
exponential family of random signals on nodes. Detection and recovery experiments 
on synthetic and real data sets are presented in Section 4.5. Section 4.6 contains the 
proofs of theorems. 
4.1 Problem Setting and Scan Statistic 
Given a connected undirected graph G = (V, E), each node i E Vis associated with 
an independent random variable x i . In the thesis we focus on the exponential family 
of distributions for these random signals. Here for simplicity we adopt the normal 
distribution for demonstration. 
Anomalous cluster detection on the graph is cast as a composite hypothesis testing 
problem. The goal is to decide between the null hypothesis that all X i's are drawn 
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from standard normal distribution N(O, 1), and the alternative hypothesis that xi's 
of nodes on some connected sub-graph S follow a normal distribution with a lifted 
mean, N(J-L, 1), while the rest xi's still follow N(O, 1). 
Let C denote the collection of arbitrarily connected sub-graphs of G. The null and 
alternative hypotheses are as follows: 
U . rv { N (J-L, 1) i E S Ho : Xi rv N(O, 1), Vi E v vs. Hl = Hl,S, Hl ,S . Xi N(O, 1) i ¢: s 
SEC 
( 4.1) 
For a cluster of nodes S E V, let rJ(S) denote the following statistic: 
Note that under the null hypothesis, this statistic follows the standard normal distri-
bution: 
rJ(S)IHo rv N(O, 1), VS c V 
It is natural to form a test that scans all connected sub-graphs S E C over G 
and thresholds the maximum to report anomaly. In fact this corresponds to the 
generalized likelihood ratio test (GLRT): 
max: rJ(S) 
SEC 
(4.2) 
(Arias-Castro et al., 2011) has shown that for the anomalous cluster detection 
problem over arbitrarily connected clusters, this test of rejecting H 0 for large values 
of Eq.( 4.4) performs well in the minimax sense. We will elaborate this point in Section 
4.4. 
On the other hand, such a test Eq. ( 4.4) is computationally infeasible. In fact , 
the prize-collecting Steiner Tree problem can be reduced to this, and is known to be 
NP-hard (Johnson et al., 2000). 
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4.2 Embedding Connected Sub-graphs into Matrices 
Define the indicator vector of a sub-graph S C V: 
1 i E S 
0 otherwise 
Let M = M(S) = f f' be the matrix indicator corresponding to a sub-graph S. 
Apparently Mii = fi and Mij = fdj· The objective of Eq.(4.4) can be expressed as: 
TJ(S) = L Miixd L Mii = diag(M)'x/diag(M)'l 
i i 
We can linearize the objective, conditioned on the size parameter k: 
S(k) = argmax: diag(M(S))'x s.t. diag(M(S))'l = k (4.3) 
SEA 
We then minimize TJ(S) over the sub-graphs obtained by conditioning on size: 
max: TJ (S(k)) 
k 
We will focus on solving Eq.(4.3). Here we temporarily drop the linear size con-
straint, removeS and only leave Mas the matrix variable. Notice that the definition 
of M is equivalent to: 
M = Jj' , f E {0, 1}n {:::} ME {0, 1}nxn, rank(M) = 1 
We thus reformulate the problem as: 
max 
M 
diag(M)'x 
s.t. ME {0, 1}nxn,rank(M) = 1 
M "is connect" 
(4.4) 
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The issue now is to characterize the connectivity constraint. Recall the following 
lemma from spectral graph theory (Chung, 1997), which elegantly transforms the 
combinatorial "connectivity" notion into algebraic conditions: 
Lemma 15. Let G be an undirected graph with the unweighted adjacency matrix A 
and the graph Laplacian matrix L. Then the multiplicity p of the eigenvalue 0 of L 
equals the number of connected components C1 , ... , CP of the graph. 
We now characterize the necessary and sufficient condition for sub-graph connec-
tivity in terms of a linear matrix inequality (LMI) constraint on the indicator matrix 
representation M of S. 
Theorem 16. Given a graph G = (V, E) with adjacency matrix A, let M be the 
indicator matrix corresponding to a sub-graph S E V. Then S forms a connected 
sub-graph of G if and only if for some positive scalar 1 > 0, M satisfies the following 
LMI: 
Q(M; 1) = L(A oM) -1L(M) ~ 0, 
where L(M) = Diag (M 1n)- M. 
( 4.5) 
Notice that the LMI constraint Eq.(4.5) is linear in M. Based on Theorem 16, we 
can replace the connectivity constraint with the above LMI. Eq.(4.4) can be rewritten 
as the following integer programming (IP) problem: 
max: 
M 
diag(M)'x (4.6) 
s.t. Q(M; 1) ~ 0 
ME {0, 1}nxn,rank(M) = 1 
Now the only non-convexity arises from integrality constraint on M, which we will 
relax into convex constraints in the next section. 
Another point that needs clarification is the role of 1 in Eq. ( 4.5). This is described 
in the following corollary. LetS denote the superset of V, and SK ~ S the collection 
67 
of size-K subsets. Define >'2(S) to be the second smallest eigenvalue of the Laplacian 
matrix Ls of a sub-graphS: .A2 (S) = .A2 (Ls). 
Corollary 17. Let C n S K = { S C V : S is connected, lSI = k} be the collection of 
connected k-node clusters. 1\1 is the matrix indicator with respect to S. Then C n SK 
is fully characterized by: 
C nSK = {S C V : Q(M;1) t: 0, diag(M)'1n = k}, (4.7) 
Remark: 
• Thus solving an integer program with the above constraints on the integer 
variable M is equivalent to searching for clusters within C n S K on the graph. 
In other words, 1 and k parameterize the collection of arbitrarily connected 
sub-graphs of G. 
• It is well-known that .A2 (S) (Chung, 1997) characterizes how wellS is connected. 
1 sets a lower bound on .A2 (S). Intuitively larger 1 favors "thicker" clusters. 
4.3 Convex Algorithms 
We relax the matrix indicator M E {0, l}n xn to the following convex set of matrices, 
with components taking values within [0, 1]: 
M = { M E [0, 1 txn I M Symmetric Mvu :S: Muu, Vu, V} 
The role of M E M is to ensure that if a node u rj. S we want the corresponding 
edges Muv = 0. 
Let Es denote the subset of E induced on the node setS. Let H = (S, Fs) denote 
a subgraph of G = (V, E) where S ~ V, Fs ~ Es, written as H ~ G. We define the 
new embedding of a sub-graph H C G into a matrix M E M in the follwing way: 
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Definition 2. ME M is said to correspond to a subgraph H = (S, Fs) C G , written 
asH~ M, if 
S = Supp{ diag(M)}, Fs = Supp(A oM) (4.8) 
where Supp{diag(M)} = {u E V: Muu > 0} forME M, and Supp{A} = {(u,v): 
Auv > 0} for an adjacency matrix. 
Note that A oM in Defn. 2 removes the spurious edges Muv-::/:- 0 for (u, v) fj:_ E. 
We next characterize connected subgraphs as convex subsets of M. Notice that a 
subgraph H = (S, Fs) is a connected subgraph if for every u, v E S, there is a path 
consisting only of edges in Fs going from u to v. This implies that for two subgraphs 
H 1 , H 2 and corresponding matrix embeddings M 1 and M2 , their convex combination: 
naturally corresponds to H = H 1 U H 2 in the sense of Definition 2. On the other 
hand, if H 1 n H2 = 0, then H is disconnected and so M71 is as well. This motivates 
our convex characterization with a common "anchor" node. To this end we consider 
the following collection of matrices: 
M: = {ME M I Maa = 1, Mvv = Mav} 
Note that M~ includes all matrices M whose corresponding sub-graph H ~ M 
contains a star graph induced on node sets S = Supp(diag(M)) centered at the 
anchor node a. 
Let CLMI(a, 1) denote the collection of sub-graphs whose corresponding matrices 
ME M~ and satisfy the same LMI as introduced in Section 4.2: 
CLMI(a, 1) ~ {H ~MIME M:, L(A oM) -1L(M) >- 0} (4.9) 
The next theorem shows that the sub-graphs H E CLMI(a, 1), represented by 
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matrices from a convex set, also guarantee connectivity. 
Theorem 18. The class CLMI(a, 1) is connected for 1 > 0. Furthermore, every 
connected subgraph can be characterized in this way for some a E V and 1 > 0, 
namely, C = UaEV,-y>O C LM I (a, 1). 
We now show that the parameter 1 here in this convex characterization also en-
codes the shape information of sub-graphs in terms of the internal conductance, de-
fined as follows. 
Definition 3 (Internal Conductance). (a.k.a. Cut Ratio) Let H = (S, Fs) denote 
a subgraph of G = (V, E) where S ~ V , Fs ~ Es, written asH ~ G. Define the 
internal conductance of H as: 
. los(A)I 
¢(H)= T~~ min{IAI, IS_ AI}; Os(A) = {(u, v) E Fs I u E A, v E S-A} (4.10) 
Apparently ¢(H) = 0 if H is not connected. The internal conductance of a 
collection of subgraphs, ~' is defined as: 
¢r. = min¢(H) 
HEE 
·For future reference we use Ca,if? to denote the sub-collection containing node a E V 
with minimal internal conductance <I>: 
Ca,<P = {H = (S, Fs) ~ G: a E S, ¢(H)~ <I>} ( 4.11) 
In 2-D lattices, ¢(BK) ~ 8(1/VK) for connected K-balls BK, .and ¢(C n SK) ~ 
8(1/ K) due to K-node snakes. Thus internal conductance explicitly accounts for 
shape of the sets. The next theorem characterizes the value of 1 for sub-graphs with 
internal conductance <I> in a 2D lattice. 
Theorem 19. In a 2D lattice, it follows that: 
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where 1 = 8( log~f<I>)). 
Practically, we set 1 to be relatively large if we want to search for fat or large 
conductance shapes, while 1 is set small to search for both thin and fat shapes. This 
theorem provides guidance for the choice of 1 if we have some prior information about 
the internal conductance of sub-graphs. Basically, we would like to set 1 as large as 
possible, to involve the sub-graph of interest while avoiding searching for thinner 
shapes. 
Now that we have a convex characterization of connected sub-graphs, we can 
reformulate the integer program Eq.(4.6) into the following convex program: 
max: 
M 
diag(M)'x (4.12) 
s.t. ME CLMI(a, 1) 
Complexity: 
Eq.( 4.12) belongs to the semi-definite programming (SDP) problems for which there 
are standard solvers. In experiments we adopt the built-in solver SeDuMi of Matlab 
to solve this LMI constrained problem. The complexity of solving SDP problems with 
ann x n LMI constraint depends on n, the number of variables and m, the number 
of additional linear constraints. In our case n corresponds to the number of nodes, 
and m the number of edges in the graph. For density graphs with n nodes and O(n2 ) 
edges, standard SDP solvers can only deal with n rv 300 nodes. For sparse graphs like 
lattice, our approach can scale up ton rv 1500 nodes. Note that fast algorithms for 
solving large-scale SDP problems are popular topics during these years. For example, 
(Wen et al., 2010; Monteiro et al., 2014) describe algorithms that are able to deal 
with several thousand nodes for dense graphs and thus even more nodes for sparse 
graphs. 
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4.4 Analysis 
In this section we analyze the scan statistic tests based on our LMI for the elevated 
mean problem for exponential family of distributions on 2D lattice. For concreteness 
we focus on Gaussian (Eq.(4.1)) and Poisson models: 
U { Pois(A1 + ~-t) Ho :Xi rv Pois(A), Vi E v vs. Hl = Hl ,S, Hl ,S : Xi rv Pois(A) 
SEC 
Our LMI based test has the following form: 
H1 
LMITa;y fa,-y(x) = max L XiMii ~ TJ 
MECLMI(a,-y) . 
~ Ho 
i E S 
i ~ s 
( 4.13) 
( 4.14) 
This test assumes that the alternative hypothesis is anchored at a and the internal 
conductance parameter 1 is known. 
Next we introduce the notion of asymptotic separability in the minimax sense. 
Let 1r denote the decision rule that maps observations xn = (xv)vEV to {0, 1} with 
0 denoting null hypothesis and 1 denoting the alternative. lP'0 and lP's denote the 
probability measure with respect to H0 and H1,s . We formulate the minimax risk 
following similar lines of (Arias-Castro et al., 2011): 
(4.15) 
We index a sequence of graphs Gn = (Vn , En) with n ---too and an associated sequence 
of tests 7rn· The asymptotic separability is defined as follows. 
Definition 4 (Asymptotic Separability). We say that the composite hypothesis test-
ing problem is asymptotically separable if there exists some sequence of tests, 7rn , such 
that R(7rn) ---t 0. The composite hypothesis problem is said to be asymptotically 
inseparable if no such test exists. 
Let Kn be the size of the graph as n ---too . We consider a sequence of connected 
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family of sub-graphs c~,4?n n SKn on a 2D lattice Gn = (Vn , En) with some fixed 
anchor node a E Vn. We next characterize lower and upper bounds of f-Ln for Poisson 
and Gaussian models Eq.(4.13,4.1), so that the null and alternative hypotheses are 
asymptotically separable / inseparable. 
Theorem 20. For both Poisson and Gaussian models on 2D lattice, the two hypoth-
esis H 0 and H 1 are asymptotically inseparable if: 
It is asymptotically separable with LMITa,-y if: 
Furthermore, if the anchor and shape are unknown, the test of applying LMITa,-y with 
different a, 1 asymptotically separate Ho and H1 if: 
f-Ln ----'" 
3 ---, 00 
log2 n 
Remark: 
1. Our inseparability bound matches existing results on 2D lattice and lD line 
graphs by plugging in appropriate values for <I> for the cases considered in (Arias-
Castro et al., 2008; Arias-Castro et al. , 2011). However, this lower bound is for 
the collection of "non-decreasing" bands, and can be loose in our scenario. Yet 
our LMIT a,-y is able to achieve this lower bound within only a logarithmic factor. 
2. Furthermore, our result characterizes the critical value of f-Ln in terms of Kn and 
<I>n, which, for the first time, quantitatively reveals the impact of shape of the 
anomalous clusters on the asymptotic detection performance. 
3. Our LMI based test is a completely convex program, while the scan statis-
tic test considered in (Arias-Castro et al., 2008; Arias-Castro et al., 2011) is 
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computational infeasible. 
4.5 Experiments 
In this section we present recovery and detection experiments to highlight key proper-
ties of our LMI based approach and to compare our method against other state-of-art 
parametric and non-parametric tests on synthetic and real-world data. 
4.5.1 Recovery Experiments 
For recovery tasks, we need a rounding step to convert the continuous solution, 
diag(M), back to a combinatorially feasible solution, i.e. a connected sub-graph of 
G. Instead of directly using the support of diag(M) , we use an alternative refinement 
strategy that often leads to a better discrete solution: 
Algorithm: Rounding 
Input: 
Continuous solution diag(M), scan statistic objective c(·) defined on sub-graphs. 
1. Order diag(M): 
Let the support of diag(M) be: S = { i : Mii > 0} with lSI = L. Sort nodes v E Sin 
descending order: Mv1 ~ .•• ~ MvL. 
2. Generate Connected Sub-graphs: 
For l = 1, 2, .. . , L , do: 
• Let Vz = {VI, ... , vz}. Note that Vz may not be connected. 
• Apply a depth-first search (DFS) , starting from VI within Vz, to find the con-
nected cluster Sz containing VI. 
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3. Select the "Best" Sub-graph: 
Among {S1, l = 1, 2, ... , L}, select the best cluster: S* = argmax1 : c(S1). 
Output: 
The selected connected cluster S* . 
We apply our framework for the setting of disease outbreak detection as in (Ducz-
mal et al., 2006) . We use real population data from the northeastern U.S. geographic 
counties (129 nodes), including Massachusetts, New York, Vermont, Maine, New 
Hampshire, Connecticut and Rhode Island in Fig.4·1(a,b). The ground truth reveals 
disease outbreak in two regions: Lake Ontaria coast (left part in (a)) and Hudson 
River region (right part in (a)). 
We consider the problem of outbreak detection, where the clusters consist of ad-
jacent counties forming connected sub-graphs, under the Poisson model. The num-
ber of disease cases ci within county i is a Poisson random variable with parameter 
N) .. i, where Ni is the population of county i and Ai = f-Lo for normal counties and 
Ai = J-L1 > J-Lo for anomalous counties. {to is assumed to be known, which in reality 
can be estimated by the average rate over years. f-tl is unknown. We are inter-
ested in distinguishing between the null hypothesis Ho :. Ci rv Poisson(NiJ-Lo), Vi and 
the alte~native Hl = UsEA Hl,S, where Hl ,S : Ci rv Poisson(NiJ-Ll), Vi E S; Ci rv 
Poisson(NiJ-Lo), Vi tj. S . We adopt a modified version of the simple LMIT with the 
population constraint: 
max: 
s.t. ME CLMI(a, !) 
LNiMii ~ k 
i 
where Ni and ci are the population and the case number of the i-th county respectively. 
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Cases per 100,000 residents 
Anomaly 
Nonnal 
(a) Ground truth (b) Observed case rate 
(c) Recovery result(small k) (d) Recovery result(large k) 
Figure 4·1: Northeastern U.S. county map including 7 states. Ground-
truth clusters corresponding to Lake Ontaria Coast (left) and Hudson 
River region (right). (b) shows the simulated case/ population rates 
of each county. ( c,d) denote two recovery results with small / large 
population parameter k. The black county is set as anchor. 
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We apply the rounding scheme to obtain a sub-graph S(k), with the objective c(S) 
being the following normalized statistic as in (Qian et al., 2014): 
Note that this statistic has zero mean and variance 1 under H0 . We then choose the 
best sub-graph over different values of k: 
S* = argmax: ry(S(k)) 
k 
For simulation a benchmark dataset (numbers of disease cases for both H 0 and H 1 ) 
is first constructed using real data population. Specifically, we generate the numbers 
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Figure 4·2: Scan statistic value of LMIT vs. population constraint 
parameter k. The lower flat part corresponds to Fig.4-l(c); the higher 
flat part corresponds to Fig.4·1(d). 
of disease cases ci in each county i according to Poisson distribution with parameter 
Ni)..i, where )..i = f-lo = 5 x 10- 5 for normal counties and Ai = /-ll = 4J-lo for anomalous 
counties. Fig.4·1(b) shows the empirical case/population rates of each county. 
We then apply our approach to detect the outbreaks. We pick the county with 
the largest incidence rate, which is colored black in ( c,d) as shown. We then search 
for connected regions around this most severe county. We plot the scan statistic 
against the population parameter kin Fig.4·2. This curve has two flat regions , with 
the lower one corresponding to Lake Ontaria coast in Fig.4·1(c), and the higher one 
corresponding to the globally optimal cluster in Fig.4·1(d), which links Lake Ontario 
coast with Hudson River region. 
Discussion: 
• Our method finds irregularly-shaped connected clusters. Even when the optimal 
cluster consists of two disconnected clusters, our algorithm is able to select the 
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two counties linking Lake Ontario coast with Hudson River region , yielding the 
globally optimal result of Fig.4-1(d). 
• By restricting the size, multiple clusters are identified as in Fig.4-2. Our method 
allows estimating multiple outbreak regions with different sizes. 
4.5.2 Detection Experiments 
We have shown that the LMIT is near minimax optimal in terms of asymptotic sep-
arability. However, separability is only an asymptotic notion and only characterizes 
the special case of zero false alarms (FA) and missed detections (MD), which is often 
impractical. It is unclear how LMIT behaves with finite size graphs when FAs and 
MDs are prevalent. In this context incorporating priors could indeed be important. 
Our goal is to highlight how shape prior (in terms of thick, thin, or arbitrary shapes) 
can be incorporated in LMIT using the parameter 1 to obtain better AUC perfor-
mance in finite size graphs. Another goal is to demonstrate how LMIT behaves with 
denser graph structures. 
To understand the impact of shape we consider the test of Eq.( 4.14) and manually 
vary 1, as shown in Fig.4-4. On a 15x 10 lattice we fix the size (17 nodes) and the 
signal strength JLJISI = 3, and consider three different shapes (Fig.4-3(a,b,c)) for 
the alternative hypothesis. For each shape we synthetically simulate 100 null and 100 
alternative hypothesis and plot AUC performance of LMIT as a function of I· We 
observe that the optimum value of AUC for thick shapes is achieved for large 1 and 
small 1 for thin shape confirming our intuition that 1 is a good surrogate for shape. 
In addition we notice that thick shapes have superior AUC performance relative to 
thin shapes, again confirming intuition of our analysis. 
To understand the impact of dense graph structures we consider performance of 
LMIT with varying neighborhood size as shown in Fig.4-5 . On the lattice of the 
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(c) Snake shape (d) Thin shape(8-neighbor lattice) 
Figure 4·3: Various shapes on a fixed 15 x 10 lattice. Anomalous 
cluster size is fixed at 17 nodes. (a) shows a thick cluster with a large 
internal conductance. (b) shows a relatively thinner shape. (c) shows 
a snake-like shape which has the smallest internal conductance. (d) 
shows the same shape of (b), with the background lattice more densely 
connected. 
previous experiment, we vary neighborhood by connecting each node to its 1-hop, 
2-hop, and 3-hop neighbors to realize denser structures with each node having 4, 8 
and 12 neighbors respectively. Note that all the different graphs have the same vertex 
set. This is convenient because we can hold the shape under the alternative fixed for 
the different graphs. As before we generate 100 alternative hypothesis using the thin 
set of the previous experiment with the same mean f.1 and 100 nulls. The AUC curves 
for the different graphs highlight the fact that higher density leads to degradation 
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LMIT shape parameter y 
Figure 4·4: AUC performances with fixed lattice structure, signal 
strength J-l and size (17 nodes), but different shapes of ground-truth 
clusters, as shown in Fig.4·3(a,b,c) . 
in performance as our intuition with complete graphs suggests. We also see that as 
density increases a larger 1 achieves better performance confirming our intuition that 
as density increases the internal conductance of the shape increases. 
In this part we compare LMIT against existing state-of-art approaches on a 300-
Table 4.1: AUC of various algorithms on a 300-node lattice with 17-
node anomalous cluster. LMIT significantly outperforms the other tests 
for all SNR levels. 
SNR 1.5 tv1Jlful 3 
. 
SA 0.6719 0.7410 0.8272 
Rect(NB) 0.5811 0.6374 0.7479 
MaxT 0.5306 0.5474 0.5869 
AvgT 0.5652 0.6140 0.7053 
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Figure 4·5: AUC performances with fixed signal strength f.-l, size (17 
nodes) and shape, but different lattice structures. 4-neighbor and 8-
neighbor lattices are demonstrated in Fig.4-3(b,d). 
node lattice (Fig.4-6), a 200-node random geometric graph (RGG) (Fig.4-7), and a 
real-world county map graph (129 nodes) (Fig.4·8). We incorporate shape priors by 
setting 1 of LMIT to correspond to thin sets. 
As of the running time, MaxT, AvgT and Rect are fast. SA does not converge 
Table 4.2: AUC of various algorithms on a 200-node RGG with a 
17-node anomalous cluster. LMIT significantly outperforms the other 
tests for all SNR levels. 
SNR 1.5 I 
1-lJISI/(f 
2 I 3 
. 
SA 0.6268 0.6769 0.7556 
Rect(NB) 0.5835 0.6317 0.7013 
MaxT 0.5294 0.5616 0.6235 
AvgT 0.5447 0.6228 0.6903 
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Figure 4·6: 300-node lattice example with 17-node anomalous cluster. 
quickly, so we set a max iteration of 500. We note that our LMIT has to be performed 
with different anchors all over the graph. Typically one run on the 300-node lattice 
takes about 20 seconds. Practically we only choose a small portion of nodes with a 
relatively large value as the anchor. 
For the lattice and RGG we use the elevated-mean Gaussian model. For the 
Table 4.3: AUC of various algorithms on the county map graph with 
a 16-node anomalous cluster. LMIT outperforms the other tests con-
sistently for all SNR levels. 
SNR 
I 1.5 
. 0 . 
SA 0.5561 0.7444 0.8540 
Rect(NB) 0.5140 0.6855 0.7906 
MaxT 0.5251 0.5587 0.5434 
AvgT 0.5361 0.7057 0.7466 
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Figure 4·7: 200-node random geometric graph with a 17-node anoma-
lous cluster. 
county map graph we adopt the setting described in Section 4.5.1. We compare 
LMIT against several other tests, including simulated annealing (SA) (Duczmal and 
Assuncao, 2004), rectangle test (Rect), nearest-ball test (NB) , and two naive tests: 
maximum test (MaxT) and average test (AvgT). SA is a non-parametric test and 
works by heuristically adding/removing nodes toward a better normalized GLRT 
objective while maintaining connectivity. Rect and NB are parametric methods with 
Rect scanning rectangles on lattice and NB scanning nearest-neighbor balls around 
different nodes for more general graphs (RGG and county-map graph) . MaxT & 
A vgT are often used for comparison purposes. MaxT is based on thresholding the 
maximum observed signal across all nodes, while AvgT is based on thresholding the 
average signal strength of all nodes. 
We observe that uniformly MaxT and AvgT perform poorly. This makes sense; It 
is well known that MaxT works well only for alternative of small size while AvgT works 
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Figure 4·8: Northeastern U.S. county map graph. 
well with relatively large sized alternatives (Addario-Berry et al., 2010). Parametric 
methods (Rect/NB) performs poorly because the shape of the ground truth under the 
alternative cannot be well-approximated by Rectangular or Nearest Neighbor Balls. 
Perfonnance of SA requires more explanation. One issue could be that SA does 
not explicitly incorporate shape and directly searches for the best GLRT solution. 
We have noticed that this has the tendency to amplify the objective value of null 
hypothesis because SA exhibits poor "regularization" over the shape. On the other . 
hand LMIT provides some regularization for thin shape and does not admit arbitrary 
connected sets. 
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4.6 Appendix: Proofs of Theorems 
To prove Theorem 16, we need the following lemma. 
Lemma 21. (Finsler) Let x E ffi.n, B E ffi.mxn and Q E ffi.nxn such that rank(B) < 
n, Q symmetric and positive semi-definite. Then the following two statements are 
equivalent: 
x'Qx > 0, 'Vx #- 0, Ex= 0 {::::::::} ::J1 > 0 : Q + 1B' B >- 0. 
Proof of Theorem 16: 
Proof. Assume w.l.o.g. that S = {1, 2, ... , k} consists of the first k nodes. Then A oM 
exactly captures the adjacency matrix of the induced sub-graph: 
AoM=(1f 8) (4.16) 
In the fashion, L(A oM) captures the Laplacian matrix of As: 
L(AoM)=Diag((AoM)ln)-AoM( ~s g) ( 4.17) 
By Lemma 15, we want >.dLs) > 0 to guarantee connectivity. Through Rayleigh-
Ritz theorem, this is equivalent to the following condition on L 8 : 
>dLs) > 0 {:} x' Lsx > 0, VO #- x E IRk, x'lk = 0. ( 4.18) 
By Lemma 21, the above condition can be converted into: 
( 4.19) 
where 1k 2': E. Note that lkl~ is exactly the sub-block of the matrix M. Now we 
place this LMI back to the large matrix and notice the fact that: 
Diag(Mln) = ( k{/ g ) , ( 4.20) 
the equivalent LMI for the large matrix is: 
(4.21) 
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where 1k ~ E should be satisfied. Let E = 1k, and the proof is done. D 
Proof of Corollary 17: 
Proof. Let 1 = >.2 (Ak)/k. Then every S satisfying Q(M; 1) ~ 0 and dia9(M)'1n = k 
is connected by Thm.16 and of size k. So S E Ak. 
On the other hand, for any S E Ak, >.2 (S) ~ >.. 2 (Ak) ~ 1k. From the proof 
of Thm.16, the indicator matrix M corresponding to S satisfies Q(M; 1) ~ 0 and 
dia9(M)'1n = k. Proof is done. D 
Proof of Theorem 18: 
Proof. For the first part we show \fa E V, 1 > 0, CLMI(a, 1) ~C. Let H = (S, Fs) E 
CLMI(a, 1) be a connected subgraph. Assume on the contrary that His disconnected: 
S = C U C, where C = S- C. Let lSI = k, ICI = k1, ICI = k2. W.l.o.g. assume 
a= 1, i.e. M11 = 1, and C consists of nodes {1, 2, ... , k!}. 
Let Q(M; I) = L(A 0 M) - IL(M). Consider the k X k sub-matrix Qs of Q 
corresponding to S, since the rest part are all 0. Now we use the vector 9 = [1k1 ; -1k2 ] 
to hit Qs: 
9'Qs9 = 9'Ls(As o Ms)9 -~g'Ls(Ms)9 ~ 0. ( 4.22) 
Note that As has the form: 
A ·( Ac 0 ) s = o Ac ' ( 4.23) 
where the off-diagonal block is zero because by assumption C and Cis disconnected. 
Then: 
Ls(As oMs)= Dia9 ((As o Ms)1n)- (As oMs)= ( ~c lc ) , ( 4.24) 
where Lc is the Laplacian matrix of C weighted by Me. Notice it still holds that 
Lclk1 = 0. This means 9'Ls(As o Ms)9 = 0. 
On the other hand, let Ls(Ms) be: 
Ls(Ms) = Dia9 (Ms1n) - Ms = ( f~ f~ ) · ( 4.25) 
Using 91 = [1k1 ; OJ and 92 = [0; 1k2 ] to hit Qs will yield: 1~1 L11k1 = 0 and 1~2 L2 1k2 = 
0. Apparently 9' Ls(Ms)9 ~ 0 due to positive semi-definiteness of Laplacian matrix. 
If it's strictly positive, proof is done. Otherwise this means 1~1 L 3 1k2 = 0. Note that 
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all entries of L3 are either 0 or negative due to non-negativity of Ms. This means 
L 3 = 0, or equivalently Mij = 0 for any i E C, j E C. But this can not happen, 
because M 11 = 1 and M 11 2:: 1 + M11 - 1 = M11 > 0 for any j E C. Contradiction! 
So S is connected. 
For the other direction we need to show that any connected subgraph H = 
(S, Fs) ~ G = (V, E) has a corresponding matrix H :;:::::::= M, such that M E M~ 
and Q(M; 1) ~ 0 for some a E Sand 1 > 0. 
The proof is almost identical to the proof of Theorem 16. Let M be defined as: 
{ 
1 i E S, j E S 
Mij = 0 otherwise 
This M can be viewed as the adjacency matrix corresponding to a complete graph 
on the node set S. So it naturally involves a star graph centered at a, and satisfies 
the linear constraints of M~. 
Furthermore, the sub-block corresponding to S, As oMs, is exactly the adj~cency 
matrix of H. Since H = (S, Fs) is connected, the second smallest eigenvalue of 
Ls(As oMs) is strictly positive. Notice that on the sub-block, Ms = lkl~. Again 
by Finsler's Lemma (Lemma 21), this means that there exists a 1 > 0, such that the 
LMI holds on the sub-block: 
Ls(As oMs)- rL(Ms) ~ 0 
Proof is done. 
0 
Proof of Theorem 19: 
Proof For simplicity we provide a proof sketch for rectangle bands on a 2D lattice 
G. We need to show that for a band H = (S, Fs) belonging to Ca,<I>, there exists a 
binary matrix M :;:::::::= H such that L(A oM)- 1L(M) ~ 0, where 1 depends only on 
<P . 
Construct the matrix M as follows: 
.. _ { 1 i E S M·· _ { 1 (i,j) E Es or i =a orj =a 
Mn - 0 otherwise ' tJ - 0 otherwise 
Apparently H :;:::::::= M, and ME M~. W .l.o.g. assume a = 1, and S = {1, 2, ... , k} . We 
only need to consider the first k x k sub-block of Q(M; 1), denoted by Qs(Ms; !) = 
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L(As oMs) - IL(Ms). Notice L(As oMs) is exactly the unnormalized Laplacian 
matrix of H = (S, Fs), and L(Ms) is the Laplacian of the union graph of H and 
Hstar, where Hstar denote the star graph centered at node a. 
Let Ms = As oMs+ Mf).. Mf). is the adjacency matrix of a graph Hf)., where 
Hf). is obtained from Hstar by removing those edges connected with the anchor. We 
rewrite the required inequality: 
Qs(Ms; 1) = L(As oMs) -IL(Ms) = (1 -1)L(A8 oMs) -1L(Mf).) ~ 0 
Since Hf). is obtained from Hstar by removing edges, we have L(Mstar) ~ L(Mf).). We 
will show 1 = 0(1/k) < 1/2, which implies 12'Y < 2J. Therefore it suffices to show: 
L(As oMs)- 21L(Mstar) ~ 0. 
The rest part follows from Lemma 22, which characterizes the value of 1 for the 
above LMI to hold. Proof is done. D 
Lemma 22. Let G = (V, E) denote a k-node rectangle band with width a and length 
b on the 2D lattice, i.e. ab = k. Let L be the graph Laplacian matrix corresponding 
to the rectangle lattice, and Lstar be the graph Laplacian · of the star graph with the 
same node set, centered at the bottom-left node. Then the following inequality holds 
f q,2 
JOr I= 4log(k<I>): 
Proof. Assume the anchor node is node 1. It is equivalent to show that for any 
f E JRk, 
We first investigate a simple case where a = 1, i.e. G is a k-node line graph. In this 
scenario ¢(G) = 2/ k. We use Cauchy-Schwartz inequality to bound each (!1 - fi)2 
using the edges on the path from node 1 to i: 
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Summing over all (!1 - fi) 2 , we have: 
i=2 
< t, [(i- 1) ~(!;- f;+I)'] 
(~ i) (11- J,)' + (~ i) (j,- J,)' + ... +(k- 1)(/k-1- !.)' 
k2 k-1 
< 2 i:)Ii- Jj+1)2 
j=l 
Therefore the inequality for line graph holds. 
Now w.l.o.g. assume a :S band a= 2P. We first show that to cover the a2 /2 nodes 
in the lower triangle, 1 = O(p2P) = O(a2 log a) is enough. The strategy is similar: 
construct paths from anchor to each node, and apply Cauchy-Schwartz inequality to 
make use of edges on these paths. Two tricks need to be mentioned: 
(1) Paths need to be constructed very carefully so that each edge of G is not used 
too often; 
(2) It is inevitable that some edges will be used much more frequently than others, 
for example, the edges coming out of anchor. A weighted Cauchy-Schwartz should 
therefore be applied to alleviate this effect. 
Let each node be indexed by its coordinates, (0, 0) is the anchor node. To help 
understand the construction, we introduce several notations. A node v = (x, y) is 
"critical" if x+y = 2q -1 for some integer q, as marked by red solid circles in Fig.4-9. 
Let Cq = { v = ( x, y) I x + y = 2q - 1} denote the collection of nodes on the q-th 
"boundary". Anchor node v0 = (0, 0) is the only node in C 0 , and the outer most 
boundary is CP. Apparently ICql = 2q. 
We build a complete balanced binary tree based on all critical nodes with tree 
edges (vi, vi+1), where Vi E Ci denotes a critical node in Ci. We note down several 
observations for paths from anchor to each Vp E CP: 
(1) There is a unique path starting from anchor v0 E C 0 to each vP E CP, passing 
through critical nodes Vi E Ci, fori = 0, 1, ... ,p. 
(2) Such a path, denoted by v0 -1- v1 -1- ... -1- Vp where vi E Ci, is composed of p tree 
edges, (vi, Vi+I) fori = 0, 1, ... ,p- 1, with I( vi, vi+I)I = 2i. 
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Figure 4·9: Paths constructed to cover each node from anchor. 
(3) For any two such paths, after they split at some node, they will never share any 
graph edges. 
Now consider a path from v 0 to some Vp E <CP, v 0 ---+ v1 ---+ ... ---+ vp. We use 
weighted Cauchy-Schwartz inequality to bound this path with graph edges: 
(fvo- fvp) 2 
(~(!,, - !,..,)) 2
( Uvo-fvl)+ L (fi-Jj)+ ... + L (fi -Jj) )
2 
(i ,j)E(v1 ,v2) (i,j)E(vp-l ,ilp) 
< (1 X 2p- l + 2 X 2P-2 + ... + 2p-l X 1) 
. ( Uvo - fvJ 2 + ~(i,j)E(v1 , v2) (fi - fj )2 + ... + ~(i,j)E(vp-l ,Vp) (fi - h )2 ) 
2p- l 2P-2 1 . 
P (uvo - fvJ 2 + 2 L (fi- fj? + ··· + 2p-l L (fi - fj) 2) 
(i,j)E(vl,V2 ) (i,j)E(Vp-l ,Vp) 
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The intuitive idea is that the graph edges composing tree edges closer to the anchor, 
i.e. (i,j) E (v1, Vt+l) for small l where Vt E Ct, will be passed through many more 
times than those composing tree edges far away from the anchor. So when applying 
weighted Cauchy-Schwartz inequality, a larger denominator is imposed on (fi - fj )2 
for those ( i, j) E ( v1, v1+1) for smalll. For example, for the most frequently used edge 
(v0 ,v1 ), a penalty of 2p-l is imposed on these edges (2 such edges, ((0,0) ,(0,1)) and 
( (0,0),(1,0)) ), while for those graph edges composing ( vp_1 , vp) , only a constant is put 
in the denominator. 
Next we need to figure out the frequency that each graph edge is used for covering 
all the nodes. By induction it is not hard to observe that the graph edges on the 
tree edge (i,j) E (v1, v1+1) will be passed by at most 22p- l-l paths. Take the graph of 
Fig.4·9 as an example. Each path is of the form vo-+ .:. -+ v4 , Vi E Ci. The edges on 
( v3 , v4 ) are used at most 8 times, eg. ( (7, 0), (8, 0)) . We have 8 < 16 = 22p-l-3 . The 
edges on (v2, v3 ) are used at most 8 x 2 + 4 = 20 times, eg. ((3, 0) , (4, 0)). 20 < 32 = 
22P-1- 2. The edges on (v1 , v2) are used at most 20x2+2 = 42 times, eg. ((1, 0), (2 , 0)) . 
42 < 64 = 22p- l-l _ The top-most edges, ((0,0),(1,0)) and ((0,0),(0,1)), are used 
42 x 2 + 1 = 85 times. 85 < 128 = 22P-1- 0 . 
So summing over all paths from anchor to all nodes within the lower triangle T: 
L)fvo- fv) 2 
vET 
< P L (22p-l(fvo- fvJ 2 + ··· + 22p-l) L (fi- fi?) 
vo-+ ... -+vpEICp (i ,j)E(vp- l ,Vp) 
< p22p-l :L ui - Ii )2 
(i,j)EE 
Note that p22P-l = a2log a/2. So: 
2 
I = ---::-:,----
a2log a 
is enough to cover all nodes in the lower triangle of an a x b rectangle lattice as in 
Fig.(4·9). 
To cover the rest nodes, i.e. blue nodes in Fig.4-9, we build paths that hori-
zontally extend from the outer-most boundary nodes Vp E CP. Let Vp' denote the 
rightmost node extending horizontally from Vp E CP. Similarly we use weighted 
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Cauchy-Schwartz inequality to bound the path: v0 ----+ ... ----+ Vp ----+ Vp': 
It is easy to observe that to cover these extended nodes, the graph edges ( i, j) E 
( v1, v1+1) are passed through b2p-l-l times for l = 0, 1, ... , p- 1, and b times for those 
extended edges (i,j) E (vp,Vp'). Now totally we have: 
LUvo- fv) 2 ~ (p22p-l + b(p2p-l +b)) L (fi ~ /j) 2 
v (i,j)EE 
Plugging in 2P =a, a~ band ab = k, we have: 
LUvo- fv) 2 < (abloga + b2 ) L (fi- fj? 
v (i,j)EE 
< max ( 2k log~' 2b2 ) L (fi- fj) 2 
(i,j)EE 
Note that <I>= kf2 = ~· Replace b with <I>, the proof is done. 
We list two extreme examples for demonstration. For the thinnest line graph 
where a= 1, b = k and <I>= 2/k, '"'( = 2k2 = <I>2 /8 is sufficient to have: L- '"'(Lstar ;:: 0. 
For the other extreme case where the graph is a square lattice with a = b = Vk, 
<I>= 2/Vk, '"'( = klo~k<J? = <I> 2 /4log(k<I>) is required for the LMI to hold. 
D 
For future use we present the explicit form of the dual problem to a primal problem 
that has constraints M E CLMI(a, '"'f). Interestingly, the dual problem corresponds 
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to finding an embedding of all nodes in a 1D Euclidean space, such that certain 
constraints at each node and edge of the graph hold. 
Lemma 23. Given G = (V, E) with adjacency matrix A, let Yi denote the variable 
associated with node i E V. Assume w.l.o.g. the anchor is node 1. Consider the 
following SDP problem, where the constraints are exactly those of ME CLMI(1, 1): 
max: 
s.t. Q(M; !) = L(A oM) -1L(M) ~ 0 
Mii ~ 0, V2 ~ i < j 
1 - Mii ~ 0, V2 ~ i 
Mii - Mii ~ 0, V2 ~ i < j 
Mii - Mii ~ 0, V2 ~ i < j 
Then the corresponding dual problem has the following form: 
mm: 
s.t. 
25,j#i,(i,j)EE 
25,j#i, ( i,j) EE 
(1-1) (zi- Zj) 2 ~ aij +aji, V2 ~ i < j, (i,j) E E 
Pi ~ 0, aii ~ 0, ai ~ 0, Zi ~ 0 
( 4.26) 
( 4.27) 
where zi, a scalar dual variable, is the embedding coordinate of node i ~ 2; the rest 
dual variables include ai, Pi , Vi ~ 2 and aij, V(i, j) E E. 
Proof The explicit Lagrangian of Eq.( 4.26) is: 
25,i<j 25,j<i 
where G t: 0, J-Lii ~ 0, Pi ~ 0, aii ~ 0 are lagrange multipliers. Notice the symmetric 
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matrix Q can be decomposed into the following form: 
Q(M; 1) = L(A oM) -1L(M) = L L (l(i,j) -1) Mij (eii + eii- eij- eii) 
i< j 
where 1(i,j) is the indicator of ( i, j) E E, eij denotes the matrix with value 1 at ( i , j) 
and 0 elsewhere. Plugging in M 1i = Mii, we have: 
i~2 
+ L L (l(i,j) -,) Mij (Gii + Gjj- 2Gij) 
2~i<j 
Taking derivatives w.r.t. Mii and Mij respectively, the dual problem is: 
min: 
s.t . Yi + (1(1,i) -1) G(li) + L D'.ij =Pi, Vi::::: 2 
2~#i 
(1(i,j) -1) G(ii) + J.Lii ~ aii- aii = 0, V2::; i < j 
G ~ 0, J.Lii ::::: 0, Pi ::::: 0, aii ::::: 0 
where G(ij) = Gii + Gii- 2Gij· 
( 4.29) 
Since G is symmetric and PSD, we have G = VV' such that Gij = v~vi. vi E ffi.n 
can be viewed as the embedding of node i in the n-dimensional Euclidean space. 
G(ii) = llvi- viW is simply the squared distance between the embeddings of node i 
and j. We write constraints separately based on indicators: 
( 4.30) 
Yi - Ill vi - v1 W + L aii = Pi, Vi ::::: 2, (1, i) f/:_ E 
2~#i 
(1-1) llvi- Vjll 2 + f.Lij- D'.ij- D'.ji = 0, V2::; i < j, (i,j) E E 
-,llvi- vjW + J.Lij- aij- aji = o, v2::; i < j, (i,j) f/:- E 
J.Lii ::::: 0, Pi ::::: 0, aii ::::: 0 
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We further simplify this dual formulation. Notice that for constraints of ( i, j) r:J. E, 
/-lij ~ 0 is an independent and completely free variable that can always make such a 
constraint hold. So we can drop these redundant constraints. For edge constraints 
of ( i, j) E E, we replace /-lij with inequalities. For node constraints of node i, we 
split out those O'.ij with ( i, j) r:J. E which are independent and combine them into a 
new variable ai ~ 0. Also note that the embedding of anchor, Vt, is completely free 
variable, which we can fix w.l.o.g. at 0. The dual problem is simplified as follows: 
mm: 
s.t. 
Yl + LPi 
i2':2 
2::;j#i,(i,j)EE 
2::;j#i,(i,j)EE 
aij + ai = Pi, Vi ~ 2, (1, i) E E 
(1-1) llvi- vjW ~ O'.ij + O'.ji, V2 ~ i < j, (i,j) E E 
(4.31) 
Note the constraints have been divided into 3 categories: node constraints of those 
nodes directly linking to the anchor node, node constraints of the rest nodes, and edge 
constraints of edges among all nodes except the anchor. 
The key observation is that each embedding vector vi only appears in node con-
straints with its length llvill, while only distances between embeddings exist in edge 
constraints, which are all inequalities. We perform several operations on vi while 
maintaining dual feasibility. The first step is to fold all vi into a fixed quadrant so 
that llvill remains unchanged while llvi-vjll either remains unchanged or is decreased. 
This can be done by first fixing a Euclidean coordinate system, with n hyperplanes 
intersecting at 0 and pairwise perpendicular. Then for each such hyperplane that 
partitions the whole space into two half-spaces, we fold all vi in the "left" half-space 
to the "right" half-space axis-symmetrically. It is obvious that this folding operation 
maintains II viii for all i and II vi - Vj II for those i, j in the same half-space. The rest 
i, j, II vi - Vj II are only decreased due to Pythagoras theorem. After folding for all 
these hyperplanes, all vi now locate in the same quadrant such that v~vj ~ 0, Vi, j, 
i.e. angles between vi and Vj are smaller than 7r /2. Yet all node and edge constraints 
are still satisfied. 
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The second step is mapping all Vi onto one single direction: 
By definition all node constraints are satisfied. Again by Pythagoras and the 1r /2 
condition, II vi - vi II is decreased so that edge constraints are satisfied. Therefore the 
dual problem Eq.(4.31) can be reduced to the equivalent Eq.(4.27). Proof is done. 
D 
We note here that besides weak duality, since there exist strictly dual feasible 
solutions to the dual problem, Slater's sufficient condition is satisfied, therefore strong 
duality also holds for this pair of primal and dual problems (see Section 4.2.3 of 
(Dattorro, 2010)). 
To prove the main theorem, we need the following lemma. 
Lemma 24. On a graph with maximum degree D, consider the following max-trace 
problem: 
max: tr(M) 
s.t. L(A oM) -1L(M) ~ 0 
Mii = Mji, Mn = 1, Mli = Mii 
0 ~ Mii ~ Mii, Mii ~ 1 
( 4.32) 
Let M* = M* ( 1) be the optimal solution to this problem. Then M* has the following 
properties: 
1. tr(M*) ~ D/1, where D is the max degree of the graph. 
2. The node set Vo = { i : Mi~ = 1},. including the anchor, form a connected 
sub-graph. 
3. The 1-hop outer layer, Vi= {i: (i,j) E E,j E V0 ,i tf. V0 }, satisfy: 0 ~ Mi~ < 1. 
4. The rest nodes are: Mi~ = 0. 
Remark: 
This lemma is just saying that the· solution M* to the max-trace problem has a nested 
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structure centered at the anchor. The interior of the support of diag(M*) have value 
Mti = 1, the boundary 0 :=:; Mi: < 1, and the rest nodes have Mi: = 0. We conjecture 
that M* always has a "fattest" shape. At least by Theorem 19 M* contains a square 
of size 8(k) if 1 = 8(kl~gk). Fig.4-10 shows two solutions of the max-trace problem 
with different values of I· Intuitively, smaller 1 allows the search to extend farther 
away than larger I· 
(a) 1 = 0.3 (b) 1 = 0.08 
Figure 4·10: Optimal solution M* of max-trace problem, with large/ 
small values of I· Values of Mi: are illustrated through grey-scale. Red 
node is the anchor. 
Proof. This is the problem of Eq.( 4.26) with all Yi = 1. According to Eq.( 4.27) , the 
corresponding dual problem is: 
mm: 1+ LPi 
i?:2 
s.t. 1 + (1-1) zJ + 
2~#i, (i ,j)EE 
2~#i,(i,j)EE 
(1-1) ( z i- Zj) 2 :=:; D'-ij + D'-ji, 't/2 :=:; i < j, (i,j) E E 
We show (1) by constructing a simple dual solution to yield an upper bound on the 
max-trace problem. Let zi = z , Vi :::=: 2, so that all edge constraints automatically 
97 
hold. Let z2 = 1/"f, aij = ai = 0, so that Pi = 0, Vi 2:: 2, (1, i) tJ_ E. The cost of this 
dual feasible solution, thus an upper bound on tr(M*), is: 
tr(M*) ~ L (1 + (1- 1)z2 ) ~ D/1 
i:( l ,i)EE 
The intuition is that zi increases as i goes farther away from the anchor, until 'Y zi 2:: 
Yi = 1 for all nodes i outside some closed layer B which contains the anchor. This 
layer corresponding to the above trivial solution is simply the set of 1-hop neighbors 
of anchor: B = { i : ( 1, i) E E}. But this dual feasible solution increases zi too fast 
(in one step), thus pays t()o much price at Pi for these direct neighbors . 
Let Vo be the set of nodes with Mti = 1 and connected to the anchor node 1. Let V1 
be the 1-hop outer layer of V0 , and V2 the 1-hop outer layer of V1 . Since strong duality 
holds, by complementary slackness, the optimal dual variables have: Pi = 0, Vi E Vi. 
We create slackness for all edges between Vi and V2, which correspond to the original 
dual variables /-Lij back in Eq. ( 4.30). Again by complementary slackness, if /-Lij > 0, 
then the primal Mij = 0. We have disconnected nodes in V0 from outside V1 . By 
Theorem 18 the support of diag(M) is connected. So Mii = 0 for those nodes outside 
Vi. 
To create this slackness for edges between V1 and V2, consider a modified primal 
objective: 
max: ( 4.33) 
s.t. ME CLMI(1, "!) 
The optimal dual solution to the max-trace problem is also feasible for this modified 
problem, which gives the same dual cost. Now outside V1 : 
(1- "') (z·- z·) 2 <a··+ a· · I t J - )t t) l 
1- E- 1z? + L aii + ai =Pi, ViE V2 
2~ffi,(i,j)EE 
Leaving other dual variables unchanged, we can distribute E uniformly on those 
aij, i E "V;,j E Vi to create the slackness we want on edges (j, i). Proof is done. 
0 
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The proofs for Poisson and Gaussian models follow similar lines. Here we only 
elaborate on the Gaussian case. 
Proof of Theorem 20: 
Proof. The proof consists of 2 parts: 
• Inseparability: This part generalizes the results of (Arias-Castro et al., 2011) 
in terms of the internal conductance parameter <I> rather than the length and 
width used in (Arias-Castro et al., 2011). This is shown in Lemma 25. 
• Separability: This part itself can be divided into two steps. 
1. We first show under H0 the optimal value of the test is upper bounded 
by using a modified version of M*, the optimal solution to the max-trace 
problem. This is shown in Lemma 26. 
2. We then show that under H 1 , the feasible solution M* to the max-trace 
problem covers a large portion of the ground-truth cluster for our problem. 
For the null hypothesis, note the maximum of n independent standard normal random 
variables scales as y"2log n (Bovier, 2005). By Lemma 26 we have: 
c'IHo <; N(O, tr(M')) + 0 ( m 
For the H 1 case, for simplicity we consider a band B of size k, with width a and 
length b, ab = k. The corresponding conductance is <I> = 8(1/b). Such a band must 
be contained in a square of size b x b, i.e. 8(1/<I>2 ). On the other hand, for this band 
we choose 1 = 8(<I>2 /logk). TheM* of the max-trace problem with this 1 at least 
contains a square of size 8(1/<I>2 ). Therefore by appropriately positioning the anchor , 
M* has an overlapping with B of size 8(k). This means if we simply adopt M* as a 
primal feasible solution, we have: 
c*IH1 ~ N(O, tr(M*)) + 8(k)f.-l 
Note that tr(M*) = 0(1/1)- To asymptotically separate H 0 and H 1 , it suffices 
that : 
tr(M*) + 0( Vlh) + 0( J!ogn/1) ~ tr(M*)- 0( Vlh) + 8(k)f.-l, 
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where the terms 0( J!Ft) on both sides correspond to the standard deviation term. 
Plugging in 1 = ii> 2 /log(kii>), we have: 
. = n (Jlognlog(ki!>)) 
f1, ki!> 
When the anchor is unknown, applying the test for different anchors induces an 
additional (log n) term by the union bound. When the shape is unknown, the test 
sets 1 according to the smallest conductance, i.e. ii> = 8(1/k), to search for the 
thinnest shape with size k. In this case ki!> is a constant. So the requirement on fL, 
when agnostic to anchor and shape, is: 
Proof is done. D 
Lemma 25. The two hypothesis H0 and H 1 are asymptotically inseparable if: 
Proof The collection of anomalous subgraphs with size Kn and internal conductance 
CI>n contains the bands of width hn and length ln defined in Theorem 3 of (Arias-Castro 
et al., 2011). So the inseparability result there also holds for our case. Roughly we 
have: 
By Theorem 3 in (Arias-Castro et al. , 2011), H0 and H 1 are asymptotically insep-
arable if: (ignoring the log log() term) 
( 
ln) -l/2 
fLn ~ hn log( ln) ---+ 0 
Substitute ln and hn using Kn and CI>n, and note that 1/CI> ~ ~- We get: 
D 
Lemma 26. Assume xi follows standard normal distribution for all nodes i. The 
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problem Eq.(4.26} with signal Xi for node i is upper bounded by: 
c* IHo :::; L XiMi~ + XmaxO( VlF() 
i 
where M* is the optimal solution to the max-trace problem with parameter I· 
Proof. Let Yi = 1 + xdN, where N is a normalization constant to be decided. We 
show that for appropriately chosen N, the modified problem Eq.( 4.26) with signal Yi 
has the optimal cost with some upper bound. We then recover the original problem 
by first subtracting tr(M*), following by multiplying N. 
Write Yi = (1 + Xmax/N)- (xmax- Xi)/N = (1 + Xmax!N)- T/i, where Xmax = 
maJCi lxil, TJi = (xmax- xi)/N. Note that 0 :::; T/i :::; 2xmax/N. Consider the dual 
solution of the max-trace problem. We know that for nodes i E V0 the dual variables 
Pi > 0. Let b = miniEVo Pi > 0, which is a constant depending only on I· Consider 
the following problem: 
max: (1 + Xmax/ N)tr(M) ( 4.34) 
s.t. ME CLMI(1, 1) 
Since Xmax is just a constant, the optimal dual solution to this problem is just the 
(1 + Xmax/N)-stretched version of that of the max-trace problem. So miniEVo p~ = 
(1 + Xmax/N)b >b. Now choose N sufficiently large such that 
. T/i:::; 2Xmax/N:::; b < ~inp~ 
tEVo 
We modify this dual solution of Eq.(4.34) to build a dual feasible solution for: 
max: ~y-M· · L..J t n 
s .t. ME CLMI(1 , 1) 
( 4.35) 
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Let c denote the optimal cost. By Lemma 23 the corresponding dual problem is: 
mm: ( 4.36) 
Xmax ( 1 ) 2 ""' -...J· ( . ) s.t. 1 + ~- 'TJi + -~ zi + L..J D'.ij + ai =Pi, v~ 2: 2, 1, ~ E E 
25_j=/oi,(i,j)EE 
1 + X;;x - 'TJi -1zf + L O'.ij + ai = Pi, Vi 2: 2, (1, i) t/-. E 
25_j=/oi ,(i,j)EE 
(1-i) (zi- Zj) 2 :S O'.ij + D'.ji, \/2 :S i < j, (i,j) E E 
The only differences between Eq.( 4.36) and the dual problem of Eq.( 4.34) are those 
-TJi at node constraints. Based on the dual optimal solution of Eq.( 4.34), we modify 
dual variables to build a dual feasible solution for Eq. ( 4.36). Two cases need to be 
considered. 
• For nodes i E VQ, simply let p~ = Pi- 'TJi· Note that we still have dual feasibility: 
p~ 2: 0 by construction of N. 
• For nodes i tj. Vo where p~ =Pi= 0, we increase the free variables, a~= ai + 'TJi , 
to absorb the difference, while keeping p~ = 0 unchanged. 
In this way we have built a dual feasible solution of Eq.(4.36). The corresponding 
dual cost, thus an upper bound on the primal optimum of Eq.(4.35) by weak duality, 
IS: 
C < (1 + X;;x )tr(M*) - L 'TJi 
iEVo 
tr(M*) + Xmax tr(M*)- Xmax I Vol+""' Xi 
N N L..JN 
iEVo 
where ,BIVil = tr(M*)- IVai is the fractional boundary part of M*. This part can 
be 0 for some values of/, or can be maximally IVil. Note that H* is a fat shape in 
lattice, so the boundary is: IVil = 8 ( -Jtr(M*)) = 0(1/ vlf) . 
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Since Yi = 1 + xdN, we restore the solution by subtracting tr(M*) and then 
multiplying N, which gives: 
0 
Lemma 27. G = (V, E) is a connected subgraph on an infinitely large 2D lattice. G 
also satisfies: 
1. /V/ = O(k); 
2. the conductance of G is 8(1/ Vk): 
Then G must contain a triangle of size 8(k) . 
Proof We provide an intuitive sketch. Consider all horizontal cuts on G. The most 
"balanced" horizontal cut Ch, where both parts are of size 8(k), must have length 
0( Vk), otherwise (2) will be violated. Consider all vertical cuts within the range of 
the balanced horizontal cut range. Similar arguments follow that the most balanced 
vertical cut Cv has size 0( Vk). 
Consider vertical cuts that start from Cv arid move aside stepwise along Ch. As-
sume at some step the vertical cut passes through a edges, the smaller part has b 
nodes, and the conductance here is tight: % = <I>= 0(1/Vk). For the next vertical 
cut, assume the cut decreases by o edges. The conductance at the new vertical cut 
is: ~.::::! ~<I>. Then we have~ ~<I>, oro= O(a<I>) = 0(1). This means that the shape 
can only contract by a constant number of nodes at each step, thus at least 8( .Jf) 
steps to shrink to 1 node. This triangle shape has size 8( k). 
0 
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Chapter 5 
Conclusions and Future Directions 
5.1 Summary of Results 
In this dissertation we investigated three different unsupervised learning problems in 
high dimensional space: graph based spectral clustering with imbalanced data, unsu-
pervised point-wise anomaly detection, and anomalous cluster detection on graphs. 
For the first problem, we showed that spectral clustering performs badly on im-
balanced data because the RCut (NCut) objective on traditional graph construction 
methods, such as k-NN graph, can favor balanced cuts rather than density valley cuts. 
We proposed a parametric family of rank-modulated degree (RMD) graphs that is 
able to adapt spectral clustering to different levels of imbalanced data. We provided 
asymptotic cut analysis to justify our idea. We demonstrate that the proposed PCut 
framework based on RMD graph significantly outperforms other spectral methods on 
imbalanced data. 
For the second problem, we proposed a ranking based anomaly detector built upon 
popular K-NN distance based methods. Our approach trains a limited complexity 
ranker through the max-margin rank-SVM framework, to imitate the orders of K-NN 
scores of the nominal training samples. We presented asymptotic and finite sample 
analysis of our method. We showed our detector has superior statistical performance, 
and greatly improves the test stage complexity over K-NN based methods. 
For the third problem, we proposed a novel framework that allows optimizing 
some objective over the collection of connected clusters on a graph . We embedded 
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sub-graphs into matrices, and characterized connectivity of sub-graphs in terms of an 
LMI constraint . Based on this, we provided a convex program to search for connected 
clusters on a graph. We showed that the solution to this convex program guarantees 
connectivity, and is able to incorporate the shape information of the clusters of in-
terest. We then showed that our LMI based test is nearly minimax optimal for the 
exponential family of random variables on 1D and 2D lattice. Recovery and detection 
experiments justified our idea. 
5.2 Future Directions 
We only elaborate on the more interesting problem of anomalous cluster detection. 
Our approach has opened a new perspective for signal processing on graphs: it is 
possible to optimize general objectives over the family of connected sub-graphs. This 
benefit allows to incorporate the connectivity structured constraint for many signal 
processing problems. For example, we can incorporate this connectivity constraint 
in compressive sensing problems. Assume the signal x is embedded on a graph G = 
(V, E), and x is not only sparse as in the traditional compressive sensing scenario, 
the non-zero part of x forms a connected sub-graph of G. Through our framework, 
the signal recovery problem can be formulated as: 
mm: IIY- Axil~+ .AIIxll1 
s.t. x = diag(M) 
ME CLMI(a, !) 
where the constant 1 in CLMI(a,')') can be replaced by some upper bound of the 
signal xi :S c. The solution to the above problem will have a connected support: 
Supp{ i E V : xi = Mii > 0} , guaranteed by Theorem 18, while sparsity is achieved 
through L-1 norm regularization. 
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Another direction of future research can be to develop fast algorithms that scale 
better. Lemma 23 shows that then x n dual PSD matrix variable G can actually be 
reduced to a rank-1 matrix G = zz', z E .!Rn. The exact dual problem Eq.( 4.27) can be 
reduced from an SDP problem to a non-convex quadratically constrained problem. In 
the situation where the primary concern is to scale up the algorithm to large graphs 
and solve for a solution, various techniques such as the concave-convex procedure 
(Lanckriet and Sriperumbudur, 2009) can be applied to obtain a local minimum j 
maximum. 
Other directions include modifying the LMI constraint so that the framework 
allows looking for several connected clusters at a time. 
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