The quantization of the output of a binary-input discrete memoryless channel to a smaller number of levels is considered. An algorithm, which finds an optimal quantizer, in the sense of maximizing mutual information between the channel input and quantizer output is given. This result holds for arbitrary channels, in contrast to previous results for restricted channels or a restricted number of quantizer outputs. In the worst case, the algorithm complexity is cubic M 3 in the number of channel outputs M. Optimality is proved using the theorem of Burshtein, Della Pietra, Kanevsky, and Nádas for mappings, which minimize average impurity for classification and regression trees.
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I. INTRODUCTION
C ONSIDER a discrete memoryless channel (DMC) with a quantized output, as shown in Fig. 1 . Let the channel input X take values from X , with input distribution p x , p x = Pr(X = x).
Let the channel output Y take values from Y, with channel transition probabilities P y|x ,
The channel output is quantized to Z, which takes values from Z, by a possibly stochastic quantizer Q z|y , Q z|y = Pr(Z = z|Y = y), (1) so that the conditional probability distribution on the quantizer output Z is T z|x , T z|x = Pr(Z = z|X = x) = y∈Y Q z|y P y|x .
(2) Fig. 1 . A discrete memoryless channel followed by a quantizer. Given P y|x and K , find Q z|y which maximizes I (X; Z). When the input X is binary, this paper gives an algorithm which finds an optimal Q * with complexity M 3 .
Here, X , Y and Z are finite sets X = {1, . . . , J }, Y = {1, . . . , M} and Z = {1, . . . , K }. The mutual information between X and Z is:
Mutual information I (X; Z) is convex (lower convex) in T z|x , for fixed p x . Similarly, it is concave (upper convex) in p x for fixed T z|x [1, Th. 2.7.4] . Logarithms are base 2.
The main contribution of this paper is a Quantizer Design Algorithm which finds a mutual information-maximizing quantizer for binary-input DMCs. The Quantizer Design Algorithm, an instance of dynamic programming, searches over all quantizers that satisfy a condition on quantizer optimality; this condition will be given as Lemma 3. Note that K < M is of interest, since K ≥ M implies no loss in mutual information due to quantization. The main result is stated concisely as follows.
Theorem: The set of all quantizers, including stochastic quantizers, is denoted by Q. For an arbitrary binary-input DMC, the Quantizer Design Algorithm finds a quantizer Q * which maximizes the mutual information between X and Z:
and this algorithm has complexity proportional to M 3 , in the worst case. This maximization (4) is a concave optimization problem. General concave optimization is an NP-hard problem [3] . For the specific problem of channel quantization, a naive approach of searching over all K M deterministic quantizers has exponential complexity (it will be shown that there exists an optimal quantizer which is deterministic). The significance 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
of the Theorem is that an optimal quantizer may be found with complexity cubic in M. Discrete channel quantization is shown to be related to the design of classification and regression trees. Burshtein, Della Pietra, Kanevsky, and Nádas gave conditions under which an optimal classification forms a convex set [2] . In this paper, this result is applied to find conditions on optimal channel quantization, which are in turn used to prove the optimality of the Quantizer Design Algorithm.
The flow of the remainder of this paper is as follows. Sec. II gives the motivation, outlines the connections with statistical learning theory, and describes prior work on channel quantization with information-theoretic measures. Sec. III sketches the main argument, giving a condition on an optimal quantizer, while proofs are in the Appendix. Sec. IV gives the Quantizer Design Algorithm which exploits this condition; complexity is also discussed. A numerical example of quantizing an AWGN channel is given. Finally, we engage in some discussion in Sec. V.
II. RELATIONSHIP WITH PRIOR WORK

A. Motivation
The problem of finding good channel quantizers is of importance since most communications receivers convert physicalworld analog values to discrete values. It is these discrete values that are used by subsequent filtering, detection and decoding algorithms. Since the complexity of circuits which implement such algorithms increases with the number of quantization levels, it is desirable to use as few levels as possible, for some specified error performance.
Channel capacity is the maximization of mutual information, so a reasonable metric for designing channel quantizers is to similarly maximize mutual information between the channel input and the quantizer output. For a memoryless channel with a fixed input distribution, the quantizer which maximizes mutual information will give the highest achievable communications rate.
In addition to the problem of quantizing a physical channel, this paper's result has other applications. The original motivation was the implementation of finite-message-alphabet LDPC decoders [28] . Also, we have recently discovered that discrete channel quantization may have application in the construction of polar codes [4] .
B. Learning Theory Connections
A connection between discrete channel quantization and the area of statistical learning theory can be established. Classification, which is a type of supervised learning problem, deals with a variable of interest X which is stochastically linked to an observation 1 Y [5] . This observation must then be classified, or mapped to an estimate of the variable of interest Z, with some degree of goodness. The mapping function Q : Y → Z is called a classifier in the context of learning theory, and is called a quantizer in this paper. Tree-based classification methods, called classification trees, regression trees, or decision trees, have numerous applications in machine learning and pattern recognition [6] . A typical example is handwriting recognition, where letters and numbers must be estimated from features of observed handwriting.
A common tree construction procedure is to successively split nodes, beginning with the root node. A node should be split in such a way to give "purer" descendent nodes, in terms of the classifier's ability to form good estimates [7] . Impurity is a way of measuring the goodness of a split. In this paper, a tree is not being constructed, but the z ∈ Z are analogous to the decisions made by the tree, and we are interested in the impurity φ z . Various impurity functions have been suggested [6, Appendix A]. The impurity function of interest here is:
where T x|z = Pr(X = x|Z = z). This is conditional entropy given Z = z, that is φ z = H (X|Z = z). Classification conditioned on z is good if it represents X with as few bits as possible; if φ z is zero, then no bits are required, that is, X is known exactly. The average impurity of a mapping Q is (Q):
= H (X|Z).
Minimization of (Q) is often of interest in learning theory. On the other hand, mutual information, the objective function in (4), can be written as:
Thus, minimization of average impurity (Q) over Q is equivalent to maximization of mutual information over Q, since H (X) is fixed. This is the connection between learning theory and discrete channel quantization. Burshtein et al. gave an elegant and general result for a broad class of impurity functions, showing that the preimage which minimizes average impurity forms a convex set in a suitable Euclidean space of observed values [2] . Since conditional entropy is a member of this class of impurity functions, we can use this result to prove the Theorem. Note that Coppersmith, Hong and Hosking [8] , considering a restricted setting, arrived at a similar conclusion, stating that the preimage of two distinct quantizer outputs are separated by a hyperplane, in a similar Euclidean space. In the present paper we follow Burshtein et al.
Algorithms for classification can be used for channel quantization. If optimality is not required, then Chou's iterative algorithm based on the K-means algorithm can find good quantizers Q [6] . An optimal classifier can be found with complexity M K [2] , which is lower than K M for the naive approach, for many cases of interest. 
C. Superficially Related Problems
Superficially, the channel quantization problem (4) resembles various information-theoretic optimization problems, particularly the computation of the rate-distortion function,
but it is distinct. Mutual information is convex in Q, and for the computation of R(D), mutual information is minimized, so this is a convex optimization problem [1, Sec. 13.7], where the distortion constraint is omitted for clarity. On the other hand, the channel quantization problem is to maximize mutual information in Q, leading to a considerably different concave optimization problem. Similarly, computation of the DMC capacity is a convex optimization problem, since mutual information, concave in p x , is maximized. The relationship among the rate-distortion problem, the DMC capacity, and the problem treated in this paper is illustrated in Fig. 2 . Arimoto [9] and Blahut [10] gave the well-known algorithm to compute the channel capacity and the rate-distortion function.
Another information extremum problem is the information bottleneck method, from the field of machine learning [11] . The problem setup is identical, using the same Markov chain X → Y → Z. However, this is an information minimization problem, using a Lagrange multiplier to sweep a kind of ratedistortion curve. Moreover, it is a convex optimization method, using alternating minimization.
D. Information-Theoretic Quantizer Design Criteria
Information-theoretic measures for channel quantization have been of interest since the 1960s, when Wozencraft and Kennedy suggested using the channel cutoff rate as an optimization criterion [12] , [13, Sec. 6.2]. Massey gave a quantizer design algorithm for the binary-input AWGN channel [14] and Lee extended these results to continuous channels with non-binary inputs [15] .
However, since the channel capacity, which is above the channel cutoff rate, can now be practically approached with turbo codes and LDPC codes, mutual information is a more appropriate measure. The earliest work we are aware of is the 2002 conference paper of Ma, Zhang, Yu and Kavcic, which considered quantization of the binary-input AWGN channel [16] . For the special case of three quantizer outputs, it is straightforward to select a single parameter which maximizes mutual information. However, for a larger number of outputs, local optimization is feasible and this has higher mutual information than uniform quantization [17] .
Singh, Dabeer and Madow considered the problem of jointly finding capacity-achieving input distributions and AWGN channel quantizers [18] . Again, for an AWGN channel quantized to three levels, optimization over a single parameter was done, but for a larger number of outputs, a local optimization algorithm was used. In fact, this is a concave-convex problem, and global optimization appears difficult.
Maximization of mutual information has been considered in various application-centric quantization problems. Channels with memory can be quantized using the information bottleneck method, and quantizers with memory have a higher information rate than memoryless quantizers [19] . For flash memories, maximizing mutual information for pulseamplitude modulation used in flash memories can improve the performance of LDPC codes [20] .
E. Contributions of This Paper
Previous work, discretizing continuous-output channels, either showed optimality in special cases, or considered locally optimal algorithms. The special cases are restricted to two-and three-level quantization of symmetrical AWGN channels. The locally optimal quantization algorithms appear to be effective, but they have not been proven optimal.
By considering discrete-output channels rather than continuous-output channels, further progress can be made on this problem. In contrast to previous work, the results in this paper hold for arbitrary channels, and for an arbitrary number of quantization levels. Thus, we believe that this is the first result on globally optimal quantization of general binaryinput channels. Of course, a continuous output channel can be approximated with arbitrarily small discrepancy by a finely quantized channel, which may be used as the original channel P y|x in this paper.
While the algorithm assuming uniformly-distributed inputs appeared in conference proceedings previously [29] , contributions of this paper include the proof of its optimality and an extension to non-uniform input distributions, as well as showing the usefulness of statistical learning theory for channel quantization.
III. THE STRUCTURE OF OPTIMAL QUANTIZERS
This section develops the condition on an optimal quantizer for binary-input channels. First, channel quantization is stated as a concave optimization problem, and it is shown that there exists an optimal quantizer that is deterministic. Then, a separating hyperplane condition for general number of inputs J is given. Finally, this condition is specialized to the J = 2 binary-input discrete memoryless channel case, stated as Lemma 3. Proofs are in the Appendix.
A. Restriction to Deterministic Quantizers
Concave optimization, also known as concave programming or concave minimization and related to global optimization, is a class of mathematical programming problems which has the general form:
where S ⊆ R n is a feasible region and f (x) is a concave function [21] , [22] . Mutual information (3) is convex in Q z|y as well as T z|x , as shown in the Appendix, part A. Thus, the optimization problem given by (4) , is maximization of a convex function, expressed as a concave programming problem over the M · K variables Q z|y :
x p x y Q z|y P y |x subject to:
The constraint enforces that Q z|y is a conditional probability distribution. Using a well-known result from concave optimization, the maximum of mutual information is achieved by a deterministic quantizer:
Lemma 1: For any DMC and any K , a deterministic quantizer Q * maximizes mutual information. That is, Q * z|y ∈ {0, 1}, for all y and z.
The proof is in the Appendix, part A.
As an example to illustrate Lemma 1, consider the binary, symmetric errors and erasure channel, with the transition matrix:
for p, q ≥ 0 and p + q ≤ 1. Suppose the three outputs, called 0, erasure and 1, are to be quantized to two levels. One might expect that symmetry should be maintained by mapping the erasure symbol to the two output symbols with probability 0.5 each. However, as Lemma 1 shows, there exists a deterministic quantizer (which maps the erasure to either 0 or 1) which maximizes mutual information, and this quantizer lacks symmetry between the channel input and quantizer output. For this particular channel, a stochastic quantizer has strictly lower mutual information. Note that for the low-SNR AWGN channel quantized to two levels, asymmetric quantizers are optimal as well [23] . Previous work on the continuous output channel has shown that dithered quantization has no advantage over fixed, deterministic quantizers [24] . Lemma 1 extends this idea to DMCs, showing that purely stochastic quantizers, that is, nondeterministic quantizers, never have better performance than deterministic quantizers.
B. Separating Hyperplane Condition for Optimality
Due to Lemma 1, attention may now be restricted to deterministic quantizers Q:
Let A z ⊆ Y denote the preimage of z (in some contexts, the preimage may also be written as Q −1 (z) ). The sets A z and A z are disjoint for z = z , and the union of all the sets is Y.
Let P x|y be the conditional probability distribution on the channel input:
which depends on the input distribution p x as well as the DMC P y|x . Each channel output y corresponds to a vector v y :
with v y ∈ U = [0, 1] J −1 , and for a given channel, the set of all vectors is
Define an equivalent quantizer Q on the quantization domain U:
The two quantizers are equivalent in the sense that Q(y) = Q(v y ) = z. The advantage of the new quantizer Q is that the points v y exist in the Euclidean space U, and in that Euclidean space, the following lemma holds. Lemma 2: There exists an optimal quanitzer Q * for which any two distinct preimages Q * −1 (z) and Q * −1 (z ) are separated by a hyperplane in U.
Burshtein et al. [2, Th. 1] showed that there must be at least one optimal quantizer for which all preimages are convex in U. In the context of discrete channel quantization, convexity corresponds to the condition that the convex hulls of distinct preimages do not intersect, or distinct preimages are separated by a hyperplane. The application of [2] is not immediately obvious, and further details and proof are given in the Appendix, part B and part C, respectively.
C. Binary Input J = 2 Case
Specializing Lemma 2 to the case of J = 2, the channel outputs v y = P 1|y are in a one-dimensional space. The separating hyperplane is a point, and an optimal preimage is those points on a line segment. In order to simplify finding such points, it is convenient to assume that the outputs are labeled in such a way that P 1|y < P 1|y implies that y < y , for any y = y , that is:
There is no loss of generality because the outputs can be re-labeled such that this condition holds. The benefit should be clear: if (17) holds, then for an optimal quantizer Q * , the set A z will be a contiguous set of integers. That is, attention may be further restricted to:
for z ∈ Z, with a 0 = 0 and a z−1 < a z and a K = M. The a i are quantizer boundaries. The above reasoning proves the following Lemma 3, which uses a slightly more intuitive sorting using log-likelihood ratios to describe a condition satisfied by an optimal quantizer. Inequalities (19) are easily obtained from (17) , and the monotonicity of the log function is used.
Lemma 3: Consider a binary-input DMC that satisfies,
Then, there exists an optimal quantizer Q * , such that each A * z consists of a contiguous set of integers, and so the optimal quantizer boundaries a * z satisfy: 0 < a * 1 < a * 2 < · · · < a * K −1 < M. (20) Note that the condition (19) does not depend on the input distribution p x .
The necessity of the contiguousness condition (20) in Lemma 3 for an optimal quantizer to be deterministic cannot be shown using Lemma 1 alone. However, the more restricted classification setting of Coppersmith et. al [8] can be applied here to demonstrate the necessity the condition. The relevance of necessity to the Quantizer Design Algorithm is discussed in the next section.
Strict inequalities are used in (17) and (19) because if
then outputs y and y + 1 can be combined to a single output with the likelihood P y|x + P y+1|x for input x to form a new channel with M − 1 outputs. The likelihood ratio for the combined output,
is equal to (21) . The new channel is operationally equivalent to the original channel, and moreover the two channels have the same mutual information.
IV. QUANTIZER DESIGN ALGORITHM
This section describes the Quantizer Design Algorithm which finds a quantizer Q * that maximizes mutual information I (X; Z) over quantizer boundaries satisfying a 1 < a 2 < · · · < a K −1 . By Lemma 3, Q * provides the maximum mutual information over all quantizers. The Quantizer Design Algorithm, as well as Lemma 3, are restricted to binary-input DMCs.
A. Partial Mutual Information
A partial sum of mutual information is called "partial mutual information." Partial mutual information ι is the contribution that one or more quantizer outputs makes to the total mutual information. Consider that the conditional probability distribution on the quantizer output T z|x can be written as:
The contribution that quantizer output z makes to mutual information is called the partial mutual information ι z :
x p x y ∈A z P y |x , so total mutual information is the sum of all the partial mutual information terms: For one quantizer output with boundaries a , a with a ≤ a, denote the partial mutual information by ι(a → a), which is:
B. Quantizer Design Algorithm
The Quantizer Design Algorithm is an instance of dynamic programming. The algorithm has a state value S z (y), which is the maximum partial mutual information when channel outputs 1 to y are quantized to quantizer outputs 1 to z. This can be computed recursively by conditioning on the state value at time index z − 1:
where the maximization is taken over a ∈ {z − 1, . . . , a − 1}. Clearly, S K (M) is the maximum total mutual information. The sequence S 0 (0), S 1 (a 1 ), . . . , S K (a K ) which gives the maximum of total mutual information corresponds to the optimum quantizer whose boundaries are {a 1 , a 2 , . . . , a K }. The relationship between the state values is illustrated in a trellis-type diagram in Fig. 3 , for M = 5 and K = 3. Quantizer Design Algorithm 1) Inputs:
• Binary-input discrete memoryless channel P y|x . If necessary, modify labels to satisfy (19) . • compute ι(a → a) according to (25) . where the maximization is taken over a ∈ {z − 1, . . . , a − 1}. 5) Find an optimal quantizer by traceback. Let a * K = M. For each z ∈ {K − 1, K − 2, . . . , 1}:
6) Outputs:
• The optimal a * 1 , a * 2 , . . . , a * K −1 . Equivalently, output the matrix Q * , where row z of Q * has ones in columns a z−1 + 1 to a z and zeros in all other columns. • The maximum mutual information, S K (M). There may be multiple optimal quantizers. To find these, a tie-preserving implementation should collect all locally optimal decisions and tracebacks to produce multiple optimal quantizers. This was not explicitly indicated, to keep the notation simple.
With arbitrary tie-breaking, Lemma 3 guarantees that the Quantizer Design Algorithm will find one of the optimal quantizers. However, (20) in Lemma 3 can be shown to be a necessary condition for optimality, using [8] . Thus, a tiepreserving implementation will find all optimal deterministic quantizers. This can be further extended to show that probabilistic quantizers are suboptimal; this is done by showing the strict inequalities P 1|1 < P 1|2 < · · · < P 1|M in (17) lead to strict convexity of mutual information. In summary, this paper has shown in detail that the Quantizer Design Algorithm will find at least one optimal quantizer, and has given a sketch of an argument that the tie-preserving implementation finds all optimal quantizers.
C. Complexity
A naive optimization approach for (11) is to search over all K M candidate solutions, which is searching over all deterministic quantizers. This has complexity exponential in M.
Burshtein et al. suggested searching over the quantizers satisfying Lemma 2 [2] . There are M−1 K −1 such quantizers, formed by selecting the K −1 values a 1 to a K −1 from the set of M −1 integers. In this case, the complexity grows as M K . This is polynomial in M when K is fixed. However, for the important case of K M fixed, the complexity remains exponential. On the other hand, the Quantizer Design Algorithm has polynomial complexity M 3 in the worst case, and more generally has complexity K (M−K ) 2 . The main computational burden is to pre-compute ι(a → a) in step 3. Since a is from a set of size M and a is from a set of size at most M − K + 1, the number of ι computations is proportional to M 2 . Note that in (25) , the sum on y could be over as many as M − K + 1 terms. However, since this sum can be computed recursively, the complexity remains proportional to M 2 . Also, for each z in step 4, roughly 1 2 (M − K ) 2 add/compare operations are needed, and there are K such steps. This results in a number of operations roughly 1 2 K (M − K ) 2 . For fixed M, the expression K (M − K ) 2 has its maximum value at K = 1 3 M. The maximum value is 4 27 M 3 , so the complexity is proportional to M 3 . Dynamic programming principles are used to show the optimality of the algorithm, and details are in the Appendix, part D. The complexity result, along with the proof of optimality in the Appendix, proves the Theorem.
D. Example: Finely Quantized Continuous-Output Channel
While the Quantizer Design Algorithm can only be applied to discrete channels, it can be used to obtain good coarse quantization of a continuous-output channel, by first uniformly and finely quantizing to M levels. This can be illustrated for the binary-input AWGN channel with ±1 inputs and Gaussian noise variance σ 2 . Fig. 4 was created by first uniformly quantizing the AWGN channel between −2 and +2 with M = 2000 or M = 30 steps; the two input symbols are equally likely. Then, the Quantizer Design Algorithm was applied with K = 8 quantizer outputs. The figure shows the K − 1 = 7 quantization boundaries of the underlying finely quantized DMC. Fig. 5 shows similar quantization for an asymmetric channel, where the Gaussian variance is input dependent, with σ 2 −1 = 4σ 2 +1 . In this case, the two finely quantized DMCs have M = 2000 and M = 31. Since the channel is asymmetric, the the optimum quantizers are also asymmetric. It is of interest to see that the center boundary a K 2 crosses the value 0 as σ 2 +1 increases. Note also the non-monotonic behavior of the right-most boundary.
V. DISCUSSION
For a binary-input discrete memoryless channel, the main contribution of this paper is an algorithm that finds an optimal quantizer with cubic complexity M 3 in the number of channel outputs M. Previous results on optimal channel quantization were restricted to symmetrical channels or a small number of quantizer outputs. The Quantizer Design Algorithm may have various applications beyond the quantization of physical channels; already the design of polar codes and implementation of LDPC decoders have been identified as targets.
A result from statistical learning theory was applied to prove optimality. Since conditional entropy H (X|Z) satisfies the conditions of impurity functions, Burshtein et. al's theorem on the convexity of the optimal mapping was used [2] .
In order to obtain an efficient algorithm, attention was restricted to binary inputs, so that convexity in one dimension corresponded to grouping contiguous integers. However, the theorem of Burshtein et al., and correspondingly Lemma 2, is not restricted to binary inputs channels, and could be used to develop quantizer design algorithms for non-binary channels. Such an extension to a J -input channel requires efficient enumeration sets formed from separating hyperplanes in J − 1 dimensional space. As previously noted [2] , generalized counting functions [25] give a bound on complexity. Suboptimal algorithms for tree classification can find good quantizers, if optimality is not required [6] . However, finding an optimal and efficient quantization algorithm for non-binary inputs remains a sophisticated problem.
A natural question is how to find the jointly optimal input distribution and channel quantizer for a given DMC. We have already considered a simple extension of the quantization algorithm which either finds the jointly optimal input distribution and channel quantizer or declares a failure [31] . However, this is a convex-concave optimization problem, a class of problems which is difficult, and finding the jointly optimal solution remains an open problem. The generalization from mutual information to other information-theoretic metrics is also of interest. While we have already considered the random error exponent [30] as a generalization of the cutoff rate, the handling of the new metrics is also an open problem.
APPENDIX
A. Proof of Lemma 1
Background on convex optimization and the proof of Lemma 1 are given.
First, it is shown that mutual information (3) is convex in Q z|y as well as T z|x , for fixed p x and fixed P y|x . The relationship T z|x = y Q z|y P y|x is an affine transform. If a function is convex, then it is also convex in an affine transform of the original arguments [26, Sec. 3.2] , so mutual information is convex in Q z|y .
Referring to (10), the following is a well-known result from concave optimization (or, concave minimization):
Lemma 4 [22, Th. 1.19] : A concave (convex) function f : S → R attains its global minimum (maximum) over S at an extreme point of S.
If S is a polytope, as in this paper, then the extreme points are its vertices. There may be multiple local maxima when the objective function is convex. Lemma 4 can be visualized in one dimension in Fig. 2-(a) , where it is clear that the maximum must be at either endpoint 0 or 1, that is, the vertices of the line segment that is the feasible region.
To prove Lemma 1, observe that the constraints on the variables Q z|y are given by (11) . For any fixed y, the K variables Q 1|y , . . . , Q K |y are restricted to be in the polytope which is a (K − 1)-dimensional simplex:
For the vertices of this polytope, Q z|y = 0 or 1, with z = 1, 2, . . . , K . By Lemma 4, there is at least one vertex which obtains an optimal solution, that is, there exists an optimal quantizer which is deterministic.
Note that if mutual information is strictly convex in Q z|y , then at least one extreme point will have mutual information strictly greater than any stochastic quantizer, that is, all optimal quantizers will be deterministic.
B. Minimum Average Impurity
Burshtein et al. showed that a classifier which minimizes the average impurity induces a convexity condition [2] .
The main result is given here verbatim but with renamed variables, in order to elucidate the notation. The proof of Lemma 2 is given in the next section. Let (Y, U) be jointly-distributed random variables with values in Y × R n , and let U ⊂ R n be the convex hull of the range of U. Let Z be a finite set Z = {1, 2, . . . , K }, and let φ : Z × U → R 1 be concave in its second argument.
Let
denotes expectation. For any measurable partition Q : Y → Z, define the objective function (Q) (to be minimized) by:
Explicitly,
Under these conditions, the following holds: Lemma 5 [2, Th. 1]: For any Q, there exists Q : U → Z such that ( Q(V)) ≤ (Q) and such that Q −1 (z) is convex for all z ∈ Z.
C. Proof of Lemma 2
To prove Lemma 2, we show that H (X|Z) is the form of (30), and thus minimizing (Q) is equivalent to maximizing I (X; Z) as in (4) 
where
Then, by denoting Q(Y) = Z:
Explicitly giving φ as:
where t J = 1 − (t 1 + · · · + t J −1 ). We can see:
where dependence of φ on z is not needed and dropped. Note that Pr(Q −1 (z)) is identical to Pr(Z = z), and so H (X|Z) is expressed in the form of (30) via (31) .
Consider now E[U|Y = y] which explicitly is:
These are the values v y given earlier in (15) . Then, V = E[U|Y] is a random variable on Y, which takes the value (38) with probability Pr(Y = y). Here, V and Y are random variables, both on the sample space Y. A quantizer Q defined for Y is equivalent to a quantizer Q for V. The space mapped to Z is transformed from Y to U. The points v y are interpreted as points in a (J − 1)-dimensional Euclidean space, inside the convex hull U. It is on this space that Q −1 (z) is convex for all z ∈ Z. The convexity conditions of Lemma 5 apply to Q, the quantizer of V. Thus by Lemma 5, the set Q * −1 (z) is convex, for each z ∈ Z, proving Lemma 2.
D. Proof of Theorem's Optimality Part
In this section, the optimality part of the Theorem is proved. Recall that by Lemma 3 an optimal quantizer satisfies a 1 < a 2 < · · · < a K −1 , where a i are the quantizer boundaries. In the language of dynamic programming, a problem exhibits optimal substructure if the optimal solution contains optimal solutions to subproblems. If this condition holds, then dynamic programming provides the optimal solution, and moreover, the optimal substructure should be exploited in the optimization [27, Sec. 15.3] .
For the Theorem, the subproblem consists of finding the quantizer which maximizes partial mutual information for some partial quantization of the outputs. In detail, recall S k (a) is the maximum of partial mutual information when channel outputs 1 to a are quantized to quantizer outputs 1 to k, S k (a) = max a S k−1 (a ) + ι(a → a) ,
where the maximization is over a ∈ {k − 1, . . . , a − 1}. For fixed z and a, assume that S z (a) is the maximum of partial mutual information, corresponding to an optimal quantization of channel outputs 1 to a to the quantizer outputs 1 to z. Let a be the boundary of quantizer output z − 1, that is:
so that the preimage of quantizer output z is A z = { a + 1, . . . , a}. Then, the quantizer for channel outputs 1 to a must also be optimal. This is true because if another quantizer of 1 to a produced higher mutual information, then the quantization of 1 to a would also have higher partial mutual information, leading to a contradiction of the assumption that 1 to a was optimally quantized. Along with the earlier statement that the complexity is proportional to M 3 , the proof of the Theorem is completed.
