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Abstract
Using variational analysis, in terms of the Clarke normal cone, we consider super-efficiency of vec-
tor optimization in Banach spaces. We establish some characterizations for super-efficiency. In particular,
dropping the assumption that the ordering cone has a bounded base, we extend a result in Borwein and
Zhuang [J.M. Borwein, D. Zhuang, Super-efficiency in vector optimization, Trans. Amer. Math. Soc. 338
(1993) 105–122] to the nonconvex setting.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a Banach space and X∗ be the dual space of X. Let C be a closed convex pointed
cone in X, which identifies a partial order C as follows:
x1 C x2 ⇐⇒ x2 − x1 ∈ X.
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written as a ∈ E(Ω,C), if
x ∈ Ω and x − a C 0 ⇒ x − a = 0.
Following Borwein and Zhuang [2], we say that a is a super-efficient point of Ω if there exists a
real number M > 0 such that
cl
[
cone(Ω − a)]∩ (BX −C) ⊂ MBX,
where BX denotes the unit ball of X. The super-efficiency has been shown to have many desir-
able properties and has been extensively studied (cf. [2,5–8,11,12] and references therein). Let
SE(Ω,C) denote the set of all super-efficient points of Ω . It is known and easy to verify that
a ∈ SE(Ω,C) if and only if there exists a constant M > 0 such that
x ∈ Ω, y ∈ X and x − a C y ⇒ ‖x − a‖M‖y‖. (1)
It follows that E(Ω,C) ⊂ SE(Ω,C). We say that a ∈ Ω is a local super-efficient point of Ω ,
written as a ∈ SEL(Ω,C), if there exists a δ > 0 such that a ∈ SE(Ω∩B(a, δ),C), where B(a, δ)
denotes the open ball with center a and radius δ. Thus, a ∈ SEL(Ω,C) if and only if there exist
constants M,δ > 0 such that
x ∈ Ω ∩B(a, δ), y ∈ X and x − a C y ⇒ ‖x − a‖M‖y‖. (2)
It is clear that SE(Ω,C) ⊂ SEL(Ω,C). When Ω is convex, we will prove that SE(Ω,C) =
SEL(Ω,C). In the case when Ω is not convex, it is perhaps more appropriate to consider the
local super-efficiency. Indeed, many known results on the super-efficiency require the convexity
assumption (cf. [2,5–8,11,12]). For example, under the assumption that Ω is convex and C has a
bounded base, Borwein and Zhuang [2] proved that
a ∈ SE(Ω,C) ⇐⇒ ∃c∗ ∈ int(C+) s.t. 〈c∗, a〉 = min{〈c∗, x〉: x ∈ Ω},
where C+ := {x∗ ∈ X∗: 〈x∗, c〉 0 for all c ∈ C}. Noting that when Ω is convex
〈c∗, a〉 = min{〈c∗, x〉: x ∈ Ω} ⇐⇒ −c∗ ∈ Nc(Ω,a)
(where Nc(·,·) denotes the Clarke normal cone), Borwein and Zhuang’s result can be rewritten as
a ∈ SE(Ω,C) ⇐⇒ ∃x∗ ∈ Nc(Ω,a) s.t. 0 ∈ int
(
C+ + x∗). (3)
Recall that the ordering cone C is said to have a bounded base if there exists a bounded convex
subset Θ of C such that
C = {tθ : t  0 and θ ∈ Θ} and 0 /∈ cl(Θ).
It is known that C has a bounded base if and only if int(C+) = ∅. Dropping the assumption that
the ordering cone has a bounded base, we extend Borwein and Zhuang’s result to the case when
Ω is semi-subsmooth at a (cf. [1]). Suppose that Ω is semi-subsmooth at a. We prove that the
following statements are equivalent:
(i) a ∈ SEL(Ω,C).
(ii) There exist M,δ ∈ (0,+∞) such that
‖x − a‖M(‖y‖ + d(x,Ω)) for any (x, y) ∈ B(a, δ) ×X with x − a C y,
where d(x,Ω) = inf{‖x − u‖: u ∈ Ω}.
(iii) 0 ∈ int(C+ + Nc(Ω,a)).
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(i) a ∈ SEL(Ω,C).
(ii) a ∈ SE(Ω,C).
(iii) There exists a constant M > 0 such that
‖x − a‖M(‖y‖ + d(x,Ω)) for any (x, y) ∈ X × X with x − a C y.
(iv) 0 ∈ int(C+ +Nc(Ω,a)).
2. Preliminaries
Throughout this note, we assume that X is a Banach space equipped with a preorder induced
by a closed convex cone C. For a closed subset A of X and a ∈ A, let T (A,a) and Tc(A,a)
denote respectively the cotangent cone and the Clarke tangent cone of A at a, that is,
T (A,a) := {h ∈ X: ∃tn ↓ 0, hn → h with a + tnhn ∈ A}
and
Tc(A,a) :=
{
h ∈ X: ∀xn A→ a and ∀tn ↓ 0 ∃hn → h with xn + tnhn ∈ A
}
,
where an
A→ a means an ∈ A and an → a. It is well known that Tc(A,a) is a closed convex cone
in X. Let Nc(A,a) denote the Clarke normal cone of A at a, that is,
Nc(A,a) :=
{
x∗ ∈ X∗: 〈x∗, x〉 0 for all x ∈ Tc(A,a)
}
. (4)
Thus,
Tc(A,a) =
{
h ∈ X: 〈x∗, h〉 0 for all x∗ ∈ N(A,a)}.
Let f :X → R ∪ {+∞} be a proper lower semicontinuous function and let ∂cf (x) denote the
Clarke subdifferential of f at x (with f (x) < +∞), that is,
∂cf (x) :=
{
x∗ ∈ X∗: (x∗,−1) ∈ Nc
(
epi(f ),
(
x,f (x)
))}
,
where epi(f ) := {(u, t) ∈ X × R: f (u)  t} (cf. [3]). If A and f are convex, it is well known
that
Nc(A,a) =
{
x∗ ∈ X∗: 〈x∗, a − x〉 0 for all x ∈ A} (5)
and
∂cf (x) =
{
x∗ ∈ X∗: 〈x∗, u − x〉 f (u) − f (x) ∀u ∈ X}. (6)
Recall that A is prox-regular at a if there exist σ, δ > 0 such that for all x1, x2 ∈ A ∩ B(a, δ)
and all x∗i ∈ Nc(A,xi) ∩ BX∗ , i ∈ {1,2}, one has〈
x∗2 − x∗1 , x2 − x1
〉
−σ‖x2 − x1‖2.
As a robust and stable extension of both convexity and smoothness, the prox-regularity has
been well studied in variational analysis literature (cf. [4,9,10] and references therein). Recently,
Aussel, Daniilidis and Thibault [1] introduced and studied the subsmoothness and the semi-
subsmoothness. We say that A is subsmooth at a ∈ A if for any ε > 0 there exists a δ > 0 such
that for all x1, x2 ∈ A∩ B(a, δ) and all x∗i ∈ Nc(A,xi) ∩BX∗ , i ∈ {1,2}, one has〈
x∗2 − x∗1 , x2 − x1
〉
−ε‖x2 − x1‖.
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x ∈ A∩ B(a, δ), a∗ ∈ Nc(A,a) ∩BX∗ and x∗ ∈ Nc(A,x) ∩BX∗ , one has
〈x∗ − a∗, x − a〉−ε‖x − a‖.
Clearly,
convexity ⇒ prox-regularity ⇒ subsmoothness ⇒ semi-subsmoothness.
Recall that A is regular at a (in the Clarke sense) if T (A,a) = Tc(A,a). We have that
semi-subsmoothness ⇒ regularity.
Indeed, let h ∈ T (A,a) and a∗ ∈ Nc(A,a)∩BX∗ , and take sequences tn → 0+ and hn → h such
that a+ thn ∈ A for every natural number n. Then, by the semi-subsmoothness of A at a, for any
ε > 0 there exists a natural number n0 such that
−tn〈a∗, hn〉 =
〈
0 − a∗, (a + tnhn) − a
〉
−εtn‖hn‖ for all n n0.
This and hn → h imply that 〈a∗, h〉 ε‖h‖. Letting ε → 0, it follows that 〈a∗, h〉 0. Since h
and a∗ are arbitrary, respectively, in T (A,a) and Nc(A,a) ∩BX∗ ,
T (A,a) ⊂ {h ∈ X: 〈a∗, h〉 0 ∀a∗ ∈ Nc(A,a)}= Tc(A,a).
Noting that Tc(A,a) ⊂ T (A,a) automatically holds, one sees that T (A,a) = Tc(A,a). This
shows that A is regular at a in the Clarke sense. In this note, the notions of the semi-
subsmoothness and the regularity will play roles.
3. Main results
Throughout this section, we assume that Ω is a closed subset of X and a ∈ Ω . Using varia-
tional analysis, we will establish some characterizations for the super-efficiency.
Theorem 3.1. Suppose that Ω is semi-subsmooth at a. Then, the following statements are equiv-
alent:
(i) a ∈ SEL(Ω,C).
(ii) There exist M,δ ∈ (0,+∞) such that
‖x − a‖M(‖y‖ + d(x,Ω)) for any (x, y) ∈ B(a, δ) ×X with x − a C y.
(iii) 0 ∈ int(C+ + Nc(Ω,a)).
Proof. (iii) ⇒ (ii). We claim that (iii) means that there exists r > 0 such that
rBX∗ ⊂ C+ ∩BX∗ +Nc(Ω,a) ∩BX∗ . (7)
Since C+ and Nc(Ω,a) are cones, (iii) means X∗ = C+ + Nc(Ω,a), and so
X∗ =
∞⋃
n=1
(
C+ ∩ nBX∗ +Nc(Ω,a) ∩ nBX∗
)
. (8)
Noting that C+,Nc(Ω,a) are weak∗-closed and BX∗ is weak∗-compact, each C+ ∩ nBX∗ +
Nc(Ω,a)∩nBX∗ is weak∗-compact and so weak∗-closed. Hence each C+ ∩nBX∗ +Nc(Ω,a)∩
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u∗ ∈ X∗, η > 0 and a natural number n1 such that
u∗ + ηBX∗ ⊂ C+ ∩ n1BX∗ + Nc(Ω,a) ∩ n1BX∗ . (9)
On the other hand, (8) implies that there exists a natural number n2 such that
−u∗ ∈ C+ ∩ n2BX∗ +Nc(Ω,a) ∩ n2BX∗ .
Noting that C+ + C+ = C+ and Nc(Ω,a) + Nc(Ω,a) = Nc(Ω,a), it follows from (9) that
ηBX∗ ⊂ C+ ∩ (n1 + n2)BX∗ +Nc(Ω,a) ∩ (n1 + n2)BX∗ .
This shows that (7) holds with r = η
n1+n2 . Since Ω is semi-subsmooth at a, there exists δ > 0
such that 〈0 − y∗, u − a〉− r4‖u − a‖ for all u ∈ Ω ∩B(a,2δ) and y∗ ∈ Nc(Ω,a) ∩ BX∗ , that
is,
〈y∗, u − a〉 r
4
‖u − a‖ for all u ∈ B(a,2δ) ∩Ω and y∗ ∈ Nc(Ω,a) ∩BX∗ . (10)
Let x ∈ B(a, δ) and take x∗ ∈ rBX∗ such that 〈x∗, x − a〉 = r‖x − a‖. By (7), there exist
c∗ ∈ C+ ∩BX∗ and y∗ ∈ Nc(Ω,a)∩BX∗ such that x∗ = c∗ +y∗. Then, r‖x−a‖ = 〈c∗, x−a〉+
〈y∗, x − a〉. Since 〈c∗, x − a〉 〈c∗, y〉 ‖y‖ for all y ∈ X with x − a C y,
r‖x − a‖ ‖y‖ + 〈y∗, x − a〉 for all y ∈ X with x − a C y. (11)
Take a sequence {un} in Ω such that ‖x − un‖ → d(x,Ω). Noting that
d(x,Ω) ‖x − a‖ < δ and ‖un − a‖ ‖x − un‖ + ‖x − a‖ for all n,
without loss of generality we can assume that un ∈ B(a,2δ) for all n. This and (10) imply that
〈y∗, x − a〉 = 〈y∗, x − un〉 + 〈y∗, un − a〉
 ‖x − un‖ + r4‖un − a‖

(
1 + r
4
)
‖x − un‖ + r4‖x − a‖.
Letting n → ∞, we have
〈y∗, x − a〉
(
1 + r
4
)
d(x,Ω) + r
4
‖x − a‖ d(x,Ω) + r
2
‖x − a‖.
This and (11) imply that
r
2
‖x − a‖ ‖y‖ + d(x,Ω) for all y ∈ X with x − a c y.
It follows that (ii) holds with M = 2
r
.
(ii) ⇒ (i) is trivial.
(i) ⇒ (iii). Suppose that (i) holds. Then, there exist M,δ ∈ (0,+∞) such that ‖x − a‖ 
M‖y‖ for all x ∈ Ω ∩ B(a, δ) and y ∈ x − a +C, that is,
‖x − a‖Md(x, a −C) for all x ∈ Ω ∩ B(a, δ).
Let x∗ be an arbitrary element in BX∗ . Then,
〈x∗, x − a〉 ‖x − a‖Md(x, a −C) for all x ∈ Ω ∩B(a, δ).
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minimum over Ω at a. This and [3, p. 52, Corollary] imply that 0 ∈ ∂f (a) + Nc(Ω,a). Noting
that
∂f (a) ⊂ −x∗ + M∂d(a, a − C) and ∂d(a, a −C) ⊂ C+,
it follows that x∗ ∈ C+ + Nc(Ω,a). Hence BX∗ ⊂ C+ + Nc(Ω,a) (because x∗ is arbitrary
in BX∗ ). This shows that (iii) holds. The proof is completed. 
Remark. From the proof of Theorem 3.1, one can see that neither (ii)⇒(i) nor (i) ⇒ (iii) requires
the assumption that Ω is semi-subsmooth at a. But, dropping the assumption that Ω is semi-
subsmooth at a, (iii) ⇒ (i) may not be true even in a finite-dimensional space.
Example. Let X = R2 and C = {(s, t) ∈ R2: s  0, t  0}. Let
Ω1 =
{
(s, t) ∈ R2: s2 + (t − 1)2  1 and (s − 1)2 + t2  1},
Ω2 =
{
(s, t) ∈ R2: s2 + (t + 1)2  1 and (s − 1)2 + t2  1},
Ω3 =
{
(s, t) ∈ R2: (s + 1)2 + t2  1 and s2 + (t + 1)2  1},
Ω4 =
{
(s, t) ∈ R2: (s + 1)2 + t2  1 and s2 + (t − 1)2  1}.
Let Ω =⋃4i=1 Ωi . Then, Ω is symmetric with respect to each of the straight lines s = 0, t = 0,
t = s and t = −s, and so is Tc(Ω, (0,0)) (by the definition of the Clarke tangent cone). It follows
that Tc(Ω, (0,0)) = {(0,0)} or Tc(Ω, (0,0)) = R2 (by the convexity of Tc(Ω, (0,0))). We claim
that Tc(Ω, (0,0)) = {(0,0)}. Indeed, if this is not the case, then h0 := (1,1) ∈ Tc(Ω, (0,0)). Let
an := ((1 − (1 − 1n )2)1/2,− 1n ) and tn := 12n3 . Then, an ∈ Ω2 for all n 2 and an → (0,0). It is
easy to verify that
s > 0, t < 0 and s2 + (t + 1)2 > 1 for all (s, t) ∈ an + tn[0.9,1.1]2 with n 2.
This implies that
Ω ∩ (an + tn[0.9,1.1]2)= ∅ for all n 2. (12)
Take {hn} a sequence in R2 such that hn → h0 and an + tnhn ∈ Ω for all n (by h0 ∈
Tc(Ω, (0,0))). Since [0.9,1.1]2 is a neighborhood of h, hn ∈ [0.9,1.1]2 for all n sufficiently
large. Thus, an + tnhn ∈ Ω ∩ (an + tn[0.9,1.1]2) for all n sufficiently large, contradicting (12).
Therefore, Tc(Ω, (0,0)) = {(0,0)}. This and (4) mean that Nc(Ω, (0,0)) = R2. Hence,
(0,0) ∈ int(C+ +Nc(Ω,(0,0))).
Next we show that (0,0) /∈ SEL(Ω,C). Let yn := (1 − (1 − 1n2 )1/2,0). Then,
an − (0,0)C yn and
‖an − (0,0)‖
‖yn‖ 
1/n
1 − (1 − 1
n2
)1/2
= n
(
1 +
(
1 − 1
n2
)1/2)
→ +∞.
Therefore, (0,0) /∈ SEL(Ω,C).
Theorem 3.2. Suppose that Ω is convex. Then, the following statements are equivalent:
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(ii) a ∈ SE(Ω,C).
(iii) There exist M,δ ∈ (0,+∞) such that
‖x − a‖M(‖y‖ + d(x,Ω)) for any (x, y) ∈ B(a, δ) × X with x − a C y.
(iv) There exists a constant M ∈ (0,+∞) such that
‖x − a‖M(‖y‖ + d(x,Ω)) for any (x, y) ∈ X × X with x − a C y.
(v) 0 ∈ int(C+ +Nc(Ω,a)).
Proof. (i) ⇔ (iii) ⇔ (v) follows from Theorem 3.1. (ii) ⇒ (i) and (iv) ⇒ (iii) are trivial. It
remains to show that (i) ⇒ (ii) and (iii) ⇒ (iv). Suppose that (i) holds. Take M,δ > 0 such that
(2) holds. Let x ∈ Ω and y ∈ X satisfy x − a C y. Take t ∈ (0,1) be small enough such that
a + t (x − a) ∈ Ω ∩ (a + δBX). Noting that a + t (x − a) − a C ty, it follows from (2) that
‖x − a‖M‖y‖. This and (1) imply that a ∈ SE(Ω,C). Hence, (i) ⇒ (ii) holds. Similarly, one
can show that (iii) ⇒ (iv) holds. The proof is completed. 
Remark. Let X = l2, C = {x ∈ l2: each component of x is nonnegative} and Ω = C. It is easy
to verify that int(C+) = ∅. Thus, in terms of Borwein and Zhuang’s result, one cannot check
whether or not 0 is a supper efficient point of Ω with respect to the ordering C. On the other
hand, noting that 0 ∈ int(C+ + Nc(Ω,0)) (because Nc(Ω,0) = −C+ = −C and l2 = C − C),
one derives from Theorem 3.2 that 0 ∈ SE(Ω,C).
Finally, we consider the case when Ω is locally compact at a (i.e., there exists δ > 0 such that
Ω ∩ (a + δBX) is compact). It is well known that Ω is automatically locally compact at each
point of Ω if X is finite-dimensional.
Theorem 3.3. Let Ω be locally compact at a and suppose that Ω is regular at a in the Clarke
sense. Then, the following statements are equivalent:
(i) a ∈ SEL(Ω,C).
(ii) 0 ∈ SE(T (Ω,a),C).
(iii) 0 ∈ E(T (Ω,a),C).
(iv) 0 ∈ int(C+ +Nc(Ω,a)).
Proof. (i) ⇒ (iv) follows from remark after Theorem 3.1. Since Ω is regular at a,
Nc(T (Ω,a),0) = Nc(Tc(Ω,a),0) = Nc(Ω,a). It follows from Theorem 3.2 that (ii) ⇔ (iv)
holds. Since (ii) ⇒ (iii) is trivial, it suffices to show that (iii) ⇒ (i). Suppose that a /∈ SEL(Ω,C).
Then, there exists a sequence {(xn, yn)} in Ω ×X such that xn Ω→ a,
xn − a C yn and ‖xn − a‖ > n‖yn‖ for all n. (13)
Since Ω is locally compact at a, without loss of generality we assume that
xn − a
‖xn − a‖ → h ∈ T (Ω,a) \ {0}.
This and (13) imply that hC 0. Therefore, 0 /∈ E(T (Ω,a),C). The proof is completed. 
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