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Abstract
In this paper, we study the asymptotic behaviour as p → ∞ of the radial solution of the
problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−u = up in ,
u> 0 in ,
u = 0 on ,
where  is an annulus of RN , N2.
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1. Introduction and statement of the results
Let us consider the following problem:
{−u = up in ,
u > 0 in ,
u = 0 on ,
(1.1)
where  is a smooth bounded domain of RN , N2. This problem was extensively
studied in the last years mainly for the role of the geometry of the domain in the
existence of the solution. Indeed, it is a well-known fact that if 1 < p < N+2
N−2 for
N3, there exists a solution to (1.1) in any domain  ⊂ RN . On the other hand,
if p N+2
N−2 , using the Pohozaev identity (see [P]) (1.1) does not have any solution
in H 10 () provided  is starshaped with respect to some point. However, if  is not
starshaped, we can have solution for any p > 1, as stated in the following classical
result.
Theorem (Kazdan and Warner, [KW]). Let  be an annulus. Then (1.1) admits a
radial solution for any p > 1.
The proof of this result is simply based on the remark that the Sobolev space
H 10,r = {u ∈ H 10 (), u = u(|x|)} is compactly embedded in Lp() for every p > 1.
In [NN], Ni and Nussbaum proved the uniqueness of this solution in the class of
the radial functions.
In this paper, we study the asymptotic behaviour of this solution as p → ∞.
We hope that this analysis, which is interesting itself, give some useful ideas to
deduce existence results to (1.1) for p large when  is a nonspherical domain (for
example, the case where  has one hole).
One of the main result of the paper is that there is no concentration phenomenon as p
goes to inﬁnity. This is in sharp contrast with similar semilinear perturbed problems and
also with problems involving the same nonlinearity in R2 (see [AG,EG,RW1,RW2]). On
the other hand, we have some similarities with a different problem studied in [BM].
Our ﬁrst result concerns the convergence of the solution up of (1.1). In the rest of
the paper  will denote the annulus  = {x ∈ RN : 0 < a < |x| < b}.
Theorem 1.1. Let up the unique radial solution of (1.1). Then, as p → ∞,
up(|x|) → (|x|) in C0(), (1.2)
with
(|x|) = 2
a2−N − b2−N
⎧⎨
⎩
a2−N − |x|2−N for a |x|r0
|x|2−N − b2−N for r0 |x|b
for N3 (1.3)
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and
(|x|) = 2
log b − log a
{ log |x| − log a for a |x|r0
log b − log |x| for r0 |x|b
for N = 2. (1.4)
Finally r0 is given by
r0 =
⎧⎪⎨
⎪⎩
(
a2−N + b2−N
2
) 12−N
if N3,
√
ab if N = 2.
(1.5)
Note that  is not differentiable at r0 and (r0) = max
r∈[a,b] (r)=1. Hence, the previous
theorem provide the limit position of the set of maxima of up.
A ﬁrst estimate of this type can be found in the pioneering paper of Gidas et al.
(see [GNN, Theorem 2 and example in p. 223]). Note that the value of r0 for N = 2
in Theorem 1.1 shows that the estimate in the example of [GNN, p. 223] is not sharp
for the nonlinearity f (s) = sp.
Another result concerning the location of the maxima if p = N+2
N−2 can be found in
[Pa].
Now, we denote by Ga,b(r, s) the Green’s function of the operator
−u′′ − N − 1
r
u′, r ∈ (a, b)
(see Section 2 for some remarks on Ga,b(r, s)). Note that using the Green’s function
we can write Theorem 1.1 in the following way.
Corollary 1.2. Let up the unique radial solution of (1.1). Then, as p → ∞,
up(|x|) → Ga,b(|x|, r0) in C0(), (1.6)
where  is given by
 =
⎧⎪⎪⎨
⎪⎪⎩
4(N − 2)
rN−10
(
a2−N − b2−N ) if N > 2,
4
r0(log b − log a) if N = 2.
(1.7)
From Theorem 1.1 we deduce the following sharp Sobolev inequality for radial
functions in the annulus.
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Theorem 1.3. Let  be the annulus  = {x ∈ RN : 0 < a < |x| < b}. Then, for any
radial function u ∈ H 10 () the following inequality holds:
∫

|∇u|2Cp
(∫

up
) 2
p
for any p > 1, (1.8)
where
Cp →
⎧⎪⎨
⎪⎩
N
4(N − 2)
a2−N − b2−N if N3,
8
log b − log a if N = 2
(1.9)
as p → ∞. Here, N denotes the area of the unit sphere in RN .
Observe that Theorem 1.1 implies that ‖up‖∞ → 1. Next, results gives a more
precise estimate.
Theorem 1.4. The following estimate holds:
‖up‖∞ = 1 + logp
p
+ 
p
+ o
(
1
p
)
, (1.10)
where
 = lim
r→r0
1
2
′(r)2 =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
log
⎡
⎣(N − 2)22 22−N
(
a2−N + b2−N )2N−1N−2(
a2−N − b2−N )2
⎤
⎦ if N3,
log
[
2
ab (log b − log a)2
]
if N = 2.
We point out that Theorems 1.3 and 1.4 are proved using the “global” convergence
result in Theorem 1.1. Moreover the proofs of these results just use elementary argu-
ments.
We remarked that the limit function (r) in Theorem 1.1 is not differentiable at
r = r0. Actually, it is interesting to study more carefully the behaviour of the solution
up(r) near the maximum r0. This leads to analysing the local convergence of the
solution up(r) near its maximum. In order to do this we use a blow-up procedure
introduced by Adimurthi and Struwe in [AS] and also used in [AG]. Then, up to a
suitable scaling, it is possible to associate to (1.1) the following limit problem deﬁned
in all R:
−u′′ = eu in R. (1.11)
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A straightforward computation shows that this equation admits the following two-
parameter solution:
U,y(r) = log 4
2e
√
2(r+y)(
1 + e√2(r+y)
)2
for any  > 0 and y ∈ R. Note the similarities with equations involving critical
Sobolev exponent or two-dimensional problems involving exponential nonlinearities.
This analysis will be carried out in Section 3.
In Section 4, we use the previous local result to prove the nondegeneracy of the
solution u for p large. We recall that the solution of problem (1.1) is nondegenerate if
the following problem:
{−v = pup−1v in ,
v = 0 on , (1.12)
admits only the trivial solution v ≡ 0. We have the following theorem.
Theorem 1.5. The solution u of problem (1.1) is nondegenerate provided p is large
enough.
The paper is organized as follows: in Section 2, we give the proof of Theorems 1.1,
1.3, 1.4 and Corollary 1.2. In Section 3, we discuss the blow-up argument near the
maximum of up. In Section 4, we prove Theorem 1.5.
2. The “global” convergence result
Let us denote by H 10,r () = {u ∈ H 10 () : u = u(|x|)}. We have the following:
Proposition 2.1. For p > 1 let us denote by
Ip = inf
u∈H 10,r ()
∫
 |∇u|2(∫
 u
p+1) 2p+1 . (2.1)
Then we have that
Ip
⎧⎪⎨
⎪⎩
N
4(N − 2)
a2−N − b2−N if N3,
8
1
log b − log a if N = 2,
(2.2)
where N is the measure of the unit sphere in RN .
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Proof. Let us consider the functions
(x) = 2
a2−N − b2−N
⎧⎨
⎩
a2−N − |x|2−N for a |x|r0
|x|2−N − b2−N for r0 |x|b
for N3 (2.3)
and
(x) = 2
log b − log a
{ log |x| − log a for a |x|r0
log b − log |x| for r0 |x|b
for N = 2, (2.4)
where r0 is given by
r0 =
⎧⎪⎨
⎪⎩
(
a2−N + b2−N
2
) 12−N
if N3,
√
ab if N = 2.
(2.5)
Note that  ∈ H 10,r () and ‖‖∞ = 1. Recalling that limp→∞ ‖‖Lp() = ‖‖L∞() =
1 we get, for N3,
inf
u∈H 10,r ()
∫
 |∇u|2(∫
 u
p+1) 2p+1 
∫
 |∇|2(∫
 
p+1) 2p+1 → N
∫ b
a
′(r)2rN−1 dr
= N 4(N − 2)
a2−N − b2−N (2.6)
as p → ∞. This gives the claim in the case N3. The case N = 2 is handled in the
same way. 
Corollary 2.2. Let up the function which minimizes Ip. Then we have
∫

|∇up|2C and
∫

u
p+1
p C. (2.7)
where C is a positive constant independent of p.
Proof. Let us consider a minimizer u˜p to Ip. First, we can assume that u˜p is positive
(otherwise, we consider |u˜p| instead of u˜p). Moreover, we have that u˜p solves the
equation
−u˜p = pu˜pp in ,
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with p =
∫
 |∇u˜p |2∫
 u˜
p+1
p
. Since the radial solution up to (1.1) is unique [NN], we derive
that up = 
1
p−1
p u˜p. Then
∫

u
p+1
p = 
p+1
p−1
p
∫

u˜
p+1
p =
⎡
⎢⎢⎣
∫
 |∇up|2(∫
 u
p+1
p
) 2
p+1
⎤
⎥⎥⎦
p+1
p−1
C
by the previous proposition. 
In the next lemma, we recall a well-known estimate, which implies that the maximum
of the solution up is far away from zero.
Lemma 2.3. We have that
‖up‖p−1∞ 1, (2.8)
where 1 denotes the ﬁrst eigenvalue of − in H 10 ().
Proof. Let us denote by e1 the ﬁrst positive eigenfunction of − in H 10 () and multiply
(1.1) by e1. Integrating, we have
1
∫

upe1 =
∫

u
p
pe1‖up‖p−1∞
∫

upe1 (2.9)
and the claim follows. 
Proposition 2.4. Let us denote by up a minimizer to Ip. Then we have that
|∇up|C, (2.10)
where C is a constant independent of p.
Proof. Setting r = |x| we have that up(r) satisﬁes
−u′′p −
N − 1
r
u′p = upp in (a, b). (2.11)
From (2.11) we derive
|u′p(r)|
1
rN−1
∫ b
a
u
p
p(t)t
N−1 dt. (2.12)
By Corollary 2.2 the claim follows. 
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Corollary 2.5. Let up the function which minimizes Ip. Then we have
up → u¯ /≡ 0 in C0(). (2.13)
Proof. From the previous proposition and Ascoli–Arzela’s Theorem we get that up → u¯
in C0(). By Lemma 2.3, we derive that u¯ /≡ 0. 
Let us denote by rp ∈ (a, b) the point where up(rp) = ‖up‖∞ and by r0 = lim
p→∞ rp.
Note that, by Proposition 2.4, Lemma 2.3 and the boundary condition we deduce that
r0 ∈ (a, b). Moreover, it is not difﬁcult to see that u′(r) < 0 for r ∈ [a, rp) and u′(r) >
0 for r ∈ (rp, b]. Next lemma gives some important information on the minimizer up.
Lemma 2.6. For any r 
= r0 there exists p0 such that for any p > p0 we have
up(r) < 1. (2.14)
Proof. Let us consider the case r < r0 (the proof of the case r > r0 is the same). By
contradiction, let us suppose that there exist r¯ < r0 and a sequence pn → ∞ such that
upn(r¯)1.
Since any minimizer upn is strictly increasing in [a, rp] we also derive that
upn(r) > 1 for any r ∈ (r¯, r0). (2.15)
Then, using Eq. (2.11) we get
u′pn(r¯) =
1
r¯N−1
∫ rp
r¯
u
pn
pn(t)t
N−1 dt → ∞ as n → ∞ (2.16)
by (2.15). This gives a contradiction with Proposition 2.4. 
Lemma 2.7. Let u¯ the function deﬁned in (2.13). Then we have
u¯(r) < 1 for any r 
= r0 (2.17)
and
u¯(r0) = 1. (2.18)
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Proof. By Lemma 2.6 we have that u¯(r)1. Let us suppose that there exists r ′ 
= r0
such that (r ′) = 1. Since u′p(r) is increasing in [a, rp] we have that u¯(r) ≡ 1 for
any r ∈ (r ′, r0). By (2.10) we can pass to the limit in (2.11) and then u¯ satisﬁes
−u¯′′ − N − 1
r
u¯′ = 1 in (r ′, r0). (2.19)
This leads to a contradiction with u¯(r) ≡ 1 in r ∈ (r ′, r0). This proves (2.17). Finally,
(2.18) follows by (2.8). 
Proof of the Theorem 1.1. Let us consider only the case N3 (the case N = 2 is
analogous).
By (2.10) and Lemma (2.6) we can pass to the limit in (2.11). Then the limit u¯
satisﬁes
⎧⎨
⎩
−u¯′′ − N − 1
r
u¯′ = 0 in (a, r0),
u¯(a) = 0, u¯(r0) = 1
(2.20)
and the same happens for r ∈ (r0, b). A straightforward computation shows that u¯ = .
We ﬁnish the proof computing the value of r0.
By Proposition 2.4, we have that up converges strongly to  in H 10 (a, b). Then
Ipn =
∫
 |∇up|2(∫
 u
p
p
) 2
p
=
(∫

|∇up|2
)1− 2
p

∫

|∇|2 = (N − 2)N
(
1
|r0|2−N − b2−N +
1
a2−N − |r0|2−N
)
. (2.21)
If r2−N0 
= a
2−N+b2−N
2 we deduce that
1
|r0|2−N−b2−N +
1
a2−N−|r0|2−N >
4
a2−N−b2−N and this
is a contradiction with Proposition 2.1. Hence, r2−N0 = a
2−N+b2−N
2 and this ﬁnishes the
proof. 
Proof of Theorem 1.3. It follows by Theorem 1.1 observing that
∫
 |∇u|2(∫
 u
p+1) 2p+1 Cp =
∫
 |∇up|2(∫
 u
p+1
p
) 2
p+1
→
∫

|∇|2. (2.22)
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Proof of Theorem 1.4. Let us multiply Eq. (2.11) by u′p and integrate from a to rp.
We get
−
∫ rp
a
u′′pu′p − (N − 1)
∫ rp
a
(u′p)2
r
= 1
p + 1 up(rp)
p+1,
1
2
u′p(a)2 − (N − 1)
∫ rp
a
(u′p)2
r
= ‖up‖
p+1∞
p + 1 . (2.23)
Using Proposition 2.4 and Theorem 2.2 we can pass to the limit in (2.23) and we get,
for N3,
lim
p→∞
‖up‖p+1∞
p + 1 =
1
2
′(a)2 − (N − 1)
∫ r0
a
(′(r))2
r
= lim
r→r−0
1
2
′(r)2
= (N − 2)22 N2−N
(
a2−N + b2−N )2N−1N−2(
a2−N − b2−N )2 . (2.24)
From (2.24) we easily deduce that
(p + 1) log ‖up‖∞ − log(p + 1)
= log
⎛
⎝(N − 2)22 N2−N
(
a2−N + b2−N )2N−1N−2(
a2−N − b2−N )2
⎞
⎠+ o(1)
⇒ log ‖up‖∞ = log(p + 1)
p + 1 +
log 
p + 1 + o
(
1
p
)
, (2.25)
and then the claim of Theorem 1.4 follows. 
We now recall some elementary facts about the Green’s function Ga,b(r, s) of the
operator
−u′′ − N − 1
r
u′, r ∈ (a, b).
By deﬁnition, we have that for any smooth function f, we have that
v(r) =
∫ b
a
Ga,b(r, s)f (s) ds
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is the unique solution of the problem
⎧⎨
⎩−u
′′ − N − 1
r
u′ = f in (a, b),
u(a) = u(b) = 0.
It is not difﬁcult to write down explicitly the function Ga,b(r, s). Indeed, for N3 we
have
Ga,b(r, s) = s
N−1
(N − 2) (a2−N − b2−N )
{ (
b2−N − s2−N ) (r2−N − a2−N ) for a < rs,(
s2−N − a2−N ) (b2−N − r2−N ) for s < r < b
and for N = 2,
Ga,b(r, s) = slog b − log a
{
(log r − log a)(log b − log s) for a < rs,
(log s − log a)(log b − log r) for s < r < b. (2.26)
Proof of Corollary 1.2. It is enough to compare directly the function  in Theorem 1.1
with the function Ga,b(r, r0). 
3. The local convergence result
Let us begin this section with the following classiﬁcation result:
Proposition 3.1. All the solution of the problem
−z′′ = ez in R (3.1)
are given by
U,y(r) = log 4
2e
√
2(r+y)
(1 + e√2(r+y))2 ,
with  and y real constants.
Proof. It is a straightforward computation. 
Let us consider the function
u˜p(r) = p‖up‖∞
(
up(εpr + rp) − ‖up‖∞
)
, (3.2)
with up(rp) = ‖up‖∞ and pε2p‖up‖p−1∞ = 1.
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We have that u˜p solves the problem
⎧⎪⎨
⎪⎩
−u˜′′p −
N − 1
εpr + rp εpu˜
′
p =
(
1 + u˜p
p
)p
in
(
a − rp
εp
,
b − rp
εp
)
,
u˜p(0) = u˜′p(0) = 0.
(3.3)
In the next proposition, we study the limit of the function u˜p.
Proposition 3.2. We have that
u˜p → U uniformly in C1loc(R), (3.4)
where U(r) = log 4e
√
2r
(1+e
√
2r )2
is the only solution of the problem:
{−z′′ = ez in R,
z(0) = z′(0) = 0. (3.5)
Proof. We observe that u˜′p veriﬁes, for some positive constant C ∈ R,
|u˜′p| =
pεp
‖up‖∞
∣∣∣u′p(εpr + rp)∣∣∣ =
(
p
‖up‖p−1∞
) 1
2 ∣∣∣u′p(εpr + rp)∣∣∣ C (3.6)
by Theorem 1.4 and Proposition 2.4. Then, again by Ascoli–Arzelá Theorem, we have
that u˜p converges uniformly on compact sets of R. Using Eq. (2.4) we also derive
|u˜′′p|C (3.7)
in any compact interval of R.
Hence, u˜p → U uniformly in C1loc(R) and, passing to the limit in (3.3), we deduce
that U solves (3.5).
4. The nondegeneracy result
In this section, we prove that the radial solution up of problem (1.1) is nondegenerate
in the space of the radial functions. We argue by contradiction and let us suppose that
the problem
{
−v = pup−1v in ,
v = 0 on  (4.1)
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admits a nontrivial solution. Since up minimizes the ratio (2.1) then the solution vp
changes sign exactly twice.
We start with two lemmas. The ﬁrst one will be stated in a more general setting.
Lemma 4.1. Let us consider a radial solution u of the problem
⎧⎨
⎩
−u = f (u) in  = {x ∈ RN : 0 < a < |x| < b},
u > 0 in ,
u = 0 on ,
(4.2)
with f 0. Let us denote by rmax the point where the maximum of u is achieved. Then
if v = v(|x|) solves
{−v = f ′(u)v in ,
u > 0 in ,
u = 0 on ,
(4.3)
we have that v′(rmax) = 0.
Proof. Let us denote by [a′, b′] the maximal interval where v does not change sign
which contains rmax.
By contradiction, let us suppose that v′(rmax) 
= 0 and consider r¯ ∈ [a′, b′] such that
v′(r¯) = 0. Without loss of generality, we can assume that rmax < r¯ .
Let us write down the equations satisﬁed by w(r) = u′(r) and v = v(r). We have
−w′′ − N − 1
r
w′ + N − 1
r2
w = f ′(u)w (4.4)
and
−v′′ − N − 1
r
v′ = f ′(u)v. (4.5)
Multiplying (4.4) by rN−1v and (4.5) by rN−1w and integrating on [rmax, r¯] we get
(N − 1)
∫ r¯
rmax
rN−3u′(r)v(r) dr = u′(rmax)v′(rmax)rN−1max − u′(r¯)v′(r¯)r¯N−1 = 0.
This gives a contradiction since v does not change sign in [rmax, r¯] ⊂ [a′, b′] and
u′(r) < 0 for r > rmax. 
Next lemma characterizes the set of the solutions of the linearized equation of (3.1)
at U.
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Lemma 4.2. All the solutions of the equation
−v′′ = 4e
√
2r
(1 + e√2r )2 v in R (4.6)
are given by
v(r) =  1 − e
√
2r
1 + e√2r + 
(√
2r
1 − e
√
2r
1 + e√2r + 2
)
(4.7)
for ,  ∈ R.
Proof. Since the functions v1(r) = 1−e
√
2r
1+e
√
2r and v2(r) =
(√
2r 1−e
√
2r
1+e
√
2r + 2
)
verify Eq.
(4.6) the claim follows by classical ODE results. 
Proposition 4.3. Let us consider, for r ∈
(
a−rp
εp
,
b−rp
εp
)
, the function
v˜p(r) = vp(εpr + rp). (4.8)
Then, we have that
v˜p(r) → z(r) =  1 − e
√
2r
1 + e√2r + 
(√
2r
1 − e
√
2r
1 + e√2r + 2
)
(4.9)
for ,  ∈ R.
Proof. Let us write down the equation satisﬁed by v˜p,
v˜′′p − (N − 1)εp
v˜′p
εpr + rp = pε
2
pup(εpr + rp)p−1v˜p. (4.10)
Note that by Theorem 1.4 and Proposition 3.2 we get
up(εpr + rp)p−1 = e(p−1)(log up(εpr+rp)−‖up‖∞+‖up‖∞) (4.11)
= e(p−1)
(
log up(εpr+rp)−‖up‖∞+1+ logpp + p +o
(
1
p
))
=
(
since up(εpr + rp) − ‖up‖∞ = u˜p(r)
p
+ o
(
1
p
))
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= e(p−1)
(
u˜p(r)+ logpp + p +o
(
logp
p
))
= eu˜p(r)pe(1 + o(1)), (4.12)
with u˜p and  as in Theorem 1.4 and Proposition 3.2, respectively. Using now the
deﬁnition of εp and Theorem 1.4 we derive that
pε2pup(εpr + rp)p−1 → ev(r) =
4e
√
2r
(1 + e√2r )2 (4.13)
because ‖up‖
p∞
p
→ e again by Theorem 1.4.
Since vp is bounded, by Ascoli–Arzelá Theorem, we get that vp → v in C1loc(R)
and by (4.10), (4.11), we deduce that v satisﬁes
−v′′ = 4e
√
2r
(1 + e√2r )2 v in R. (4.14)
By Lemma 4.2 the claim follows. 
Proof of Theorem 1.5. By Lemma 4.1, we can suppose that the point where v achieves
its maximum coincides with rp (otherwise, we multiply (4.1) by −1).
Let us suppose that there exists a sequence pn → ∞ and a solution vpn ≡ vn 
≡ 0
of the problem
⎧⎪⎨
⎪⎩
−v′′n −
N − 1
r
v′n = pnupn−1pn vn in ,
vn(rpn) = 1,
vn = 0 on .
(4.15)
Let us set upn ≡ un, ε2pn = 1pn‖un‖pn−1∞ and ‖un‖∞ = un(rn). Finally, let us set
v˜n(r) = vn(εpnr + rn).
By Proposition 4.3, we have that there exist real constant  and  such that
v˜n(r) → v(r) =  1 − e
√
2r
1 + e√2r + 
(√
2r
1 − e
√
2r
1 + e√2r + 2
)
in C1loc(R). (4.16)
Step 1:  = 0 in (4.16).
By (4.16) we get that
lim
r→0 v˜n(r) = 2 (4.17)
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and
lim
r→±∞ v˜n(r) =
{+∞ if  < 0,
−∞ if  > 0. (4.18)
From (4.17) and (4.18), we derive that there exist R1 < 0 < R2 such that v˜n(R1) =
v˜n(R2) = 0. Then, coming back to the function vn we get that vn(εnR1 + rpn) =
vn(εnR2 + rpn) = 0. But we would get the existence of three nodal region to the
function vn and this is impossible.
Step 2: A contradiction arises.
By the previous steps we get that (4.16) becomes
v˜n(r) →  1 − e
√
2r
1 + e√2r in C
1
loc(R). (4.19)
From (4.19) we get that vn(0) → 0. On the other hand, since vn(rn) = 1 a contradiction
arises. Then vn ≡ 0 for n large enough. 
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