A semantic basis for the termination analysis of logic programs  by Codish, Michael & Taboch, Cohavit
A semantic basis for the termination analysis
of logic programs
Michael Codish *, Cohavit Taboch1
Department of Mathematics and Computer Science, Ben-Gurion University of the Negev, P.O. Box 653,
84105 Beer-Sheva, Israel
Received 7 February 1998; received in revised form 2 July 1998; accepted 1 December 1998
Abstract
This paper presents a formal semantic basis for the termination analysis of logic programs.
The semantics exhibits the termination properties of a logic program through its binary unfold-
ings – a possibly infinite set of binary clauses. Termination of a program P and goal G is de-
termined by the absence of an infinite chain in the binary unfoldings of P starting with G. The
result is of practical use as basing termination analysis on a formal semantics facilitates both
the design and implementation of analyzers. A simple Prolog interpreter for binary unfoldings
coupled with an abstract domain based on symbolic norm constraints is proposed as an imple-
mentation vehicle. We illustrate its application using two recently proposed abstract domains.
Both the techniques are implemented using a standard CLP(R) library. The combination of an
interpreter for binary unfoldings and a constraint solver simplifies the design of the analyzer
and improves its eciency significantly. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
This paper provides a declarative (fixed-point) semantics which captures termina-
tion properties of logic programs. Several semantic definitions for logic programs
have been proposed to capture various notions of observables: the standard minimal
model semantics models logical consequences, the c-semantics and the s-semantics
[20] model correct and computed answers, respectively, the semantic definition of
[22] models the notion of call patterns, etc. In this paper we show that the definition
in Ref. [22] is suitable to model also the termination properties of programs. This
provides a formal semantic basis for the analysis of termination of logic programs
based on abstract interpretation [12].
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We study left-termination, i.e. the universal termination of logic programs execut-
ed by means of LD-resolution, which consists of SLD-resolution combined with Pro-
log’s leftmost selection rule. By universal termination we refer to the termination of
all computations of a given atomic initial goal. This corresponds to the finiteness of
the corresponding SLD tree. The results can easily be generalized to consider any lo-
cal selection rule and non-atomic initial goals.
In general, to prove that a logic program terminates for a given goal it is sucient
to identify a strict decrease in some measure over a well-founded domain on the con-
secutive calls in its computations. The majority of termination analyses for logic pro-
grams apply this common approach but focus on dierent aspects of proving
termination of programs. Several papers [19,6,38] handle the problem of inferring
norms and well-founded orders. Others [16,38,7,25,4] present techniques for comput-
ing inter-argument relations, an essential component in any termination analysis.
The analysis presented in Ref. [36] shows how to infer classes of terminating queries
using approximations in Natural and Boolean constraint domains. The work of Ref.
[18] describes an approach which integrates all the components of the termination
analysis and produces termination proofs by solving linear constraints. Several im-
plemented systems are described in Refs. [40,31]. An extensive survey of the most
common techniques is given in Ref. [15].
This paper focuses on the semantics basis for termination analysis. Our semantics,
similar to the definition in Ref. [22] is based on the notion of binary unfoldings. The
idea to use clauses as semantic objects which capture call patterns first appeared in
Refs. [23,24]. A simplification of this semantics which uses binary clauses is shown
to correspond to the transitive closure of a binary relation which relates consecutive
calls selected in a computation. Non-termination for a specific goal implies the exis-
tence of a corresponding infinite chain in this relation. Consequently, the semantics
of binary unfoldings provides a basis for the analysis of termination using the tech-
niques of abstract interpretation: it captures the termination properties while ab-
stracting away from other details present in an operational semantics such as those
based on SLD trees. This is the main contribution of the paper.
Our approach also facilitates the implementation of termination analyses
which are obtained directly by applying abstract interpretation and widening
[13] techniques to the binary unfolding semantics. In contrast, previous works
apply abstract interpretation to standard semantic definitions to derive properties
of a program which are then used in a second phase to reason about its termi-
nation behavior. As an implementation vehicle, we introduce a simple Prolog in-
terpreter which computes the binary unfoldings of a given program. Although,
in general impractical, as such a computation is non-terminating, when coupled
with a suitable technique of abstraction, a termination analyzer is obtained.
For abstraction, we adopt the approach described in Refs. [42,16,31] where termi-
nation analysis is obtained by first abstracting a given program by replacing each
term in the program by its size as determined by a suitable norm function. The re-
sulting abstract program expresses relations on the sizes of the program’s argument
positions. In Refs. [42,31,16,38], the authors present techniques to compute finite ap-
proximations of these relations and illustrate their use in the analysis of termination
properties. In our approach, the abstract binary unfoldings relate the sizes of argu-
ments in subsequent calls of a computation. Termination is guaranteed by checking
that the size of some argument positions decreases in subsequent calls to the same
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predicate. We describe two dierent techniques to provide finite approximations of
the binary unfoldings of the program, and illustrate their use in proving termination.
One is based on linear size relations [25,4,14], and the other on monotonicity and
equality constraints [7,31]. Both the techniques are implemented using readily
available constraint logic programming techniques. A working implementation is
accessible for experimentation at http://www.cs.bgu.ac.il/~mcodish/
TerminWeb. A preliminary version of this paper appeared as Ref. [10].
2. Preliminaries
In the following, we assume a familiarity with the standard definitions and notation
for logic programs [33] and abstract interpretation [12]. We assume a first order lan-
guage with a fixed vocabulary of predicate symbols, function symbols and variables
denoted P, R and V. We let TR;V denote the set of terms constructed using sym-
bols from R and variables from V; Atom denotes the set of atoms constructed using
predicate symbols from P and terms from TR;V. A goal is a finite sequence of at-
oms. The set of goals is denoted by Atom. The empty goal is denoted by true. Substi-
tutions and their operations are defined as usual. The most general unifier of syntactic
objects s1 and s2 is denoted as mgus1; s2. A syntactic object s1 is more general than a
syntactic object s2 denoted as s26 s1 if there exists a substitution h such that s2  s1h.
A clause is an object of the form head body where head is an atom and body is a
goal. If body consists of at most one atom then the clause is said to be binary. The set
of binary clauses is denoted as I. A binary clause can be viewed as a relation ‘‘ ’’ on
Atom Atom [ ftrueg. An identity clause is a binary clause of the form px  
px where x denotes a tuple of distinct variables. Identity clauses play a technical
role in the definition of the fixed point semantics presented below. These clauses
are identities with respect to the operation of unfolding. Namely, unfolding a binary
clause C with an identity clause gives back the clause C. We denote by id the set of
identity clauses over the given alphabet.
A variable renaming is a substitution that is a bijection on V. Two syntactic
objects t1 and t2 are equivalent up to renaming denoted as t1  t2, if t1q  t2
for some variable renaming q. Given an equivalence class X of syntactic objects
and a finite set of variables V, it is always possible to find a representative x of X
that contains no variables from V. For a syntactic object s and a set of equiva-
lence classes of objects I, we denote by hc1; . . . ; cni s I that c1; . . . ; cn are repre-
sentatives of elements of I renamed apart from s and from each other. Note that
for n  0 (the empty tuple) h i s I holds vacuously for any I and s (in particular
if I  ;). In the discussion that follows, we will be concerned with sets of binary
clauses modulo renaming. For simplicity of exposition, we will abuse notation
and assume that a (binary) clause represents its equivalence class. The power
set of I is denoted as }I.
3. Operational semantics
The operational semantics for logic programs is formalized as usual in terms of a
transition relation on goals. A pair in the relation corresponds to the reduction of a
goal with a renamed clause from the program.
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Definition 3.1 (LD-resolution). Let P be a logic program. An LD-resolution step for P
is the smallest relation ,P  Atom  Atom such that G,PG0 if and only if
1. G  ha1; . . . ; aki,
2. h b1; . . . ; bn G P;
3. #  mgua1; h, and
4. G0  hb1; . . . ; bn; a2; . . . ; aki#.
We sometimes write G,
#
PG
0 to indicate explicitly the substitution # associated
with the resolution step.
Definition 3.2 (LD-derivation). Let P be a logic program and G0 an initial goal. An
LD-derivation of P and G0 is a (finite or infinite) sequence of goals consecutively
related by LD-resolution steps, such that the renamed clause used in each derivation
step is variable disjoint from the initial query, the substitutions and the renamed
clauses used at earlier steps. If G0,
#1
PG1   ,#n PGn is a derivation and #  #1      #n
then we write G0,
# 
PGn. If there is an infinite derivation of the form G0,
#1
PG1 . . . ,
#n
PGn . . . then we say that G0 is non-terminating with P.
The following is an operational definition for the notions of calls and answers.
Definition 3.3 (calls and answers). Let P be a program and G0 be a goal. We say that
A is a call in a derivation of G0 with P if and only if G0,PhA; . . .i. We denote by
callsPG0 the set of calls in the computations of G0 with P. We say that G0h is an
answer for G0 with P if G0,
h 
Ptrue. The set of answers for G0 with P are denoted
ansPG0.
The calls-to relation specifies the dependencies between calls in a computation and
serves as a convenient link between the operational and denotational semantics with
regard to observing termination.
Definition 3.4 (calls-to relation ,!). We say that there is a call from a to b in a
computation of the goal G0 with the program P, denoted a ,!P;G0b, if a 2 callsPG0
and b 2 callsPa. When clear from the context we write a,!b or a,!# b to
emphasize that # is the substitution associated with a corresponding derivation
from hai to hb; . . .i.
The following lemma provides the connection between termination and the calls-
to relation.
Lemma 3.5 (observing termination in the calls-to relation). Let P be a program and
G0 be a goal. Then, there is an infinite derivation for G0 with P if and only if there is an
infinite chain in the calls-to relation.
Proof.
(() Immediate by the definition of the calls-to relation. Since two related calls are
in dierent derivation steps, then an infinite chain of calls implies an infinite deriva-
tion.
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()) We show that for each k, there is a chain a0,!   ,!ak such that the goal haki
has an infinite derivation with P.
base: Let G0  c1; . . . ; cn. We pick a0 to be ci#0 such that G0,
#0 hci; . . . ; cn#0i and
such that hci#0i has an infinite derivation with P. Such an atom must exist since G0
has an infinite derivation.
step: Assume the existence of a chain a0,!   ,!ak such that ak has an infinite der-
ivation d  g0; g1; g2; . . . with P where g0  haki. We show that there exists an atom
ak1 such that ak,!ak1 which has an infinite derivation with P. Let g1  hb1; . . . ; bmi.
We pick ak1 to be bj#k such that haki,
#k hbj; . . . ; bm#ki, and hbj#ki has an infinite
derivation. Such a consecutive state must exist since haki has an infinite deriva-
tion. 
4. Denotational semantics
As a basis for termination analysis, we adopt a simplification of the goal indepen-
dent semantics for call patterns defined in Ref. [22]. The definition is given as the
fixed point of an operator TbP over the domain of binary clauses. Intuitively, a binary
clause a b specifies that a call to a in a computation implies an eventual subse-
quent call to b. A clause of the form a true is a fact, and indicates a success pat-
tern. We refer to this semantics as defining the set of binary unfoldings of a program.
Given any set I of binary clauses, TbPI is constructed by unfolding prefixes of clause
bodies to obtain new binary clauses. Let h b1; . . . ; bm be a clause in P:
1. for each 16 i6m we unfold b1; . . . ; biÿ1 with facts h1; . . . ; hiÿ1 from I to obtain a
corresponding instance of h bi.
2. for each 16 i6m we unfold b1; . . . ; biÿ1 with facts from I and we also unfold bi
with a binary clause hi  b from I, which is not a fact (b 6 true), to obtain a cor-
responding instance of h b.
3. we unfold b1; . . . ; bm with facts from I to obtain a corresponding instance of h.
This is expressed concisely in the following definition. Note the use of the identity
clause in the third line of the definition so that cases (1) and (2) coincide, also note
that (3) computes the standard s-semantics.
Definition 4.1 (binary unfoldings semantics).
TbP:}I ! }I
TbPI  h b#
C  h b1; . . . ; bm 2 P; 16 i6m;
hhj  trueiiÿ1j1 C I;
hi  bC I [ id; i < m ) b 6 true
#  mguhb1; . . . ; bii; hh1; . . . ; hii

9>>=>;
8>><>:
bin unfP  lfpTbP
It is not dicult to show that bin unfP is closed under unfolding. Namely, if
a b and c d are renamed apart elements of bin unfP such that d 6 true
and mgub; c  h then a dh is also in bin unfP. To see why it is important that
d 6 true, consider the program
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P  a b; c:
b true:
 
The binary unfoldings of P are a b; b true; a cf g indicating a call from a
to b, a call from a to c and a success for b. But there is no binary clause a true and
indeed there is no success for a with P.
Example 1. Consider the following logic program P:
pX;Y  qX; rY; pX;Y:
pX;Y  rX; rY:
pa; b:
qa: rb:
The binary unfoldings of P are evaluated as follows:
1. TbP1;  pA;   qA; pA;   rA;pa; b  true; qa  true; rb  true
 
2. TbP2; 
pa;A  rA; pa; b  pa; b;
pa; b  qa; pa; b  ra;
pb;A  rA; pb; b  true
8<:
9=; [ TbP1;
3. TbP3;  pa; b  rbf g [ TbP2;
4. TbP4;  TbP3; (fixed point).
Note that since P is a Datalog program (i.e. does not contain function symbols)
bin unfP is finite.
In Ref. [22] and similarly in Ref. [9] the authors show that the binary unfoldings of
a program provide a goal-independent representation of its success and call patterns.
Proposition 4.2 (observing calls and answers). Let P be a program and G an atomic
goal. Then, the computed answers for G with P and the calls that arise in the
computations of G with P are characterized respectively by:
1.
ansPG  G# h true 2 bin unfP;#  mguG; h
 
2.
callsPG  b# h b 2 bin unfP;#  mguG; h
 
Example 2. Consider again the program P from Example 1 and the initial goal
pa;X. Observe that:
callsPpa;X  qa; ra; rX; pa; b; rbf g
ansPpa;X  pa; bf g:
This paper illustrates that binary unfoldings exhibit not only the calls and answers
of a program but also its termination properties. This motivates the use of binary
unfoldings as a semantic basis for termination analysis.
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Theorem 4.3 (observing termination). Let P be a program and G0 be a goal. Then
G0 is non-terminating for P if and only if G0 is non-terminating for bin unfP.
Proof. By Lemma 3.5 it is sucient to show that there is an infinite chain in the calls-
to relation for G0 with P if and only if there is an infinite chain in the calls-to relation
for G0 with bin unfP. We show that in fact the calls-to relations for G0 with P and
with bin unfP are identical. By Proposition 4.2 (2) it follows that for any goal G,
callsPG  callsbin unfPG. This implies by Definition 3.4 that
a ,!P;G0b() a ,!bin unfP;G0b: 
Example 3. Consider the program P from Example 1 which is non-terminating for
the initial query pa;X. The calls-to relation contains the infinite chain
pa;X,!pa; b,!pa; b,!   which can (in this simple case) be observed in the
binary unfoldings through the clause pa; b  pa; b.
We conclude this section with a simple Prolog interpreter illustrated in Fig. 1
which computes the binary unfoldings of a program P, if there are finitely many
of them. This interpreter provides the basis for the bottom-up evaluation of the ab-
stract semantics for termination analysis defined in the next sections. The interpreter
assumes that each clause h b1; . . . ; bn in P is represented as a fact of the form
user clauseh; b1; . . . ; bn. The interpreter can be divided conceptually into two com-
ponents. On the right, the predicate tp beta=0 provides the ‘‘logic’’ and the inner
loop of the algorithm which for each user clauseHead;Body in P uses the binary
unfoldings derived so far to derive new ones. Each time a new fact F is derived it
is asserted to the Prolog database as an atom of the form factF. Binary clauses
are asserted as atoms of the form binH;B. The predicate cond assert=1 asserts
a derived object if it is new – namely not equivalent to any of those derived so far.
The first clause in solve/2 computes new facts (as in the standard s-semantics).
The second clause is used to solve prefixes of the clause body with facts from the
Fig. 1. Prolog interpreter for binary unfoldings.
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database. The last two clauses compute new binary clauses. The control component,
on the left, invokes iterations of tp beta=0 until no new unfoldings are derived.
When a new binary clause is asserted to the Prolog database, a flag is raised (unless
the flag has already been raised). Iteration terminates when retractflag fails in the
second clause indicating that nothing new was asserted in the previous iteration. Bot-
tom-up evaluation is initiated by a call to the predicate iterate/0 which leaves the
result of the evaluation in the Prolog database.
Of course, in the general case, the binary unfoldings of a given program are not
finitely computable. For termination analysis the Prolog interpreter depicted in
Fig. 1 is coupled with a suitable notion of abstraction and termination analyses
are based on approximations of the binary unfoldings.
5. Abstracting the binary unfoldings
Theorem 4.3 states that the termination behavior of a program P is equivalent to
that of its binary unfoldings and justifies the use of this semantics as a basis for ter-
mination analysis. Termination analyses are based on (finite) descriptions of the bi-
nary unfolding semantics. To determine that an atomic goal G does not have an
infinite computation with bin unfP, the analysis derives a (finite) set of abstract bi-
nary unfoldings which approximates the (possibly infinite) set of binary unfoldings of
P. A sucient condition for termination determines that none of the elements in this
set can represent an infinite subcomputation using corresponding concrete binary
clauses. To this end, we adopt the approach described in Refs. [42,16,31] where ter-
mination analyses are obtained by first abstracting a given program by replacing
each term with its size as determined by a suitable norm function. The resulting ab-
stract program expresses relations on the sizes of the programs argument positions.
The binary clauses of the abstract program express relations on the sizes of argument
positions in subsequent calls.
Syntactically, abstract programs are defined over a first order constraint logic lan-
guage denoted CLPN with predicate symbols P0  P, function symbols R0  N [
f=2g and variables from V. The set of terms that can be constructed from R0 and
V, also called size expressions, is denoted TR0;V. Constraints in CLPN are con-
junctions of f; 6 ; P ; <;>g relations on TR0;V, sometimes denoted as sets. By
D we denote the the domain over which computation is performed – the natural
numbers with the standard interpretations of f; 6 ; P ; <;>g and . Like other
constraint domains CLPN supports the following operations:
· a test for consistency or satisfiability: D  9l.
· implication (or entailment) of one constraint by another: D  l0 ! l1.
· the projection 9Vl0 of a constraint l0 onto the set of variables V.
Clauses in CLPN take the form h l; b1; . . . ; bn where l is a constraint, and
h; b1; . . . ; bn are atoms constructed with predicate symbols from P
0 and terms from
TR0;V. If n  0 the object is called a constrained atom. If n6 1 the object is a con-
strained binary clause. In the following we adopt a normalized representation of
abstract objects so that clause heads contain distinct variables. For example if pt  
l is a constrained atom then an alternative equivalent representation is pX  l ^
hX  ti where X are distinct variables and hX  ti is a shorthand for fX1  t1; . . . ;
Xn  tng.
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Constraints are partially ordered by entailment:
l1 c l2 () D  l1 ! l2:
The ordering on CLPN syntactic objects is induced by the partial order on con-
straints. For example, for two normalized constrained atoms a1  px  c1 and
a2  px  c2,
a1  a2 () c1 c c2:
The induced equivalence relation is denoted .
Our abstract domain is the power set of binary CLPN clauses modulo this no-
tion of equivalence }IN=. For notational simplicity we denote it by }IN, and
note that as a power set domain, disjunctive information can be expressed. This
has the same eect as in Ref. [26] where the authors use interpretations with (possibly
infinite) distributive constraints allowed. Therefore the least upper bound is simply
set union, the minimal element is the empty set and the maximal element is IN.
We consider the lower power domain (or Hoare power domain [27]) with the ordering
defined as:
I1 v I2 () 8b1 2 I1 9b2 2 I2: b1  b2
the corresponding equivalence relation:
I1  I2 () I1 v I2 ^ I2 v I1
induces a partial order }IN= .
The relation between the concrete and the abstract domains is determined by a
norm function which maps concrete terms to abstract terms. The norm functions
we use are termed symbolic norms. Symbolic norms are similar to semi-linear norms
as defined in Ref. [6], but variables are mapped to variables, and are equivalent to the
norm based abstractions defined in Ref. [42].
Definition 5.1 (symbolic norm) [31]. A symbolic norm is a function k  k: TR;V !
TR0;V such that
ktk  c
Pn
i0
aiktik if t  ft1; . . . ; tn
t if t is a variable
8<:
where c and a1; . . . ; an are non-negative integer constants depending only on f=n.
Example 4. Two frequently used norm mappings are the term-size norm which
counts the number of edges in the term tree, and the list-length norm which counts
the number of elements in a list.
ktkTermSize 
nPn
i0
ktikTermSize if t  ft1; . . . ; tn
t if t is a variable
8<:
ktkListLength 
1 kXskListLength if t  XjXs
t if t is a variable
0 otherwise
8<:
The following table indicates several concrete terms and the result of applying the
term-size and list-length symbolic norms.
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A symbolic norm is applied to an arbitrary syntactic object s by replacing the
terms occurring in s by their sizes. The result of applying the list-length norm on pro-
gram clauses is demonstrated in Example 5 and in Fig. 2(b).
Fig. 2. The mergesort relation, its list-length abstraction, and inter-argument relations for the split rela-
tion.
Concrete term t ktkTermSize ktkListLength
a; b; c 6 3
X;Y;Z 6 X Y Z 3
X;YjZs 4 X Y Zs 2 Zs
fX; gY 3 X Y 0
fa; gb 3 0
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It is important to note that introducing variables into the range of the norm func-
tion provides a simple mechanism to express dependencies between the sizes of
terms. For example the atom appendA;B;A B specifies a relation in which the
size of the third argument is equal to the sum of the sizes of the first two arguments.
The relation between the abstract and concrete domains is formalized as a Galois
insertion. Concrete clauses are abstracted by replacing terms by the corresponding
size expressions. An abstract (constrained) clause describes a concrete clause if the siz-
es of the arguments in the concrete object satisfy the constraints in the abstract object.
Definition 5.2 (abstraction and concretization).
a:}I ! }IN c:}IN ! }I
aI  ka bk a b 2 Ijf g cI  c b 2 I; kck  bjf g
The following lemma is a straightforward consequence of Definition 5.2.
Lemma 5.3. }I; a; }IN; c is a Galois insertion.
The operational semantics and the binary unfolding semantics for CLPN pro-
grams can both be formalized using standard techniques for constraint logic lan-
guages as described for example in Ref. [26] or in Ref. [29]. The following
definition illustrates an operator for the binary unfoldings of a CLPN program
Pkk. For CLPN atoms a  pt1; . . . ; tn and a0  ps1; . . . ; sn we write a  a0 as
an abbreviation for the conjunction of equations ^ni1ti  si.
Definition 5.4 (abstract binary unfoldings semantics).
TaPkk :}IN ! }IN
TaPkk I  h l; b
C  h l0; b1; . . . ; bm 2 Pkk; 16 i6m;
haj  ljiiÿ1j1 C I;
ai  li; bC I [ id; i < m) b 6 true
l0  l0 ^
i
j1
lj ^ fbj  ajg
l  9varshh;bil0

9>>>=>>>>;
8>>><>>>>:
bin unfaPkk  lfpTaPkk 
The correctness of the operator in Definition 5.4, namely that bin unfP 
cbin unfaPkk follows from the framework of generalized semantics and abstract
interpretation for constraints logic programs introduced in Ref. [26].
It is important to note that the domain of CLPN binary clauses does not satisfy
the ascending chain condition. As a simple example consider the evaluation of the
abstraction of the append=3 relation for the list-length norm.
Example 5. Consider the program append (on the left) and its abstract version
obtained by applying the list-length norm, on the right.
append ;Ys;Ys: append0;Ys;Ys:
appendXjXs;Ys; XjZs  append1 Xs;Ys; 1 Zs  
appendXs;Ys;Zs: appendXs;Ys;Zs:
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The abstract binary unfoldings for this program are evaluated as follows:
1. TaPkk 
1; 
append0;Ys;Ys;
append1 Xs;Ys; 1 Zs  
appendXs;Ys;Zs
8<:
9=;
2. TaPkk 
2; 
append1;Ys;Ys 1;
append2 Xs;Ys; 2 Zs  
appendXs;Ys;Zs
8<:
9=; [ TaPkk 1;
3. TaPkk 
3; 
append2;Ys;Ys 2;
append3 Xs;Ys; 3 Zs  
appendXs;Ys;Zs
8<:
9=; [ TaPkk 2;
4. . . .
Most of the abstract interpretation based argument relations analyses for logic
programs described in the literature dier primarily in the way they further approx-
imate this abstract domain to obtain finite analyses. For example, in Refs. [42,30], a
technique is described to derive ane inter-argument relations using linear equa-
tions, in Refs. [4,14] the authors propose polyhedral approximations combined with
a convex hull operation as a least upper bound and a widening, and in Refs. [31,7]
the authors use disjunctions of monotonicity and equality constraints.
Fig. 2 illustrates a Prolog program for mergesort (a) together with its list-length
abstraction (b), and approximations of the inter-argument relations for the split
predicate obtained using monotonicity and equality constraints (c) and polyhedral
approximations (d).
6. A sucient condition for termination
The classic approach to termination analysis (see for example Ref. [34]) uses the
well-founded ordering method by Floyd [21]. Proving termination of a program nat-
urally focuses on the possible sources for non-termination, i.e. loops. Proofs involve
showing that consecutive iterations of the loop decrease the value of some expression
related to the execution (e.g. the size of the program state) which belongs to a well-
founded set W. Termination proofs for logic programs are also mostly based on well-
founded orders. The objects measured are the terms that arise as arguments in the
calls to predicates during a computation. The notion of a level mapping for measur-
ing atoms was introduced in Ref. [8] and used in Refs. [1,3,17,5] for proving termi-
nation of logic programs.
Definition 6.1 (level mapping). A level mapping for a program P is a function
j  j: BP ! N of ground atoms to natural numbers. For A 2 BP, jAj is the level of A.
Most techniques that consider left-termination reason about the size of the argu-
ments in the calls using the original program clauses. The notion of acceptability (de-
fined in Ref. [2]) was introduced to reason about the eect of solving the body atoms
to the left of a call, on that call. The notion of boundedness with respect to a level
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mapping was introduced to ensure that when a decrease in size is identified, it is over
a well-founded domain.
Definition 6.2 (acceptability). Let P be a program, j  j a level mapping for P and I
an interpretation of P (not necessarily a Herbrand interpretation). A clause C 2 P
is called acceptable with respect to j  j and I, if I is its model and for every ground
instance A B1; . . . ;Biÿ1;Bi; . . . ;Bn of C such that I  B1; . . . ;Biÿ1 then
jAj > jBij.
Definition 6.3 (boundedness). An atom A is called bounded with respect to a level
mapping j  j, if j  j is bounded on the set of ground instances of A.
The required information about a program’s model is usually obtained by a sep-
arate inter-argument relations analysis. The condition of acceptability is relaxed in
Ref. [3] to semi-acceptability which requires that a strict decrease will be shown only
for (direct or indirect) recursive body atoms, and that a weak decrease will be shown
for other body atoms to ensure that if an initial goal is bounded then so are all of the
consecutive calls. For acceptable and semi-acceptable programs termination is prov-
en for any initial goal that is bounded with respect to the given level mapping. In
Ref. [17] the authors extend this to the notion of acceptability for any set of atoms
S, not necessarily ground. The advantage is that boundedness of a call can now be
determined using any mode or rigidity analysis. Therefore, it is sucient to show a
strict decrease from every instance of the head unified with an atom from S to the
corresponding instances of the recursive body atoms.
In our context boundedness means that terms are suciently instantiated so that
the result of applying a symbolic norm is an integer (a ground term). We recall the
notion of instantiated enough from Ref. [31] with respect to a symbolic norm which is
closely related to that of rigidity (see for example Ref. [6]).
Definition 6.4 (instantiated enough). A term t is instantiated enough with respect to a
symbolic norm k  k if ktk is an integer (i.e. does not contain variables).
Example 6. The list of variables X1;X2;X3 is instantiated enough with respect to the
list-length symbolic norm since kX1;X2;X3kListLength  3. However, it is not
instantiated enough with respect to the term-size norm since kX1;X2;X3kTermSize 
X1  X2  X3  6:
The main advantage of our semantics-based approach is that all of the informa-
tion needed for a proof of termination is embedded in the binary unfoldings of the
program. Since we have already shown that the termination behavior of a program P
is equivalent to that of bin unfP, a proof of termination focuses directly on a finite
approximation of bin unfP.
Let us first consider a simple case. Recall the Datalog program of Example 1 and
its finite set of binary unfoldings. Note that for programs which have a finite set of
binary unfoldings, termination is decidable. In particular, the conditions formulated
in [39] are necessary and sucient for termination. The binary unfoldings semantics
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provides another decision procedure for determining the termination of a Datalog
program P and an initial goal G:
· generate the (finite) set bin unfP.
· generate the (finite) set of calls callsPG from G and bin unfP.
· P is non terminating with G if and only if there exists a call q and a binary clause
h b such that h  mguq; h and bh  q.
The intuition behind this algorithm is the following: For a Datalog program, the
underlying alphabet contains no function symbols (besides constants) and hence only
a finite number of dierent calls may arise in a computation (modulo renaming). If all
of the pairs a,!a0 in the calls-to relation involve non-equivalent atoms, then all the
chains of related calls are finite and therefore all derivations are finite, too. However,
if there are two equivalent calls a  a0 such that a,!a0, then the chain of related calls
that connect these two calls may be duplicated in a non-terminating derivation.
The important observation here is that because there are only finitely many binary
unfoldings, G is non-terminating with P if and only if there exists a call q in the set
callsPG and a binary clause c in the set bin unfP such that q is non-terminating
with c. If no pair consisting of a call q and a binary clause c generates an equivalent
call pattern (in a single resolution step with q and c) then termination is guaranteed.
This observation is the key to the termination condition described below.
In the general case, the set of binary unfoldings for a given program is infinite and
finite approximations are used. For this reason we can only provide a sucient con-
dition for termination. Our termination condition is similar to the one used in most
termination proofs. However, the following relaxations are possible. First there is no
need to prove acceptability, since the clauses are binary. So it is sucient to show a
strict decrease from the head to the (single) body atom. Moreover, it is sucient to
consider only the ‘‘directly recursive’’ binary clauses, i.e. the clauses where the head
and the body atoms have the same predicate symbol. This is due to the fact that bi-
nary clauses are closed under unfolding. An additional relaxation follows from the
above discussion on programs with finite binary unfoldings, and was also observed
in Ref. [31]: it is sucient to test only those (abstract) calls and binary clauses for
which unifying the call and the binary clause head results in an equivalent new call
pattern. All of the above conditions are considered in Proposition 6.5.
In the following, we assume an abstract domain combining both size relations and
instantiation information with respect to a given symbolic norm. Size relations are
obtained as described in Section 5. Instantiation information is obtained by per-
forming any standard groundness analysis on the abstract program, such as that
based on the Pos domain of positive Boolean functions [35,11,9]. The operations
on this domain consist of the standard operation on both domains. We denote by
mgua the abstract most general unifier over this combined domain. Equivalence of
syntactic objects is denoted by .
The analysis is for any initial atomic goal which is described by an initial goal de-
scription Ga0. In practice, G
a
0 will describe only instantiation information to specify
the ‘‘input’’ and ‘‘output’’ argument positions of the initial query (leaving the sizes
unconstrained). Let us denote by B the (finite) set of abstract binary clauses which
approximates the binary unfoldings of P over the abstract domain, and by C the (fi-
nite) set of abstract atoms describing the calls that arise in the computations of the
initial goals described by Ga0. These are determined based on (the abstract version of)
Proposition 4.2.
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Proposition 6.5. Let b  h b 2 B and c 2 C such that j  mguah; c and that
bj  c. Let i1; . . . ; ik be the argument positions which are instantiated enough both in
hj and in bj (as specified by the Pos component of h bj). We denote them by
hji1 ; . . . ; hjik and bji1 ; . . . ; bjik . We also denote by l the size relation associated
with h bj. Then, G0 terminates with P if for each such b 2 B and c 2 C there
exists a function f such that
l  fhji1 ; . . . ; hjik > fbji1 ; . . . ; bjik:
Note that if mguah; c exists and bj  c, then the head and the body of the binary
clause have the same predicate symbol. In practice the function f for measuring the
head and the body argument positions is usually the sum of a subset of the relevant
(abstract) arguments. Also note that a dierent f can be applied to each binary clause
tested.
Proof. By contradiction, assume the premise of the proposition and that G0 is non-
terminating with P. Then by Theorem 4.3 G0 is non-terminating also with bin unfP
and there exists an infinite (concrete) chain of related calls generated by G0 and
bin unfP. Since the number of abstract binary unfoldings and calls is finite, this
chain must have an infinite sub-chain which is generated by a set of binary
unfoldings B and calls C which are approximated by a single abstract binary clause b
and a single abstract call pattern c. Moreover b and c satisfy the assumptions given
in the proposition. But since we have shown that for each such binary clause and call
there is a strict decrease in size from the head to the body arguments which are
instantiated enough, then this chain cannot be infinite. 
Fig. 3 depicts the pairs of abstract calls and binary clauses for the mergesort pro-
gram of Example 2. Each pair is indicated as a graph with black and white nodes,
similar to the graphs in Ref. [31]. Argument positions which are determined as in-
stantiated enough are depicted as black nodes. Arrows between nodes indicate a
strict decrease in the size of the corresponding argument positions. An edge indicates
that the argument positions are of equal size. Termination for the mergesort pro-
gram is determined by observing that each pair of the binary clauses in the figure
contains a strict decrease in size from a black node in the head to a black node in
the body. Notice that only the ‘‘recursive’’ binary clauses with their corresponding
call patterns need to be considered.
7. Implementation
We have implemented a termination analyzer based on the meta-interpreter of
Fig. 1 abstracted to maintain size and instantiation information expressed in CLP
N and Pos, respectively. The analyzer and the source code are available for
experimentation from http://www.cs.bgu.ac.il/~mcodish/TerminWeb.
The implementation adopts a semi-naive evaluation strategy which also takes
into account the strongly connected components in the program’s call graph.
The system uses the constraint solver library over the reals CLP(R) [28] pro-
vided by SICStus Prolog [41]. To obtain finite analyses, the system supports
two alternative strategies: the polyhedral based approach (with widening) as
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described in Ref. [4]; and the use of disjunctions of equality and monotonicity
constraints as described in Ref. [31]. Using either method, the analysis produces
a finite set of abstract binary unfoldings for a given program. Both the methods
integrate into our semantic basis and are easily implemented using constraint logic
programming technology.
The analysis which determines instantiation dependencies is implemented using
the approach described in Ref. [9] (for logic programs) and using the interpreter
of Fig. 1 to obtain the corresponding information on the instantiation of terms in
the binary unfoldings and calls.
The use of the constraint solver simplifies the operations on both abstract do-
mains. The method of monotonicity and equality constraints adapted from Ref.
[31] was originally described (and implemented) using weighted graphs. The use of
constraints also improves the eciency of the implementation considerably, since
the constraints on pairs of argument positions are obtained using an entailment
check on each pair of argument positions. The implementation of the polyhedral ap-
proximations follows the approach described in Ref. [4]. All of the operations on this
domain: projection, convex hull and widening are implemented using the constraint
solver. In addition, we apply the approach described in Refs. [4,13] where the wid-
ening is delayed for several iterations to obtain more precise results.
In the implementation, the function f described in Proposition 6.5 can be any
function which maps bound arguments to non-negative integers. Since in most cases
only a small number of argument positions participate in the proof, typically one or
two, and since it is hard to tell which argument positions satisfy the well-founded-
ness condition, we chose to implement a simple but strong termination test. We
use the constraint solver for this test in the following way. Consider a recursive bi-
nary clause p l; p0 and let h1; . . . ; hk and b1; . . . ; bk be the instantiated enough ar-
gument positions of p and p0, respectively. If l ^ fh16 b1; . . . ; hk6 bkg is an
inconsistent system of constraints (a simple test performed with the CLP(R) solver)
then it implies that
l  h1 > b1 _    _ hk > bk
Fig. 3. Termination condition for mergesort.
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This test is strong enough to capture the case in which there is a strict decrease
over at least one argument position, and also cases where a decrease is detected over
the sum of some argument positions since
hi1      him > bi1      bim ) hi1 > bi1 _    _ him > bim
The analysis consists of two main stages: the first one is goal independent where
given a logic program and the definition of a symbolic norm, it is abstracted to a
CLPN program and the binary unfoldings of the program are computed over
the size relations and instantiation domains. In the second stage an initial atomic
goal is given and the system computes all the abstract calls and checks the calls with
corresponding binary clauses for the termination condition. An advantage of our ap-
proach is that the goal independent analysis (which is more time consuming) can be
performed only once and several dierent initial query patterns can be tested in a rel-
atively fast analysis.
The implementation can be tuned by several parameters. For example, the
choice of the symbolic norm, the abstract domain for size dependencies (e.g. poly-
hedral approximations or monotonicity and equality constraints), and the number
of iterations before applying widening in the polyhedra domain. We have found
that in general, the system performs best when tuned to apply polyhedral approx-
imations for binary clauses of the form h true (i.e. answer patterns) and mono-
tonicity and equality constraints for other binary clauses. For instance the analysis
of the mergesort example of Fig. 3 (which is often considered dicult for termina-
tion analysis) is obtained this way (and also by delaying the widening until su-
ciently meaningful size relations are generated). This is also the default setting
provided by our system, and used to obtain almost all the results shown in
Table 1.
The analyzer has been tested on a large suit of benchmarks, including all of those
mentioned in the extensive experiments described in Ref. [32]. The experiments have
been performed on a one processor 247 MHz Ultra Sparc II with 128 Mbyte of
memory. Table 1 presents the results of the termination analysis for some of the
programs analyzed in Ref. [32]. Most of these originate from the works described
in Refs. [15,3,38]. The columns of the table describe the results in the following
order:
Program: The program analyzed – ordered by the number of clauses which varies
from 2 to 71 clauses.
Norm: The norm applied – T for term-size, L for list-length, and S for a specifically
designed norm.
GI: The time for the goal independent stage (in seconds).
Query: The initial abstract query – given as an abstract atom where the argument
positions are abstracted as b and f for input (bound) and output (free) argument po-
sitions.
Ans: The result of the analysis – Y if the system proves termination, and N oth-
erwise. If the program is known to be non-terminating then  annotates the N. If
the program is known to be terminating then a ÿ annotates the N. These annotations
are compiled from Ref. [32].
GD: The time for the goal-dependent query analysis (in seconds).
Total: The total analysis time (in seconds).
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In general the results of the analysis are similar to those described in Ref. [32]
(where the same norms are used). An exception are two cases (mergesort and per-
mute2 from Ref. [38]) where using polyhedral approximations enables us to prove
termination, which cannot be proved using the monotonicity and equality con-
straints. The times compared with Ref. [32] are similar for small programs but con-
siderably faster for the larger programs tested (even when performed on a similar
machine).
Table 1
Termination analysis results
Program Norm GI Query Ans GD Total
append L 0.08 append(b,f,f) Y 0.01 0.09
append(f,f,b) Y 0.01 0.09
append(f,b,f) N+ 0.02 0.10
sum T 0.06 sum(f,b,f) Y 0.02 0.08
sum(f,f,b) Y 0.02 0.08
reverse L 0.07 reverse(b,f,f) Y 0.01 0.08
reverse(b,f,b) Y 0.01 0.08
ordered L 0.03 ordered(b) Y 0.00 0.03
fold L 0.06 fold(b,b,f) Y 0.03 0.09
ack T 0.38 ack(b,b,f) Y 0.02 0.40
append3 L 0.09 append3(b,b,b,f) Y 0.01 0.10
append3(f,b,b,b) N+ 0.01 0.10
even-odd T 0.06 even(b) Y 0.02 0.08
odd(b) Y 0.02 0.08
naive_rev L 0.12 reverse(b,f) Y 0.02 0.14
permute1 L 0.11 permute(b,f) Y 0.02 0.13
permute2 L 0.15 perm(b,f) Y 0.03 0.18
con(b) Y 0.02 0.11
fib_t T 0.23 fib(b,f) Y 0.05 0.28
sublist L 0.14 sublist(b,b) N+ 0.01 0.15
quicksort L 0.45 qs(b,f) Y 0.07 0.52
turing T 0.29 turing(b,b,b,f) N+ 0.02 0.31
zebra T 0.34 zebra(f,f,f,f,f,f,f) Y 0.03 0.37
houses(f) Y 0.03 0.37
grammar T 0.09 goal Y 0.01 0.10
mergesort L 0.62 mergesort(b,f) Y 0.11 0.73
queens T 0.21 queens(b,f) Y 0.05 0.26
minsort L 0.19 minsort(b,f) Nÿ 0.02 0.21
human S 0.21 human(b,f) Y 0.02 0.23
code(b,f,f) Y 0.01 0.22
occur T 0.20 occurall(b,b,f) Y 0.04 0.24
money T 0.80 money(f,f,f,f,f,f,f,f) Y 0.07 0.87
deriv T 0.43 d(b,b,f) Y 0.02 0.45
mmatrix T 0.39 mmultiply(b,b,f) Y 0.04 0.43
trans_m(b,f) N+ 0.03 0.42
blocks T 0.18 tower(b,b,b,f) N+ 0.03 0.21
aiakl T 2.20 int varsb;b; f ; f Y 0.41 2.61
plan T 0.73 transform(b,b,f) N+ 0.10 0.83
credit T 0.50 credit(b,f) Y 0.13 0.63
bid T 0.77 bid(b,f,f,f) Y 0.19 0.96
browse T 1.14 main Nÿ 0.40 1.54
rdtok T 3.30 goal Nÿ 0.45 3.75
peephole T 4.49 peephole optb; f N+ 0.54 5.03
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8. Conclusions
We have provided a formal semantic basis for the termination analysis of logic
programs based on a notion of binary unfoldings. This provides a simple yet novel
approach to the design of termination analyzers and is of practical use. To substan-
tiate this claim we demonstrate a simple Prolog interpreter for binary unfoldings.
When combined with a suitable abstract domain the interpreter provides an imple-
mentation vehicle for a termination analyzer. We have implemented a termination
analyzer in this way, using two abstract domains recently described in the literature.
The advantage in our approach is that the relations between consecutive calls in a
computation is observed from within the semantics. Hence abstractions of the se-
mantics can provide information from which we can reason about termination di-
rectly.
As a topic for future work, we propose to focus on the integration of recent de-
velopments in the study of termination analysis for logic programs into the semantic
based approach proposed in this paper. In particular, new ideas on: inferring norms
automatically [19,18].
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