We develop a finite element method for the Laplace-Beltrami operator on a surface described by a set of patchwise parametrizations. The patches provide a partition of the surface and each patch is the image by a diffeomorphism of a subdomain of the unit square which is bounded by a number of smooth trim curves. A patchwise tensor product mesh is constructed by using a structured mesh in the reference domain. Since the patches are trimmed we obtain cut elements in the vicinity of the interfaces. We discretize the Laplace-Beltrami operator using a cut finite element method that utilizes Nitsche's method to enforce continuity at the interfaces and a consistent stabilization term to handle the cut elements. Several quantities in the method are conveniently computed in the reference domain where the mappings impose a Riemannian metric. We derive a priori estimates in the energy and L 2 norm and also present several numerical examples confirming our theoretical results.
Background. Differential equations on surfaces appear in many applications including transport phenomena on surfaces and elastic membranes and shells. In engineering applications the surface geometry is often described using a CAD model consisting of a partition of the surface into trimmed patches defined by mappings from a reference domain onto the surface. When performing computations on surfaces it is beneficial to directly utilize the available parametric geometry description, in line with the ideas of isogeometric analysis (IGA) [9] . There are various techniques of enforcing interface conditions between patches, for example Lagrange penalty methods or methods based on weak enforcement. In the case of thin shells another approach is the bending strip method [10] . The use of Nitsche's method [16] , or variants thereof, to weakly enforce interface conditions between patches is a well established and flexible technique, see for example [1, 6, 12, 15] and the references therein. However, constructing a high quality conforming mesh on the trimmed patches is generally a difficult task. In this work we address the problem of conforming mesh construction by allowing the trim curve on each patch to arbitrarily cut the mesh by utilizing a fictitious domain method called the cut finite element method (CutFEM) [2, 3] . In the same spirit [11, 18, 19] allow cut elements but employ the finite cell method, which is based on a different stabilization mechanism, where a small artificial stiffness is added on the part of the cut element outside of the patch it belongs to.
Contributions. We develop a general technique for consistent discretization and a framework for analysis of the Laplace-Beltrami operator, which serves as a model second order partial differential operator on a patchwise parametric surface. The patches provide a partition of the surface and each patch is assumed to be the image by a diffeomorphism of a subdomain of the unit square which is bounded by a number of smooth trim curves. A patchwise tensor product mesh is constructed by using a structured mesh in the reference domain. Since the patches are trimmed we obtain cut elements in the vicinity of the interfaces. We discretize the Laplace-Beltrami operator using a cut finite element method that utilizes Nitsche's method to enforce continuity at the interfaces and a consistent stabilization term to handle the cut elements.
Several quantities in the method are conveniently computed in the reference domain where the mappings impose a Riemannian metric. In particular, the stabilization term only involves derivatives in the reference coordinates, which is convenient since it involves higher order derivatives. We develop a quadrature formula for integration on the cut elements that is applicable to a piecewise smooth boundary. We show that the method is stable and we derive optimal order a priori estimates in the energy and L 2 norms and also present several numerical examples confirming our theoretical results.
Summarizing the key characteristics of the technique and framework for analysis developed in this work are:
• The method for computations on multipatch parametric surfaces is based on a fictitious domain method (CutFEM) which does not require the construction of conforming meshes for the trimmed patches.
• A stabilization term is added which allows us to perform a complete stability and error analysis independent of how the trim curves cut the computational mesh. In particular, we include proofs of the basic estimates related to the stabilization term in the case of higher order parametric polynomial spaces, as well as an estimate of the condition number of the stiffness matrix.
• Both the method and the analysis are adapted to higher order elements and a quadrature rule for integration of cut higher order elements is suggested. We consider standard Lagrange elements but the analysis may also be applied to the spline spaces used in isogeometric analysis.
Outline. In Section 2 we define the patchwise parametric surface, recall some basic facts on differential operators on surfaces, and formulate our model problem, in Section 3 we construct the patchwise mesh, the finite element spaces, formulate the finite element method, and provide some details on the implementation including a method for quadrature on cut elements, in Section 4 we prove stability of the method, construct an interpolation operator, prove a priori error estimates in the energy and L 2 norm and prove an upper bound for the stiffness matrix condition number. In Section 5 we present numerical results confirming our theoretical results. Finally, in Section 6 we summarize our results and comment on possible future developments.
2 The Surface and the Laplace-Beltrami Operator
Piecewise Parametric Description of the Surface
We define the surface and the piecewise parametrization as follows:
• Let Ω be a piecewise smooth connected surface immersed in R d , d ě 2, which is not necessarily orientable.
• For all points x P Ω let γ x psq " ty P Ω : distpx, yq " su define a path on Ω at a fixed distance s to x. The length of this path is denoted |γ x psq|.
• If Ω has a boundary BΩ it is assumed to be described by a set of smooth curves. Furthermore, for all points x P BΩ we require lim sÑ0`| γxpsq| s " π which means that while the boundary may include kinks, in an intrinsic sense it is smooth.
• For all points x P Ω we require lim sÑ0`| γxpsq| s " 2π which means that while the surface may include sharp edges, in an intrinsic sense it is smooth. More concretely the surface can have sharp edges, like the surface of a cylinder, but is not allowed to have corners, like the surface of a cube.
• Let O " tΩ i , i P I Ω u be a partition of Ω into a finite number of smooth subdomains Ω i which we denote patches. Figure 1 : Representation of the surface via patchwise parametrizations.
• We assume that each patch boundary Γ i " BΩ i is described by a uniformly bounded number of smooth curves.
• The interfaces between the patches in O are described by the curves in the set G " tΓ ij " Ω i X Ω j , pi, jq P I Γ , i ă ju where I Γ is a set of pairs of domain indices i, j P I Ω for neighboring patches.
• The boundary is described by the curves in the sets B BΩ D and B BΩ N for the Dirichlet and Neumann parts of the boundary, respectively.
• For each patch Ω i we associate a diffeomorphism
2 to the reference domain. We also assume that
, is the restriction of a diffeomorphism
: dpp x, p Ω i q ă δu and dpx, yq " }x´y} R 2 is the usual Euclidean distance function.
• To be able to evaluate functions u P H p`1 pΩq on F i U δ p p Ω i q we for patches p Ω i with a smooth interface further assume F i U δ p p Ω i q Ă Ω while we for patches with a sharp interface define an H p`1 -extension E˚u of u on F i U δ p p Ω i q which is possible as BΩ i in the sharp interface case is a closed smooth curve.
• Given x P Ω i we denote the corresponding point F´1 i x P p Ω i by p x and given a subset ω Ă Ω i we let p ω " F i pωq. For a function v :
Note that the pullback is indeed defined on the slightly larger domain U δ p p Ω i q. This property will be convenient when we construct an interpolation operator.
This surface description and notation are illustrated in Figure 1 .
Riemannian Metric on the Reference Patches
Tangent Spaces. At each point p x P p Ω i we let T p x p p Ω i q denote the tangent space of p Ω i and we let tp e 1 , p e 2 u be a fixed orthonormal basis for T p x p p Ω i q, i.e. the same basis is used independent of p x. At each point x P Ω i we locally define the tangent space to Ω i as
where p B k is the partial derivative in the p e k direction and p B k F i " p B k F i | x . Thus, any tangent vector a P T x pΩ i q can be written
where p a " rp a 1 , p a 2 s T P T p x p p Ω i q and we introduced the notation
Riemannian Metric. We equip T x pΩ i q with the Euclidean inner product "¨" in R d , i.e. the inner product of the immersing space, and we define the induced inner product
Introducing the symmetric positive definite matrix p G with components p
This inner product is a Riemannian metric on p Ω i and p G is called the metric tensor. We denote the norm on T p x p p Ω i q induced by the Riemannian metric by
q is an isometry since norms and angles are preserved
and if θ ( p θ) is the angle between a and b (p a and p b) we have
We note that given a P T x pΩ i q we find the corresponding p a P T p x p p Ω i q using the relation
since we have the identity
and thus we conclude that p Gp a " p DF T i a. Note that we have a uniform bound on the eigenvalues of p G, i.e. there exists constants 0 ă c ă C such that
and as a consequence c}p a}
We will use the notation T pωq " \ xPω T x pωq for the tangent bundle over a subset ω Ă Ω, which is the collection of all the tangent vector spaces at the points in ω. When there is no possibility of confusion we will use the simplified notation g " g x , p g " p g p x and correspondingly for the induced norms.
Integration and L
2 Inner Products
where | p G| " |detp p Gq|. Let p γ be a curve in U δ p p Ω i q and let p0, lq Q s Þ Ñ p γpsq P U δ p p Ω i q be an arclength parametrization and dp γ the arclength measure. We define the integral over the curve γ " F i˝p γ Ă Ω i as follows
where p τ " dp γ ds is the unit tangent vector to p γ with respect to the Euclidean R 2 inner product.
Remark 2.1 In Appendix A we provide some more details on the definition of the integrals and also discuss the extension to higher dimensions.
Inner Products. We let p¨,¨q ω denote the L 2 pωq inner product
and for curves γ we have analogous definitions where the integrals and measures are replaced by integrals over the curve and the appropriate measures.
Differential Operators in Reference Coordinates
Here we introduce some differential operators and formulate Green's formula. In Appendix A we also derive these expressions including Green's formula using basic calculus.
The Gradient. Let p ∇ be the tangential gradient operator in reference coordinates
The tangential gradient ∇u P T p pΩ i q is represented in terms of reference coordinates
Using the chain rule we obtain the identities
and thus we conclude that the the gradient representation in reference coordinates is
The Divergence. The divergence operator div on Ω is defined by the identity pdivv, wq Ω "´pv, ∇wq Ω (2.20)
for w P C 8 0 pωq, and may be expressed in reference coordinates as follows
The Laplace-Beltrami Operator. We define the Laplace-Beltrami operator ∆ on the surface Ω by ∆v " divp∇vq (2.22) which in reference coordinates is given by the identity
Green's Formula. Green's formula on ω Ă Ω i takes the forḿ p∆v, wq ω " p∇v, ∇wq ω´p ∇v, nwq Bω (2.24)
where n P T p pΩ i q is the exterior unit normal to the curve Bω. 
Sobolev Spaces
In the reference coordinates we let H k p p Ω i q denote the usual Sobolev spaces of order k with inner product and norm
On the surface we define the corresponding spaces of functions v that are liftings of
with inner product and norm
We employ standard notation L 2 pωq " H 0 pωq and }¨} L 2 pωq " }¨} ω .
The Laplace-Beltrami Interface Problem
Let n i P T x pΩ i q be the outward pointing normal to the patch boundary BΩ i as illustrated over a patch interface Γ ij in Figure 2 . We formulate our model problem for a surface without boundary: Given f such that pf, 1q Ω " 0, find u : Ω Ñ R, with pu, 1q Ω " 0, such that´∆
where the jump operator is defined by
Remark 2.2 We pose our model problem on a surface without boundary to simplify the presentation in the analysis. However, we comment in Section 3.3 on how the method is easily adapted to boundary conditions and in Section 5 we also present a numerical example with boundary conditions.
Remark 2.3
We use the interface formulation since we have parametric mappings defined on the partition O of Ω in contrast to the standard manifold description which is based on a partition of unity and compatibility conditions between the local parametrizations.
Let V be the Hilbert space
Then we have following weak formulation of (2.28),
for all v P V . It then follows from the Lax-Milgram lemma that (2.28) has a unique solution in V for f P V 1 , the dual of V , such that ş Ω f dx " 0. Furthermore, we also have the elliptic regularity result
3 The Finite Element Method
Construction of the Mesh
Let p K h,i,0 be a uniform structured tensor product mesh on the unit square I 2 " r0, 1s
2 consisting of elements p K with mesh size h. For each patch Ω i we define the active background mesh in the reference domain as
and the corresponding mesh on the surface is obtained by Let p F h,i be the set of interior faces belonging to elements in p K h,i that intersects the boundary B p Ω i . The mesh and the set of edges p F h,i are illustrated in Figure 3 . Finally, the collection of meshes
provides a mesh on the surface with cut elements in the vicinity of the interfaces.
The Finite Element Spaces
Let p V h,0 be a finite element space on I 2 " r0, 1s 2 of continuous piecewise tensor product polynomials of order p defined on the mesh p K h,i,0 . We define the spaces
and we note that the functions in V h are discontinuous across the interfaces Γ ij P G.
Remark 3.1 Since each patch boundary p Γ i " B p Ω i can arbitrarily cut the mesh p K h,i,0 we typically get cut elements on both sides of an interface and on the boundary.
The Method
Using the formulation in [8] we introduce the Nitsche bilinear form a h given by
where β is a positive parameter, and the linear functional l is defined
The finite element method takes the form: find u h P V h {R such that
where the bilinear form A h is defined
The stabilization form j h is defined
where j h,i is short for j h, p
which is defined
where p F is a set of faces, tγ k u p k"1 are positive parameters, and p D k n v on a face p F P p F is the k:th derivative in the face normal direction to p F with respect to the Euclidean R 2 inner product. We recall the definition of the jump and define the normal flux average over interfaces
In the context of unfitted finite elements the stabilization form (3.12) was first analysed for linear elements in [3] and extended to higher order elements in [14] . Note that, for u| Ω i P H p`1 pΩ i q, the finite element method (3.9) is consistent and thus the error u´u h satisfies the Galerkin orthogonality Remark 3.3 (Adaptation to Boundary Conditions) While formulated above for a surface without boundary the method (3.9) is easily adapted to boundary conditions. For non-homogeneous Dirichlet and Neumann boundary conditions
where BΩ D Y BΩ D " BΩ and BΩ D X BΩ D " H we introduce the modified Nitsche forms
and the resulting method reads:
Note that for a problem with Dirichlet boundary we no longer need pu h , 1q Ω " pf, 1q Ω " 0.
Remark 3.4 (Adaptation to Convection-Diffusion)
The method is also easily extended to cover convection-diffusion operators such as
where is a constant and b| Ω i " b i : Ω i Ñ T p pΩ i q is a tangential vector field. In this case we get some additional terms and the bilinear form reads
where γ is an upwind parameter and t¨u for the non-flux terms is the usual average twu "
. Note that we require the vector field b to be consistent across interfaces in the sense that n i¨bi`nj¨bj " 0 on Γ ij .
Formulation in Reference Coordinates
In order to assemble the load vector and stiffness matrix we have the following expressions in reference coordinates
For the interface terms on Γ ij we note that 
and for the other interface term we get
and p ν i is the unit normal to p τ i with respect to the Euclidean R 2 inner product in T p p Ω i q. To verify (3.29) we used the identity (2.19) for the gradient x ∇v i " p G´1 p ∇p v i , and the fact that the reference coordinates p n i of the normal n i may be expressed in terms of p ν i ,
which follows from the fact that
is a unit vector with respect to the metric inner product p g which is also p g´orthogonal to the tangent vector p τ ,
Quadrature
Quadrature on Cut Elements. To compute the terms implied from the above forms we generate a quadrature scheme for evaluation of integrals in the reference patches on the form
where the domain of integration is the intersection between a reference patch p Ω i and a finite element p K, and the integrand f stems from tensor product polynomials of arbitrary order. We denote this intersection p ω " p Ω i X p K and assume its boundary can be described by the union of N non-overlapping curves p γ k : r0, 1s Ñ R 2 , i.e.
Bp ω "
where p
and that p γ k psq in the positive direction traverses Bp ω counter-clockwise. Thus, the exterior unit normal to p ω, with respect to the R 2 inner product, may be expressed
We define a vector field
where a is an arbitrary constant which we choose as a " min p x 2 P p K p x 2 and note that we can express the integrand in (3.32) as f " p ∇¨p φ by the fundamental theorem of calculus. We rewrite (3.32) as two nested one dimensional integrals, one in each reference coordinate direction, by applying the divergence theorem in R 2 and the following calculations
f dp x " ż p ω p ∇¨p φ dp x (3.36) " ż B p ω p φ¨p ν dp γ (3.37)
where we in (3.41) use (3.34) and in the last equality make a change of integration in the inner 1D integral. Assuming the integrand f is a tensor product polynomial of degree p f , i.e. f P Q p f , and that the boundary representation p γ k psq in each dimension is a polynomial of degree p γ , i.e. p γ k P P pγ , we can deduce the following resulting polynomial degrees of the integrands in the inner and outer 1D integral
and thus we for each reference dimension can choose the number of Gauss points such that the 1D integrals in (3.41) are evaluated exactly. Let ts piq , w piq u n i"1 and ts pjq ,w pjq uñ j"1 be the set of Gauss quadrature points and weights which exactly integrates polynomials of degree ď p f and degree ď 2p f p γ`2 p γ´1 on r0, 1s, respectively. Thus, the resulting quadrature points and weights are
Note that the sum of the quadrature weights t p w pijkq u gives the area of p ω. An illustration of the resulting quadrature points for an example intersection is given in Figure 4 and in Table 1 we list the polynomial degree and the number of integration points in the nested 1D integrals depending on the tensor product polynomial of the initial integrand f and the boundary polynomial degree of the boundary representation.
Remark 3.5 (Domain Complexity) Note that the formulation of the quadrature rule assumes nothing about the complexity of the integration domain other than that its boundary should be well approximated by piecewise polynomial parametrizations. Thus, complex boundaries or holes pose no problem with this quadrature rule and the resolution of the boundary approximation is independent of the size of the finite elements. On the other hand, allowing arbitrarily complex boundaries within an element means we cannot assume a readily available bulk description, for example a mesh, of the intersection between the element and the domain.
Remark 3.6 (Current Implementation) As the tensor product polynomials of our finite element basis functions will be perturbed by the Riemannian metric we compensate for this in the quadrature rule by choosing a higher order rule than indicated by the basis functions alone. Also, in cases where the trimmed patches in the reference domain are not exactly represented by piecewise P 1 curves we in our current implementation choose a P 1 representation with a resolution high enough for this error to be negligible. This use of P 1 representation is however not a limitation of the quadrature rule as seen in the above derivation and an alternative would be to use higher order approximations of the patch boundaries instead.
Remark 3.7 (Negative Quadrature Weights) As seen in Figure 4 the quadrature method includes both positive and negative weights which stems from adding and subtracting various parts of the integration domain. This is an undesirable property when considering reduced quadrature as inexact cancellation possibly could lead to loss of coercivity. A possible modification which improves the method in this regard is to replace the constant lower bound a in the integral in (3.35) by a polynomial of degree ď p γ where the polynomial coefficients are chosen such that the number of negative quadrature weights are minimized. If no restriction is placed on the polynomial coefficients, this could lead to some quadrature points being placed slightly outside the element.
However, in the present work we do further not investigate the aspect of reduced integration. We view this as a reference quadrature rule capable of integrating higher order tensor product polynomials and as noted in Remark 3.6 we rather use an increased integration order. In a complicated real world setting it is therefore advisable to chose an alternative quadrature scheme where positive quadrature weights can be guaranteed.
Quadrature on Interfaces. To compute the interface terms (3.26) and (3.28) we construct a partition of p Γ i ij which contains both all the intersection points between the curve p Γ i ij and the mesh p K h,i as well as all the intersection points between the curve p Γ j ij and the mesh p K h,j mapped back to p Γ i ij using the mapping p´1 ij " F´1 i F j . Each interval in the partition of p Γ i ij will thus be associated only with a single element in p K h,i and a single element in p K h,j and we apply a 1D Gauss quadrature rule on each interval. See Figure 5 for an illustration of the partition of the interface. pf, p γ k q p x 2 integrand p x 1 integrand points/seg.
3ˆ5 " 15 pQ 6 , P 1 q P 6 P 13 4ˆ7 " 28 pQ 2 , P 2 q P 2 P 11 2ˆ6 " 12 pQ 4 , P 2 q P 4 P 19 3ˆ10 " 30 pQ 6 , P 2 q P 6 P 27 4ˆ14 " 56 Table 1 : Polynomial degree for nested 1D integrals and resulting number of quadrature points for each boundary segment assuming no optimizations, such as removing zero weight points, are used.
A Priori Error Estimates
Let a À b denote a ď Cb with a constant C independent of the mesh parameter h.
Norms
Given a set of faces p F in a mesh let
We define the following energy norm Figure 5 : Illustration of Γ ij , i.e. the interface between patch Ω i and patch Ω j . The points indicate the partition of the curve describing Γ ij such that each segment only is associated to a single element in p
Inverse Inequalities
On elements which are partially outside the patch domain, as illustrated in Figure 6 , we use the following inverse inequality to control a discrete function or its gradient on an element in terms of the gradient on a neighboring element and a suitable face term. We will below make repeated use of the set of elements cut by the patch boundary Γ i and thus we define the set
and analogously we define p K h,i p p Γ i q in the reference domain.
Lemma 4.1 Let the two elements
the following estimates then hold
Proof. We begin by proving estimate (4.5) and we then make use of calculations in this proof when proving the second estimate (4.6). 
Proof of Estimate (4.5). Let
, we obtain
To estimate the second term we note that using Taylor's formula on pp v 1´p v 2 q at x p F P p F in the face normal direction n p F (with respect to the Euclidean R 2 inner product) gives
for px´x F q " sn 
Using the Cauchy-Schwarz inequality for sums we obtain
and in the same way we have
where we used an inverse inequality in the last step to remove p B 2 . In summary, we have
which concludes the proof of estimate (4.5).
Proof of Estimate (4.6). Starting in the same way as the proof of (4.5) but without the gradients we have
As pp v 1´p v 2 q| p F " 0 the Poincaré inequality holds yielding the following estimate
and we handle the remaining term as in the proof of (4.5).
Assumption 4.1 (Patch Geometry) For a given element K let N 0 pKq " K and for l " 1, 2, . . . , let N l pKq be the union of all elements that share a face or a node with an element in N l´1 pKq, in other words N l pKq is the set of elements that are neighbors of distance less or equal to l. Assume that there is a positive integer l, a maximum mesh parameter 0 ă h 0 , and a positive constant c, such that for all h P p0, h 0 s and all K P K h pΓq there is an element
Remark 4.1 This assumption limits the complexity of the reference subdomains p Ω i . Note that the assumptions holds for 0 ă h ď h 0 with h 0 small enough when the boundary B p Ω i satisfies a cone condition. The assumption does not hold for instance in the vicinity of a cusp. In future work we will return to situations with more general patches including very thin patches and patches with cusps since such patches may occur in CAD models used in practical engineering design.
Lemma 4.2 Given Assumption 4.1 it for
where FpN l p p Kqq is the set of interior faces in the neighborhood N l p p Kq.
Proof. This estimate follows directly from repeated use of Lemma 4.1 together with the Assumption on Patch Geometry that there is p
Lemma 4.3 There is a constant such that for all v P V h,i it holds
Proof. We proceed as follows
where in (4.22) we used the Cauchy-Schwarz inequality; in (4.23) we divided the integral into element contributions; in (4.24) we mapped to reference coordinates and used the bound
In (4.25) we used the following inverse trace inequality 
for each of the elements in N l p p Kq; and finally in (4.28) we used (4.20).
Verification of (4.33). We have the bounds
where we used the fact that the length p Γ i X p K of the curve segment | p Γ i X p K| À h for h P p0, h 0 s, with h 0 small enough, which holds since Γ i consists of a finite set of smooth curve segments, and at last we used an inverse bound to estimate the L 8 norm in terms of the L 2 norm.
Coercivity and Continuity
Lemma 4.4 (Coercivity and Continuity) The form A h satisfies: (i) For large enough β it holds for all v P V h ,
Proof. The first statement (i) follows directly from the inverse inequality (4.21) together with standard arguments, see for instance [13] . The second statement (ii) follows directly from the Cauchy-Schwarz inequality.
Interpolation
be the Scott-Zhang interpolation operator, see [20] . We recall the standard interpolation error estimate
where N p p Kq Ă p K h,i is the set of elements in p K h,i that are neighbors to p K. Next we note that for 0 ă h ď h 0 , with h 0 small enough, we have
where U δ p p Ω i q " tx P I 2 | dpx, p Ω i q ă δu, see Section 2.1. We define the global interpolation operator π h : L 2 pΩq Ñ V h as follows
where we used the fact that p v i is defined on U δ p p Ω i q and therefore the right hand side of (4.42) is well defined due to (4.41).
Lemma 4.5 (Interpolation
. Using the triangle inequality followed by the trace inequality
and the interpolation estimate (4.40) we obtain }p ρ}
Thus we conclude that }p ρ}
Next we recall the following trace inequality
which holds independent of the position of p Γ i in p K, see [7] . Introducing the notation
we may estimate the remaining terms in the energy norm (4.2) using the triangle inequality in (4.52), the trace inequality (4.50) in (4.54) and the interpolation estimate (4.40) in (4.55) as follows
Error Estimate) Let u be the solution to (2.28) and u h the solution to (3.9), then
Proof. Let e " u´u h be the error, and φ the solution of the dual probleḿ
e " 0 dx and we conclude that the dual problem has a unique solution in V , see (2.30) , that satisfies
Multiplying the dual problem by e, integrating by parts on each subdomain Ω i , and using the interface conditions on φ we obtain
where we in (4.68) used the Galerkin orthogonality (3.14) to subtract A h pe, π h φq " 0, and we in (4.69) applied the Cauchy-Schwarz inequality and also introduced the norms }v} 2 a h " a h pv, vq and }v} 2 j h " j h pv, vq induced by their respective forms. In the final inequality we applied the energy norm estimate Theorem 4.1.
Estimate of I. Using the triangle inequality on the jumps and averages, applying the trace inequality and standard interpolation estimates we obtain
where we in the last inequality use the elliptic regularity of the dual solution (4.65).
Estimate of II. Consider two neighboring elements
where Q p is the space of tensor product polynomials of degree ď p, we note that we can subtract p π F p φ inside the stabilization terms as it will give no contribution due to the jump over faces.
We proceed as follows
where in (4.73) we used an inverse trace inequality, in (4.74) we used an inverse inequality, in (4.74) we added and subtracted p φ and used the triangle inequality, and finally in (4.76) we used interpolation estimates. We thus have the estimate
which concludes the proof.
Condition Number Estimate
To prove an upper bound on the stiffness matrix condition number we follow the approach in [3, 5] . Let tϕ i u N i"1 be the standard piecewise tensor product polynomial Lagrange basis functions associated with the nodes in K h and let A and M be the stiffness and mass matrices with elements A ij " A h pϕ j , ϕ i q and M ij " pϕ j , ϕ i q Ω , respectively. The condition number for the stiffness matrix is defined by
where |¨| R N on matrices denotes the operator norm
and |¨| R N on vectors denotes the Eucledian norm. for all h P p0, h 0 s with h 0 sufficiently small.
Proof. If v "
ř N i"1 V i ϕ i and tϕ i u N i"1 is the usual nodal basis on K h the following well known estimate holds
We will make use of the inverse inequalitỹ
and the discrete Poincaré inequality
The inverse inequality (4.82) is proven by first applying the triangle inequality to all jump and average terms and then using Lemma 4.3 on the consistency terms, the inverse inequality
on the jump penalty term and the inverse inequality
on the stability terms. The discrete Poincaré inequality (4.83) is proven by first separating the cut elements and applying Lemma 4.2 which gives
where we in the second last inequality apply the standard Poincaré inequality on the first term.
We now turn to estimating |A| R N and |A´1| R N separately. The product of these estimates will give a bound on the condition number κpAq by its definition (4.78).
Estimate of |A|
words Ă R N is the space of coefficient vectors corresponding for discrete functions in V h {R. By the definition of the method (in matrix form) and using continuity (4.39) we have
A h pv, wq
where we in the last inequality used the inverse estimate (4.82) and (4.81). It follows that
Estimate of |A´1| R N . Let V P Ă R N . Using (4.81), the Poincaré inequality (4.83), coercivity (4.38) and the Cauchy-Schwarz inequality we obtain
Since V is arbitrary we by choosing
which in combination with (4.92) concludes the proof.
Numerical Results
In this section we present our numerical experiments to verify convergence rates and the stability of the cut finite element method on patchwise parametrized surfaces. We also provide various numerical examples.
Model Problems
For our convergence and stability results we choose the same Laplace-Beltrami model problems as in [17] ; a problem on the unit sphere and a problem on a torus surface. The solutions and load functions to these problems satisfy pu, 1q Ω " pf, 1q Ω " 0.
Surface and Analytical Solution. The surfaces and analytical solutions for our two model problems are illustrated in Figure 7 and described below.
• Sphere: The surface Ω is the unit sphere centered in origo and we use a manufactured problem with analytical solution u " 3x 2 y´y 3 .
• Torus: The surface Ω is a torus with inner radius r " 0.6 and outer radius R " 1. This surface can be expressed in Cartesian coordinates as the points tx " pR`r cos θq cos φ , y " pR`r cos θq sin φ , z " r sin θu (5.1)
for 0 ď θ ď 2π and 0 ď φ ă 2π where tθ, φu are toroidal coordinates of the surface. We use a manufactured problem with analytical solution u " sinp3φq cosp3θ`φq. Patchwise Surface Description. In the presented method the surface Ω is described by a set of mappings tF i u iPI Ω and trimmed patches in reference coordinates t p
To construct such a description for the two model problems we first create a closed surface approximation of Ω consisting of a number of polygons tT i u iPI Ω . For each polygon T i we by a simple affine mapping can create an inverse mapping down to a reference patch p Ω i in r0, 1s 2 . To map onto the surface Ω we from T i use a closest point mapping and by combining the inverse mapping and the closest point mapping we define F i : p Ω i Ñ Ω i . The actual patchwise descriptions used for the model problem are illustrated in Figure 8 . 
Implementation Aspects
We use tensor product Lagrange finite elements of order p on quadrilaterals in our implementation. In the results below we for the Nitsche interface terms used the parameter β " 100 and for the CutFEM stability terms used parameters γ k " 10´2, k " 1, . . . , p. The latter choice is numerically investigated in Section 5.4 below. To impose the average constraint pu h , 1q Ω " 0 we use a Lagrange multiplier approach, see for example [13] .
Convergence
To confirm our theoretical results in Theorem 4.1 and Theorem 4.2 we present convergence results for the energy norm error and L 2 norm error in Figure 10 and Figure 11 , respectively. Example numerical solutions for the two model problems are displayed in Figure 9 . In these studies the geometry representation, i.e. the reference patches p Ω i and mappings F i , is kept fixed while the background grid is refined.
Stability
Patch Position in the Background Mesh. Depending on how a reference patch p Ω i is positioned in r0, 1s 2 the intersection with the background mesh may produce situations with arbitrary small cut elements. To demonstrate the stability of the method with regard to different cut situations we produce statistical data by randomly rotating each reference patch p Ω i in the background mesh to give random cut situations and repeating the simulation N times. The standard deviation of the energy and L 2 errors in these simulations are presented in Figure 12 .
Condition Number. The discrete problem can become arbitrarily ill conditioned if the stabilization term j h,i is not included in the form A h . To capture this instability we estimate the condition number of the stiffness matrix for numerous patch positions in the reference domain, producing different cut situations. This is illustrated in Figure 13a where we estimate the condition number for both the stabilized and unstabilized system in random cut situations. Note that the condition number for the stabilized stiffness matrix scales as Oph´2q in agreement with the bound proven in Theorem 4.3.
Choice of Stability Parameter γ. For a fixed mesh size h we investigate how the size of the stabilization parameters γ k , k " 1, . . . , p, affect numerical stability, i.e. the condition number κ, and the size of the error in the solution. Assuming all stabilization parameters take on the same value, i.e. γ k " γ, we present a numerical study of this in Figure 13b respectively in Figure 14 . For small values of γ we increasing condition numbers resulting in numerical instabilities, see Figure 13b , and for large values of γ we note that the stabilization term j h,i will start to impact the solution leading to larger errors, see Figure 14 . A good middle ground seems to be γ " 10´2.
Numerical Examples
Surface with Boundary. With the simple adaption of the method to boundary conditions described in Section 3.3 we give results of a problem with boundary in Figure 15a , where we have both non-homogeneous Dirichlet conditions and Neumann conditions. Klein Bottle. The Klein bottle is a closed non-orientable surface for which it exists no embedding in R 3 . Let Ω in Cartesian coordinates be described by the parametrization xpθ, φq "´2 15 cos θp3 cos φ´30 sin θ`90 cos 4 θ sin θ (5.2) 60 cos 6 θ sin θ`5 cos θ cos φ sin θq ypθ, φq "´1 15 sin θp3 cos φ´3 cos 2 θ cos φ´48 cos 4 θ cos φ`48 cos 6 θ cos φ (5.3) 60 sin θ`5 cos θ cos φ sin θ´5 cos 3 θ cos φ sin θ´80 cos 5 θ cos φ sin θ 80 cos 7 θ cos φ sin θq zpθ, φq " 2 15 p3`5 cos θ sin θq sin φ (5.4) for 0 ď θ ă π and 0 ď φ ă 2π. We manufacture a problem with the analytical solution u " 3 cos 2 θ sin φ´sin 3 φ and the resulting finite element solution is presented in Figure 15b .
Surface with Sharp Interfaces. Let Ω be the closed surface to the half solid torus defined via (5.1) and θ P r0, 2πs, φ P r π 2 , 3π 2 s and r ď 0.6. The resulting geometry consists of half a torus and two circular discs. We manufacture a problem by choosing the same analytical solution as for the torus model problem on the torus part and on the discs we make the ansatz of a single cubic Hermite polynomial in the radial direction with zero solution and radial derivative in the disc center. The analytical solution on the discs are then derived from the interface conditions. In Figure 16 the solution and gradient magnitude of the finite element solution are displayed, and both flow nicely over the interfaces. 
Summary and Future Work
We have presented and analysed a higher order cut finite element method for elliptic problems on multipatch surfaces. The method has the following fundamental features:
• Patches are described by mappings from a reference domain and trim curves.
• On each patch a mesh is constructed using structured grids in the reference domain.
• The discrete solution is coupled between the patchwise meshes by enforcing interface conditions using Nitsche's method.
• On each patch we handle elements cut by trim curves by adding certain stabilization terms.
• The stability and error analysis is independent of how the trim curves cut the mesh.
Real Applications. While we in this work consider the Laplace-Beltrami operator as a model problem, there are many real problems posed on surfaces to which the same framework for dealing with multipatch surfaces effectively could be applied. For example, there is a great interest in structural mechanics for modeling membranes, plates and shells, and modeling of thin films and lubrication also occur on surfaces.
Extended Analysis. In the analysis we assume that, at the interface, the trim curves on both patches map exactly onto the same interface curve. However, this is typically not the case when working with geometries extracted from CAD due to the discrete representation of the trim curves. Therefore a useful extension of the analysis would be to consider gaps in the geometry. Another useful extension would be higher order PDE which are common for problems on surfaces and in this setting we can easily construct a
