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Abstract
As we navigate the environment, images flow over our retinae and produce
complex moving patterns including contraction and expansion. These in turn
serve to inform us about our movement in the world, as well as about the
positions and relative motions of the objects around us. The processes un-
derlying the perception of radial motion were explored using psychophysics,
eye tracking and functional magnetic resonance imaging (fMRI). The initial
experiments studied how adaptation to radial motion affects discrimination
using partially-coherent dot stimuli. Adaptation increased absolute detection
thresholds in the adapted direction, but had no effect on the discrimination
of higher pedestals. The change in sensitivity is consistent with a divisive
inhibition mechanism, as well as with one based on proportion estimates. An
orientation discrimination experiment adds support for the latter. Directed
attention to one component of a motion-balanced transparently-moving stim-
ulus impairs sensitivity to a level comparable to that following adaptation,
although there were large inter-subject differences. A novel approach using
relative velocity adjustments of transparently-moving dot fields was used to
investigate the reference frame of motion adaptation, which is shown to be
mainly retinotopic and diminished by gaze modulations. Finally, fMRI was
used to probe the neural substrates of radial motion perception, including
retinotopic mapping, localisation of MT/MST, and selectivity for contraction
and expansion within the MT+ complex.
xi
To Alberto and Pepe - my home.
xii
Publications
Some of the work described in this dissertation has been previously published in poster
or presentation form at scientific conferences.
• Nikolova, N. E. and Raphael, S. (2012). The reference frame of the motion
aftereffect examined using velocity adjustments, Perception 41(S): 180.
• Nikolova, N. E. and Morgan, M. J. (2013). Changes resulting from adaptation to
radial motion, British Neurosci. Assoc. Abstr. 22: 664
• Nikolova, N. E. and Morgan, M. J. (2013). Discrimination functions for radial
motion and for orientation, Perception 42(S): 184
• Nikolova, N. E. and Morgan, M. J. (2013). Mechanisms for discrimination following
adaptation to radial motion, Neuroscience Meeting Planner 06: 458
• Nikolova, N. E. and Morgan, M. J. (2014). Discrimination following adaptation to
radial motion, comparison of spatial and temporal two-alternative forced choice
tasks, AVA X-Mas Meeting
• Nikolova, N. E. and Morgan, M. J. (2016). Representation of radial motion in the
visual cortex, Scientific Advisory Board Meeting, Max Planck Society
• Nikolova, N. E., Solomon, J. A. and Morgan, M. J. (2018). Asymmetrical responses
to contraction and expansion in human MT+ complex, Scottish Vision Group
Meeting
xiii
Glossary
1D, 2D, 3D one, two, three dimensional
aMRI anatomical magnetic resonance imag-
ing
BOLD blood oxygenation-level dependant
CRT cathode ray tube monitor
CSF cerebral spinal fluid
DT detection threshold
EEG electroencephalography
EPI echo-planar imaging
fMRI functional magnetic resonance imag-
ing
GE gradient echo
hMT+ human area MT including parts of
adjacent areas (MT+)
HRF hemodynamic response function
IPS intraparietal sulcus
MAE motion after-effect
MEG magnetoencephalography
MRI magnetic resonance imaging
mse mean square error
MT middle temporal area (V5)
MVPA multi-voxel pattern analysis
PET positron emission tomography
PFC prefrontal cortex
PIT posterior inferotemporal area
ROI region of interest
s2AFC spatial two-alternative forced choice
SNR signal to noise ratio
t2AFC temporal two-alternative forced
choice
TE time to echo
TMS transcranial magnetic stimulation
TR repetition time
V1 primary visual cortex, located on pos-
terior pole of occipital cortex
V2 visual area V2, secondary visual cor-
tex (prestriate cortex)
V3 visual area V3, third visual complex
V4 visual area V4, extrastriate visual cor-
tex, located on posterior inferotempo-
ral area (PIT)
V5 visual area V5/MT (middle temporal)
VOI volume of interest
voxel three dimensional pixel
xiv
Chapter 1
Introduction
This chapter outlines the scientific background related to this dissertation. First,
the basic physiology of the visual system is described. The general background for
psychophysics and the perception of visual motion are given, with an emphasis on the
motion aftereffect and different measures thereof. Attentional processes and specifically
their effect on motion perception are outlined. Finally, the basics of functional magnetic
resonance imaging are described along with an overview of studies applying it to the
study of motion processing.
1.1 Basic physiology of vision
1.1.1 The retina
The pathway that processes visual information about the outside world begins in the
eye. As light falls on the retina, it is detected by individual photoreceptors sensitive
to varying wavelengths and intensities of the electromagnetic spectrum. There are two
classes of photoreceptor; rods and cones. Rods are highly sensitive light intensity, they
pool over large areas and can detect a single photon, whereas three types of cones are
sensitive to different ranges of wavelengths. The photoreceptors are not on the outer
retinal surface - rather, light has to pass through the thickness of the retina before
1
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reaching them. Light first passes through a dense layer of glial cells which, beside
performing support and maintenance for neurons, act to channel the light onto the
photoreceptors. This arrangement appears to be a result of optimisation; green and red
wavelengths pass through the glial cell layer easier and are concentrated onto the cones
5 - 10 x more than blue wavelengths. As there is excess blue light in the atmosphere,
this adaptation allows cones to function well with less light. The rods and cones then
perform phototransduction, the transformation of light into neural signals. These signals
take the form of fluctuating membrane potentials that combine onto horizontal and
bipolar cells. The horizontal cells provide feedback to photoreceptors, allowing them to
adjust to differing light conditions.
Bipolar cells meanwhile, receive input from either rods or cones and synapse onto
retinal amacrine cells (rod bipolar cells) and ganglion cells (cone bipolar cells). The
receptive fields of bipolar cells vary in size, and they may thus be selective to spatial
scale. Those with smaller receptive fields are sensitive to fine structures (high spatial
frequency), and those with larger receptive fields respond to rougher structures (low
spatial frequencies). When the photoreceptors in its receptive field are exposed to
light, an ON bipolar cell becomes active, while an OFF bipolar cell is inhibited. The
information from photoreceptor cells converges onto bipolar cells and there are thus
many more of the latter (80-110 million rods, 4-5 million cones) than the former (36
million BP cells). There is a one-to-one relationship between cone photoreceptors and
bipolar cells, meaning that the 11 types of cone bipolar cells (Strettoi et al. 2010) are
much more common in the foveal retina, while more rod bipolar cells are found in the
periphery. On- and off-centre ganglion cells are present in roughly equal numbers, and
their RFs have overlapping distributions so that every spot on the retina is covered by
several ganglion cells of different arrangements.
There is evidence in non-human primates that motion processing begins as early as
the retina, namely in one of around forty types of amacrine cell called the starburst
2
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amacrine cell (SAC) (Taylor & Smith 2012). Receiving signals from the rod bipolar cells,
SACs are a type of interneuron whose dendrites spread out in all directions in a typical
‘starburst’ pattern. They respond to stimuli which move from their cell body (soma)
towards the distal dendrites. They are therefore sensitive to centrifugal motion, but not
to motion in the opposite direction. The mechanism by which they compute direction
of motion is similar to the Reichardt detector (see Section 1.3.1). SACs synapse onto
retinal ganglion cells, some of which are also known to respond selectively for directions
of movement (Barlow & Levick 1965).
Both horizontal and amacrine cells connect to the retinal ganglion cells (RGCs)
on the retinal surface. Direction-selective (DS) ganglion cells are divided into three
types. On/Off DS ganglion cells detect local motion, and fire at the onset and offset of
a stimulus (light source). On DS ganglion cells respond only to the leading stimulus
edge and Off DS cells respond only to the trailing edge (Borst et al. 2011).
Other types of RGCs have ‘centre-surround’ receptive fields which are defined by the
geometry of connections leading to them from amacrine and bipolar cells. Each RGC is
sensitive to local luminance variations between the centre of their receptive field and a
concentric annulus surrounding it (i.e. on-centre ganglion cells prefer light spots and
off-centre ganglion cells prefer dark spots), and responds to the net sum of its excitatory
and inhibitory inputs. Whereas photoreceptors generate membrane potentials, ganglion
cells generate action potentials along their axons which travel down the optic nerve to
the brain. Single-cell recordings from RGCs in animals have long been used to study
their receptive field properties. For example, when a light is shone in the centre of an
on-centre ganglion cell’s receptive field, its firing rate increases suddenly. If the light is
positioned in the surround instead, the cell is suppressed and its firing rate decreases
from the baseline. It is interesting to note that, when the light is switched on in the
surround, the response increases briefly as it is released from inhibition. Because of these
properties, ganglion cell output to the brain contains information on edge contrasts of
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various spatial scales, their phase and location, as well as direction of motion.
Retinal ganglion cells can be subdivided into different kinds - M (magnocellular)
ganglion cells receive input from both rods and cones and are most sensitive to black
and white, while P (parvocellular) RGCs receive only cone input and are sensitive to
colour. The M and P cells project to distinct layers in the LGN (lateral geniculate
nucleus, see Section 1.1.2) of the thalamus, and this division propagates into the cortex.
Before moving on, it is important to mention that in addition to these feed-forward
connections, there are also feed-back connections from the cerebral cortex to ganglion
cells, as well as from bipolar and horizontal cells back to photoreceptors in lizards and
salamanders (Jackman et al. (2011), Werblin & Dowling (1969)). This feed-back likely
modifies photoreceptor responses based on prior experience. Furthermore, mammalian
ganglion cells can be subdivided into 10 - 15 distinct morphological types, and there
are 10 or more different kinds of bipolar cells. Considering the connectivity of the
retina, it is possible that it may contribute to some visual processing which is classically
attributed to the brain (Wa¨ssle 2004).
1.1.2 The central nervous system
Figure 1.1: Schematic of the human visual system Axons from the nasal and
temporal retina travel through the optic nerve to the LGN in each hemisphere. The
nasal fibres cross at the optic chiasm before reaching the LGN, while the temporal fibres
stay on the ipsilateral side. The optic tracts then carry the fibres from the LGN to the
respective primary visual (striate) cortex, preserving neighbourhood relations. - modified
from Wikipedia
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In mammals, the optic nerve carries the axons of the retinal ganglion cells in each
retina, and makes the first synapses to the brain in the lateral geniculate nucleus (LGN)
in each hemisphere (see Figure 1.1). Before this, the optic nerve fibres from the nasal
half of the retina cross at the optic chiasm, and thereby send their signals to the cerebral
hemisphere on the opposite (contralateral) side. The lateral fibres stay on the same
(ipsilateral) side of the brain. The result of this crossing over is that, after the LGN,
the optic tract fibres carry information about the contralateral visual field to the first
cortical visual area - the striate cortex (V1). Throughout the visual pathway, from retina
to V1 and higher visual areas, the neighbourhood relations between adjacent ganglion
cells are preserved, resulting in a retinotopic map. The central part of the retina (the
fovea) is over-represented in the retinotopic maps of each hemisphere, which reflects
the relatively high proportion of cells in the striate cortex allocated to analysing the
foveal region of the visual field. Rather than terminating in the LGN, some optic nerve
fibres connect to the left and right superior colliculus, which appears to be involved in
mediating visual attention.
Some ‘simple cells’ in V1 are binocular, meaning that they receive input from both
eyes in such a way that the V1 in each hemisphere represents the contra-lateral visual
field. They are sensitive to orientation and spatial frequency (Huebel & Wiesel 1959),
and selective as to the position of a stimulus on their receptive field. They may also
have phase-shifted fields in the two eyes making them sensitive to binocular disparity.
The output from the simple cells converges onto ‘complex cells’; while they share many
properties, the receptive fields of complex cells are not divided into excitatory and
inhibitory regions (Huebel & Wiesel 1962). They prefer moving stimuli and are space-
and phase-invariant (de Valois R. L. & de Valois K. K. 1988), meaning that it does
not matter where an optimal stimulus falls on their receptive field. V1 also contains
‘hypercomplex’ cells which are additionally selective for stimulus length. Furthermore,
neurons in the striate cortex are organised into orientationally-tuned columns and
5
1.1 Basic physiology of vision
alternating ocularity bands.
After V1, the visual pathway connects to extrastriate areas where cells are selective
for increasingly complex features. According to the two-stream theory (Goodale &
Milner 1992), upon leaving the occipital cortex the pathway divides into a ventral
(“what”) and a dorsal (“where”) stream. The ventral stream is implicated in object
recognition and travels to the temporal lobe, while the dorsal stream terminates in the
parietal lobe and processes motion and positional information. Early lesion studies
showed that damage to temporal areas in monkeys resulted in deficiencies in identifying
objects, while lesions to parietal areas caused problems in locating them. It is important
to note however, that while this theory provides a useful framework, there is significant
interaction between the two streams, and they are far from independent from one
another. An fMRI study has in fact shown that the regions that respond to form
coherence, a global processing measure in the ventral stream, are located close to those
responding to motion coherence and are scattered over many posterior cortical regions
(Braddick et al. 2000). Furthermore, the information processing stream is far from
one-directional - there is for example evidence of top-down modulation from frontal
cortex on the retinotopic visual cortex (Ruff et al. 2006).
1.1.3 Physiological mechanisms for motion perception
As mentioned in Section 1.1.1, the M and P RGCs of the retina project to distinct
magnocellular and parvocellular layers in the LGN. Compared to P ganglion cells, M
cells have large receptive fields, are selective to luminance contrast, and respond quickly
to changes in stimulation. These properties make the M cells good candidates for
the first step in motion perception (Livingstone & Hubel 1988). This selectivity is
maintained in the M and P layers of the LGN, with the magno cells there being more
sensitive to stimulus changes and luminance contrast, and less sensitive to fine spatial
detail and colour than the parvo cells. The magno cells go on to project to layers in V1
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which connect to areas MT and MST, both of which are involved in motion processing.
The first specifically motion-selective cells are found in area V1. What makes these
cells truly motion-selective and not only sensitive in stimulus changes over time, is
that their response changes as a function of stimulus direction, responding the most
to stimuli moving in their preferred direction and least to stimuli moving opposite the
preferred direction. The outputs that then project to area MT are involved in the
integration of individual local motions into the percept of coherently moving fields and
objects. A class of stimuli which has been instrumental in showing integrative motion
processes have been plaid gratings. These are composed of two superimposed gratings
which move in different directions, and are usually perceived as a plaid pattern moving
in the composite direction of the two components, rather than in the directions of the
individual gratings. Movshon et al. 1985 have shown that some cells in MT respond to
the individual component motions in plaid gratings (component cells), while pattern
cells respond to the composite of the two motions. The later only make up about one
quarter of all MT cells, indicating that integration largely occurs further on in the
motion stream.
While early visual areas respond to simple motion stimuli such as unidirectional pat-
tern motion, the neurons in areas further along the visual stream respond to increasingly
complex features such as form-from-motion and optic flow patterns (Yu, Page, Gaborski
& Duffy 2010). Neurons in area MT are selective for direction of translation. Area MST
receives input from MT cells and has been shown to be sensitive to patterns of complex
motion: contraction, expansion, rotation, and spiral movement (Mineault et al. 2012,
Orban et al. 1992). In monkeys, particularly the dorsal portion of MST (MSTd) contains
neurons that respond to particular patterns of motion in their large receptive fields;
patterns that are often a result of self-motion, and are therefore useful for navigation
and for visually guided behaviour. Such ‘optic flow’ provides rich information about our
movement through the environment, about object motion, posture stabilization, as well
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as about our bodily movements (see also 3.2). In 1950, Gibson suggested that higher
order mechanisms must be responsible for the estimation of optic flow information in
order to guide our behaviour within the surrounding world.
Cells in MT have relatively small receptive fields only a few degrees in diameter
and generally respond to simple planar motions in one direction (Maunsell & Van
Essen 1983a). Meanwhile, neurons in MST have much larger receptive fields (around
60 degrees) which can extend into the ipsi- and contralateral visual fields, and their
receptive field sizes do not increase significantly with retinal eccentricity (Duffy & Wurtz
1991a,b, Orban et al. 1992, Tanaka et al. 1989). As they have been shown to respond
selectively to contraction, expansion, rotation, spiral, and multi-component motions
(Graziano et al. 1994, Saito et al. 1986, Tanaka et al. 1989, Wurtz & Duffy 1992), cells
in MST are much more likely to be involved in optic flow computations than those in
MT. MST is not the only cortical area that responds to complex motion, for example
area 7a in the ventral intraparietal cortex is also highly selective for optic flow (Read &
Siegel 1997, Schaafsma et al. 1997), and V3a has recently been shown to be involved in
the computation of the focus of expansion (Strong et al. 2017).
1.2 Psychophysics
1.2.1 Thresholds
Thresholds are one of the fundamental measurements in the study of sensory perception,
defining the minimal stimulus change that can be detected on a particular dimension
(e.g. contrast, orientation or motion). Gustav Fechner, in his Elemente der Psychophysik
(1860) first accurately described and compared three standard methods of measuring
thresholds - the method of adjustment, the method of limits, and the method of constant
stimuli. In psychophysics, thresholds can be defined as the stimulus intensity at which the
observer’s probability of responding correctly reaches a certain level (often 75 percent).
The reason that the probability of a correct response increases gradually instead of as a
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step function is generally thought to be random noise which causes variations in the
signal intensity. Both external noise (e.g. a fluctuating light in the environment) and
internal noise (e.g. random variations in cell firing rates) contribute to the stimulus
signal. The noise is often assumed to be Gaussian. The absolute, or detection, threshold
is the smallest stimulus that can be perceived, while the smallest difference in stimuli
that we can see is the just noticeable difference (JND). For example, if we present a small
dot of increasing brightness from black to white on a black background, the luminance
at which the dot just becomes visible to the observer is the absolute threshold. If we
then measure the minimum luminance that can be distinguished from the background
as we increase its luminance, that would be the JND. When the JND is plotted as a
function of the baseline signal intensity, it is called a threshold-versus-contrast (TvC)
function; these functions often have a characteristic dipper shape. They can be divided
into two regions: an initial facilitation region where the JND decreases with increasing
stimulus intensity below the detection threshold, and a masking region thereafter where
the JND increases proportionately with the baseline intensity. Dipper functions have
previously been reported for blur (Georgeson 1994, Watt & Morgan 1983) and motion
(Morgan, Chubb & Solomon 2006, 2011) discrimination.
1.2.2 Signal detection theory
Signal detection theory (SDT) is a branch of mathematics which is concerned with
the problem of detecting signals within a noisy world (Green & Swets 1966, Peterson
et al. 1954). Originally formulated for the use in radar systems, it has been elaborated
and is used in diagnostics, telecommunications, and biological systems. Applied to
psychophysics, SDT replaced the single threshold with the concepts of a sensory process
and a later decision process. In this way, it avoided confounding sensitivity with the
response criterion (bias) of the decision process, as was often the case with classical psy-
chophysical methods such as the method of limits. SDT further described experimental
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methods (such as 2AFC, described below) based on its theoretical assumptions.
In order to differentially measure the sensitivity and the criterion in a single-interval
‘yes-no’ task, it is necessary to measure the conditional probability that the observer
responds “yes” when the stimulus is present (the hit rate, HR), as well as the conditional
probability that they respond “yes” when the stimulus is absent (the false alarm rate,
FAR). In the framework of Gaussian signal detection theory, the HR and FAR can be
used in order to estimate the detection sensitivity and the decision criterion.
SDT assumes that the sensory process produces a continuous output by combining
the stimulus signal with random Gaussian noise. Sensitivity is based on the difference
in the mean outputs of the noise distribution (when no signal is present) and the
signal distribution. Assuming that the standard deviations are equal between the two
distributions (σn = σs = 1), sensitivity can be represented as d’.
d′ = −(µs − µn)
σn
(1.1)
The decision process is assumed to use one or several decision criteria, against which
the output of the sensory process is compared in order to determine the response. If
the output of the sensory process exceeds the criterion, the observer’s response is “yes,
there was a signal”, while if the output is less than the criterion the response is “no,
there was no signal”.
Then, sensitivity can be determined from the observed HR and FAR conditional
probabilities, and the decision criterion can be described by the critical output of the
sensory process. Sensitivity is assumed to be a relatively stable property of the sensory
process, while the decision criterion can change from task to task and over time. At
least three factors affect the criterion; the instructions to the observer, the relative
proportions of signal and no-signal trials, and the pay-off, meaning the relative cost
for making each type of error (type I or type II) or benefit of making each type of
correct response (hit or correct rejection). Due to these factors, the observer may use
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different decision criteria at different times, which may be falsely interpreted as changes
in sensitivity if an appropriate index of sensitivity is not used.
An alternative method for estimating the observer’s detection sensitivity in a way
that is relatively unconfounded with the decision criteria is the two-alternative forced
choice (2AFC) task. In one form of a 2AFC task, the observer decides which of two
stimuli contains the stronger signal, rather than whether a single stimulus contains a
signal or not (1AFC). This method uses percent correct (or percent of trials on which
the observer answered ‘stimulus A’) as an index of performance and essentially forces
observers to adopt the same decision criterion. The threshold stimulus value is defined
as the stimulus giving rise to a set level of detection performance.
In summary, SDT assumes that there is no set internal threshold (minimal sensory
activation); rather, the decision process has access to the response distributions of all
the detecting mechanisms it monitors. It then compares them to either a criterion level,
or to responses for another stimulus as in 2AFC tasks. Measures of the sensitivity
of the sensory process are based on the difference between the mean outputs in the
signal and no-signal conditions. Performance on a task can then be measured by the
discriminability index d’, or by percent correct P(c).
Finally, the method of single stimuli (MSS) requires the observer to classify a single
stimulus, for example, whether it is tilted clockwise or anti-clockwise of the vertical.
Though often confused with 2AFC, the MSS has only one source of external noise (due
to the stimulus) instead of two, but inevitably involves an internal standard (e.g. the
vertical) which may or may not have appreciable noise relative to the sensory noise
(Morgan, Dillenburger, Raphael & Solomon 2012).
1.3 Models of motion perception
At a most basic level, motion perception is a problem of identifying changes in position
over time. In science, plausible models are crucial for defining hypotheses and guiding
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experimental design. The algorithms proposed for motion detection fall into several
categories - Reichardt detectors (Hassenstein & Reichardt 1959, Reichardt 1961), spatio-
temporal energy models (Adelson & Bergen 1985), and gradient detectors (Fennema
& Thompson 1979). Both gradient detectors and spatio-temporal energy models are
supported by single cell electrophysiology and are widely accepted. Reichardt motion
detectors predict aliasing in the visual system. While it is uncertain whether mammals
exhibit aliasing (there are claims for it in the peripheral visual field), it has indeed been
observed in insects. Zebra stripes may even have evolved to produce aliasing in biting
flies, making them less susceptible to attack (How & Zanker 2014).
1.3.1 Reichardt detectors
Reichardt detectors are the simplest class of model; they compare responses from two
retinal points with a certain delay. Say photoreceptor cell A is to the left of cell B, and
there is a set delay on the output of cell A. Both cells then connect to a detector, which
fires only if the outputs form cells A and B are both positive and arrive simultaneously
(see Figure 1.2). If a stimulus moves rightwards and passes through the receptive fields
of both photoreceptors, it will first activate cell A, then cell B. If the delay on cell A
output is matched to the time the stimulus takes to travel between the two receptive
fields, then the signals will arrive at the detector at the same time - the detector is
thus selective for speed and rightward motion (its preferred direction). To reduce false
firing due to the high noise in photoreceptor responses, detectors are often arranged in
opponent pairs of detectors selective for opposing directions which inhibit each other.
Physiologically, such cells may be found in the SACs of the retina and in the LGN
(Levick, Oyster & Takahashi 1969), where responses from direction-selective retinal
ganglion cells converge. Evidence suggests that this model accurately describes visual
processing in flies (Haag, Denk & Borst 2004).
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Figure 1.2: Reichardt and gradient detector models Basic representation of the
reichardt and gradient detector models (see text).
1.3.2 Gradient detectors
To describe the gradient model, let us consider that motion is a change in position x
over time t and speed is the rate of change of position, i.e. ∂x∂t . We can represent a 1D
pattern I(x) moving through 1D space by ∂x∂t , where x and t define the position in 2D
space-time. The derivative dIdx would define the rate of change or gradient at point x.
As we move to the right across an image, our velocity is δxδt . Therefore,
δx
δt
=
1
δt
× δx
1
=
δI
δt
× δx
δI
=
δI
δt
÷ δI
δx
(1.2)
Since in reality the image moves, rather than our detection mechanism, we can say
that rightward motion over the image is equivalent to the image moving leftward. The
temporal derivative of local luminance It is divided by its spatial derivative Ix. Therefore
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image velocity becomes V = − δxδt = [−It ÷ Ix]. The original algorithm proposed by
Fennema & Thompson (1979) had the problem that the velocity estimate becomes large
and noise-sensitive as Ix decreases towards zero. In order to deal with this problem, an
alternative velocity estimate can be derived by using first and second derivatives since
both Ixx and Ixt tend not to both be zero.
V = − Ixt
Ixx
These two velocity estimates have been combined by Johnston, Mcowan & Buxton
(1992), adding a weighing factor w2 and rearranging terms to form the multi-channel
gradient model of velocity coding.
V = −IxIt + w
2IxxIxt
I2x + w
2I2xx
(1.3)
1.3.3 Spatio-temporal energy models
In motion energy filters, motion is viewed as a tilt in space-time, just as orientation is a
tilt in space. Defined by Adelson & Bergen (1985) (but see also Burr & Ross (1983) and
Watson & Ahumada (1983)), it uses detectors that are oriented in space-time. Each
motion-selective neuron thus has a spatio-temporal receptive field. While these cells
are selective for specific velocities, they are also selective for contrast, i.e. they are
phase-dependent. The solution proposed by Adelson and Bergen was to sum the squared
outputs (or the “motion energy”) of detectors that are out of phase with each other.
Motion energy = O21 +O
2
2
The outputs from leftward and rightward oriented detectors are subtracted to get the
opponent energy.
Opponent energy = ER − EL
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The resulting energy signal would increase with image contrast, so it is finally divided
by a static energy signal S2 from neurons with non-directional receptive fields to get a
measure of pure velocity.
V elocity = Opponent energy/Static energy = (ER − EL)/S2
In this model, the squared linear receptive fields are a model of simple cells, and
adding the out-of-phase outputs of the simple cells is a model of complex cells. Direction-
selective complex cells in the cat V1 do indeed behave as the model predicts (Emerson,
Bergen & Adelson 1992), and Qian et al. (1994) have found evidence for motion
opponency in MT.
Figure 1.3: Motion energy model from Adelson and Bergen, 1985
While gradient detectors, Reichardt detectors and the motion energy models are
conceptually different, they give similar predictions when it comes to motion adaptation.
In fact, van Santen & Sperling (1985) showed that front-end filtering and multiplication
of the two outputs predicts human responses better than addition. In this form they are
shown to be essentially equivalent to the motion energy model (Adelson & Bergen 1985),
in that the sensitivity of each channel adapts as a function of its response to the adapting
stimulus. Morgan & Chubb (1999) later proposed that early Gaussian noise added
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before the multiplication stage fits contrast thresholds for a direction discrimination
task. Solomon, Chubb, John & Morgan (2005) further specified that an accelerating
non-linear transducer better fitted psychometric function slopes than a linear transducer,
but that the results of van Santen & Sperling (1985) were better fitted by a Reichardt
detector with late noise. The following section describes the motion aftereffect and
models thereof.
1.3.4 Motion psychophysics
Motion is likely processed in a hierarchical way, with outputs of early detectors converging
in ‘higher’ areas, resulting in an increase in complexity of the optimal stimulus (Andersen
et al. 1990). Local motions within small receptive fields (in V1 or later) are likely
integrated at a later stage in order to determine the correct direction of motion of an
object. Adelson & Movshon (1982) suggested a theory which combines the constraints
of local motion detectors to estimate a global motion. Briefly, when an edge moves
across a local receptive field, it’s speed and direction are ambiguous because it could be
moving in any of a set of directions given by a vector that lies along a constraint line in
velocity space. But if two edges are assumed to be part of the same rigid object, then
they must both be moving in the same direction. Therefore, the constraint lines of two
edges with different orientations must have one vector in common, and this vector must
be indicative of the object trajectory.
As with spatial acuity, the ability to detect motion decreases with retinal eccentricity.
Barbur (1985) showed that motion displacement thresholds across a range of speeds
are significantly higher at eccentricities of 25 degrees. Several other studies show
that motion sensitivity declines with eccentricity (Baker & Braddick 1985, Johnson &
Scobey 1980), consistent with the physiological findings that neurons corresponding to
more retinally eccentric locations have larger receptive fields (Van Essen, Newsome &
Maunsell 1984). Larger receptive fields affect the ability to discriminate motion; for
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example, the detection of optic flow declines with increasing eccentricity. The reduction
in sensitivity may be due to increased internal noise in motion direction estimates
(Atchley & Andersen 1998). Furthermore, this reduction of sensitivity is much less
present at small eccentricities (below 16 degrees) than at greater eccentricities, and
appears to be independent of acuity (Bower, Bian & Andersen 2012). This suggests
that the declines in sensitivity for acuity and global motion are likely not due to the
same underlying processes.
Feature-tracking mechanisms, involved in the representation of image characteristics
over the visual field, are involved in both luminance- and colour-defined motion. Drifting
isoluminant gratings appear to move much more slowly than luminance-contrast defined
gratings, and may even appear stationary. Adaptation to luminance gratings however,
has been shown to produce a motion aftereffect when tested using an isoluminant
grating (Cavanagh & Eizner Favreau 1985). Isoluminant stimuli have further been
shown to induce an MAE (at least) as great as the MAE induced by luminance contrast
(Mullen & Baker 1985). While the classical MAE is sensitive to chromatic composition
(is colour-selective) (Favreau, Emerson & Corballis 1972), the positional MAE is not
(McKeefry, Laviers & McGraw 2006). VEPs show cross-adaptation between colour-
and luminance contrast-defined motion, indicating inputs to a common mechanism
(McKeefry 2001).
1.4 The motion aftereffect
1.4.1 History and description
Biologists use micro-electrodes to measure responses of single neurons to stimuli; simi-
larly, psychologists can study aftereffects in order to reveal the neural underpinnings
of perception. In many cases, psychophysical measures prove to be more powerful
than electro-physiological recordings of single cells, because they can uncover entire
mechanisms and neural networks. Prominent among aftereffects in vision is the Motion
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After-Effect (MAE) where, following a period of prolonged viewing (adaptation) of a
moving stimulus, a subsequently viewed stationary or motion-balanced (test) stimulus
will appear to move in the opposite direction.
The motion aftereffect has been a topic of curiosity and investigation since the
time of Aristotle in 340 B.C., and has been an important tool in linking the percept of
motion with its underlying physiology. Lucretius (ca. 56 B.C.) first accurately described
the direction of the apparent motion, in viewing flowing water in a river. The effect
was rediscovered multiple times in the nineteenth century. In particular, there are two
descriptions, by Purkinje (1820 and again in 1825) and by Addams (1834). The later
account named it the waterfall illusion; while viewing the Fall of Foyers in Scotland,
he noted that after looking at the waterfall for an extended time and shifting his gaze,
the adjacent rocky cliffs appeared to move upwards with a speed comparable to that of
the waterfall. Later, it was also observed from moving railway trains, notably by S.P.
Thompson who in 1877 reported:
Thus, if from a rapid railway train objects from which the train is receding
be watched, they seem to shrink as they are left behind, their images
contracting and shrinking from the edges of the retina towards its centre.
If after watching this motion for some time the gaze be transferred to an
object at a constant distance from the eye, it seems to be actually expanding
and approaching.
S.P. Thompson 1877, p.32
Wohlgemuth in 1911 published a comprehensive review of the nineteenth-century reports
on the MAE, replicating some studies, and adding many of his own. He compiled many
of the known results on the phenomenon; that retinal motion is necessary, that the
aftereffect immediately follows retinal motion, that its strength is increased by fixating
on a point, that its location is restricted to stimulated retinal areas, that the MAE
can be observed at different speeds, and that it can transfer between eyes, among
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others. The MAE is a paradoxical percept, in that the observer is aware that the
stimulus is not changing position, but nevertheless sees it as moving. This indicates
that the visual system can process motion quite independently of other attributes.
One of the common explanations for the MAE stems from Sigmund Exner in 1894.
Exner had previously published his investigations of the motion aftereffect, including
opposite aftereffects in each eye (Exner 1887, 1888), and linear combination of motion
adaptation (Exner 1887). He speculated that direction-selective neurons are coupled into
opponent pairs and that prolonged exposure to one motion direction recalibrates and/or
fatigues one element of each pair. This leads to an unbalanced response, and gives rise
to the aftereffect. The Reichardt detector described in Section 1.3 is an example of
such an opponent system, and can thus subtend the MAE. This however, is a shallow
explanation of motion adaptation; aftereffects are not simply mediated by independent
pairs of direction-opponent mechanisms. Adaptation to two gratings drifting in different
directions, for example, results in an aftereffect in the direction opposite the vector
average of the adaptors. This suggests that motion is computed in a distributed way,
across opponent pairs of motion detectors tuned to all different directions (Mather
1980, Mather & Moulden 1980). The MAE is then a result of a shift in the activity of
these distributed opponent mechanisms. Adapting to expansion, the direction of motion
is computed locally over all directions, and produces a contracting MAE. Two-stage
models assume that detectors which are selective for opposing directions of motion at a
first stage inhibit each other at the second stage. Neurophysiological data from Snowden
et al. (1991) showed that this second stage is likely to be computed within area V5 in
monkeys.
1.4.2 Neurological underpinnings
The MAE can be experienced when viewing either stationary or moving test stimuli
following motion adaptation; these aftereffects have distinct properties and have been
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termed the static and dynamic MAEs, respectively. The dynamic MAE is observed
when a random-dot stimulus, RDVN (random dynamic visual noise), or counterphase
grating is viewed following adaptation to motion. This dynamic MAE can be simulated
with real motion, and observers cannot easily discriminate between the MAE when
experienced with RDVN, and biased RDVN stimuli in which a percentage of dots
(typically 30%) move coherently (Hiris & Blake 1992). Using flickering counterphase
gratings, Bex, Verstraten & Mareschal (1996) further found that the dynamic MAE is
tuned to the adapting spatial frequency, and is greatest when tested with low temporal
frequencies below 0.25 Hz.
While the physiological basis of the MAE is still not fully understood, it appears to
be mediated by the disinhibition and recalibration of opponent detectors sensitive to
particular directions of motion. Opponent pairs of cells such as those described can be
found as early as the retina in rabbits (Barlow & Hill 1963a, Fried, Mu¨nch & Werblin
2002). However, the dynamic MAE shows complete inter-ocular transfer (adaptation
with only one eye produces a subsequent MAE in the unadapted eye) (Nishida, Ashida
& Sato 1994), indicating that it is mediated, at the earliest, by binocular cells in the
striate cortex, if not later. Several studies have identified directionally selective neurons
responding to motion adaptation in the cat primary visual area (V1) (Giaschi, Douglas,
Marlin & Cynader 1993, Hammond & Mouat 1988, Vautin & Berkley 1977) and Boynton
et al. (2003) demonstrated that adaptation in area V5/MT in the macaque is likely
inherited from V1, since adaptation in MT is spatially specific within the cells’ receptive
field. Further studies have shown selective adaptation independently in V1 and in
MT+/V5, suggesting that the MAE is processed at several stages (Culham, Verstraten,
Ashida & Cavanagh 2000, Verstraten, van der Smagt, Fredericksen & van de Grind
1999). While some functional imaging studies investigating the MAE have correlated
increased activity in the human area MT+ with a subjective percept of the motion
aftereffect (Culham et al. 1999, Hautzel et al. 2001, Taylor et al. 2000), others propose
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that the MAE reflects a decrease in the responses of neurons selective for the adapting
direction of motion (Huk, Ress & Heeger 2001).
1.4.3 Bias and sensitivity measures of adaptation
Most previous studies have examined motion adaptation using psychophysical observa-
tions which measure perceptual bias rather than sensitivity (Morgan, Chubb & Solomon
2006, Morgan, Melmoth & Solomon 2013). These observations focus on the inner percept
of the stimulus.
Psychophysical measurements can therefore be divided into two classes. Class A
are objective measures of sensitivity (or JND), while class B estimate bias and rely
on tasks that have no correct answer. Illusions, which are nothing more than the
introduction of a perceptual bias, are intrinsically class B phenomena. For class A
evaluations, the observer is given a task such as deciding which of two gratings drift
faster (note that there is an objectively right answer). We do not need the observer to
respond to the correct stimulus; we can instead ask them to respond to the appearance
of the stimulus. The resulting psychometric function contains two main sources of
information: the central tendency, which determines the bias, and the slope, which gives
the discrimination, a measure of the observer’s internal noise. Using the method of single
stimuli (see Section 1.2.2), the observer makes a decision along a continuous dimension
of the stimulus and in order to do so, a criterion must be set. In this case, the midpoint
of the psychometric function can represent one of two things - a change in sensitivity
or a shift in the criterion (De Valois R. L. & De Valois 1991). This point was further
illustrated by Morgan, Dillenburger, Raphael & Solomon (2012), who showed that
observers can voluntarily shift their psychometric function with the method of single
stimuli, without affecting its slope. As the two horizontal shifts in the psychometric
function are indiscriminable within signal detection theory, it is important to distinguish
them through methodology. Certain forms of two-alternative forced choice (2AFC) tasks
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can overcome this problem, for example by using a roving pedestal (Morgan et al. 2013)
or by making the real task opaque to the observer.
1.4.4 Theories of motion adaptation
Adaptation can be seen as a mechanism controlling the response of detectors to a persis-
tent stimulus. The disinhibition theory of the MAE (Anstis, Verstraten & Mather 1998,
Sekuler & Pantle 1967) suggests that motion-selective detectors inhibit the detectors se-
lective for the opposite direction. Following adaptation, sensitivity of detectors selective
for the adapted direction is reduced, and the detectors selective for the non-adapted
direction are released from inhibition. Sekuler & Ganz (1963) showed a selective reduc-
tion in contrast sensitivity for gratings in the adapted direction of motion, supporting
physiological evidence of sensitivity loss of directionally tuned detectors in the rabbit
retina following prolonged stimulation (Barlow & Hill 1963b). It has been asserted
that there are two stages to the disinhibition model; first detectors signal a direction of
motion in area V1, and subsequently inhibit each other in area V5/MT (Verstraten et al.
1999). Further evidence in support of this model comes from Boynton et al. (2003),
who showed that adaptation in the preferred direction reduces the responsiveness of
MT neurons, in a manner consistent with an increase in divisive inhibition.
Morgan, Chubb and Solomon (2006, 2011) demonstrated an additional recalibration
component to the MAE, shifting the balance point of a counterphase grating (the point at
which the relative contrasts of the two gratings are such that they appear to be stationary)
towards the adapted direction. The recalibration is manifested as a subtractive effect on
the transducer function by which the input stimulus is translated into neuronal output,
shifting it upwards and to the right, indicating a loss of sensitivity. In this model, the
static MAE (stationary test stimulus) is brought about by a recalibration of the balance
point, while the dynamic MAE (moving test stimulus) appears to be dependent on a
disinhibition mechanism in addition to recalibration, effectively reducing the perceived
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speed in the adapted direction. Nearly all response changes resulting from adaptation
were a result of decreased sensitivity in directionally tuned mechanisms.
1.4.5 Adaptation to transparent motion
Most moving stimuli produce an MAE, but one class of stimuli fails to produce the
expected aftereffect in the direction opposite the adapter. These are transparent motion
stimuli, which consist of pairs of sinusoidal gratings or fields of dots moving in different
directions, producing a percept of two superimposed drifting patterns. Mather (1980)
performed such an experiment, in which he tested combinations of two moving random
dot patterns drifting linearly with directions between 0◦ and 180◦ apart. The resulting
MAE was unidirectional for all combinations of adapting motion. It did not comprise
two superimposed aftereffects even though both motions were likely represented equally
(Braddick, Wishart & Curran 2002), nor did it switch between directions. This suggested
that an integrative process is involved, and that the specifics of this process could be
studied. It was observed that a single MAE results in the direction opposite the combined
vector average of the component fields. This aftereffect is susceptible to the influence of
attention, which is known to strongly influence responses in the visual cortex (Gandhi,
Heeger & Boynton 1999). Results by Raphael, Morgan & Dillenburger (2010) indicated
that selective attention to one component of a transparent motion stimulus can bias the
neural response to produce an adaptation effect, manifested as an MAE in the direction
opposing the attended adapting stimulus component.
1.5 Attention
Attention is the process by which some features of the environment are selected for
processing while others are ignored, and has been an interest of philosophers, psycholo-
gists and neuroscientists alike. While its effects are strongest on high-level cognitive
process, attention has been shown to also affect perception. Attentional modulation
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has been reported, among others, in area V4 (Moran & Desimone 1985), in the visual
motion-selective area MT (Treue & Mart´ınez Trujillo (1999), Treue & Maunsell (1999),
Wall, Lingnau, Ashida & Smith (2008), Stoppel et al. (2011)) and even as early as V1
(Desimone & Duncan 1995, Gandhi et al. 1999, Motter 1993). One theory of attention,
the cognitive load theory (Lavie 1995), posits that attention is a limited resource. If
multiple stimuli are present and attention is uncontrolled, the stimuli will be processed
equally. However, if a demanding task is being performed, then less resources will
be available, and irrelevant information will not be processed. While some studies
have found an effect of attentional modulation on motion adaptation (Beck et al. 2001,
Chaudhuri 1990a,b), others have failed to do so (Morgan 2011, Rees et al. 2001). Most
of these studies used bias-prone class B measures of adaptation (see Section 1.4.3).
1.6 Numerosity
The ability to estimate numbers has long been a subject of interest for biologists and
psychologists, as there are clear evolutionary advantages in quickly and accurately
gauging the number of conspecifics in an enemy group or of berries on a bush. Recently
it has been suggested that the sense of number is a primary visual attribute, similar to
contrast, colour, motion and size, because numerosity is susceptible to adaptation (Burr
& Ross 2008) and number discrimination obeys Weber’s law (Jevons 1871). By varying
the number of elements in a set however, we inevitably also vary other parameters
such as its size, density or contour, and it is thus difficult to isolate evidence for a
distinct numerosity mechanism. Meanwhile, Dakin et al. (2011) and Morgan et al.
(2014) suggested that relative numerosity is not estimated by a distinct process, but
rather by a texture density mechanism sensitive to energy at high spatial frequencies.
Electrophysiological and neuroimaging studies have demonstrated that the intra-
parietal sulcus (IPS) and surrounding regions in the parietal cortex are involved in
estimates of absolute number (Dehaene & Changeux (1993), Nieder et al. (2002), see
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Nieder (2005) and Nieder & Dehaene (2009) for reviews). Most physiological studies
have looked at small quantities, usually < 10, so it is unclear whether the same regions
are involved in the discriminations of greater numerosity. While we can accurately
count sets of up to about 4 (this is called the subitizing range), greater quantities are
either estimated or counted slowly, and even higher numbers are likely processed as
textures (Durgin (1995), see Anobile, Cicchini & Burr (2016) for a review). Indeed,
attentional requirements for subitizing are higher than for estimation of larger numbers
(Burr, Turi & Anobile 2010, Vetter, Butterworth & Bahrami 2008a), indicating that
differing mechanisms are involved at each range.
While absolute numerosity has been studied extensively, little is known about how
the processes underlying number discrimination relate to those for proportions and ratios
(Jacob, Vallentin & Nieder 2012). Recent studies used fMRI adaptation to examine the
neural correlates of proportions; following repeat presentations of a given proportion (of
dots or lines), presentation of a novel proportion was associated with a signal increase
in the IPS and lateral prefrontal cortex (PFC), which varied with the distance between
the adapting and novel proportions (Jacob & Nieder 2009). The interpretation of data
from fMRI adaptation experiments is problematic however, as detailed in Section 6.2.4.
This suggests that absolute number and proportions are processed in the same brain
regions.
1.7 Functional magnetic resonance imaging
1.7.1 Magnetic resonance imaging
Magnetic resonance imaging (MRI) is a method of acquiring images of biological tissues
using high intensity magnetic fields. In order to acquire these images, the phenomenon
of nuclear magnetic resonance is exploited. When exposed to a magnetic field, some
atomic nuclei can absorb and emit energy in the radio-frequency range. Hydrogen atoms
are most commonly used to generate this signal, which is then picked up by magnetic
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coils (antennae) close to the head. Since water composes 50 - 65% of the human body
and about 75% of the brain, hydrogen atoms are abundant. Furthermore, the proportion
of water varies between tissues so that by imaging it, we can delineate tissue boundaries.
Hydrogen nuclei are electrically charged and spin around their axes, thereby evoking
a magnetic field called the magnetic dipole moment (MDM). When they are exposed
to a magnetic field, the MDMs tend to line up with the direction of the field. The
stronger the magnetic field, the higher the proportion of MDMs that align. Next, the
spin axes start to precess, and the frequency of this precession is directly proportional
to the strength of the magnetic field. When a perpendicular radio-frequency pulse (RF)
matching the precession frequency of hydrogen is applied, it causes the precession axis
to tip. Following the RF pulse, the MDMs will once again align with the magnetic
field, thereby emitting RF energy. This energy is termed the ‘relaxation signal’ and
is measured by receivers around the head (the head coil). The different tissues in the
brain (i.e. white matter, grey matter, cerebrospinal fluid) contain different proportions
of hydrogen, have differing relaxation properties, and yield different contrasts in an
MRI image.
1.7.2 Functional magnetic resonance imaging
Since its introduction in 1990, functional magnetic resonance imaging (fMRI) has
become one of the most popular technologies for in vivo human brain imaging. It
measures brain activity indirectly by means of hemodynamic responses (Belliveau et al.
(1991), Kwong (1995), Ogawa et al. (1990, 1998), Williams et al. (1992), and Kim &
Ogawa (2012) for a review) which are coupled to neuronal operations (Bandettini &
Ungerleider (2001), Heeger & Ress (2002), Logothetis et al. (2001)). The most commonly
used fMRI technique measures changes in blood oxygenation (the blood oxygen level
dependent BOLD signal), which is activated by the metabolic demands of increased
neuronal activity (e.g. Bandettini et al. (1992), Kwong et al. (1992), Ogawa et al. (1990,
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1992), Turner et al. (1991)). The BOLD signal depends on the flow level, volume and
oxygenation in blood, and is sensitive to the amount of oxygen carried by haemoglobin.
Deoxyhaemoglobin is paramagnetic while oxyhaemoglobin is diamagnetic, therefore
an increase in deoxyhaemoglobin introduces an inhomogeneity to the local magnetic
field, reducing the BOLD signal. Following a brief increase in neuronal activity, the
BOLD signal changes in time according to the hemodynamic response function (HRF).
The HRF has three stages, 1) Neuronal activation is followed by a period of oxygen
consumption, so there is an increase in deoxyhaemoglobin which causes a small decrease
in BOLD signal intensity (called the ‘initial dip’, this phase is not always seen in the
BOLD response), 2) A subsequent oversupply of oxygenated blood and an increase in
BOLD signal (Raichle & Mintun 2006), and 3) A slow return to the baseline in the
local blood supply and BOLD response, lasting approximately 24 seconds.
The fMRI technique has been popular because it has several advantages; 1) It has
better spatial resolution than other methods based on hemodynamic signals (i.e. PET),
2) It is non-invasive and considered safe, allowing for extended testing on a single person,
3) It is possible to analyse the data in a relatively straight-forward way, compared to
EEG or MEG, and 4) fMRI allows analysis of entire brain-networks involved in tasks.
It is important to note that fMRI also has several limitations; 1) The BOLD signal is
an indirect measure of neuronal activity, and is therefore susceptible to other influences,
2) The precise relationship between neuronal signals and the hemodynamic response is
not understood, which affects the analysis and interpretation of fMRI data (e.g. BOLD
signal may be driven by synaptic activity rather than action potentials, and may reflect
either excitatory or inhibitory signaling, see Bandettini & Ungerleider (2001), Heeger &
Ress (2002), Logothetis et al. (2001) and further discussion below), 3) The temporal
resolution is limited by the blood supply to the brain, 4) The signal-to-noise ratio is low
and fMRI is highly susceptible to motion artefacts, so data require careful preprocessing
and statistical analysis, and lastly, 5) Experimental design is limited by the environment
27
1.7 Functional magnetic resonance imaging
of the MR scanner (i.e. subjects are immobilised in the loud and confined bore, and
can only view stimuli using a mirror system). Despite these disadvantages fMRI has
been enormously successful in neuroscience research.
What does BOLD activation actually represent? It is generally assumed that an
area shows activation when it is involved in the processing of a task. However, the
idea that brain areas are unidirectional information processing units can be misleading,
and the relationship between BOLD activation and underlying neural functions is
less than straightforward. In fact, cortical areas receive extensive feedback, and local
connections are both excitatory and inhibitory (Douglas & Martin 2004). While the
first experiments which compared BOLD activity to electrophysiological signals in the
monkey visual cortex found a correlation between BOLD and action potentials (Heeger,
Huk, Geisler & Albrecht 2000, Rees, Friston & Koch 2000), subsequent studies have
correlated BOLD activity more closely with Local Field Potentials than multi-unit
spiking (Logothetis 2003, Logothetis et al. 2001) and have shown that regional CBF
changes can be independent of neuronal spiking (Thomsen, Offenhauser & Lauritzen
2004). Reuptake of post-synaptic glutamate by neurons (Attwell & Iadecola 2002) and
astrocytes (Zonta et al. 2003) has been shown to dilate artelioles (see also Lauritzen
(2005), Mulligan & MacVicar (2004), Peppiatt & Attwell (2004) and Gordon et al.
(2008)). Changes in the BOLD response therefore appear to be coupled to postsynaptic
intracellular activity rather than to action potentials, and likely reflect the input and
intrinsic processing of neuronal populations rather than their output.
While the BOLD response can show an area’s involvement in a task, it cannot
easily differentiate between neuromodulation and task-specific signals, top-down and
bottom-up processing, and neuronal excitation and inhibition. Regardless of these
drawbacks, the BOLD signal remains one of the most powerful tools available today to
study brain function. The relevance of results critically depends on the experimental
protocol and careful statistical analysis as well as on the imaging technology. This
highlights the benefits of multimodal approaches, combining fMRI with psychophysics,
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computational modelling and other techniques for recording brain activity.
1.7.3 fMRI in vision research
fMRI has helped to make numerous contributions to the field of visual motion perception
(see Courtney & Ungerleider (1997), Tootell, Dale, Sereno & Malach (1996), Wandell
(1999) and Culham, He, Dukelow & Verstraten (2001)). It has allowed the verification
and integration of results from other methodologies, such as psychophysics, lesion studies
and electrophysiology. It has uncovered the locations and properties of previously known
motion-selective areas such as MT and MST (Dukelow et al. 2001, Huk et al. 2002,
Tootell & Taylor 1995), but it has also revealed unexpected new areas sensitive to
movement such as V3A and KO (Oostende et al. 1997, Sunaert et al. 1999, Tootell
et al. 1997). fMRI has shown that activity in nearly all visual areas is modulated by
top-down processes, such as attention and prior expectations (Beauchamp et al. 1997,
Chun & Marois 2002, O’Craven et al. 1997, Somers et al. 1999). Importantly, fMRI has
also allowed for the precise delineation of visual areas by methods such as retinotopic
mapping (Engel, Glover & Wandell (1997), within 1 mm). This allows the quantitative
analysis of the organisation of the visual cortex. Not only can receptive field sizes and
cortical magnification factors be estimated (Sereno et al. 1995), but results from humans
and other primates can be compared (Brewer et al. 2002, Sereno 1998, Van Essen et al.
2001). By accurately describing visual areas, we can localise activations in functionally
(rather than anatomically) defined areas. Additionally, it allows us to perform region of
interest (ROI) analyses, i.e. assuming homogeneous processing within a region in order
to average responses from the same anatomically- or functionally- defined region across
sessions or subjects, greatly increasing the signal-to-noise ratio.
In humans, Heeger et al. (1999) showed that the response amplitude in MT+ was
reduced by superimposing a second grating moving in the opposite direction of an initial
translating grating. These results provide evidence for motion opponency and thus for
directionally selective responses in MT+.
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While there are some reports that perception of the MAE increases activity in MT+
(Culham et al. 1999, He et al. 1998, Taylor et al. 2000, Tootell, Reppas, Dale, Look,
Sereno, Malach, Brady & Rosen 1995), the percept of the MAE is interesting and
subjects may allocate more attention to the stimulus than when passively viewing the
adaptor. When Huk et al. (2001) controlled for attention by asking the subjects to
perform a 2AFC speed discrimination task during the adaptation period, the BOLD
responses were equal on MAE and control trials. They proposed that adaptation actually
decreases the responses of direction-selective neurons, and that previous studies found
the opposite effect due to increased attention to the MAE.
1.8 This thesis
This dissertation details my work using the techniques of psychophysics and functional
magnetic resonance imaging to study the perception and processing of visual motion.
Of particular interest were the consequences of adaptation to radial motion.
An initial research question was that of whether selective attention can induce
an MAE, as measured by dot coherence thresholds for radial motion. In order to
better understand the response properties of systems involved in the processing of
radial motion, it was important to characterise sensitivity above the absolute threshold
(i.e. across the stimulus range). It could then be studied how adaptation affects the
sensitivity. A class of partially-coherent dot stimuli composed of radial (contracting and
expanding) and random movement were used to measure how dot coherence thresholds
vary with baseline coherence (the discrimination function: see Section 1.2.1). Results
from an early experiment suggested that observers’ judgements may reflect judgements
of relative proportions rather than motion energy, and a study of orientation coherence
was performed to investigate this idea. It was then examined whether attention to
one component of transparent motion results in a sensitivity change selective to that
component.
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While the physiological responses in early visual areas are generally encoded in a
retinotopic frame of reference and cells respond to specific locations on the retina, our
percept of the world is stable. As this observation suggests, some visual information
appears to be represented in world-based coordinates in the brain, and a cortical area’s
frame of reference can therefore give an indication as to it’s function. To gain insight to
the level of visual processing of radial motion, a study was performed to test whether
the radial MAE is retinotopic.
Finally, it was interesting to use functional imaging in order to examine the selec-
tivity to radial motion within the motion-selective cortical areas MT and MST. More
specifically, an intention was to test whether distinct fMRI responses could be elicited
by contraction and expansion, and to investigate if any anisotropies were present and
how these related to psychophysical sensitivity.
This introduction (Chapter 1) has described the background literature relevant
to understanding concepts introduced within the thesis. In Chapter 2, the general
methods used in the psychophysical and functional imaging experiments presented in
this thesis are detailed. Chapter 3 describes a series of studies aimed at investigating
the effect of directed attention on adaptation to radial motion. As part of these
experiments, the effect of adaptation on discrimination functions for radial motion is
studied using spatial and temporal 2AFC tasks. The question of whether adaptation to
radial motion is retinotopic or spatiotopic is addressed in Chapter 4. The fifth chapter
describes a set of fMRI studies designed to probe the cortical substrate of radial motion
perception, including retinotopic mapping, an MT and MST localiser, and selectivity
for contraction and expansion within area MST. Finally, the discussion summarises the
findings presented in the thesis and relates them to other work. Every experimental
chapter is prefaced by a statement on its motivation, followed by a description of each
experiment performed as part of it (introduction, methods, results and discussion), and
ends with concluding remarks on the chapter findings.
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General Methods
2.1 Introduction
This chapter describes the measurements, equipments, various stimuli, as well as
experimental and analytical techniques used in this thesis.
2.2 Measures
2.2.1 Luminance
The luminance of a stimulus is the wavelength-weighted luminous intensity of the light
emitted from the screen per unit area and is expressed in SI base units as Candelas per
square meter (cd/m2).
2.2.2 Contrast
The contrast of a stimulus is its luminance modulation, and is most commonly expressed
as the Michelson Contrast
CMichaelson =
LMax − LMin
LMax + LMin
, (2.1)
where Lmax and Lmin are the maximum and minimum luminance values.
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2.2.3 Visual angle
Objects viewed by the eye can be concisely described in terms of visual angle in order to
avoid specification of the object size and viewing distance. The visual angle, or angular
size, is the angle that a viewed object subtends on the eye. One degree of visual angle is
equivalent to about 0.3 mm on the retina (de Valois R. L. & de Valois K. K. 1988), and
approximately the width of the index finger held at arms length. In this work, units of
visual angle will be referred to with the word degree, whereas degrees of orientation will
be denoted by the degree symbol (◦).
2.2.4 Speed
The speed of a stimulus or stimulus component is expressed as the number of degrees of
visual angle per second (deg/s).
2.2.5 Orientation
The orientation of a stimulus is referred to with the degree symbol (◦). To avoid
confusion, degrees of visual angle are expressed with the word degree. The orientation
of a horizontal stimulus is 0◦, and increases anti-clockwise (i.e. a vertical stimulus is
oriented at 90◦).
2.2.6 Spatial frequency
The spatial frequency of a periodic stimulus is expressed as the number of cycles per
degree of visual angle (c/deg). More complex stimuli can be specified by their power
spectra; for example the 1/f2 function characteristic of many natural scenes (see Field
(1987, 1994), Tolhurst, Tadmor & Chao (1992), and Burton & Moorhead (1987)).
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2.3 Equipment
2.3.1 Monitors and stimulus presentation
The stimuli in all psychophysical experiments described in this work were presented
on cathode ray tube (CRT) monitors. It is important to calibrate the display so that
the luminance characteristics are specified. The CRT monitors were calibrated using
measurements acquired with a photometer, so that linear increments specified in software
result in linear increases in pixel luminance on the monitor (Brainard, Pelli & Robson
2002). The uniform black background of the screen was determined to have a luminance
of 22 cd/m2. The experiments were conducted in a darkened room. All experiments
were carried out on an Intel HD Graphics 3000 512 MB graphics card of a MacBook
Pro.
2.3.2 Software
All experiments were coded using a set of custom written functions, and made use of
the Psychtoolbox (Brainard 1997, Pelli 1997) running in Matlab versions 2011b and
2013a (The Mathworks Inc.; Natick, Massachusetts).
2.4 Stimuli
2.4.1 Random dot kinematograms
While they had previously been used in studies of motion (see Julesz (1971)), random
dot kinematograms (RDKs) were first used to measure the MAE by Blake & Hiris (1993)
in order to sidestep existing issues in the measure of the MAE. Many early studies
of the MAE have expressed its strength in terms of duration, the time between the
cessation of the moving stimulus and the end of illusory motion. While this measure
is straightforward to explain to subjects, it has several faults. First, it is a class B
estimate as described in Section 1.4.3 earlier, and the sensitivity and bias are therefore
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indiscriminable. Second, the time point when illusory motion from an MAE disappears
is ambiguous and subjects often report that it fades and then reappears. Third, it only
contains information about the length, but not the intensity of the aftereffect.
To avoid these issues, Hiris & Blake (1992) (see also Morgan & Ward (1980),
Newsome, Britten & Movshon (1989) and Britten et al. (1992b)) proposed nulling the
MAE by varying the proportion of coherently moving dots in an RDK. The observer
adapts to a movie showing dots moving in a given direction, then views a segment with
all dots moving in all possible directions. Adaptation causes the net motion of these
dots to appear to move in the direction opposite the adapter. By presenting a movie in
which a proportion of dots move opposite the aftereffect, we can perceptually null the
illusory motion. The signal-to-noise ratio can be controlled by varying the proportion of
dots moving coherently to those moving in random directions. This measure has several
advantages. When used with the method of constant stimuli in a 2AFC task, observers
cannot anticipate the correct response. The task is simple to follow for observers and
the effect is convincing.
Random dot fields are now widely used as stimuli for the study of visual motion, and
were used as stimuli in many of the experiments in this thesis. In those experiments,
each dot was black and subtended 0.1 degree of visual angle, unless stated otherwise.
Transparent motion stimuli contained both black and white dots on a gray (22 cd/m2)
background in order to separate the motion components. The average dot density was
around 2 dots per degree2, and their speed (except where otherwise noted) was 6.5
deg/s. The dots had the same properties, and only the level of coherence was varied.
It should be noted here that elevated motion coherence thresholds cannot discriminate
between under-sampling of motion directions and poor estimates of dot directions. Dakin,
Mareschal & Bex (2005) showed that equivalent noise paradigms can separate these
issues by using added external noise to estimate internal noise in global direction
judgements.
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2.4.2 Gabor patches
The Gabor patch, a sine grating multiplied by a two dimensional Gaussian envelope,
is among the most popular stimuli in vision research. These patches can vary along
numerous dimensions, including phase, contrast, and orientation.
2.5 Procedures
2.5.1 Two-alternative forced choice
All psychophysical experiments followed two-alternative forced choice (2AFC) procedures.
Two stimuli are presented on each trial; one of these stimuli, picked at random, contains
a cue of a chosen intensity, while the other contains a standard stimulus. The standard
is kept constant at a set level throughout the entire session. The two stimuli can either
be presented in succession (temporal 2AFC, t2AFC), or simultaneously in separate areas
of the visual field (spatial 2AFC, s2AFC). The observer presses a button to indicate the
chosen stimulus, and feedback can be provided by a change in the colour of the fixation
point.
2.5.2 Method of constant stimuli
Most of the studies described in this thesis used the method of constant stimuli (Wood-
worth & Schlosberg 1954). Stimulus levels are chosen along a spectrum, such that
the observer’s task is easy on some trials and increasingly difficult on others. Data is
collected by presenting each level a set number of times in order to probe the width of
the psychometric function, and the stimuli are presented in a pseudo-random order.
When the range of desired stimuli is known, the method of constant stimuli has several
advantages over other methods (Guilford 1954). The number of trials is determined by
the experimenter in advance, allowing them to avoid subject fatigue. Responses have
a correct answer which allows performance to be determined objectively, and for the
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response error distribution to be obtained. Since the stimulus levels can be presented in
a pseudo-random sequence, observers cannot anticipate the correct answer based on
previous trials. It should be noted that the method of constant stimuli is susceptible
to range effects and can be inefficient when the stimulus range is not well-selected, an
issue which can be avoided with the use of well-designed adaptive procedures.
2.5.3 Adaptive probit estimation
One experiment described in this thesis (Chapter 4) made use of an adaptive psy-
chophysical procedure designed to increase efficiency in the probing of the psychometric
function. Adaptive probit estimation, or APE, (Watt & Andrews 1981) uses the recent
response history in order to select which stimuli will contain the most information about
the psychometric function. Such a procedure is useful when we do not want to probe the
entire psychometric function, in order not to tire the observer with many sub-threshold
trials.
2.6 Psychometric functions
2.6.1 Threshold-level detection
The psychometric function is an essential tool in psychophysics, relating physical
properties to their internal representation in the observer. It expresses the probability
of a certain response as a function of the pertinent property of the stimulus, and can be
described by a sigmoidal shape. Generally, these functions have four free parameters.
The slope corresponds to how the observer’s response varies based on the stimulus. The
lower and upper asymptotes represent the guess rate and the 100 percent correct rate,
respectively. Finally, the observer’s sensitivity is reflected in the function’s position on
the abscissa. In the Weibull function,
f(x) = γ + (1− γ − λ)× (1− exp(− a
α
)β). (2.2)
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These parameters are controlled by α (position), β (slope), γ (lower limit) and λ (upper
limit). It is favourable to fix irrelevant parameters in order to obtain accurate thresholds.
For 2AFC procedures, the lower asymptote can be set at 0.5 - the ‘guess rate’ with two
stimuli, and the upper asymptote can be fixed at 1. In this way, the two remaining free
parameters α and β can be estimated by fitting the psychometric function to observed
data, and the threshold can be estimated as the stimulus intensity at which observer
performance reaches a set level.
2.6.2 Palamedes
The Palamedes toolbox (Kingdom & Prins 2010, Prins & Kingdom 2009) was used for
fitting psychometric functions for most experiments in this thesis. All were fitted with
Cumulative Gaussian functions except where otherwise stated.
2.7 Eye tracking
In Chapter 4, an SR EyeLink1000 was used to record eye movements monocularly at a
rate of 2000 Hz. The EyeLink1000 is a desktop mounted infrared reflection recorder,
and has an average accuracy of 0.25 - 0.5 degrees. Saccades are some of the fastest
movements the eyes can make, and their velocities reach up to 900 deg/sec, and about
500 deg/sec (for 30 degree amplitude i.e. angular distance), and at the size of our stimuli
and expected saccade amplitudes (about 4 degrees), velocity is about 200-250 deg/sec.
While eye tracker sampling rates of 60-350 Hz are sufficient for most experimental
designs, higher sampling rates (1000 Hz) are needed for measuring saccade dynamics
and micro saccades. Since the accuracy of gaze direction estimates depends on the
demarcation of the pupil and the detection of the corneal reflection, accuracy degrades at
large viewing angles where pupil demarcation becomes difficult. The experiments were
conducted in a dark room. The observer’s head was stabilised using an EyeLink chin
and forehead rest, and observers positioned their fingers over the response keys prior
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to the start of each experimental run. An EyeLink 9-point calibration was performed
before each session in order to calibrate the system. Observers sequentially scanned
a 3 x 3 array of white fixation points on a black background while the associated eye
positions were recorded, and the fixations were accepted manually by the experimenter.
The calibration was then validated (EyeLink validation procedure), by sequentially
presenting nine points slightly offset from the calibration points (towards the centre of
the screen) and accepting the fixations manually. Where the distances between expected
and recorded validation positions was large, the calibration was repeated. The EyeLink
parameters were set to 40 deg/s velocity threshold, 8000 acceleration threshold and
0.5 motion threshold, in order to exclude microsaccades (Collins, Semroud, Orriols &
Dore´-Mazars 2008). Prior to analysis, saccades that occurred less than 80 ms after the
target jump, as well as blinks and outliers, were identified and excluded from the data.
In some experimental conditions, the fixation point jumped to a new location at a rate
of 1 Hz and observers were instructed to make a saccadic eye movement to the fixation
point (target location) when they saw it move.
2.8 fMRI
2.8.1 Data acquisition
A Siemens Trio 3.0 Tesla MRI scanner was used to collect functional imaging data, with
a 20-channel array head coil. Anatomical T1 and T2 weighted images were collected
during a separate scanning session before the functional experiments began (192 sagittal
slices, in-plane resolution 256 x 256, 1 mm isotropic voxels, repetition time = 2300 ms,
echo time = 2.32 ms, flip angle = 8◦, bandwidth = 200 Hz/pixel).
Prior to collecting functional data, the detection thresholds for contraction and
expansion were measured psychophysically for each person, with the same stimulus
parameters as those used in the MRI scanner. Participants came in on up to 6 days
for scanning sessions of functional data acquisition using a gradient-echo, echoplanar
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sequence (repetition time = 2000 ms, 34 axial slices, interleaved acquisition order, 3
mm isotropic voxels, in-plane resolution 64 x 64 voxels, field of view = 192 x 192 mm,
flip angle = 90◦, echo time = 30 ms, bandwidth = 1776 Hz/pixel).
For the functional scans, stimuli were presented on a 30” OptoStim LCD monitor
positioned at the head of the scanner, viewed through a mirror system fixed to the head
coil. Observer responses were recorded by a fORP932 response box. Functional scanning
runs for the MT and MST localisers consisted of 122 and 244 volumes respectively, and
therefore lasted 4m 12s and 8m 24s each. The runs for the population response scans
consisted of 122 volumes and thus lasted 4m 12s each. In the preliminary psychophysical
experiments, stimuli were presented on a Sony Trinitron monitor with a refresh rate of
60 Hz and mean luminance of 22 cd/m2. Subjects were seated at a viewing distance of
70 cm and their position was stabilised using a chin rest.
2.8.2 Data analysis
The data were preprocessed and analysed using the FMRIB Software library (FSL)
(Smith et al. 2004), Freesurfer (Dale, Fischl & Sereno 1999), and AFNI (Cox 1996).
Functional data were corrected for head motion and distortions and were spatially
smoothed before calculating the T2* maps using isotropic Gaussian kernels of 3 mm or
1 voxel (full width at half-amplitude). While some studies choose not to apply spatial
smoothing in fear of losing resolution in small brain areas, Beissner, Deichmann &
Baudrexel (2011) have shown that smoothing using a kernel of one voxel size is sensitive
to activations in small brainstem nuclei. I additionally compared results without spatial
smoothing and with smoothing using Gaussian kernels of 0, 1 and 1.5 voxels (or 0 mm,
3 mm, 4.5 mm), and found that kernels of 1 voxel gave the best signal-to-noise ratio in
the Superior Temporal lobe (see Figure 2.1).
The most recent T1 anatomical image for each subject was used as the reference image
to which all sessions were registered. The images were kept in the native subject-space
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Smoothing kernel: 0mm
Smoothing kernel: 3mm
Smoothing kernel: 4.5mm
Figure 2.1: Comparison of different spatial smoothing kernels Example activations
of one session of the MST localiser - stimulus left, analysed using three different spatial
smoothing kernels: 0 mm, 3 mm and 4.5 mm. While 0 mm leaves single voxels defined
as significantly active, and the boundary between V1 and MT+ is blurred in the 4.5 mm
analysis, 3 mm results in an acceptable trade-off.
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instead of registering to a standard space (i.e. Talariach) because there is inter-subject
variability in the precise locations of MT and MST. The model regressors were defined
based on the timing of the alternating moving and static dot fields. Additionally,
standard parameters for breathing, heart rate and head motion were included as
regressors. Average responses over the stimulus blocks and sessions were computed and
the mean time-courses over the whole trial period were extracted as percentage signal
change for each ROI.
Before the main experiment, each subject participated in several separate scanning
runs in order to localise visual ROIs. A retinotopic mapping procedure was performed
to make eccentricity and polar angle maps of the early visual areas V1, V2 and V3, and
a localiser was used to separate the motion-sensitive MT+ complex into MT and MST.
These runs used the same scanning protocols as those in the main experiment.
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Based on the localiser data, the MT and MST ROIs were defined as clusters of
motion-responsive voxels, located near the ascending limb of the inferior temporal sulcus
(Dumoulin et al. 2000, Tootell, Reppas, Kwong, Malach, Born, Brady, Rosen & Belliveau
1995). The model regressors were defined as above, and the responses were averaged
over sessions. Since MST is responsive to ipsilateral stimuli (Dukelow et al. 2001), while
the MT+ complex is activated by contralateral stimuli, MST was defined by continuous
sets of voxels which were active during ipsilateral motion stimulation. Conversely, MT
was defined as the continuous set of voxels active during contralateral stimulation,
excluding those voxels included in MST (Fischer, Bu¨thoff, Logothetis, Bartels, Bu¨ıthoff,
Logothetis & Bartels 2012, Huk, Dougherty & Heeger 2002, Smith, Wall, Williams &
Singh 2006). MST is known to be situated anterior to MT (Dukelow et al. 2001, Huk
et al. 2002, Smith et al. 2006), so voxels located anterior to the mean axial position of
MST were discarded from the MT ROI.
Figure 2.2: Retinotopy wedge stimulus as a travelling wave Schematic of the wedge
stimulus used in order to produce polar angle retinotopic maps. Note that each stimulus
angle maps onto a distinct part of a sinusoidal wave, which is fitted to each voxels response
amplitude, and used to find its preferred angle.
Phase-encoded retinotopic maps were obtained by mapping each voxel’s preferred
angle (wedges) and eccentricity (rings), based on the temporal phase of a sinusoid
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fitted to the travelling wave stimulus (Engel et al. 1997, Sereno et al. 1995) (see Figure
2.2). Mean responses over 2 - 3 sessions were calculated in AFNI (Cox 1996) and
phase maps were determined in Freesurfer (Dale et al. 1999). The clockwise-rotating
wedge and the contracting ring runs were then temporally reversed and averaged with
the counter-clockwise-rotating wedge and expanding ring runs respectively. The time
series were smoothed using a Gaussian kernel of 5 mm, and projected onto a flattened
representation of the occipital lobes. The flattened representations were created by
segmenting and reconstructing the border between white and grey matter in each
hemisphere, inflating the surface and cutting along the calcarine sulcus, then flattening
and correcting for linear distortions. These steps were performed using the Freesurfer
software. Boundaries of the visual areas were drawn by hand along reversals of the
direction of phase preference.
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Chapter 3
Discrimination and the Effects of
Directing Attention to Radial
Motion
3.1 Motivation
As we shift our attention over the features in a visual scene, not all of the information
from the retinal image is processed equally. Instead, we target our attention selectively
to different parts or aspects of it over time. Attention can be directed globally to the
whole image, to a particular object, or even to a specific property of an object such
as its colour or texture. Attention can also be directed to track an object or group of
objects, for example in ball sports or when driving a car. It has been suggested that this
tracking function of attention is part of a higher-level motion system (Cavanagh 1991,
Cavanagh & Mather 1989, Culham et al. 2000, Lu & Sperling 1995) which complements
a more automatic low-level motion system. Using rotating counterphase gratings to
adapt and test the MAE, Culham et al. (2000) showed an adaptation effect on dynamic,
but not static, test patterns following attentional tracking of one motion component of
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the adapting stimulus. This aftereffect is distinct from the low-level MAE seen using
static test stimuli, in that it is not retinotopic and can override MAEs from low-level
motion based only on luminance changes. They show that attentional tracking does not
only enhance low-level motion signals, but instead produces adaptation at a later stage.
Several studies have examined the effect of attentional distraction, rather than
tracking, on the MAE. While some report that this reduces the strength of adaptation
(Rees, Frith & Lavie 1997, Rezec, Krekelberg & Dobkins 2004, Taya, Adams, Graf & Lavie
2009), others find no effect (Morgan 2011, 2012, Nishida & Ashida 2000, Wohlgemuth
1911). Most of these studies have measured the static MAE using the aftereffect duration,
which is susceptible to top-down effects such as biases and expectations (Sinha 1952).
As the stimulus parameters and experimental measures used in previous studies vary
widely, the way in which attention interacts with motion processing remains not well
understood.
While there are multiple reports on threshold-level performance using translating
stimuli, no studies to date have examined discrimination using random dot motion. By
studying the discrimination function, we can understand how the response functions
of the detecting mechanism are affected by adaptation. This chapter details a series
of experiments characterising the effect of adaptation on discrimination functions for
radial motion, leading up to a study of how attentional tracking affects this MAE.
3.2 Experiment 1 - effect of adaptation on motion discrim-
ination in a spatial 2AFC task
3.2.1 Introduction
In order to investigate the effects of adaptation on the response function for radial motion
perception, we must understand how sensitivity changes as a function of increasing dot
coherence. This study investigates the effect of adaptation on discrimination of radial
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motion by measuring discrimination functions using a random dot test stimulus (Blake
& Hiris 1993, Hiris & Blake 1992). A 2AFC task and partially coherent moving dot
stimuli are used to measure the MAE, having the advantage of yielding a more objective
response than a duration estimate. In this experiment, the two test alternatives are
presented simultaneously on the left and right sides of the screen - the stimuli are
arranged spatially (s2AFC task). The MAE is expected to affect both test stimuli
equally, whereas if they were presented sequentially one after the other the MAE would
be stronger for the first interval.
When navigating the environment, the visual system uses information from the
patterns of motion formed on the retina in order to guide movement and avoid obstacles
(Gibson 1950). Such complex ‘optic flow’ patterns include radial motion, rotation and
spiral movement, are processed at a higher level than translating motion, and activate
different areas in the brain (Smith et al. 2006, Wall et al. 2008). Viewing of radial motion
further avoids the confounding influence of involuntary eye pursuit of the stimulus (the
optokinetic reflex), and allows the probing of neurons in the MT+ complex - especially
area MST (Smith, Wall, Williams & Singh 2006).
Edwards & Ibbotson (2007) have tested varieties of optic flow stimuli, varying the
speed gradient along the radius of expanding and contracting dot fields. In these strict
optic flow fields, forward motion creates expanding motion patterns with areas near
the centre having slower speeds and areas near the periphery having maximum speeds.
Rather than strict optic flow, here a fixed dot speed is used in order to maintain a
constant dot density. Furthermore, a dot speed of 5.6 deg/s was used to match the
known response properties of primate MT neurons (Maunsell & Van Essen 1983b).
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3.2.2 Methods
Equipment and stimuli
Stimuli were presented on a Sony Trinitron monitor with a refresh rate of 60 Hz and
mean luminance of 22 cd/m2, connected to an Apple MacBook Pro with OS X 10.7
“Lion” running Matlab 2011b and the PsychToolBox software (Brainard 1997, Pelli 1997).
Other variables were as detailed in Chapter 2. Subjects were positioned at a viewing
distance of 70 cm from the screen using a chin rest. At this distance, individual stimuli
subtended 8.2 by 16.7 degrees of visual angle. All observers used the same experimental
set-up.
The adaptation and test stimuli were random dot fields with varying dot motion
coherence levels. Two dot fields, each containing 300 dots, were presented simultaneously
on the screen on either side of a central fixation point, forming two hemifields. Each
dot had a limited lifetime of 0.6 seconds and moved at a speed of 5.6 deg/s. A limited
dot lifetime avoids crowding of dots near the center (during contraction) or around the
edge of the stimulus (during expansion) and prevents tracking of individual dots.
Procedures
Data were collected using a spatial two-alternative forced choice (2AFC) procedure.
One hemifield contained the standard (baseline) stimulus, and the other contained the
standard and an additional increment (signal) (see Figure 3.1). In adaptation conditions,
a 45 second adaptation period was presented at the start of each session and every 20
trials thereafter, and a further 5 second top-up adaptation preceded all other trials.
During adaptation, all dots (corresponding to 100% coherence) either contracted or
expanded, and observers were asked to maintain their gaze on a central fixation point.
On a given day, observers performed experiments with only one adaptation direction,
and the non-adaptation sessions were carried out first. Data were collected over multiple
days, and each session on a given day lasted between 1 and 1.5 hours.
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Figure 3.1: Stimulus representation - motion discrimination Protocol for Experi-
ment 1. Subjects adapted to coherent expanding (or contracting) motion on both hemi-fields
for 45 seconds. This was followed by 0.5 second test period, each of which was preceded by
a 5 second top-up adaptation. Observers had up to 1.5 seconds to make a response using
the left and right arrow keys of a keyboard.
To measure absolute thresholds, the standard contained only random dot directions,
while for determining difference thresholds the pedestal was varied in multiples (0.25,
0.5, 1, 1.5, 2, 3) of each observer’s respective detection threshold (expressed as the
proportion of coherently moving dots). The observer’s task was to identify which
hemifield contained more coherent dot motion by pressing the left or right keyboard
arrows for the left and right hemifields respectively, and feedback was provided in form
of a colour change in the fixation point (green - correct, red - incorrect).
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Figure 3.2: Example psychometric function fits to data A Cumulative Normal
function has been fit to contracting test stimulus data from No Adaptation, Adapt to
Contraction and Adapt to Expansion sessions for one observer. The threshold α is where
the vertical line meets the x-axis, and corresponds to 75% correct.
Data were collected for the two radial motion directions - contraction and expansion
- independently. Coherence thresholds were determined by the method of constant
stimuli, with a minimum stimulus coherence of either 0 percent or the pedestal, a
maximum of 99 percent and 10 levels spaced equally in between. Each session contained
ten repetitions at each stimulus, presented in a pseudo-random order. The pedestal
conditions were blocked, and each observer performed 3 to 5 sessions for each pedestal
intensity in randomised order. The coherence detection thresholds were calculated
for each session using a maximum likelihood criterion, allowing estimation of the
mean and standard error across sessions. In a pilot experiment, the expansion and
contraction conditions were interleaved within each session. The results from these two
experiments showed no systematic differences, and the radial motion directions were
tested separately throughout the main experiment. The data were collapsed across
trials for each direction, and thresholds at the 75% correct point were estimated by a
2-parameter fit of a Cumulative Normal function to the p(correct) versus log increment
as detailed in Section 2.6 in the General Methods (see Figure 3.2).
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Observers
Absolute thresholds were determined for six observers, two experienced and four naive
(JH, ME, MM, NN, SU and TS), five of whom continued to collect difference thresholds
(JH, ME, MM, NN and TS). The observers were between the ages of 24 and 70 at
the time the data was collected. A slight strabismus (undiagnosed) in the left eye was
observed for observer TS. Vision was corrected when necessary and all experiments were
conducted binocularly with natural pupils.
3.2.3 Results
Detection
Following adaptation in the detection task, both stimuli appeared to be moving in
the direction opposite the adaptor. Even the zero-pedestal stimulus containing only
incoherent motion thus appeared to contain coherent motion, and the observer’s task
was to identify which of the two stimuli contained more coherent motion. Detection
thresholds varied from a proportion coherence of 0.18 to 0.43. There was no consistent
difference between the detection thresholds for contraction and expansion (see Figure
3.3), neither before nor after adaptation. This is contrary to previous reports of a
longer-lasting expanding aftereffect following adaptation with a spinning spiral (Bakan
& Mizusawa 1963, Spitz 1966). This difference may be due to the differences in the
stimuli used and the measure of the MAE. Both Bakan & Mizusawa and Spitz measured
the duration of the aftereffect on a white square following adaptation to a flat rotating
spiral. It is well-known that the duration of the MAE is susceptible to top-down effects
(see Sinha (1952), also Morgan (2012)), and a spiral is likely to produce a different
percept than the coherently moving dots used in the present study.
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Figure 3.3: Motion: s2AFC detection thresholds for contraction and expansion
Dot coherence detection thresholds for spatial 2AFC procedure for contraction and expansion
were comparable for all observers, as well as for the group average. Data points are based on
at least 3 sessions of 100 trials each in each direction and error bars represent bootstrapped
standard errors.
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Figure 3.4: Motion: s2AFC detection thresholds Dot coherence detection thresholds
for spatial 2AFC procedure pooled across direction (contraction and expansion) for each
observer individually, and averaged across observers. Data points are based on at least 3
sessions of 100 trials each in each direction and error bars represent bootstrapped standard
errors. Two-tailed t-test significance levels: * p < 0.01, ** p < 0.005. Upper stars show
significance levels between No Adaptation and Adapted Direction conditions, lower stars
between No Adaptation and Unadapted Direction, and bottom, starts between Unadapted
and Adapted Direction conditions.
Figure 3.4 shows dot coherence thresholds (i.e. the proportion of dots moving
coherently at which the observer detects radial motion on 75 percent of trials), collapsed
across direction of motion (contraction and expansion) for all six observers, as well as the
inter-subject mean. Data are shown for all three adaptation conditions (no adaptation,
test in the adapted direction, test in the unadapted direction). Paired sample t-tests
were performed for each observer to compare thresholds between the adapted direction,
unadapted direction and no adaptation conditions. Thresholds in the adapted direction
(yellow triangles) were significantly higher (two-tailed t-tests, p < 0.01) than those
without adaptation (turquoise circles) or in the unadapted direction (blue squares)
for all six observers. No consistent difference was found between thresholds without
adaptation and those in the unadapted direction. Detection thresholds were variable
between observers, from 19 percent coherence for observer 3, to above 40 percent for
observer 6.
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Adaptation to radial motion increased detection thresholds in the adapted direction,
and had minimal effects in the unadapted direction compared to detection thresholds
without adaptation. While this result is consistent with the work of Hiris & Blake
(1992), the coherence thresholds we find are higher than the nulling percentages they
report for translational motion. They report nulling percentages of 30-40% signal dots
needed to null the MAE, while the range observed here is 25-70%, with the adapted
direction thresholds for most subject falling between 55-70%. This experiment tested
radial motion, likely resulting in adaptation at a different site than translational motion,
which may account for this difference.
Adaptation is found to have no effect on detection thresholds for the unadapted
direction. This supports results of Raymond (1993) and Raymond & Braddick (1996)
who, by measuring complete psychometric functions (PFs) from 100% coherent leftwards
motion through to 100% coherent rightwards motion, showed that adaptation flattened
the adapted PF side (i.e. decreased sensitivity for the adapted direction), but did
not affect either the zero-point nor the unadapted direction. Because an opponent
mechanism for motion detection as suggested by Verstraten et al. (1994) would predict
a shift in the PF, and thus reduced thresholds in the unadapted direction, the above
result is considered incompatible with an opponent mechanism. It instead supports a
distribution shift model (Levinson & Sekuler 1976, Mather 1980) in which perception is
based on the weighted average of activity in independent motion-direction detectors, and
adaptation causes desensitization and a redistribution of activity towards the opposite
direction.
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Figure 3.5: Motion: s2AFC discrimination thresholds Discrimination thresholds for
contraction (Left column) and expansion (Right column) test directions, without adaptation
(turquoise circles) and following adaptation in either the same direction (yellow triangles) or
that opposite the test (blue squares) are shown as a function of pedestal coherence in units
of detection threshold for all five observers. Data points are based on at least 3 sessions of
50 trials each and error bars represent bootstrapped standard errors. Note that markers
are slightly offset for visibility.
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Discrimination
Data was collected for both contraction and expansion test directions after adaptation
to either of the two directions of radial motion. Discrimination thresholds were defined
as the smallest detectable increment of dots moving coherently in order for a difference
in contraction or expansion to be detected on 75 percent of trials. There were therefore
four combinations of directional conditions; adapt and test for contraction, adapt to
contraction and test for expansion, adapt and test for expansion, and adapt to expansion
and test for contraction. Discrimination thresholds were determined for pedestals in
multiples (0.25, 0.5, 1, 1.5, 2, 3) of each observer’s absolute detection threshold without
adaptation, and TvC functions were estimated (see Figure 3.5). On average, adaptation
had no effect once the pedestals exceeded 1.5x the absolute detection threshold. The
discrimination thresholds for the unadapted direction were not significantly affected by
the addition of a pedestal (3-factor repeated measures ANOVA, F(1,4) = 2.94, p = 0.16),
while those without adaptation and in the adapted direction tended to decrease slightly
at high pedestals (3x or 4x the absolute threshold, not statistically significant). There
was no sensitivity difference between contraction and expansion which was consistent
between subjects. The results of this study show that the JND for radial motion is
constant with increasing pedestal levels. While adaptation leads to an increase in
detection thresholds in the adapted direction, it does not have an affect on motion
discrimination at pedestals greater than 1.5x the absolute threshold.
3.2.4 Discussion
This study used radially moving partially-coherent dot stimuli to measure the MAE.
The percentage of dots moving coherently was varied in order to determine thresholds
following adaptation. The higher the percentage of dots needed to offset the MAE, the
greater the presumed magnitude of the MAE (Blake & Hiris 1993).
The coherence thresholds observed in the unadapted direction in the present study
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were slightly lower than the thresholds without adaptation. This supports a similar effect
reported by Hirahara (2006) at low speeds (2 deg/s). The sensitivity for contracting
motion matches that for expansion, and there is no significant difference between the
two directions of movement in any of the conditions tested. This result supports the
findings of Edwards & Ibbotson (2007), who report no consistent difference between dot
coherence thresholds for the two directions of radial motion using strict optic flow stimuli.
While earlier reports (Bakan & Mizusawa 1963, Spitz 1966) suggested an asymmetry in
the level of adaptation to contracting and expanding motion, the methods used were
less robust than those here and in Edwards & Ibbotson, as noted in the Results section
above.
The way in which sensitivity varies with increasing baseline (pedestal) stimulus
intensity has been studied in many modalities including contrast, blur, orientation and
motion. The relation between pedestal intensity I and the Just Noticeable Increment
∆I often follows what is known as Weber’s Law, stating that the JND between stimuli is
proportional to the pedestal magnitude. Therefore, k = ∆IIPedestal , where k is a constant
“Weber fraction”.
A branch of these threshold-versus-contrast (TvC) functions often have a character-
istic shape: the just-noticeable-difference (JND) initially decreases until the detection
threshold (facilitation) and increases thereafter (masking), forming a “dipper” shape
(Green 1960, Solomon 2009) where the masking region has a slope of about 1. The dip
is generally explained as a product of inefficient processing of the human visual system,
which could be due to an internal sensory threshold, intrinsic uncertainty, a non-linear
transducer, or a combination thereof, while the masking region is assumed to be due
to saturation in the transducer. There is no robust evidence of a dip in the motion
coherence discrimination functions; since the dip likely reflects inefficiencies of the visual
system such as an internal sensory threshold, this suggests that the processing of motion
coherence does not suffer from such an inefficiency.
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Experiment 1 shows radial motion discrimination to be fairly constant with increasing
baseline (pedestal) coherence, and there is no masking region as has commonly been
observed in studies of luminance (Bartlett 1942, Cornsweet & Pinsker 1965), orientation
(Morgan, Chubb & Solomon 2008), and motion discrimination (Morgan, Chubb &
Solomon 2006, 2011). Previous reports have found that contrast discrimination following
adaptation to drifting Gabor patches behaves in a similar way - absolute detection
sensitivity is reduced, while discrimination is unaffected (Morgan et al. 2006, 2011).
This raises the possibility that related mechanisms underlie adaptation to contrast and
motion coherence. Adaptation usually causes the dip in the TvC function of a test
grating to be shifted upwards and to the right, but has no effect on the masking region at
higher contrasts (Foley & Chen 1997, Ross, Speed & Morgan 1993), because masks can
both shift the transducer function to the right and stimulate the detecting mechanism.
This is predicted by a model that receives input from a linear receptive field as well as
broadly tuned divisive inhibition (see Ross & Speed (1991) and Foley & Chen (1997)).
Morgan et al. showed that the effects on contrast after adapting to a drifting Gabor
could be accounted for by changes in divisive inhibition in the transducer function (a
velocity-tuned mechanism is released from inhibition, producing an increased response
in the direction opposite the adapter), beside a subtractive effect (recalibration of the
zero-velocity point) (Morgan et al. 2011). These results suggest that adaptation-induced
changes in divisive inhibition may explain why adaptation to radial motion increased
thresholds at low, but not high, pedestals.
The finding that discrimination functions for radial motion coherence are quite flat
and do not show a “dipper” shape suggests that the transducer does not saturate within
the stimulus range, which would result in masking in the TvC function, and indicates
that the neuronal response is linear with increasing dot coherence. In fact, Britten,
Shadlen, Newsome & Movshon (1992a) recorded electrophysiological data from rhesus
macaques as they were performing a psychophysical direction discrimination task using
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partially-coherent random dot stimuli. Their results show that cell firing rates in MT
account well for the psychophysical threshold and shape of the psychometric function for
increasing translational motion coherence. Furthermore, Rees, Friston & Koch (2000)
find that as humans observe patterns of increasing dot motion coherence, the BOLD
response in V5 also increases linearly.
In this experiment, the total number of dots was constant and the proportion of
coherent and incoherently moving dots was varied. Thus, at low coherences subjects
could have estimated the numbers of coherently moving dots in each stimulus, while at
high coherences they could have counted the incoherently moving dots. This suggests an
alternative explanation - that the task may be mediated by a mechanism that is sensitive
to the relative numbers of signal and noise elements, and that this number estimate is
independent of pedestal coherence. While numerosity has been shown to obey Weber’s
law (Jevons 1871, Ross 2003), previous experiments have varied the total (rather than
relative) number of elements. To test this hypothesis, an experiment was conducted in
which discrimination functions were determined for orientation (see Experiment 2).
Another factor affecting the results is that in the present study the two test stimuli
were presented on the left and right side of the screen at the same time. Previous studies
have shown that spatial summation occurs over large receptive fields for optic flow (Burr,
Morrone & Vaina 1998). It is therefore possible that global processing is interfering
with the estimate of motion direction at the boundary between the two hemifields. To
confirm that the high thresholds observed here are not due to interference between test
stimuli, an additional study (see Experiment 3) was conducted with a temporal 2AFC
procedure.
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3.3 Experiment 2 - orientation discrimination in a spatial
2AFC task
3.3.1 Introduction
The results of Experiment 1 show that discrimination functions for radial motion are
constant with increasing baseline coherence, suggesting that it does not follow Weber’s
law. It should be noted that the number of increment dots added was constant across
pedestals. Therefore, the discrimination task might have been performed by making a
number judgement on the dot directions (i.e. deciding how many dots were signal and
how many were noise). In this case, we would expect the same pattern of results if we
measure discrimination of orientation rather than motion. To clarify this possibility,
the present study measures orientation discrimination functions using parameters as
close as possible to those used in Experiment 1.
3.3.2 Methods
Equipment and stimuli
Stimuli were presented on a Sony Trinitron monitor with a refresh rate of 60 Hz and
mean luminance of 22 cd/m2. Subjects were positioned at a viewing distance of 70 cm
from the screen using a chin rest. At this distance, the stimulus area subtended 8.2 by
16.7 degrees of visual angle. All observers used the same experimental set-up.
The stimuli consisted of two hemifields of 300 Gabor patches (see General Methods,
Section 2.4.2), 0.25 degree in diameter each, presented within two rectangular apertures
8.2 degrees across, and were designed to be as similar as possible to the moving dot
stimuli presented in Experiment 1. The Gabors had a limited lifetime of 0.6 seconds,
and the phase of the sine wave component was jittered.
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Procedures
Data was collected using a spatial two-alternative forced choice (s2AFC) procedure, as
in Experiment 1. One hemifield contained the standard (baseline) stimulus, and the
other contained the standard and an additional increment (signal).
Figure 3.6: Orientation discrimination stimulus Stimuli for Experiment 2 consisted
of two hemifields of 300 Gabor patches at varying orientation coherences.
For a measure of the absolute threshold, the signal side contained a varying percentage
of coherently oriented Gabors (90◦ - vertical, or 0◦ - horizontal), and the standard
contained either noise (evenly distributed on orientations of 0 - 180◦) or a pedestal of
coherently oriented elements (either horizontal or vertical, see Figure 3.6). The pedestal
was varied in multiples of the observer’s absolute threshold (0.5, 1, 2, 3 and 4). The test
was presented for 0.5 seconds and the observer’s task was to identify which hemifield
contained more coherently oriented Gabor patches by pressing the left or right keyboard
arrows for the left and right hemifields respectively. Feedback was provided in form of a
colour change in the fixation point (green - correct, red - incorrect).
Coherence increments were determined by the method of constant stimuli, with a
minimum increment of either 0 percent or the pedestal coherence, a maximum of 99
percent and 10 levels spaced equally in between. Each session contained ten repetitions
at each increment, presented in a pseudo-random order. The pedestal conditions were
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blocked, and each observer performed 3 to 5 sessions for each pedestal intensity in
randomised order. Coherence detection thresholds were calculated for each session,
allowing estimates of the mean and standard error across sessions. The data were
collapsed across trials, and thresholds at the 75% correct point were estimated by a
2-parameter fit of a Cumulative Normal function as for Experiment 1.
Observers
Data was collected from five observers (JF, ME, MM, NN and SR). Of these, four were
experienced in psychophysical tasks and all except MM and NN were naive as to the
purpose of the experiment. Vision was corrected when necessary and all experiments
were conducted binocularly with natural pupils.
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Figure 3.7: Orientation: t2AFC discrimination thresholds Orientation detection
(blue/turquoise) and discrimination (yellow) thresholds for four/five observers are shown as
a function of pedestal coherence in units of the detection threshold. Data points are based
on at least 4 sessions of 100 trials each and error bars represent bootstrapped standard
errors.
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3.3.3 Results
Figure 3.7 shows the results of Experiment 2. The top panel shows discrimination for
horizontal (0◦) cues and the panel below for vertical (90◦) cues. The detection thresholds
for each observer are represented by blue/turquoise markers, and the discrimination
thresholds by yellow markers. Detection thresholds varied from a proportion coherence
of 0.09 to 0.21, and were therefore lower than those for radial motion by about a factor
of two. A two-way repeated-measures ANOVA was carried out to determine the effect
of pedestal on the discrimination thresholds. While they show minimal variations, there
is no significant change in discrimination thresholds over pedestals for any of the five
observers (2-factor repeated measures ANOVA).
3.3.4 Discussion
This experiment measured coherence sensitivity for oriented Gabor elements using a
spatial 2AFC procedure. Observers were asked to indicate which of two stimuli contained
‘more vertical’ (or ‘more horizontal’) elements at a set pedestal value (0, 0.5, 1, 2, 3, and
4 times the absolute threshold). The discrimination functions are found to be unvarying
over pedestal intensities, just as in Experiment 1.
It should be noted that the discrimination functions for motion and those for orien-
tation remain comparably constant with increasing pedestal coherence. Assuming that
observer responses are based on the perceived coherence, the shape of the discrimination
function relates to the relationship between the mean perceived coherence and its
variance. The constant discrimination functions for motion and orientation coherence
indicate a common mechanism, and are most simply explained by linear transduction
and a constant variance.
Our ability to estimate and compare quantities has been studied extensively in the
past (see Anobile, Cicchini & Burr (2016) for a review), and some suggest the existence
of visual mechanisms selective for numerosity (Burr & Ross 2008, Ross & Burr 2010).
Cues for numerosity however, are often intertwined with cues for size and density; as
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the number of elements is increased, size, density, or both will increase correspondingly.
Observers have been shown to discriminate between size and density, indicating that
there are distinct channels for these dimensions (Raphael & Morgan 2016). In the
present experiment, the total number of elements was held constant, so that there were
no associated size or density cues.
Number estimates are known to be most efficient for small quantities (in the subitizing
range, < 5) which enable counting of all the elements in the set (Jevons 1871). In
this experiment, each stimulus contained 300 elements, some with random orientations
and others aligned to the vertical or horizontal. Except at the extreme ends of the
stimulus range, there were therefore > 5 elements which were coherently (or incoherently)
oriented. Based on this, the density of elements in the test stimuli fall within the number
estimation range proposed by Anobile et al. (2016), within which errors typically follow
Weber’s law. Recent results however, show that observers can evaluate mean numerosity
in regions of fixed size indicating that numerosity could be used as a summary statistic
(Solomon & Morgan 2017). Estimates based on small subsets could then be extrapolated
to stimuli containing a greater total number of elements. While counting in the subitizing
range is highly efficient, observers do make occasional lapses where they effectively
ignore all of the information available in the stimulus. A constant lapse rate combined
with proportion estimates based on small subsets of elements could then account for
the pattern of results observed in the present experiment.
Scaling the Gabors for eccentricity might enable observers to take more elements
into account, thereby increasing their efficiency. In the experiment, observers were asked
to fixate at the centre of the screen and the orientation judgements were most likely
based on a few centrally located Gabor elements, whose orientation could clearly be
identified. While subitizing has been shown to require attentional resources, a small
number of items can be enumerated in presentation times as short as 50 ms (Egeth,
Leonard & Palomares 2008), and 200 ms (Vetter, Butterworth & Bahrami 2008b).
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Another point to consider is that detection for orientation coherence is found to
be better than for radial motion. Since the experimental paradigm was chosen to be
as close as possible between Experiments 1 and 2, it is unlikely that this is due to
a procedural artefact. A more plausible account could lie in differential sensitivities
of early orientation- and motion- selective mechanisms. Performance on proportion
discrimination tasks has previously been shown to depend on the visual attribute
distinguishing the two sets of elements. Discriminating relative numbers of dots moving
in opposite directions is particularly poor (Raidvee et al. 2011), with decisions being
based on as few at 0.5% of elements (Raidvee et al. 2012). Meanwhile, in a task of
discriminating proportions of parallel and converging lines, observers performed as if
considering about 2% of elements (Tokita & Ishiguchi 2009). This discrepancy between
motion and orientation judgements, albeit small, could contribute to the difference
between thresholds for motion and orientations observed in the present study. It appears
likely then, that proportion discrimination includes processing stages which are discrete
for different visual attributes, as well as later stages which compare relative numerosities.
An alternative account for the flat discrimination functions for orientation discrimi-
nation is through inefficient estimation of orientation variance. Morgan et al. (2008)
measured the just-noticeable difference in orientation variance as a function of the
pedestal variance using a roving pedestal which excluded counting and energy in any
particular direction (e.g. vertical) as possible mechanisms. They found that the JND
follows the characteristic ‘dipper’ function when plotted in terms of the standard devia-
tion of the pedestal variance, which could be described by intrinsic noise in a mechanism
specialised in computing variance, with a possible sensory threshold. Representing the
Morgan et al. (2008) data in terms of orientation variance, an arguably more appropriate
measure, Solomon (2009) showed that there was very slight, if any, facilitation. Decisions
in the present experiment may then be similarly based on inefficient computation of
orientation variance.
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In summary, this experiment set out to test whether the flat discrimination functions
observed in Experiment 1 could be explained by numerosity estimation mechanisms
by measuring analogous discrimination functions for orientation. The results could be
explained either by relative proportion estimates, possibly based on counting of subsets
of elements within the subitizing range, or by inefficient estimates of orientation variance.
Note that the experiment presented here does not confirm that relative numerosity
judgements are underlying the results for motion coherence. Experiments that could
provide further evidence to this idea could measure discrimination for elements of
differing colours. When signal dots in an RDK have a different colour from noise dots,
motion coherence thresholds are greatly improved (Croner & Albright 1997). Colour
therefore provides a strong segmentation cue and motion integration would not be
necessary in order to extract the signal. Further psychophysical studies of proportion
discrimination could also help to uncover the relation between the mechanisms processing
proportions and those for absolute numerosity.
3.4 Experiment 3 - effect of adaptation on motion discrim-
ination in a temporal 2AFC task
3.4.1 Introduction
In Experiments 1 and 2, a spatial two-alternative forced choice procedure was used,
in which the two test stimuli were presented simultaneously on the two sides of the
screen. In this task, adapting to equal motion on both sides would affect both test
stimuli equally. The procedure was chosen because when the stimuli are presented
sequentially in time (temporal, t2AFC), the MAE would be expected to be stronger
for the first stimulus than for the second, and the motion of the first stimulus would
further influence the MAE perceived at the time of the second stimulus.
However, presentation of the two stimuli in adjacent hemifields may interfere with
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global processing of motion. In fact, sensitivity for motion coherence has been shown to
increase with stimulus area in a way that implies linear integration (Morrone, Burr &
Vaina 1995). Burr et al. (1998) found summation over large receptive fields for optic
flow, extending 30 - 70 degrees across the visual field. It is thus likely that spatial
summation of the local motion signals can occur around the vertical boundary between
the two hemifields, since some cells will have receptive fields that cover regions of both
test stimuli and will integrate the two signals. In order to investigate this idea, this
experiment tests discrimination following adaptation using a temporal sequence of the
test alternatives.
As noted above, by presenting the two stimuli successively in time, the strength of
adaptation will differ between the two test stimuli. If we assume the adaptation period
ends at t0, the first test stimulus is presented at t1 (t0 + 100 ms) and the second test
stimulus at t2 (t0 + 400 ms). Since the velocity of the MAE declines exponentially
(Taylor 1963), and its duration corresponds with the square root of the adaptation time
(Hershenson 1989), the strength of adaptation would then be greater at t1 than at t2;
Duration = kIx,
where k is a constant, I is the inspection duration and x is the exponent of the power
function. This effect however, is balanced by using a true 2AFC procedure.
3.4.2 Methods
Equipment and stimuli
Stimuli were presented on a Sony Trinitron monitor with a refresh rate of 60 Hz and
mean luminance of 22 cd/m2. Subjects were positioned at a viewing distance of 70 cm
using a chin rest. At this distance, stimuli subtended 16.7 degrees in diameter. All
observers used the same experimental set-up.
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The test stimuli were random dot fields with varying dot motion coherence levels.
Two circular dot fields of 600 dots each were presented in sequence for 200 ms each,
separated by a blank (mean luminance) screen containing only a fixation point for 100
ms. Each dot moved at a speed of 5.6 deg/s and had a limited lifetime of 0.6 seconds,
after which it disappeared, was repositioned to a random position within the stimulus
window and continued on its trajectory.
Procedures
A temporal 2AFC procedure was used for this experiment. The standard and signal
stimuli were presented successively in time, separated by a blank screen containing
only a fixation point on a mean-luminance background. Stimulus duration was 200
ms, and was kept shorter than for Experiments 1 and 2 in order to minimise temporal
distortion of adaptation effects. The observer’s task was to answer,“Does the first or
second stimulus contain more coherent contracting/expanding motion?”, using a button
press.
In the adaptation conditions, a 20 second adaptation period preceded each session,
and a 5 second top-up adaptation period preceded each successive trial. During the
adaptation periods, all dots moved coherently in one radial direction (either contracting
or expanding). Only one adaptation direction was tested on each day.
Data was collected for the two radial motion directions independently. Coherence
increments were determined by the method of constant stimuli, with a minimum
increment of either 0 percent or the coherence pedestal, a maximum of 99 percent and
10 levels spaced equally in between. Each session contained ten repetitions at each
increment, presented in a pseudo-random order. The pedestal conditions were blocked,
and each observer performed 3 to 5 sessions for each pedestal intensity in randomised
order. The data were then collapsed across trials, and coherence detection thresholds
were estimated at the 75% correct point as detailed for Experiment 1.
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Observers
Four observers (AG, LS, MW and NN), three of which were naive, participated in this
experiment. Vision was corrected when necessary and all experiments were conducted
binocularly with natural pupils.
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Figure 3.8: Motion: t2AFC detection thresholds for contraction and expansion
Dot coherence detection thresholds for temporal 2AFC procedure for contraction and
expansion for each observer individually, and averaged across observers. Data points are
based on at least 3 sessions of 100 trials each (300 trials total) in each direction and error
bars represent bootstrapped standard errors.
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Figure 3.9: Motion: t2AFC detection thresholds Dot coherence detection thresholds
for temporal 2AFC procedure pooled across direction (contraction and expansion) for each
observer individually, and averaged across observers. Data points are based on at least 3
sessions of 100 trials each in each direction and error bars represent bootstrapped standard
errors. Two-tailed t-test significance levels: * p < 0.01, ** p < 0.005. Upper stars show
significance levels between No Adaptation and Adapted Direction conditions, and lower
stars between No Adaptation and Unadapted Direction (left), and Unadapted and Adapted
Direction conditions (right).
3.4.3 Results
Detection
The absolute threshold estimates for radial motion as measured by a temporal 2AFC
procedure are shown in Figures 3.8 and 3.9. There was no consistent difference between
contraction and expansion thresholds for any of the observers tested, as can be seen
in Figure 3.8. In Figure 3.9, the results are collapsed across the two test directions
(contraction and expansion) and are plotted for all three adaptation conditions (no
adaptation, test in the adapted direction, test in the unadapted direction) for four
observers and the average of those data. As in Experiment 1, both stimuli appeared to
contain coherent motion due to adaptation, and the observer’s task was to identify which
of the two stimuli contained the greater signal. Thresholds in the adapted direction
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are higher than those without adaptation and in the unadapted direction for two out
of the four observers. There are however, large individual differences - adaptation has
a facilitatory effect in the adapted direction for observers 1 and 3, and the detection
thresholds vary between 0.25 and 0.42 (no adaptation) and between 0.23 and 0.43
proportion coherence (adapted direction).
Discrimination
Figure 3.10 shows TvC functions for expansion and contraction for stimuli presented
in succession (temporal 2AFC). Data for four observers are plotted for the three
adaptation conditions: no adaptation (turquoise circles), unadapted direction (blue
squares) and adapted direction (yellow triangles). A three-way repeated-measure
ANOVA was performed to examine the effect of adaptation direction, test direction and
pedestal level on thresholds. A statistically significant interaction was found between the
effects of adaptation direction and pedestal on thresholds, F(2,4) = 37.75, p = 0.0025.
Discrimination thresholds in the adapted direction tend to decrease with increasing
pedestals. Any adaptation effects on detection thresholds (zero-pedestal condition)
appear to be erased by the addition of a pedestal coherence level. There is some
variation between observers. Observer 4 shows a much stronger effect of adaptation
on near-threshold discrimination sensitivity, where their discrimination thresholds are
almost doubled.
3.4.4 Discussion
The purpose of this experiment was to test whether interference between the two test
stimuli may be occurring due to spatial summation when using an s2AFC procedure, as
in Experiments 1 and 2.
Detection thresholds without adaptation in the temporal 2AFC experiment presented
here were slightly higher compared to those in spatial 2AFC, with an inter-subject
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Figure 3.10: Motion: t2AFC discrimination thresholds Discrimination thresholds
for contraction (left column) and expansion (right column) test directions, without adap-
tation (turquoise circles) and following adaptation in either the same direction (yellow
triangles) or that opposite the test (blue squares) are shown as a function of pedestal
coherence in units of detection threshold for all four observers. Data points are based on
at least 3 sessions of 50 trials each and error bars represent bootstrapped standard errors.
Note that markers are slightly offset for visibility.
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mean of 0.36 and 0.31, respectively. The adapted and unadapted directions however,
differed unexpectedly. While thresholds in the adapted direction were significantly
higher than without adaptation or in the unadapted direction in the s2AFC experiment,
in tAFC some subjects had reduced thresholds in the adapted and unadapted conditions,
relative to thresholds without adaptation. In the s2AFC experiment, thresholds in the
adapted direction averaged at 0.59 coherence over observers, whereas in the t2AFC
experiment they averaged just 0.3. Adaptation therefore reduced sensitivity in the
adapted direction in s2AFC by about a factor of 2 more than in the t2AFC paradigm.
Note that the phenomenological effect of adaptation is to increase the apparent coherent
motion in the direction opposite the adaptor. This is likely a product of a reduction
in the perceived speed in the adapted direction, due to disinhibition of velocity-tuned
mechanisms (Morgan et al. 2006). In the case of the zero pedestal level, both the signal
and noise stimuli therefore appeared to contain coherent motion, effectively making it
a discrimination task, which can be modelled as a rightward shift in the transducer
function.
If differing motion signals in the two hemifields interfered with global motion
processing, we would expect more uncertainty in the detection of both the signal and
standard test stimuli, since motion around the inner vertical edge of one stimulus would
be integrated with motion from the adjacent stimulus. For example, if the left hemifield
contains the coherence signal and the right contains pure random dot motion, then
integration of motion signals will cause the signal closest to the vertical meridian to
look weaker on the left, and the noise to look more coherent on the right.
Discrimination thresholds in the temporal 2AFC task were not consistently higher
than those for the spatial 2AFC task, indicating that summation over the two hemifields
(Burr et al. 1998) did not interfere with task performance. Just as in Experiment 1,
the addition of a pedestal did not increase the JND in motion coherence. Following
adaptation to contracting or expanding motion, detection thresholds for the adapted
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direction were either increased or decreased, but there was no effect of adaptation on
discrimination of pedestal levels greater than the absolute threshold. These results
further support the idea that the decision in this task is based on the relative numbers
of coherent and randomly moving dots, as suggested and detailed in Experiments 1 and
2.
3.5 Experiment 4 - effect of directed attention on motion
adaptation
3.5.1 Introduction
Numerous studies have attempted to understand the effect that attention has on motion
processing, and on adaptation to motion in particular. In the very first of these in
1911, Wohlgemuth asked observers to perform mental arithmetic, reading and rapid
serial visual presentation (RSVP) tasks while viewing a moving stimulus, and found
that distracting attention had no effect on the duration of the motion aftereffect. Since
then, results on the topic have been controversial. Eighty years later, Chaudhuri (1990b)
measured the MAE duration after observers had concentrated on an RSVP task during
adaptation. He found a reduction of about 50% in MAE durations compared to when
there was no attentional distraction task. Other studies have subsequently also reported
that distracting attention away from the adapting stimulus reduces the strength of
adaptation (Rees et al. 1997, Rezec et al. 2004, Taya et al. 2009) possibly by interfering
with motion processing.
However, most of these experiments have reported the duration measure of the
aftereffect, which is known to be susceptible to experimenter and subject bias (Sinha
1952). Observers are asked to report when the apparent motion ceases, in a stimulus
that they know is in fact stationary. In order to do the task, the observer needs to
adopt a criterion, which can be easily shifted by manipulating the given instructions.
Morgan (2011) used a 2AFC task to measure the loss in sensitivity following adaptation
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in different conditions of attentional load, and found no effect of distracting attention
on the contrast discrimination function.
Several studies have investigated the effects of ‘tracking’, or directing attention, to
one component in transparent motion stimuli, and evidence suggests that this does
produce a motion aftereffect in the direction opposite to the attended component (Alais
& Blake 1999, Lankheet & Verstraten 1995, Raphael et al. 2010). Lankheet & Verstraten
(1995) asked subjects to selectively attend to one component of a transparent random dot
stimulus, in which the two components were moving in opposing directions, translating
towards the left and right across the screen. They found that motion adaptation was
increased for the attended component. However, they only tested two observers, and
this effect of attentional tracking does not necessarily depend on the same underlying
mechanism as the effect of distraction. In fact, Raphael et al. (2010) found an effect of
attentional tracking on the MAE but none when attention was distracted away from the
adapter. They varied the relative velocities of fields of transparently moving contracting
and expanding dots in order to find the point at which the illusory motion of the
MAE was cancelled. Furthermore, it has been suggested that the MAE measured with
dynamic (flickering) test stimuli is more susceptible to attentional effects than when
measured with static test stimuli (Culham et al. 2000).
This study aims to investigate whether attention directed to one component of a
radial, transparently moving dot stimulus causes more adaptation to that component,
using the same kind of stimuli as in Experiment 3 above.
3.5.2 Methods
Equipment and stimuli
Stimuli were presented on a Sony Trinitron monitor with a refresh rate of 60 Hz and
mean luminance of 22 cd/m2, and connected to an Apple MacBook Pro with OS X 10.8
“Mountain Lion” running Matlab 2013 and the PsychToolBox software (Brainard 1997,
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Pelli 1997). Other variables were as detailed in Chapter 2. Subjects were positioned at
a viewing distance of 70 cm from the screen using a chin rest. At this distance, stimuli
subtended 16.7 degrees of visual angle. All observers used the same experimental set-up.
Stimuli consisted of partially-coherent moving random dots, just as in Experiments 1
and 3. Each dot had a limited lifetime of 0.6 seconds and moved at a speed of 5.6 deg/s.
There were three classes of adaptation conditions. First, No adaptation, basically testing
the absolute threshold as in Experiment 3. Second, Basic adaptation, where the initial
adaptation period lasted 20 seconds, with an additional 5 second top-up before each trial.
During adaptation, all 600 dots were black and moved coherently (either contracting or
expanding), and observers had to perform an attentional task (see Procedures below).
Lastly, in the Transparent adaptation condition, half the dots were black and moved
in one radial direction (contracting or expanding) and the other half where white and
moved in the opposing radial direction. Again, all dots moved coherently (i.e. there
was no random dot motion), and observers performed an attentional task.
Procedures
A temporal 2AFC procedure was used for this experiment, as for Experiment 3. During
the test period, the standard and signal stimuli were presented successively in time for
200 ms each, separated by a blank screen containing a fixation point on a mean-luminance
background for 100 ms.
Data were collected for expansion and contraction independently. Coherence incre-
ments were determined by the method of constant stimuli, with a minimum increment
of 0 percent, a maximum of 99 percent and 10 levels spaced equally in between. Each
session contained ten repetitions at each increment, presented in a pseudo-random order.
Each observer performed 3 to 5 sessions for each experimental condition in randomised
order. The data were then collapsed across trials, and coherence detection thresholds
at the 75% correct point were estimated by a 2-parameter fit of a Cumulative Normal
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function as detailed for Experiment 1.
The Basic and Transparent adaptation conditions contained an attentional task. For
this task, the adaptation period contained a few events, which consisted of brief periods
(167 ms at 60 Hz) during which all dots in the motion component accelerated to 11.2
deg/s (2x base speed). The observer’s task was to respond to events by pressing the
space bar on a keyboard. Responses were considered correct if they occurred within
1 second of the start of the event. In the transparent adaptation condition, both of
the components (black and white dot fields) contained events. Subjects were asked
to respond to either one of them (“attend to contracting” and “attend to expanding”
conditions) or to both (“attend to both”). If they were responding to both, subjects
used the same button to indicate events in the two fields. There were two Transparent
adaptation conditions for which attention to both components was required, one with
the black dots contracting (white expanding), and another with the black dots expanding
(and white contracting).
Observers
Five observers (AG, DPW, LR, NN and TP), four of which were naive, participated
in this experiment. Vision was corrected when necessary and all experiments were
conducted binocularly with natural pupils.
3.5.3 Results
In order to examine the effect of directing attention to a motion component, we used a
test stimulus in which two components (contracting and expanding) contained equal
motion energy and all that differed was which component observers attended while
keeping their gaze on a central fixation point. The MAE following basic adaptation to
only one radial direction of motion was also measured as a comparison. Figure 3.11
shows the results of Experiment 3, normalized to each observer’s absolute detection
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threshold. Plotted on the white background are the basic adaptation conditions (No
Adaptation, Adapted Direction and Unadapted Direction), and on the green background
are the transparent adaptor conditions (Attended Direction, Unattended Direction and
Both Directions Attended). Yellow markers indicate the adapted (squares) and attended
(stars) directions, and blue markers show the unadapted (squares) and unattended
(stars) directions.
Figure 3.11: Manipulating attention during adaptation to radial motion Sensi-
tivity following adaptation to radial motion, and under three attentional tracking conditions,
shown for the five observers tested. Data were averaged over the two directions of radial
motion (contraction and expansion). Standard adaptation conditions: No Adaptation
(orange circles), Adapted Direction (light yellow squares), Unadapted Direction (light blue
stars). Attentional tracking conditions (transparent adapter) are indicated on a green
background: Attended Direction (dark yellow squares), Unattended Direction (dark blue
stars), Both Directions Attended (turquoise triangles). Different conditions are shown on
the abscissa, and the coherence threshold (normalized to the No Adaptation threshold of
each observer) on the ordinal axis, data points are based on at least 3 sessions of 50 trials
each.
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Thresholds are significantly greater for the adapted direction than without adaptation
for all but one of the five observers (observer 3, two-tailed, paired-sample t-tests, p
< 0.01). Across all subjects, there was a significant difference between thresholds in
the adapted and unadapted directions (two-tailed, paired-sample t-tests, p < 0.05).
Directing attention to one component of the transparent motion stimulus resulted in
higher thresholds for three observers (two-tailed, paired-sample t-tests, p < 0.01), but did
not affect them for the other two. Attention directed to both components simultaneously
does not affect the sensitivity for either direction. For three of the observers (1, 3 and
5), the thresholds for the attended direction do not differ significantly form those in the
adapted direction. However, for observer 1 the thresholds in all transparent adaptor
conditions are similarly high, indicating that they may have found the task more difficult
in all attention conditions.
Figure 3.12: Attending to both directions Thresholds for contraction (left) and
expansion (right) test directions following adaptation to transparent motion where both
radial directions were attended. Data shown are inter-subject means, and represent trials
on which the contraction component as black (and expansion white, orange circles), and
those where the contraction component was white (and expansion black, blue squares).
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Where only one component was attended, that component was black while the
unattended component was white. When attention was to be directed to both motion
components, black contracted for half of the sessions, and expanded for the other
half. If adaptation were specific to the sign of contrast (i.e. to the white or black
components), it should be apparent in the condition which requires attention to both
motion components (turquoise triangles in Figure 3.11). If adaptation were selective to
one sign of contrast, differing results would be expected for sessions in which the white
dots were contracting and the sessions in which they were expanding. The detection
thresholds were comparable across these two conditions (Figure 3.12), indicating that
this is not the case.
It is clear from these results as well as those from the previous experiments (Sections
3.2 to 3.4), that while detection for radial motion is comparable across observers, there
are large individual differences in the effect of adaptation thereon. The detection
thresholds for Experiment 3 (t2AFC) are a good example of this; while thresholds were
increased in the adapted direction for two observers, they were lower than without
adaptation for the other two. Furthermore, for some subjects adaptation had different
effects on the thresholds for contraction and expansion, increasing one but not the
other, such as in the discrimination data for observer 1 in the s2AFC task (Section
3.2). Individual differences in the sensitivity to radial motion are also apparent in the
present experiment, as both adaptation and directed attention had differing effects on
the observers tested.
A possible reason why we do not find a more robust effect of the attentional
manipulation is that the attentional task was not sampling an optimal point in the
stimulus space. The task was to identify accelerations of 2x the base speed, but perhaps
this was too easy for some observers, and too difficult for others. In order to equate the
difficulty of the attentional task, an experiment could probe the psychometric function
for detection of an acceleration as a function of speed.
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3.5.4 Discussion
The results of this study show that directing attention to a single component in a
transparently moving radial dot motion display can produce adaptation in the attended
direction for some observers, but that there are inter-subject differences. Since the
physical motion signal was equal in both directions in the stimulus, the aftereffect is a
product only of observer’s focus on a single component. This aftereffect is comparable
in size to that seen following basic adaptation to only one direction of motion. These
results support those of Culham et al. (2000), who first demonstrated an MAE of
attention using flickering counterphase gratings.
Directing attention does not affect motion adaptation for two of the observers tested
here. This could be due to the use of a single attentional task which was not calibrated
in difficulty for each subject. Some observers may have found the task less demanding
than others, and in turn attended less intently on the instructed component. This
would lead to relatively low thresholds in all conditions involving a transparently moving
stimulus, as is seen in the data for observers 2 and 4. This explanation is speculative,
but it would be interesting to separately test performance at different speeds for the
attentional task, in order to equate its difficulty across observers.
It is important to distinguish the effects of distracting attention (e.g. Rezec et al.
(2004), Taya et al. (2009)) from attentional tracking (e.g. Alais & Blake (1999), Lankheet
& Verstraten (1995), Raphael et al. (2010)). Attentional tracking results in an aftereffect
with different properties from the traditional MAE - it is not retinotopic, and is
independent from MAEs resulting from low-level motion (Culham et al. 2000). The
results presented here are therefore independent of, and neither support nor undermine
previous investigations that do not find an effect of attention on the MAE using
distraction (Morgan 2011, Wohlgemuth 1911).
It is worthwhile to mention a few more things about the effect of distracting attention
on the MAE. Most studies of this effect have used the aftereffect’s duration as a measure,
which is known to be susceptible to experimenter and observer bias (Sinha 1952). When
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asked to report when a stimulus that they know is stationary has stopped ‘moving’,
subjects are faced with a conflictive task. Where the criterion is set becomes a crucial
factor, and one that can vary from subject to subject and from session to session, as
suggested by Granit (1928). One study (Morgan et al. 2012) instructed observers to
prefer one response over another in a method of single stimuli task. This caused a shift
in their psychometric functions without a change in sensitivity, showing that response
bias can easily masquerade as perceptual bias. Especially small effect sizes (for example,
as in Taya et al. (2009)) are likely to be due to Type I (false positive) errors (see Section
1.2.2). Finally, it is possible that the relatively high proportion of studies that find an
attentional effect on adaptation is a product of reporting bias in the published literature,
and as Morgan et al. (2012) suggest, numerous results (especially those showing null
effects) may be unreported.
3.6 Chapter summary
This chapter has described a series of psychophysical experiments designed to test
whether directed attention can modulate the MAE to radial motion. While such effects
have been demonstrated for translation, radial motion forms a more complex pattern and
is therefore likely to be processed by higher cortical areas which are also more susceptible
to the top-down modulatory effects of attention. In order to measure sensitivity, which
- unlike bias - is free from expectation effects, observers adapted to contracting or
expanding motion and then discriminated which of two partially-coherent dot stimuli
appeared to move more coherently.
Adaptation is shown to reduce sensitivity to motion in the adapted direction at the
detection threshold (zero pedestal), but not at higher coherence pedestals (Section 3.2).
Since in this experiment the total number of dots was constant and the proportions
of coherent and randomly moving dots were varied to achieve varying motion signals,
it is possible that subjects used different strategies at low and high coherence levels,
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effectively performing a proportion discrimination task. Observers could have estimated
the number of coherent elements at low pedestal levels, and that of incoherent elements
at high levels. It is suggested that this may be due to the probing of a mechanism
sensitive to relative proportions rather than to motion energy, and this possibility is
tested using orientation discrimination in Section 3.3. The results showed that the
discrimination functions for orientation were unvarying across increasing pedestal values,
suggesting that relative proportion judgements underlie observer performance on this
task. Furthermore, a proportion discrimination account could explain how it is that
adaptation affects threshold performance, but not sensitivity at higher pedestals. In
order to investigate whether spatial summation of motion signals across the vertical
boundary of the two stimulus alternatives may be interfering with motion processing,
a temporal 2AFC experiment was performed (see Section 3.4). Neither detection nor
discrimination thresholds in the t2AFC procedure were greater than in the s2AFC
experiment, indicating that summation over the two stimulus alternatives did not
affect this task, and adding further support for the idea that observers use relative
numerosity cues. Finally, Experiment 4 (Section 3.5) shows that directing attention to
one component of a radial transparent motion stimulus can result in selective adaptation
to that direction of motion for some observers, but not for others, just as some, but not
all, observers showed reduced sensitivity following adaptation to radial motion.
The result that absolute thresholds are increased by adaptation while JNDs at higher
pedestals are unaffected is consistent with previous results on contrast discrimination
(Foley & Chen 1997, Ross et al. 1993). Models that receive input from linear receptive
fields as well as broadly-tuned divisive inhibition (Foley & Chen 1997) predict this
pattern based on a rightward shift in a sigmoidal transducer function. Adaptation in
this model increased the semi-saturation constant. Indeed, changes in divisive inhibition
can account for the effect of adapting to a moving grating on the perceived contrast of
the test grating (Morgan et al. 2006, 2011). This suggests that an analogous mechanism
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may underlie adaptation to motion coherence; adapting to highly coherent contraction
could inhibit mechanisms tuned to expansion which, when released from inhibition,
produce an increased response resulting in an expanding aftereffect.
It is also useful to consider how a proportion discrimination account could explain
the effect of adaptation in Experiments 1 to 3, namely reducing sensitivity at the
detection level, but not at pedestals above the absolute threshold. Burr & Ross (2008)
showed that adapting to displays containing large element sets led to subsequently
viewed sets appearing less numerous. In the case of motion or orientation coherence,
adaptation to a large proportion of coherent elements could then make a test stimulus
appear to contain a smaller proportion of coherent elements. Observers would obviously
need a greater coherence in order to generate the same internal response, which would
decrease their sensitivity. Adaptation is then expected to have a similar effect on
detection thresholds, whether the underlying process is sensitive to motion energy or
number/proportions. One possibility for why adaptation does not affect discrimination
once pedestal coherence is added, is that the number of random moving dot elements
that observers take into account when estimating global motion direction increases at
higher pedestal coherence levels. Raidvee et al. (2011) tested coherence thresholds in
dot displays which contained only two opposing directions of motion (leftward and
rightward) and analysed the performance using a classical Thurstone psychophysical
discrimination model (Thurstone 1927) and a Bernoulli trial model in which the ideal
observer selects a random sample of elements (left- or rightward moving dots) to base
the decision upon. The Bernoulli trial model gives a simple relationship between the
slope of a psychometric function and the size of the subset of randomly chosen elements.
They showed that when a moving dot stimulus contained 800 dots (400 left- and 400
rightward moving), observer performance was determined on the basis about up to 10
randomly selected elements, while it was between 1 - 2 elements when the total number
of dots was 12. Since Raidvee et al. purposefully designed their motion display to
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eliminate the noise in all unnecessary directions, it is possible that what determines
observer sensitivity is some number of the total signal dots while noise dots moving in
random directions are ignored. As the signal/coherence increases at higher pedestals, the
number of dots which contribute to the observer’s decision would then also increase, and
the total effect of adaptation (small reduction in the perceived number of coherent dots)
would diminish. This is of course a speculative explanation, based on the assumption
that adaptation affects proportions as Burr & Ross (2008) showed it to affect absolute
numerosity. The fMRI findings that proportion and absolute number are processed in
the same cortical areas (Jacob & Nieder 2009) suggest that they are mediated by similar
processes, but future psychophysical studies are necessary in order to examine this idea.
A relative-numerosity account of motion coherence suggests that under certain
conditions, coherence judgements may rely on numerosity judgements rather than on
motion integration, even when counting is avoided by using limited lifetime dots. When a
relatively small number of dots is used, such as the 600 dots in the experiments discussed
here, individual dots can clearly be identified, and the coherent and incoherent dots
can be segregated. At very high and low coherence levels, only a few dots are moving
either coherently or incoherently and it may be that at these parts of the coherence
range, numerosity estimates dominate. At medium coherence levels meanwhile, number
estimates (and especially subitizing) become difficult, and performance may rely on
motion integration instead. Care should therefore be taken when interpreting results
from studies using sparse dot stimuli, when sensitivity is estimated at a single coherence
level. This issue can be avoided by using dense dot stimuli in combination with carefully
adjusted dot lifetimes.
While the aim of Experiments 1 and 3 was to measure how radial motion discrimi-
nation functions are affected by adaptation, some observers did not show the expected
sensitivity reduction after adaptation, particularly in the t2AFC experiment. While
the MAE has been documented extensively using different stimuli (including spirals,
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stripes, drifting sine gratings and random dot kinematograms), measures (duration,
verbal reports, contrast sensitivity, coherence thresholds, etc.) and procedures (method
of adjustment, 2AFC tasks, etc.) (Mather et al. 1998, Wade 1994), large inter-subject
differences in the MAE have been observed in a visual search task (Morgan, Hauperich &
Solomon 2017), as well as by others (Granit 1928, Sinha 1952). Nevertheless, Experiment
2 showed that performance on the discrimination tasks used here may be mediated by a
mechanism selective for proportions, rather than for motion energy. In order to probe
the later, stimuli could be composed of a greater number of much smaller dots which
would not allow counting, similar to Lankheet & Verstraten (1995) who used single-pixel
dots. Further evidence for this idea could be provided by experiments measuring discrim-
ination of elements of different colours. When signal dots in an RDK have a different
colour from the noise dots, motion coherence thresholds improve significantly (Croner
& Albright 1997), showing that colour provides a strong segmentation cue and motion
integration would not be necessary in order to extract the signal. Further psychophysical
studies of proportion discrimination could also help to uncover the relation between the
mechanisms processing proportions and those for absolute numerosity.
It should also be noted that any observed effect of attentional modulations on the
MAE would be more convincing if a clear trend is evident over different observers.
Additional experiments using stimuli which reliably elicit motion adaptation, as well
as involving more observers, are necessary in order to confirm the influence of directed
attention on the MAE to radial motion.
In the following Chapter, the reference frame of the radial MAE will be examined in
order to estimate at what level of visual processing adaptation to radial motion occurs.
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Chapter 4
Reference Frame of the Motion
Aftereffect
4.1 Motivation
The neural responses in most early visual areas are encoded in a retinotopic reference
frame, meaning that cells respond to stimuli in particular locations on the retina. Despite
this, we perceive the world as stable and can integrate visual information with input
from other senses which are not retinotopically organised. The frame of reference of a
cortical area therefore gives an indication to its function. In order to estimate at what
level of visual processing adaptation to radial motion occurs, we can investigate whether
this MAE is retinotopic, or whether it also has spatiotopic properties. In the present
study, this question is evaluated using relative velocity adjustments of contracting and
expanding motion components to null the MAE at different retinal locations. The
results suggest that adaptation to radial motion is mainly retinotopic.
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4.2 Introduction
How does the visual system maintain a stable image of the world despite saccadic eye
movements occurring multiple times a second, and constant head- and body-movements?
One favoured possibility is that the brain creates a spatiotopic representation of the
external world, in which spatial location is encoded independently from where the eyes
are looking. A construction of such maps requires integration of retinotopic information
with position signals from the eyes and body in the form of corollary discharge. While
electrophysiological studies have not found spatiotopic maps of external space (Wurtz
2008), activity within retinotopic receptive fields of posterior parietal neurons has been
shown to be modified by gaze-direction (Andersen et al. 1985), and some neurons in the
ventral intraparietal area (VIP) represent information in a head-centred reference frame
(Duhamel et al. 1997). Meanwhile, functional imaging and psychophysical studies have
shown mixed results.
A retinotopic aftereffect is fixed to its retinal location and moves with the eye,
while a spatiotopic aftereffect remains in the same location in space even when eye
movements or changes in gaze direction have occurred between the adaptation and test
times. Several psychophysical studies have shown MAEs in un-adapted retinal locations,
such as Snowden and Milne’s ‘phantom aftereffect’ of rotational motion (1997), and
von Gru¨nau and Dube´’s ‘remote aftereffect’ observed with flickering gratings (2002).
Whether there is also a spatiotopic component to the MAE is less clear. Some evidence
for encoding in spatiotopic coordinates was observed using translating dots (Ezzati,
Golzar & Afraz 2008). Mapping the topography of the MAE, Ezzati et al. observed
that following a saccade, the map splits into a retinotopic region and a spatiotopic
region. Furthermore, Nishida, Motoyoshi, Andersen & Shimojo (2003) found that the
MAE is affected by changes in gaze direction, and is stronger in adapted gaze directions.
Knapen et al. (2009) meanwhile, using translating random dot stimuli to null the MAE,
suggested that the reference frame of the MAE is purely retinotopic and that any
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spatiotopic effects could be explained by spreading of motion adaptation across the
visual field.
Previous studies have shown that adaptation causes a decrease in the perceived
speed of a test stimulus moving in the adapted direction (Smith & Hammond 1985,
Thompson 1981). Adaptation to one direction of motion would thus bias a transparent
stimulus with half of the dots moving in the adapted direction and half in the unadapted
direction to appear to move more slowly in the adapted direction. It is possible then,
to perceptually null the MAE by making adjustments in the relative velocities of the
two components. This experiment uses a novel test stimulus first suggested by Raphael
et al. (2010) to examine whether the MAE is encoded in retinotopic or spatiotopic
coordinates using a method of relative velocity adjustment of the contracting and
expanding components of a transparently moving dot stimulus. Following adaptation
to radial motion (either contracting or expanding), the strength of the resulting MAE
was determined by finding the point of subjective equality between contracting and
expanding dot fields. The results indicate that the MAE is mainly retinotopic, and that
a modest level of adaptation at spatiotopic locations may be attributable to spreading
of adaptation.
4.3 Methods
4.3.1 Equipment and stimuli
Stimuli were presented on a Sony Trinitron monitor with a refresh rate of 60 Hz and
mean luminance of 22 cd/m2. Subjects were positioned at a viewing distance of 70 cm
from the screen using a chin rest. At this distance, the stimuli subtended 8 degrees in
diameter. All observers used the same experimental set-up. For a follow-up experiment
(Section 4.4.2), an EyeLink 1000 desktop eye tracker was additionally used to record
eye movements and ensure that observers were following the stimulus with their gaze
(see General Methods, Section 2.7 for details).
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Figure 4.1: Stimulus representation - reference frame of the MAE No roaming,
both adapter and test centred on the screen with central fixation; Spatiotopic roaming,
adapter and test centred on the screen, fixation roamed during adaptation period; Roaming
adapter, adaptation stimulus roamed the screen, while fixation and test stimulus were
presented in the centre; Retinotopic roaming, both the fixation point and the adapter
roamed the screen during adaptation, and the test stimulus was presented in the centre.
Adaptation stimuli were fields of 300 black dots presented within a circular window
8 degrees in diameter, all of which were moving coherently and at a constant speed of
3.8 deg/s in the adapting direction (contraction or expansion). The test stimuli were
also comprised of 300 black dots, half of which (150 dots) were always expanding and
the other half contracting. During adaptation, subjects were asked to keep their gaze
on a large fixation point which changed colour at a rate of 2.5 Hz, and to press a button
to identify when it display d a s ecified colour.
4.3.2 Procedures
The initial adaptation period at the start of each session lasted 20 seconds, and an
additional top-up adaptation period of 5 seconds was presented before every test stimulus,
which lasted for 350 msec. There were four main adaptation conditions (see Figure 4.1),
and one supplementary control condition (Blank roaming):
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• No roaming: Both adapter and test stimuli were centred on the screen. The
adapter did not shift in position and no eye movements were required.
• Spatiotopic with roaming fixation: Both the adapter and test were always centred
on the screen. The fixation point location jumped to random positions along 4
degree circumference from the centre of the screen with a frequency of 1 Hz.
• Roaming adapter: The centre of motion jumped to random positions along 4
degree circumference from the centre of the screen at a rate of 1 Hz. The fixation
point and test stimulus stayed centred on the screen, and thus no eye movements
were required. This condition is neither retinotopic nor spatiotopic.
• Retinotopic roaming: Both the centre of motion and the fixation point jumped to
random positions along the 4 degree circumference of the centre of the screen at a
frequency of 1 Hz.
• Blank roaming: As in the No roaming condition, both adapter and the test were
centred on the screen. Here however, the adapter was interrupted by a blank
(mean background) period for 100 ms at a rate of 1 Hz, in order to mimic loss
of motion information due to saccadic suppression in conditions in which eye
movements were required.
Data were collected using the method of single stimuli (MSS), in which only one
test stimulus is shown per trial and the observer makes a decision between two response
alternatives based on the information contained in this stimulus. The test stimulus was
always presented at the centre of the screen. The observer’s task was to indicate, with
a button press, if the test appeared to contain more expanding or more contracting
motion. No feedback was given. The velocity of one motion component (contraction or
expansion) was held constant, while the velocity of the second component was varied
using an adaptive procedure (APE, see General Methods, Section 2.5.3 for details) in
order to estimate the point of subjective equality.
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4.3.3 Observers
Six observers (CC, NN, MM, SA, SR and ZS), three experienced (MM, NN and SR)
and three naive participated in this experiment. The observers were between the ages of
24 and 70 when the data was collected. Vision was corrected to normal when necessary
and all experiments were conducted binocularly with natural pupils.
4.4 Results
4.4.1 Psychophysics
This experiment examined the reference frame of the motion aftereffect by measuring
the relative velocities of components in a transparently moving dot stimulus necessary
to null the apparent motion. It is helpful to note that it is the difference between the
velocities for the contracting and expanding components that indicates the effect of
adaptation.
Figure 4.2 shows the differences in the velocities between the two components for
each observer, along with the group average. Here, positive ordinate values indicate
the velocity of the expanding component, and negative values that of the contracting
component. After adapting to contraction observers needed faster contracting motion
in order to null the perceived expanding MAE. The difference between the velocity
balance points for contraction and expansion were tested for statistical significance using
two tailed t-tests. In the No Roaming condition, the balance points for contraction
and expansion were significantly different for four subjects (p < 0.0023). In the
Spatiotopic with Roaming Fixation condition, subjective balance points for contraction
and expansion were significantly different for one observer and in the Retinotopic
Roaming condition for two observers. Three subjects completed an additional Blank
roaming condition, which was equivalent to No Roaming with the exception that the
adapter was replaced with a blank screen for the last 100 ms of every second in order
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Figure 4.2: Effect of adapting condition on perceived direction of motion Data
for adaptation to Expansion (circles) and Contraction (squares) are shown for the four
roaming conditions, and ’blank roaming’ control condition (abscissa). The ordinate indicates
velocity of the contraction (positive) and expansion (negative) components. Each set of
two data points represents the point of subjective equality based on 7 sessions each with
two interleaved staircases. Note that the test stimulus contained both contracting and
expanding motion components, and the point of perceptual equality between the two were
therefore determined at the same time. Error bars represent ± standard error. Asterisks
indicate significant difference from zero (one-tailed t-test, Bonferroni corrected, * p <
0.0023).
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to mimic loss of information during saccadic eye movements. The balance points for
the contracting and expanding components in this condition were significant for all
observers. Finally, a further control experiment comparing data with and without
the fixation task confirmed that the task did not significantly affect the strength of
adaptation. Averaged over observers, only the No Roaming condition resulted in a
significant adaptation effect.
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The method of velocity adjustment for measuring the MAE reveals a clear effect
of adaptation in the No roaming condition, when the adapter and test occurred in
the same location both on the retina and on the screen. Although a slight effect was
observed in the Spatiotopic with Roaming Fixation condition, this was not statistically
significant over all subjects. Since the effect size observed in the Spatiotopic condition
was comparable in size to that in the Roaming Adapter condition, but smaller than
in the No Roaming (retinotopic, no eye movements necessary) condition, a spatiotopic
aftereffect is excluded. The Roaming adapter condition is neither spatiotopic nor
retinotopic, and can thus reflect spreading of motion adaptation to nearby cortical
locations. Four observers show retinotopic adaptation when no eye movements are
required, suggesting that eye movements can interfere with adaptation. These results
indicate that the reference frame for the MAE to radial motion is basically retinotopic,
and that adaptation is reduced following eye movements.
4.4.2 Eye movements
Two of the conditions in this study (Spatiotopic with Roaming Fixation and Retinotopic
Roaming) required the observer to make eye movements to follow a roaming fixation
point. It is known that information takes around 80 ms to travel from the retina to the
visual cortex (Bair 1999), and that saccade durations last several milliseconds. Because
of this, saccades cannot be modified in flight by visual information. It is therefore likely
that saccades overlapped temporally with the adaptor duration; this would decrease the
effective adaptation time for conditions involving eye movements. In this experiment,
eye movements were recorded so that saccade latency and durations, as well as fixation
times and accuracy, could be determined.
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Roaming Adapter 
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Figure 4.3: Spatiotopic roaming fixations Locations of fixations lasting longer than
40 ms (blue circles) are plotted in relation to the position of the fixation point locations
(orange crosses) for the four adaptation conditions tested: No Roaming, Roaming Adapter,
Spatiotopic with Roaming Fixation, and Retinotopic Roaming. The data presented are
from one representative session, performed by observer 1. Also presented are the mean
saccade and fixation durations for all observers.
Figure 4.3 shows the coordinates of all fixations (blue circles) lasting longer than 40
ms relative to the locations of the fixation point (orange crosses) for the four adaptation
conditions for one representative session performed by observer 1. The large orange
circles represent the 1.3 degree circumference of each fixation point location, and are
presented for reference along with the number of saccades/session for each condition,
the mean fixation and saccade durations, and the total saccade transit time. When
recoding eye positions, eye tracking systems are known to make systematic errors (drift)
in gaze locations over the course of an experiment (Hornof & Halverson 2002). Several
sessions show such drift, as can be seen in the lower panels of Figure 4.3. While drifts
can be removed manually by identifying and correcting for patterns emerging from
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superposition of fixations and visual stimuli, the drifts observed here were relatively
small, and drift correction was not performed.
The majority of fixations landed within the 1.3 degree circumference from target
fixation points, indicating that subjects could indeed follow the fixation point as it
roamed the screen. Saccades were fewer and fixation durations longer in the conditions
that did not explicitly require the observer to make eye movements than in the roaming
conditions. Where no eye movements were required during adaptation, fixations routinely
exceeded several seconds. While in conditions requiring eye movements the mean fixation
durations are considerably less than 1 second (the maximum expected due to the 1
Hz roaming rate of the fixation point), observers often made several short adjustment
fixations in these conditions, as can be seen in Figure 4.3. Because of this, the total
adaptation time at each location of the fixation point did approach a full second. In
conditions requiring eye movements, the saccade transit times averaged at less than 30
sec per session, while each session contained a total of 180 sec of adaptation time. Even
in the extreme assumption that all saccades occurred only during adaptation periods,
only 17% of adaptation time should be lost. Along with the results presented above for
the Blank Roaming condition, these data suggest that the net adaptation time was not
considerably reduced in the conditions requiring eye movements, and that this cannot
account for the lack of adaptation observed in the psychophysical data.
4.5 Discussion
Using a method of relative velocity adjustments of transparently moving dot fields, the
reference frame for the motion aftereffect for radial motion was examined. Adaptation
was found to be represented mainly in retinotopic coordinates. While a small spatiotopic
effect was observed, it could be accounted for by spreading of motion adaptation, as
suggested by Knapen et al. (2009). The results of a Blank Roaming control condition
in which the stationary adapter was interrupted by a 100 ms blank at the end of every
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second suggest that saccadic suppression during adaptation in conditions requiring eye
movements did not significantly affect the effective adaptation time. However, saccadic
suppression begins at early stages of visual analysis (Burr, Morgan & Morrone 1999)
and Berman, Cavanaugh, Mcalonan & Wurtz (2017) recently showed that saccadic
suppression can begin 100 ms before the saccade is initiated. The suppression of
motion information may therefore extend over longer durations than anticipated. Eye
movements were analysed during the experiment in order to examine whether the net
adaptation time in the conditions requiring eye movements was reduced compared to the
conditions in which no eye movements were necessary. The total fixation durations at
each location where a fixation point was presented approach one second, indicating that
the effective adaptation time was not significantly reduced. The data support previous
psychophysical results from Knapen et al., and functional imaging investigations of
Gardner, Merriam, Movshon & Heeger (2008).
The large, radially moving stimuli and dynamic test used in this study were chosen
because they involve higher level motion processes than translating motion, which
are more likely to have spatiotopic properties. Despite this, we do not find evidence
of a spatiotopic aftereffect for radial motion. The measure used here is the relative
difference in velocities of transparently moving contracting and expanding dot fields.
The results support those of Knapen et al. (2009) who measured a shift in the mean
velocity distribution and reported that a velocity of 1 degree/sec was necessary to null
the MAE. The magnitude of the effects is comparable, as the 1 pixels/frame observed
here (the difference between the velocities of the two components) translate to about
0.7 degree/sec. Ezzati et al. (2008) reported a spatiotopic MAE following a saccade,
however the effect is approximate to that observed in non-retinotopic non-spatiotopic
conditions in this study and in Knapen et al. While Ezzati et al. did not measure the
spread of the MAE to a non-retinotopic and non-spatiotopic location, their results are
comparable to those of Knapen et al. and this study for the spatiotopic condition. It is
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thus likely that their procedure would produce a similar effect size for a non-retinotopic,
non-spatiotopic location, as detailed by Knapen et al., indicating that the ‘spatiotopic’
effect is due to the same mechanism (e.g. spatial spreading of adaptation across the
visual field).
The data from this study suggest an effect of gaze modulation, as the magnitude
of the MAE is reduced when the adaptor and test were presented in different gaze
directions even when they stimulated the same retinal location. This was previously
observed by Nishida et al. (2003), but was not shown by Knapen et al.. The later
study suggests that the difference might be due to the size of saccade between adapter
and test and to the type of stimulus used. Interestingly, both of these factors in this
study are closer to those used by Knapen et al. (gaze modulation of 4 - 8 degrees,
global motion and dynamic test stimuli), and yet here an effect of gaze modulation is
observed. Only one saccade was necessary on each trial in this experiment, while in
both of the other studies two saccades were required. The only relevant procedural
differences between the present study and that of Knapen et al. are our use of radial
motion (translating motion in Knapen et al.), and that unlike theirs, the stimuli used
here did not have Gaussian edges. One possible explanation is that motion-defined
boundaries were present around the circumference of the radial stimuli in this study,
resulting in a more retinotopic effect, as suggested by Ezzati et al..
By measuring BOLD activation in fMRI, D’Avossa et al. (2007) demonstrated
that MT responses are modulated by gaze direction, suggesting that it represents
stimuli based on screen coordinates whereas in earlier visual areas they are rendered
in retinotopic coordinates. In contrast, Gardner et al. (2008) reported that area MT,
along with eleven other occipital visual areas, responds in a retinotopic reference frame.
While D’Avossa et al. used functional localisers to define visual areas, Gardner et al.
additionally used visuotopic (a.k.a. retinotopic) mapping, and considered robustness of
the visual responses. It is not clear however, if these methodological differences entirely
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account for the opposing results. Subsequent studies have continued to debate the
reference frame in which information is processed in area MT. Golomb & Kanwisher
(2012) reported retinotopic representation of object location while Crespi et al. argued
for spatiotopic coding (2011). A possible reconciliation was proposed by Turi & Burr
(2012), who showed that the positional motion aftereffect (the change in perceived
position following adaptation to motion) is spatiotopic, while the classical motion
aftereffect (illusory motion after prolonged viewing of a moving stimulus) is represented
in retinotopic coordinates. The psychophysical results of the present study indicate
that the MAE for radial motion is processed in a retinotopic frame of reference, and
therefore support the claims of Gardner et al. (2008), Golomb & Kanwisher (2012) and
Turi & Burr (2012).
Another issue is that of whether a spatiotopic reference frame is even necessary for
an eye-movement invariant representation of the visual field. Nishimoto et al. (2017)
recorded fMRI responses to natural films during stable fixation and free viewing in order
to map eye-movement invariant cortical areas, and found MT along with other ventral
temporal visual areas to be largely unaffected by eye movements. They suggested that
a local receptive-field organisation and a spatiotopic (or world-centred) reference frame
are not strictly necessary for an eye-movement invariant representation, and that the
previous studies had defined the problem too narrowly.
This experiment extends on that of Knapen et al. (2009) by examining the reference
frame of the MAE to radial motion. Complex motions such as contraction and expansion
are expected to be mediated by higher cortical sites than translation, and are thus more
likely to be represented in a non-retinotopic reference frame. The results of this study
show that the radial MAE is mainly retinotopic and is diminished by gaze modulations.
It is important to note the difference between retinotopic mapping using functional
imaging (Gardner et al. 2008) (the eye position is fixed in order to measure the
relationship of cortical representation to retinal position, neighbourhood relationships
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are preserved in visiotopically organised areas) and retinotopic representation (the
cortical representation is encoded in retina-based coordinates). In the following chapter,
retinotopic mapping is performed in order to delineate the borders of early visual areas,
and these are not to be confused with areas representing information in a retina-centred
reference frame.
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Chapter 5
BOLD Signal Responses to
Contraction and Expansion in
Human MT Complex
5.1 Motivation
This chapter describes a study investigating the neural basis of the perception of radial
motion using functional magnetic resonance imaging (fMRI). While the macaque MST
contains neurons selective for different types of optic flow, there are few demonstrations
of similar selectivity in human cortical areas. In this Chapter, experiments using
moving random dot stimuli to examine cortical selectivity to radial motion give evidence
suggesting the existence of distinct neural populations within area MST which are
selective for contraction and expansion, supporting results from neurophysiology.
5.2 Introduction
In order to coordinate movement and to guide behaviour as we move through the
environment, the visual system relies on patterns of image motion formed on the retina
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- so-called optic flow patterns (radial motion, rotation and spiral motion). The ability
to detect and process optic flow is crucial for the guidance of self-motion and object
avoidance. Analysis of global radial motion provides visual cues that can be used to
subtract and parse flow motion, information that is necessary for object tracking during
self movement (Warren et al. 2009).
The areas of the cerebral cortex which mediate these percepts are well-understood
in monkeys, but remain unclear in humans. The monkey area MT (also called V5) is
known to respond selectively to motion (Albright 1984, Allman & Kaas 1971, Desimone
& Ungerleider 1986, Dubner & Zeki 1971, Saito et al. 1986, Zeki 1974), as well as
the neighbouring middle superior-temporal gyrus (MST), which has larger receptive
fields and additionally responds to ipsilateral activation (Duffy & Wurtz 1991a,b, Orban
et al. 1992). The dorsal portion of MST (MSTd) contains neurons which are selectively
activated by complex motions such as expansion and rotation (Duffy & Wurtz 1991a,
Tanaka & Saito 1989).
It is crucial to understand to what degree neurophysiological (often single-cell
recording) experiments on monkeys relate to fMRI findings in humans. Rees, Friston &
Koch (2000) investigated this relationship by measuring the human BOLD response to
moving dot fields of varying coherence and found that the responses in V5 were linearly
dependent on motion coherence, and that a simple mathematical expression relates
them to data from single-unit recordings in monkeys. They suggested that the BOLD
response is directly proportional to the neuronal firing rate (see also Heeger et al. (1999)).
Meanwhile, Braddick et al. (2001) have shown that coherent motion produces greater
activation in areas V5 and V3A, compared to dynamic visual noise. Psychophysical
studies show that the human visual system is sensitive to patterns of global motion
(Bex, Metha & Makous 1998, Freeman & Harris 1992, Snowden & Milne 1997, Warren &
Hannon 1988), and functional imaging has identified area MT+/hV5 as the homologue
of MT/V5 in monkeys, based on its location, anatomical structure (Dumoulin et al. 2000,
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Tootell & Taylor 1995) and its selective responses to different kinds of moving stimuli
(Braddick et al. 2001, Chawla et al. 1998, Culham et al. 2001, Smith et al. 1998, Tootell,
Reppas, Kwong, Malach, Born, Brady, Rosen & Belliveau 1995, Watson et al. 1993). As
in other primates, MT+ in humans is likely to be composed of several interconnecting
motion-selective regions. It has tentatively been proposed that these subregions perform
similar functions as areas MT and MST in monkeys (Amano et al. 2009). This idea was
first explored by Dukelow et al. (2001), who used ipsilateral stimulation to identify an
area in the anterior portion of MT+ as the homologue of monkey MST. This region
appears to be more specialised for the processing of optic flow patterns than MT (Smith
et al. 2006). Huk et al. (2002) thereafter showed that MT, which does not respond
to ipsilateral stimulation, exhibits retinotopic organisation, while MST does not. Wall
et al. (2008) used fMRI adaptation to observe selective responses to different kinds of
optic flow motion (i.e. expansion and rotation) in MST, and to a lesser degree in MT. A
recent study used transcranial magnetic stimulation (TMS) to disrupt cortical activity
in MST, and reported an associated disruption in radial direction discrimination (Strong
et al. 2017). Taken together, these data suggest that MST is involved in the processing
of large, complex movement and raise the possibility that the human MT+ complex,
and especially area MST, contains distinct neural populations selective for different
kinds of optic flow motion.
Neurophysiological studies suggest that contraction and expansion are processed
asymmetrically; there are cells in macaque MST that respond selectively to either
contraction or expansion (Saito et al. 1986, Tanaka & Saito 1989). Shirai, Birtles,
Wattam-Bell, Yamaguchi, Kanazawa, Atkinson & Braddick (2009) examined the first
harmonic (F1) in steady-state visually evoked potentials (VEP) in response to contracting
and expanding dot stimuli, and found asymmetrical F1 amplitudes for contraction and
expansion. It is possible then, that distinct neural populations mediate the processing
of contracting and expanding motion in humans. The present study sets out to probe
whether fMRI can reveal selective responses to the two directions of radial motion.
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5.3 Methods
5.3.1 Equipment and stimuli
Distinct stimuli were used for retinotopic mapping, for localisation of regions of interest,
and for the measurement of responses to radial motion. The radial motion stimuli which
consisted of random-dot kinematograms were matched between the psychophysical
studies described in Chapter 3 and these functional imaging experiments.
Retinotopic mapping
Figure 5.1: Retinotopic mapping stimuli The stimuli presented for retinotopic map-
ping. A. Polar wedge B. Eccentricity ring
The stimuli used for retinotopic mapping were rotating double-wedge shaped checker-
boards and expanding/contracting concentric rings which were presented on a uniform
grey background (see Figure 5.1). The checker-board itself flickered at a rate of 8 Hz,
meaning that the white checks became black and vice-versa. The polar wedges were of
90◦ arc extending from fixation to 4 degrees of visual angle, contained 21 checks along
the radius and 18 checks along the arc, and rotated about fixation at a speed of 6 deg/s,
taking 60 seconds to complete one cycle. The thickness of the eccentricity ring stimuli
was scaled by the cortical magnification factor, so that thickness increased as rings
expanded towards the periphery. The maximum radius reached by the eccentricity ring
stimulus was 4 degrees. They moved at 6 deg/s, and needed 23 seconds to complete one
cycle. Each session consisted of 4 cycles for the wedge stimuli, and 8 cycles for the ring
stimuli and lasted 4 min and 8 min respectively.
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MT-MST localiser
The contracting and expanding stimuli used for the MT localiser consisted of 600 white
dots (see below for details) positioned randomly in a circular field centred on the fixation
cross. To locate MST, the focus of radial motion was shifted by 10 degrees to either side
of fixation, in order to allow for mapping of cortical regions responding to ipsilateral
stimulation. The dots moved at a constant velocity of 5.6 deg/s, either all towards the
outer rim or all towards the centre, and the direction of motion switched at a rate of 1
Hz. Reaching the borders of the circular aperture, a dot would disappear, reappear at a
random location and proceed on its destined course.
Selectivity for radial motion
To measure responses to contraction and expansion, stimuli were very similar to those
for the MT-MST localiser. Purely contracting or expanding stimuli were composed of
600 black dots positioned within a circular aperture and moving at a constant velocity
of 5.6 deg/s. The transparent motion stimuli were composed of two fields of 300 dots
each, one moving towards the outer rim of the circle and the other moving towards
the fixation point. The dots in one field were black and in the other white, and the
direction of motion of the two components was balanced across sessions. An on-off block
design was used, with each motion block lasting 18 seconds and alternating with 18
second periods containing stationary dots. This allowed for the haemodynamic response
underlying one stimulus to be compared to baseline signals, and to those from other
stimuli.
All dots were black or white and had a diameter of about 0.1 degrees at a viewing
distance of 202 cm. They were shown on a grey background field of 22 cd/m2 within
a circular field with a diameter of 8.5 degrees for the MST localiser stimuli, and 11.2
degrees for all other stimuli. The whole screen subtended 11.5 by 15.2 degrees of visual
angle (see Figure 5.2).
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Figure 5.2: Moving dot stimuli A, Moving versus stationary dots, to identify MT+.
B, Ipsilateral stimulation, used to locate MST. C, Contraction versus stationary. D,
Expansion versus stationary. E, Transparent motion, used to identify cells responsive to
both contraction and expansion.
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Figure 5.3: Blocked design Contraction, expansion and transparent motion stimuli
were presented for 18 seconds, followed by an 18 second stationary period, in an on-off
block design. Throughout the viewing of motion stimuli, subjects were asked to perform an
attentional task - a brief ‘jerk’ (velocity increase) of the motion components. On average,
these attentional effects occurred once every 100 seconds or 10 -11 times per block.
In order to control for attention, participants had to perform a task during the
experiment; the dot field components sometimes ‘jerked’ (advanced at an increased speed)
for 200 ms, and subjects had to respond to these jerk events by pressing a button with
the right hand. The probability of an event occurring at each second was 0.01, meaning
that on average, there was one jerk event every 100 seconds. On transparent motion
sessions, the jerk events were applied to the expanding and contracting components in
a pseudo-random manner.
The fMRI data acquisition parameters and analysis procedures are described in
more detail in the General Methods, Section 2.8.
5.3.2 Observers
Five right-handed observers (AG, LR, MM, NN and TP, aged 27 to 74) participated
in the study. All participants were experienced with psychophysical experiments and
maintaining fixation. Vision was corrected when necessary and all experiments were
conducted binocularly with natural pupils. Optical correction was either in the form of
contact lenses or prescription goggles designed to be worn in the scanner. Written consent
was obtained and the experiments were conducted in accordance with the Declaration
of Helsinki, and were approved by ethics committee of the Faculty of Medicine at the
University of Cologne (Study-nb: 10-236). Standard screening procedures for MRI were
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followed and the participants who were not employed at the Max Planck Institute were
paid for their participation. Before scanning, the participants were instructed on the
experimental procedure and performed enough test runs to ensure they understood the
instructions correctly and felt comfortable with the task.
5.4 Results
5.4.1 Retinotopic mapping
Light entering the eye is refracted through the cornea so that an inverted image is
projected onto the retina. The topographical representation of this information is
preserved as it is relayed through the layers of the lateral geniculate nucleus (LGN) of
the Thalamus, the primary visual cortex, and subsequent cortical areas. We can map
the representation of the retina in the early visual cortex by using a Phase Encoding
technique developed by Sereno et al. (1995). This classic method has been used widely
since its introduction, not only for delineating retinotopic areas, but also for mapping
other stimulus attributes, such as V1 orientation columns. The approach is based
on the following assumption: when a stimulus changes cyclically along a dimension,
we can expect that the signal (e.g. the BOLD response) of the neuronal population
selective for the stimulus dimension will be modulated cyclically as well (see Figure
2.2 in the General Methods, Chapter 2). This is well illustrated in the example of
polar angle retinotopic mapping. Consider a checkerboard wedge stimulus that rotates
around a fixation point in the centre for a set number of cycles. Knowing that the early
visual areas are retinotopically organised, we can assume that the response of cells (and
therefore voxels) whose receptive fields are in a particular location in space will respond
when the stimulus passes through that location, and the response will fade away as
the stimulus moves out of the receptive field. The time-series of such a voxel ends up
following a sinusoid pattern, so we can find the preferred retinal location of the voxel by
calculating the correlation coefficient between any possible sine wave and the observed
BOLD response.
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An alternative analysis method, and the one used here, is to calculate the fast
Fourier transform of the observed signal in order to determine where in the visual field
the response is the highest. The entire frequency spectrum is analysed, not only the
fundamental frequency of the stimulus cycle. The output of the transform is a vector of
complex numbers for the entire spectrum, where the real and imaginary components
are equivalent to the correlation coefficients in the general linear model and can be used
to determine the preferred phase angles.
In order to account for the lag in the haemodynamic response function, we can
run two experiments in opposing directions along the stimulus dimension (e.g. one
wedge rotating clockwise, and the other anti-clockwise). The components of the two
experiments are then averaged, and the result is used for calculating the phase maps.
The haemodynamic lag of the two directions cancels out, and gives a more accurate
estimate of the true phase.
The borders between the early visual areas coincide with the horizontal and vertical
meridians of the visual field. Neighbouring locations in the visual field are represented
in mirror-revered maps in neighbouring cortical areas, so the meridians can usually be
seen as mirror-reversals in the polar angle map. Standard retinotopic mapping methods
were applied in this study, using these mirror-reversals to define the boundaries between
visual areas on flattened representations of the cortical surface (Deyoe et al. 1996, Engel
et al. 1997, Larsson & Heeger 2006).
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Figure 5.4: Polar angle retinotopic maps A Cortical representations of the polar
angle (wedge) stimulus for all five observers, displayed on computationally unfolded and
flattened patches of the occipital lobe. The two columns show the left and right occipital
lobes. Colour indicates polar angle (red - vertical meridian, green - horizontal meridian),
and approximate visual area boundaries are delineated by the white lines. The locations of
ROIs for MT and MST are shown in yellow and red outlines.
Figures 5.4, 5.5, 5.6 and 5.7 show the BOLD responses to retinotopic mapping
stimuli, the rotating wedge (polar) and expanding/contracting ring (eccentricity). Where
possible, retinotopic areas V1, V2 and V3 were identified on the flattened occipital lobe.
Figures 5.4 and 5.5 show the polar angle phase maps projected onto the left and right
hemispheres of the five subjects who participated in the functional imaging experiments.
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Figure 5.5: Polar angle retinotopic maps B
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Figure 5.6: Eccentricity retinotopic maps A Cortical representations of the eccen-
tricity (ring stimulus) for all five observers, displayed on computationally unfolded and
flattened patches of the occipital lobe. The two columns show the left and right occipital
lobes. Colour indicates eccentricity from 0 to 4 degrees of visual angle (blue - fovea, red -
parafovea, yellow/green - periphery). The locations of ROIs for MT and MST are shown in
yellow and red outlines.
The colours correspond to angular and eccentricity positions in the visual field
according to the colour wheel on the top left, for responses above the correlation
threshold (r > 0.5). The results shown are averaged over two to four runs of each
stimulus (clockwise and anti-clockwise rotation), and the yellow and red outlines indicate
the locations of areas MT and MST respectively, as defined by a separate functional
localisation experiment (see Section 5.4.2 below).
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Figure 5.7: Eccentricity retinotopic maps B
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As it can be seen from the colour wheel, red indicates the vertical meridian, so
the red strips neighbouring blue and green areas were designated as borders between
retinotopically-organised visual areas. While in four hemispheres these phase reversals
were relatively clear, the distinctions were less straight forward in the remaining hemi-
spheres. Since the colour represents retinotopic specificity, low activations can be due
either to a lack of response, or to equal responses to all different retinotopic locations.
While it has been shown that several representations of the visual field can be mapped
onto the surface of the occipital pole (at least V1, V2 and V3), not all are always clearly
identifiable. This is not unusual, as it is known that there are large individual differences
in the organisation of the visual cortex (Van Essen et al. 2001), and other studies report
that mapping of particular areas was possible in some but not all imaged hemispheres
(for example, see D’Avossa et al. (2007) and Huk et al. (2002)).
Figure 5.8: Inflated hemispheres with projected eccentricity maps Cortical rep-
resentations of the eccentricity (ring stimulus) for one participant, displayed on the inflated
hemispheres. Colour indicates eccentricity from 0 to 4◦ of visual angle.
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Figures 5.6 and 5.7 show the eccentricity maps, with colours corresponding to
eccentricity positions in the visual field (blue centre to green periphery), for responses
above the correlation threshold (r > 0.5). As above, the data presented are averages over
two to fours runs per stimulus, and the yellow and red outlines indicate the locations of
areas MT and MST. As in previous studies (Sereno et al. 1995), the representation of
eccentricity increases systematically along the medial wall of the occipital cortex, as
seen on the patches here. The same response is show again, on the inflated surface of
both hemispheres for one participant (observer 1) in Figure 5.8, where a progression of
visual field eccentricity is clearly visible.
5.4.2 MT and MST localiser
This experiment aims to map and disassociate between retinotopic areas (i.e. V1, V2,
V4 and V5/MT) responding exclusively to stimulation in the ipsilateral visual field, and
non-retinotopic MST which responds to ipsi- as well as contralateral stimuli, in order to
identify regions of interest for areas MT and MST. The time-courses from these ROIs
will be extracted and analysed for selective responses to contraction and expansion in
the next section.
The left panel of Figures 5.9 and 5.10 show the activation in response to an alternating
contracting and expanding dot stimulus viewed on either the left or right side of the
visual field. A large area of activation can be seen in the contralateral hemisphere,
mainly in the occipital cortex and MT+. A smaller patch is observed in the ipsilateral
hemisphere, corresponding to MST. In the right panel are shown the resulting ROIs
for each subject, drawn based on the voxels in which the response is grater than a
set threshold (F > 3.2). Yellow denotes MT+, and red denotes MST. Two things are
important to note; first, by subtracting the MST ROI from MT+, we can identify a
region which corresponds to MT, and second, that the MST ROIs are generally located
in the anterior portion of the MT+ complex (except for one of the ten hemispheres
analysed), as seen in previous studies (Huk et al. 2002).
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Figure 5.9: MT and MST regions of interest (ROIs) A MT+ activity and subdi-
vision in all five observers. Left side: axial slice showing the activation clusters for the
stimulus located either in the right (top) or left (bottom) visual field. Right side: the
resulting ROIs (yellow MT+, red MST). MST is defined by the motion-selective voxels
responding to ipsilateral stimulation, while MT+ is defined as all motion selective voxels.
The left hemisphere is on the left in the images.
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Figure 5.10: MT and MST regions of interest (ROIs) B
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Figure 5.11: MT and MST regions of interest (ROIs), detailed view Top panel:
representation of MT and MST ROIs for Observer 1, across all axial slices that cover the
ROIs. Bottom panel: as in Figure 5.9
Table 5.1: Voxel coordinates of centroids for MT and MST regions of interest
Left hemisphere Right hemisphere
MT MST MT MST
Observer x y z x y z x y z x y z
1 69 30 38 45 54 45 19 29 35 45 54 45
2 67 31 38 45 54 45 22 32 37 45 54 45
3 67 20 35 45 54 45 22 26 36 45 54 45
4 64 27 35 45 54 45 21 29 33 45 54 45
5 66 23 37 45 54 45 21 28 32 45 54 45
All axial slices covering the ROIs for MT and MST are shown Figure 5.11, for
observer 1, as well as a magnification of the activations. The pattern of activation and
ROI sizes are representative of all observers.
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Table 5.2: Number of voxels in visual ROIs
Left hemisphere Right hemisphere
Observer V1 MT MST V1 MT MST
1 1177 361 255 1272 231 312
2 625 339 285 540 539 116
3 1079 473 91 1046 237 326
4 945 212 88 804 96 155
5 1391 483 111 1093 189 103
Mean 1043 373 166 951 258 202
S.D. 285 111 96 284 167 108
The voxel coordinates of the centroids for MT and MST in each hemisphere for each
participant are detailed in Table 5.1, and the number of voxels defined for each ROI,
along with the group mean and standard deviation are shown in Table 5.2. These ROI
sizes are comparable to those of about 400 (1 x 1 x 1 mm3) voxels as previously shown
for hMT+ by Weigelt, Singer & Kohler (2012).
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Figure 5.12: BOLD responses to contra- and ipsilateral stimuli in MT and MST
Each point represents the average BOLD response of the ROIs in both hemispheres for each
of the five observers. Yellow points indicate area MT and red points indicate area MST.
There was a greater response to ipsilateral stimulation in area MST, compared with area
MT. The solid yellow and red lines show linear regressions, whose slopes are indicated on
the right and signify the average ratio of ipsilateral to contralateral response. The regression
slopes and 95% confidence intervals were 0.508± 0.098, and 0.635± 0.918, for MT and MST
respectively.
Figure 5.12 shows the average percent signal change observed for contra- and ipsi-
lateral stimuli in the MT and MST ROIs, for each of the five observers. Each point
shows the average BOLD response in an ROI over the two hemispheres of one observer.
The yellow points indicate area MT, and the red points show area MST. Responses to
ipsilateral stimuli were greater in MST than in MT. The solid yellow and red lines show
linear regressions to the data, and give the average ratio of ipsilateral to contralateral
responses. For area MT this ratio was 0.508± 0.098, and for MST, 0.635± 0.918. Note
that the percent signal change is greater for contralateral than ipsilateral stimulation in
both MT and MST but that the difference between the two is smaller in MST. There is
a considerable overlap between the 95% confidence intervals, which could be due to the
ipsilateral stimulus being presented relatively close to fixation. As Huk et al. propose,
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the receptive fields of monkey MT neurons that represent the fovea extend over several
degrees, and many cross into the ipsilateral visual field. For this reason they exclude
the central 10 degrees of visual field from stimulation. The ipsilateral stimuli presented
in this study only excluded 1.5 degrees around the fixation point, and may thus have
activated both MT and MST.
5.4.3 Selectivity for radial motion
To test whether spatially distinct populations of neurons respond to the two directions of
radial motion, the BOLD response to contraction, expansion and transparently moving
dots was measured. The conditions were presented in blocks over separate scans, and
subjects performed a task to control for attention. To evaluate the responses to these
stimuli, standard retinotopic mapping procedures (Engel et al. (1994), Larsson & Heeger
(2006), Sereno et al. (1995), Wandell, Dumoulin & Brewer (2007)) were applied to place
the visual areas (see Section 5.4.1), and a functional localiser was used to ensure MT
and MST were well defined according to published criteria (Huk & Heeger 2002, Tootell,
Reppas, Kwong, Malach, Born, Brady, Rosen & Belliveau 1995) (Section 5.4.2).
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Figure 5.13: Activation in response to radial motion A
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Figure 5.14: Activation in response to radial motion B Axial slices showing the
activation clusters for contraction (orange), expansion (blue) and transparent motion (green),
for observers 4 and 5. Top panels for each observer show activations to contraction and
expansion, and bottom panels show the response to transparent motion.
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The responses to different directions of radial motion were mapped and compared
to stationary dot patterns for areas MT and MST. Figures 5.13 and 5.14 show voxels
within the MT and MST ROIs which respond more to contraction (yellow - red) or
expansion (light blue - dark blue), and voxels that respond to the transparent motion
stimulus (light green - dark green) in each subject. Voxel clusters which respond to
contraction and expansion overlap only partially, while the response to transparent
motion appears to extend over all of MT and MST. Note that distinct voxel clusters
appear to respond selectively for contraction or expansion. Examination of the raw
voxel time courses confirms these findings.
Figure 5.15 shows the BOLD response (percent signal change) for radial motion
versus static dots for all of the five observers who participated in the study, along with
the group mean. Averaged over observers, BOLD responses to transparent motion are
significantly greater than those to either contraction (two-tailed t-test, d.f. = 8, p =
0.247) or expansion (d.f. = 8, p = 0.0002), as well as for contraction over expansion
(d.f. = 8, p = 0.0112) in area MT in the right hemisphere. Furthermore, the response
to transparent motion is greater than to expansion in right MST (d.f. = 8, p = 0.0450).
The fact the transparent motion stimuli contained both black and white dots while
the purely contracting and expanding stimuli only contained motion, raises the possibility
that the higher luminance could account for the greater activation to transparent motion.
We would expect increased response in V1 due to the higher-luminance stimuli, which
could be inherited in downstream motion-selective areas. This increased response to
transparent motion does not appear to be inherited from activity in V1 due to the
contrast of the white dots in the transparent motion stimulus, since responses in V1 do
not differ significantly for transparent motion and contraction or expansion (two-tailed
t-test, d.f. = 8, p = 0.8053, and p = 0.7673 for contraction and expansion respectively).
Transparent motion is a composite of both contraction and expansion, and may instead
be stimulating neuronal populations within MT+ that are selective for either or both
directions of movement.
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Figure 5.15: Selective responses to contraction and expansion Average percent
signal change for contraction, expansion, and transparent motion versus static dots in V1,
MT and MST are plotted for each observer and the group average (bottom right). Error
bars show one standard deviation. Asterisks indicate significance (two-tailed paired-sample
t-test, * p < 0.05)
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Note that all ROIs examined show increased response to moving over stationary
dots in all but one observer; although the effect is very small, V1 in observer 4 responds
less to expanding motion than to stationary dots. This may be an effect of age, since
this observer is the only one above 40 years old, although admittedly it is not clear how
this might affect the observed result.
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It is interesting to note that the responses for the two directions of motion are unbal-
anced, with all subjects showing greater activation for contraction than for expansion.
In order to compare if this physiological asymmetry corresponds with the psychophysical
data, the BOLD data are represented alongside each subject’s psychophysical detec-
tion thresholds for contraction and expansion (Figure 5.16). Plotted are the ratios of
contraction/expansion - percent signal change for the BOLD response, and proportion
coherently moving dots at 75% correct point for psychophysical thresholds. Here, the
data for all subjects are represented together for each region of interest. For four out of
five subjects, the BOLD activity and threshold ratios are greater than 1, meaning that
they are both greater for contraction than for expansion. There is however, no clear
correlation between thresholds and BOLD response.
5.5 Discussion
This experiment has explored the physiological underpinnings of the perception of
radial motion, suggesting that spatially distinct neural populations within area MST
respond selectively to contracting and expanding motion. In order to delineate the
early retinotopically organised visual areas, retinotopic mapping was performed using a
Fourier-based phase-encoding method (Sereno et al. 1995), and the maps were projected
onto the inflated and flattened brain surface. Moving dot stimuli designed to show
differences in receptive field size were used to localise motion-selective areas MT and
MST, and functional ROI maps of the two areas were drawn based on the resulting
activations.
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Figure 5.16: Relationship between BOLD activity and psychophysical thresh-
olds Ratios of contraction/expansion are plotted for BOLD activation (abscissa) and
psychophysical thresholds (ordinate), in the ROIs for V1, MT and MST. Correlation coeffi-
cients are shown in the top right. The different colours of dots represent different subjects,
the diagonal represents equal contraction/expansion ratios for BOLD and thresholds.
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The locations of visual areas in the occipital cortex vary greatly between individuals
(Amunts et al. 2000, Andrews et al. 1997), making anatomical reference points poor
for visual areas (Saxe, Brett & Kanwisher 2006). Functional localisation is therefore
necessary to study response patterns in the visual cortex. Retinotopic mapping reliably
revealed the early visual areas V1 and V2. While the isoeccentricity curves can be seen
clearly, they extend over several areas, and the polar angle maps sometimes showed
only a narrow vertical meridian band at the border of an area. Nevertheless, borders
between V1 and V2 could be drawn for all subjects, and V3 and VP were identifiable
for observers 1 and 2.
The human MT+ complex can be subdivided into two functional areas, tentatively
identified as the homologues of monkey MT and MST, as first shown by Huk et al.
(2002). Area MT responds primarily to stimuli in the contralateral visual field, while
area MST has a greater response to ipsilateral stimulation. Huk et al. also demonstrated
that MT has a retinotopic organisation and MST does not. The response to retinotopic
mapping stimuli in this study is weaker and less extensive than reported by Huk et al.,
and a retinotopic organisation is not seen in area MT. Huk et al. used a motion-defined
wedge composed of white dots in a black background rather than a checkerboard to
map the polar angle component of the retinotopic map of MT. Responses in MT are
likely greater for RDK stimuli than for a rotating checkerboard pattern, and this could
account for the retinotopic organisation observed by Huk et al.. The locations and
sizes of MT and MST observed here are comparable to those previously documented
(Dukelow et al. (2001), Strong et al. (2017), Weigelt et al. (2012), Kolster, Peeters &
Orban (2010)), and the region MST produces a greater response to ipsilateral stimuli
than MT, confirming that the locations of the ROIs are well-founded.
Radial motion is produced on the retina as we move through the environment -
forward movement produces expansion, and backward movement produces contraction.
Analysis of the resulting optic flow patterns can yield information which can help us to
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navigate in space (Gibson 1950). Previous neurophysiological studies have shown the
existence of cells responding preferentially to contraction or expansion in the macaque
(Saito et al. 1986, Tanaka & Saito 1989). Saito et al. found that these cells make up
15.7% of cells in MST (others respond preferentially to translating motion - 51.4%
and rotation - 13.7%), and do not alter their response under varying brightness levels.
Tanaka & Saito further showed that large stimuli extending over a wide area of the
visual field elicit greater responses than smaller stimuli, and that the responses are shape
and contrast invariant but that contraction/expansion cells are selective for velocity.
This study suggests that cells selective for contraction and expansion exist in humans
as well, and that they are spatially segregated (but see also Future Work, Section 6.2).
In contrast with true optic flow stimuli which typically extend over a large portion
of the visual field, use a velocity gradient so that peripheral areas of the stimulus move
faster than central areas, and produce a sense of vection (feeling of self-motion), the
stimuli presented here were relatively small (due to the limitation on stimulus size
imposed by viewing of the presentation screen through a mirror attached to the head
coil in the scanner) and used a constant velocity. Despite this, the simple radial motion
stimuli elicited a differential response to contraction and expansion.
The data presented here are based on a univariate analysis and suggest the possibility
of distinct cell populations mediating the percepts of contraction and expansion, and
reflects differences in activation amplitudes. It would be very interesting to combine this
with a multivariate analysis (multi-voxel pattern analysis, MVPA), which is sensitive
to voxel-level variability between conditions. By detailing how much of the activity in
a voxel is explained by each stimulus, MVPA can provide further evidence as to what
information is represented within a cortical area.
The BOLD response to contracting radial motion is greater than for expansion
in 18 out of the 20 ROIs tested (MT and MST, in the left and right hemispheres
of 5 observers), indicating a clear asymmetry in the processing of the two directions.
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intriguingly, this is associated with higher psychophysical sensitivity to expansion than
contraction as measured by coherence detection thresholds. Anisotropies between
contraction and expansion could be due to cognitive expectations, prior experiences
favouring one direction of motion, or because of adaptational benefits. It is possible
that multiple functional systems processing contracting and expanding motion have
evolved for different purposes in vision. Detecting mechanisms for expansion can aid
in estimating the speed and direction of self-motion in the environment. Mechanisms
biased for contraction meanwhile, may be involved in reaching actions, estimating the
velocity of the receding hand in approach to an object (Edwards & Badcock 1993),
or in helping to prevent dangerous backward falls (Edwards & Ibbotson 2007). Since
expansion is the dominant direction of optic flow as we move forward through the
environment, it may be affected by long-term adaptation, and therefore generate a
reduced cortical response.
Several previous studies have shown greater cortical responses for contraction over
expansion. Giaschi, Zwicker, Young & Bjornson (2007) found greater BOLD response
for contracting dot motion in MT+, though this was associated with lower coherence
thresholds for contraction. Shirai, Birtles, Wattam-Bell, Yamaguchi, Kanazawa, Atkin-
son & Braddick (2009) observed greater F1 (first harmonic) activity in steady-state
VEP responses for contraction in infants over 4 months of age and in adults. While
there are a couple reports of greater activity for expansion over contraction (Ptito
et al. 2001, Wunderlich et al. 2002), these have been in V2, V3 and other areas in the
lateral occipital cortex, and not in MT+. It therefore appears that cortical responses
tend to be greater for contraction than expansion. The psychophysical result in this
study suggest that sensitivity is greater for expansion. Other behavioural studies have
shown an advantage for expansion over contraction using visual search tasks (Shirai &
Yamaguchi 2004, Takeuchi 1997) and ambiguous 3D stimuli (Lewis & McBeath 2004),
and objects (Perrone 1986), in human (Shirai et al. 2006) and in monkey infants (Shirai,
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Imura, Hattori, Adachi, Ichihara, Kanazawa, Yamaguchi, Tomonaga, Tomoko, Hattori,
Ikuma, Ichihara, So, Yamaguchi & Tomonaga 2009). Meanwhile, two reports have
found an advantage for contraction (Edwards & Badcock 1993, Edwards & Ibbotson
2007). The differing results may result from differences in experimental design and
stimuli. While studies showing an expansion bias used discrimination between radial
and coherent translating (unidirectional) motion (Lewis & McBeath 2004, Perrone 1986,
Shirai et al. 2006, Shirai & Yamaguchi 2004, Takeuchi 1997), those which report a
bias for contraction (Edwards & Badcock 1993, Edwards & Ibbotson 2007) used a
discrimination task between radial and random (incoherent) motion. It is then possible
that experimental designs requiring a comparison of radial and translating motion
preferentially involve mechanisms biased for expansion, while those comparing radial
and random motion involve mechanisms more sensitive to contraction.
A greater cortical response and lower sensitivity for contraction appears counter-
intuitive, as greater cortical activation could be expected to lead to improved performance.
This issue is interesting to consider in light of a study using an apparent motion paradigm
to look at the BOLD response to expected and unexpected stimulus configurations.
Alink et al. (2010) showed that when a stimulus was shown along the expected motion
path, it produced lesser BOLD activity in V1 and MT+ than when it was presented
in a spatiotemporal position incongruent with the apparent motion. Their results
are explained within a predictive coding framework; the increase in BOLD activity
is interpreted as an error response due to a mismatch between the incoming signal
and predictive feedback connections. If more predictable stimuli indeed cause lesser
BOLD responses than more unexpected stimuli, then this could offer a reconciliation
between the psychophysical and fMRI results reported here. If we tend to experience
expanding optic flow patterns and are predisposed to expect them, we may be more
sensitive to expansion and contracting patterns could be expected generate a greater
BOLD response.
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Discussion
The work presented in the preceding chapters of this thesis characterises the visual
processing of radial motion, including changes in discrimination sensitivity after adap-
tation and effects of directed attention on the motion aftereffect. The reference frame
of motion adaptation is investigated, and the cortical substrates of contracting and
expanding motion are studied using fMRI. In this chapter I summarise the main findings
and describe future experiments which would expand on this work.
6.1 Summary of findings
Previous research on the motion aftereffect has most often focused on translating
movement, and has reported the duration of the aftereffect - a measure that is susceptible
to biases and expectations. Two of the studies presented in Chapter 3 investigated the
effect of adaptation on discrimination functions for radial motion using different two-
alternative forced choice paradigms. The results replicated (Edwards & Ibbotson 2007)
and extended (Hirahara 2006) those from previous reports. Discrimination functions
for radial motion were found to be mostly flat over increasing pedestal dot coherence
levels. Adaptation increased absolute thresholds but had no effect at higher pedestals
in the discrimination function, analogous to previous results (Morgan et al. 2006, 2011).
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An orientation discrimination experiment was performed to evaluate whether the flat
discrimination functions found for radial motion could be explained by a mechanism that
compares relative proportions. Similarly flat discrimination functions were obtained for
orientation, indicating that this may be the case. In contrast discrimination, adaptation
also has the effect of increasing detection, but not discrimination thresholds at higher
pedestals. It is possible that an analogous divisive-inhibition mechanism underlies
coherence discrimination.
Neither detection nor discrimination thresholds differed greatly between the spatial
and temporal 2AFC procedures, indicating that there was no significant interference
in global motion processing due to spatial summation over large receptive fields as
suggested by Burr & Ross (2008) and Ross & Burr (2010).
Several studies have reported an MAE following attentional tracking (e.g. Alais
& Blake (1999), Culham et al. (2000), Lankheet & Verstraten (1995), Raphael et al.
(2010)) which has different properties from the classical MAE. Experiment 4 was carried
out to investigate the effect of attentional tracking in the context of radial motion.
Attention was directed to components of a transparently moving dot display in which
one component was contracting and the other expanding. Observers performed a
speed-increment detection task in order to control for attention. The results show that
directed attention can produce an MAE for radial motion, consistent with previous
psychophysical findings of Culham et al. (2000), and supporting those of Alais & Blake
(1999), Lankheet & Verstraten (1995) and Raphael et al. (2010). These results are
independent of the reported effect of distracting attention on the MAE (Chaudhuri
(1990b), Rezec et al. (2004), Taya et al. (2009), but see also Morgan (2011), Wohlgemuth
(1911)). Inter-subject variability was observed in the effects of both adaptation and
attention on motion sensitivity, as seen in other investigations (Granit 1928, Morgan
et al. 2017, Sinha 1952).
The results of Experiment 4 in Chapter 3 suggest that the detection of radial motion
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is dependent on mechanisms that can be modulated by attention. Some high-level visual
processes have been shown to be affected by attention, and to occur in a reference frame
that is not purely retinotopic (Boi, Vergeer, Ogmen & Herzog (2011), Noory, Herzog &
Ogmen (2015), but see also Golomb, Chun & Mazer (2008)). These findings stimulated
the question of whether radial coherent dot motion is represented in a retinotopic or
rather spatiotopic reference frame, which was addressed in Chapter 4. A novel method
of relative velocity adjustment on a transparently moving (contracting and expanding)
dot stimulus was used to null the MAE in purely retinotopic, purely spatiotopic and
non-retinotopic non-spatiotopic locations. The aftereffect was shown to be mostly
retinotopic and modulated by eye movements, supporting previous functional imaging
reports (Gardner et al. 2008, Knapen et al. 2009).
In light of findings from physiological studies in the macaque (Saito et al. 1986,
Tanaka & Saito 1989) and human (Shirai, Birtles, Wattam-Bell, Yamaguchi, Kanazawa,
Atkinson & Braddick 2009), a functional imaging experiment was designed to look into
whether contraction and expansion might be processed in distinct cortical regions. The
results presented in Chapter 5 show the presence of voxel clusters in MT+ responding
preferentially for either of the two directions of radial motion. The BOLD response to
contracting motion was greater than for expanding, supporting the EEG findings of
Shirai, Birtles, Wattam-Bell, Yamaguchi, Kanazawa, Atkinson & Braddick (2009) and
psychophysical observations of Edwards & Ibbotson (2007) and Edwards & Badcock
(1993). Since the results of other studies show an opposite effect (Lewis & McBeath
2004, Perrone 1986, Ptito et al. 2001, Takeuchi 1997), an interesting question remains
as to which stimuli preferentially involve processes favouring one direction of motion
over the other.
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6.2.1 Motion adaptation
The experiments described in this thesis have employed a constrained set of parameters
for the moving dot fields. The dot density and velocity were chosen to match the
response properties of cells in the MT complex (Britten et al. 1992a, Maunsell & Van
Essen 1983b). Further experiments are needed to examine how discrimination functions
vary with the size and number of dots used, since the use of many more, smaller dots
(similar to white noise) would make a numerosity judgement difficult, allowing the
measure of thresholds based on motion energy in the discrimination task.
While the results presented here are consistent with discrimination of motion coher-
ence in terms of relative numerosity judgements, additional experiments could provide
further evidence for this account. For example, adding a strong segmentation cue such
as colour (Croner & Albright 1997) to differentiate signal from noise dots would allow
the measurement of proportion discrimination functions.
The results from some of the experiments described here (e.g. Sections 3.4 and
3.5) show large individual differences in the effect of adaptation on motion sensitivity.
Similarly large inter-subject variability has been observed for the MAE using a visual
search task by Morgan et al. (2017). Further studies with more observers are necessary
in order to be able to make definite conclusions about the general population.
6.2.2 Reference frame of the MAE
In Chapter 4, adaptation to radial motion was shown to be weak in non-retinotopic
conditions and to be affected by gaze modulation. Inevitably, there are multiple
differences between the conditions tested - where eye movements are required, adaptation
was ‘broken up’ by saccades, and the net adaptation time was slightly reduced compared
to where no eye movements were made. Eye-movements could additionally act to
reset adaptation. Paradiso, Meshi, Pisarcik & Levine (2012) show that saccades reset
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orientation discrimination; although stimulus orientation on each fixation transiently
influences the orientation perceived on the next fixation, this influence is greatly reduced
when a sacked is made in between. Another study found that saccades shorten the
duration of percepts in bistable stimuli (the Necker cube), which suggests that visual
input from the preceding fixation may be erased during the saccade (Ross & Ma-Wyatt
2004).
Ezzati et al. (2008) suggested that the presence of motion-defined boundaries produce
more retinotopic adaptation than when stimuli are presented within a Gaussian envelope
(see Knapen et al. (2009)), which blurs the motion-defined edges. It would then be
interesting to examine the reference frame of the MAE using radial motion shown within
a Gaussian window.
6.2.3 Multivariate analysis of fMRI response to radial motion
Chapter 5 describes an activation-based (i.e. univariate) analysis of the fMRI signal in
response to contracting, expanding and transparent radial stimulation. While the results
suggest that the patterns of voxels responding to contraction and expansion differ, they
should not be taken as conclusive evidence of distinct neural populations for the two
directions of radial motion. Functional imaging data are noisy, and the parameters used
in the analysis (such as spatial averaging and ROI definitions) can significantly alter
the results. It could be complementary to additionally perform multi-variate pattern
analysis (MVPA) on the acquired data. MVPA methods analyse neural responses
as patterns of activity, and benefit from increased sensitivity relative to traditional
univariate approaches (Norman, Polyn, Detre & Haxby 2006). Rather than performing
spatial pooling to reduce noise MVPA uses pattern classification techniques to identify
signals in the patterns of response across multiple voxels which, alone, may not show
significant responses to the experimental variables. Due to this, MVPA methods are
often assumed to indicate what information is represented in a cortical region. However,
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care is needed when interpreting MVPA results, as they are especially sensitive to
voxel-level variability in the parameters (Davis et al. 2014), which is a fundamental
assumption in neuroimaging.
6.2.4 fMRI adaptation to probe for motion opponency in MST
The data presented in Chapter 5 suggest that the neural populations responding to
contracting and expanding dot motion may be spatially distinct, within cortical area
MT and MST. Due to the limited spatial resolution of the functional scans in this study,
further investigations are required to verify this issue. One possibility is to use an fMRI
adaptation paradigm to attempt to distinguish sub-voxel activations.
The technique of fMRI adaptation has been used to map functional properties of
neurons within single voxels. The reasoning is the following: prolonged viewing of a
stimulus S1 causes a decrease in the BOLD response of neuronal populations responsive
to that stimulus (Grill-Spector et al. 2006, Krekelberg et al. 2006, Wall et al. 2008),
and this adaptation (i.e. reduced response) will transfer to any stimuli for which the
adapted mechanism is selective, but not to other stimuli S2. If a given voxel contains
populations of cells selective for both S1 and S2, then its response will be reduced by
adaptation, but will rebound when S2 is presented since the cells selective for S2 have
not been adapted.
Motion selective cells in the monkey visual cortex show motion opponency, mean-
ing that their response is suppressed by motion opposite to their preferred direction.
Heeger et al. (1999) observed such motion-opponent mechanisms in human area MT
using fMRI. A stimulating question remains as to whether expanding and contracting
motion are mediated by opposing mechanisms, similar to unidirectional motion. The
phenomenological observation that separate MAEs can be observed with contracting
and expanding radial motion suggests that this is likely the case. A technique such
as fMRI adaptation could be used to test whether the perception of contraction and
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expansion are mediated by directionally selective channels and an opponent mechanism,
probably within area MST. Further studies have confirmed an opponent mechanism for
translational motion (Heeger et al. 1999, Singh et al. 2000, Thompson et al. 2016).
It should be noted that there are numerous difficulties in the interpretation of
fMRI adaptation data (Bartels et al. (2008), see also Grill-Spector & Malach (2001)
and Krekelberg et al. (2006) for reviews). As demonstrated by Boynton et al. (2003),
adaptation in early visual areas is inherited downstream. The mechanisms underlying
adaptation in V1 and MT differ, and therefore differentially affect the BOLD signal.
The firing rate of V1 neurons reduces due to intra-neuronal mechanisms, while in MT it
is due to suppressed synaptic input. Since the BOLD signal likely reflects peri-synaptic
activity and not neuronal spiking, not only could any adaptation observed in MT be
inherited from earlier visual areas (such as V1), but the actual site of adaptation may
not produce BOLD activation at all. The specificity of fMRI adaptation in localising
neuronal populations is therefore contentious.
6.2.5 Effect of attention on motion adaptation in the visual cortex
If distinct populations for contraction and expansion can be identified reliably, it would
be possible to test if directed attention to one component of a transparent motion
stimulus affects the neural response to the attended direction differently than to the
unattended direction.
Several studies have suggesed that directed attention increases the selectivity of fMRI
adaptation (e.g. Beauchamp et al. (1997), Huk & Heeger (2000), O’Craven et al. (1997)).
However, the effects of attentional manipulation on motion adaptation are disputable,
and it is unclear how the fMRI response is related to behavioural measures. Studies have
shown that the percept of apparent motion, due to adaptation to motion (the MAE) for
example, causes neural activity in MT+ despite the absence of physical motion energy,
and that directing attention leads to increased BOLD activity even without any visual
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stimulation (Kastner et al. 1999). Huk et al. (2001) argue that the increased neural
activation during a motion aftereffect percept can be accounted for entirely by increased
attention during apparent motion. In their 2001 article, Huk et al. show that the BOLD
signal increase during the motion aftereffect can be attributed to attention; a test that
appears to move because of the MAE commands more attention than a purely stationary
one. Once attention was equalled across conditions (with a threshold-level speed task
performed on the test stimulus), the BOLD increase was abolished. It follows that
attention directed to one component in a transparent motion stimulus could unbalance
an opponent mechanism; the response to the attended direction would be adapted and
thus decrease. If attention is then switched to the other motion component, a release
from adaptation is expected, along with a resulting increase in BOLD response.
6.3 Conclusion
The findings reported in this thesis add to the body of research on how and where
radial motion is processed in the human brain. Several ideas have been re-evaluated in
light of the results presented here, and new contributions have been made. Notably,
directing attention can affect adaptation to radial motion, the reference frame of the
motion aftereffect for radial motion is revealed to be mostly retinotopic, and contracting
and expanding motion are shown to be processed in spatially distinct cortical areas
within area MST. Much of the work discussed here has already been published in
abstract format (Nikolova & Morgan 2013a,b,c, Nikolova & Raphael 2012), and has
been presented at national and international conferences. It is hoped that these findings
will stimulate future research on visual motion perception.
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