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Abstract
Stochastic gradient Markov Chain Monte Carlo (SG-MCMC)
has been developed as a flexible family of scalable Bayesian
sampling algorithms. However, there has been little theoretical
analysis of the impact of minibatch size to the algorithm’s con-
vergence rate. In this paper, we prove that under a limited com-
putational budget/time, a larger minibatch size leads to a faster
decrease of the mean squared error bound (thus the fastest
one corresponds to using full gradients), which motivates the
necessity of variance reduction in SG-MCMC. Consequently,
by borrowing ideas from stochastic optimization, we propose a
practical variance-reduction technique for SG-MCMC, that is
efficient in both computation and storage. We develop theory
to prove that our algorithm induces a faster convergence rate
than standard SG-MCMC. A number of large-scale experi-
ments, ranging from Bayesian learning of logistic regression
to deep neural networks, validate the theory and demonstrate
the superiority of the proposed variance-reduction SG-MCMC
framework.
Introduction
With the increasing size of datasets of interest to machine
learning, stochastic gradient Markov Chain Monte Carlo (SG-
MCMC) has been established as an effective tool for large-
scale Bayesian learning, with applications in topic modeling
(Gan et al. 2015; Liu, Zhu, and Song 2016), matrix factor-
ization (Chen, Fox, and Guestrin 2014; Ding et al. 2014;
S¸ims¸ekli et al. 2016), differential privacy (Wang, Fienberg,
and Smola 2015), Bayesian optimization (Springenberg et al.
2016) and deep neural networks (Li et al. 2016). Typically,
in each iteration of an SG-MCMC algorithm, a minibatch
of data is used to generate the next sample, yielding com-
putational efficiency comparable to stochastic optimization.
While a large number of SG-MCMC algorithms have been
proposed, their optimal convergence rates generally appear
to share the same form, and are typically slower than stochas-
tic gradient descent (SGD) (Chen, Ding, and Carin 2015).
The impact of stochastic gradient noise comes from a higher-
order term (see Lemma 1 below), which was omitted in the
analysis of (Chen, Ding, and Carin 2015). In other words,
current theoretical analysis for SG-MCMC does not consider
the impact of minibatch size (corresponding to stochastic
gradient noise), making the underlying convergence theory
w.r.t. minibatch size unclear. Recent work by (Dubey et al.
2016) on applying variance reduction in stochastic gradi-
ent Langevin dynamics (SGLD) claims to improve the con-
vergence rate of standard SGLD (Welling and Teh 2011;
Teh, Thiery, and Vollmer 2016; Vollmer, Zygalakis, and Teh
2016).
The theoretical analysis in (Dubey et al. 2016) omits cer-
tain aspects of variance reduction in SGLD, that we seek to
address here: i) how does the minibatch size (or equivalently
the stochastic gradient noise) affect the convergence rate of
an SG-MCMC algorithm? and ii) how can one effectively re-
duce the stochastic gradient noise in SG-MCMC to improve
its convergence rate, from both an algorithmic and a theoreti-
cal perspective? For (i), we provide theoretical results on the
convergence rates of SG-MCMC w.r.t. minibatch size. For
(ii), we propose a practical variance-reduction technique for
SG-MCMC, as well as theory to analyze improvements of the
corresponding convergence rates. The resulting SG-MCMC
algorithm is referred to as variance-reduction SG-MCMC
(vrSG-MCMC).
For a clearer description, we first define notation. In a
Bayesian model, our goal is typically to evaluate the pos-
terior average of a test function φ(x), defined as φ¯ ,∫
X φ(x)ρ(x)dx, where ρ(x) is the target posterior distri-
bution with x the possibly augmented model parameters (see
Section ). Let {xl}Ll=1 be the samples generated from an
SG-MCMC algorithm. We use the sample average, φˆL ,
1
L
∑L
l=1 φ(xl), to approximate φ¯. The corresponding bias
and mean square error (MSE) are defined as |EφˆL − φ¯| and
E
(
φˆL − φ¯
)2
, respectively. In vrSG-MCMC, unbiased esti-
mations of full gradients are used, leading to the same bias
bound as standard SG-MCMC (Chen, Ding, and Carin 2015).
As a result, we focus here on analyzing the MSE bound for
vrSG-MCMC.
Specifically, we first analyze how minibatch size affects
the MSE convergence rate of standard SG-MCMC, sum-
marized in two cases: i) for a limited computation budget,
the optimal MSE bound is achieved when using full gradi-
ents in the algorithm; ii) for a large enough computational
budget, i.e., in a long-run setting, stochastic gradients with
minibatches of size one are preferable. This indicates that
stochastic gradient noise hurts SG-MCMC at the beginning
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of the algorithm. While it is computationally infeasible to use
full gradients in practice, a remedy to overcome this issue is
to use relatively small minibatches with variance reduction
techniques to reduce stochastic gradient noise. Consequently,
we propose a practical variance-reduction scheme, making
SG-MCMC computationally efficient in a big-data setting.
Finally, we develop theory to analyze the benefit of the pro-
posed variance-reduction technique and empirically show
improvements of vrSG-MCMC over standard SG-MCMC
algorithms.
Preliminaries
SG-MCMC is a family of scalable Bayesian sampling algo-
rithms, developed recently to generate approximate samples
from a posterior distribution p(θ|D). Here θ ∈ Rr repre-
sents a model parameter vector and D = {d1, · · · ,dN}
represents the data available to learn the model. In general,
SG-MCMC algorithms are discretized numerical approxi-
mations of continuous-time Itoˆ diffusions (Chen, Ding, and
Carin 2015; Ma, Chen, and Fox 2015), which are equipped
with stationary distributions coincident with the target poste-
rior distributions. An Itoˆ diffusion is written as
dxt = F (xt)dt+ g(xt)dwt , (1)
where x ∈ Rd is the state variable, t is the time index, and
wt ∈ Rd is d-dimensional Brownian motion. Typically, x ⊇
θ is an augmentation of the model parameters, so r ≤ d.
Functions F : Rd → Rd and g : Rd → Rd×d are assumed to
satisfy the Lipschitz continuity condition (Ghosh 2011).
According to (Ma, Chen, and Fox 2015), all SG-MCMC
algorithms can be formulated by defining appropriate func-
tions F and g in (1). For example, the stochastic gra-
dient Langevin dynamic (SGLD) model corresponds to
x = θ, and F (xt) = −∇θU(θ), g(xt) =
√
2 Ir, where
U(θ) , − log p(θ)−∑Ni=1 log p(di |θ) denotes the unnor-
malized negative log-posterior. Similar formula can be de-
fined for other SG-MCMC algorithms, such as stochastic gra-
dient Hamiltonian Monte Carlo (SGHMC) (Chen, Fox, and
Guestrin 2014) and stochastic gradient thermostats (SGNHT)
(Ding et al. 2014).
An SG-MCMC algorithm is usually developed by nu-
merically solving the corresponding Itoˆ diffusion and re-
placing the full gradient ∇θU(θ) with an unbiased esti-
mate from a minibatch of data ∇θU˜(θ) in each iteration.
For example, in SGLD, this yields an update equation of
θl = θl−1 − ∇θU˜(θl−1)hl +
√
2hlζl for the l-th iteration,
where hl is the stepsize, ζl ∼ N(0, Ir). This brings two
sources of error into the chain: numerical error (from dis-
cretization of the differential equation) and stochastic noise
error from use of minibatches. In particular, (Chen, Ding, and
Carin 2015) proved the following bias and MSE bounds for
general SG-MCMC algorithms:
Lemma 1 ((Chen, Ding, and Carin 2015)) Under As-
sumption 2 in Appendix , the bias and MSE of SG-MCMC
with a Kth-order integrator∗ at time t = hL are bounded
∗The order characterizes the accuracy of a numerical integrator,
e.g., the Euler method is a 1st-order integrator.
as: ∣∣∣EφˆL − φ¯∣∣∣ = O(∑l ‖E∆Vl‖
L
+
1
Lh
+ hK
)
E
(
φˆL − φ¯
)2
= O
(
1
L
∑
l E ‖∆Vl‖2
L
+
1
Lh
+ h2K
)
Here ∆Vl , (L − L˜l)φ, where L is the infinites-
imal generator of the Itoˆ diffusion (1) defined as
Lf(xt) =
(
F (xt) · ∇x + 12
(
g(xt)g(xt)
T
)
:∇x∇Tx
)
f(xt),
for any compactly supported twice differentiable function
f : Rd → R. a ·b , aT b for two vectors a and b,
A : B , tr{AT B} for two matrices A and B. ‖ · ‖ is
defined as the standard operator norm acting on the space
of bounded functions, e.g., ‖f‖ , supx f(x) for a func-
tion f . L˜l is the same as L except for the substitution of
the stochastic gradient ∇U˜l(θ) for the full gradient due to
the usage of a stochastic gradient in the l-th iteration. By
substituting the definition of ∆Vl and L, typically we have
∆Vl = (∇θUl(θ)−∇θU˜l(θ))·∇φ.
By using an unbiased estimate of the true gradient, the term
E∆Vl in the bias bound in Lemma 1 vanishes, indicating that
stochastic gradients (or equivalently minibatch size) only
affect the MSE bound. Consequently, we focus on improving
the MSE bound with the proposed variance-reduction SG-
MCMC framework.
Practical Variance-Reduction SG-MCMC
We first motivate the necessity of variance reduction in SG-
MCMC, by analyzing how minibatch size affects the MSE
bound. A practical variance reduction scheme is then pro-
posed, which is efficient from both computational and storage
perspectives. Comparison with existing variance-reduction
SG-MCMC approaches is also highlighted. Previous research
has revealed that the convergence of diffusion-based MCMC
scales at an order of O(d1/3) w.r.t. dimension d (Durmus
et al. 2016). For the interest of SG-MCMC, we following
standard analysis (Vollmer, Zygalakis, and Teh 2016) and do
not consider the impact of d in our analysis.
The necessity of variance reduction: a theoretical
perspective
It is clear from Lemma 1 that the variance of noisy stochastic
gradients plays an important role in the MSE bound of an
SG-MCMC algorithm. What is unclear is how exactly mini-
batch size affects the convergence rate. Intuitively, minibatch
size appears to play the following roles in SG-MCMC: i)
smaller minibatch sizes introduce larger variance into stochas-
tic gradients; ii) smaller minibatch sizes allow an algorithm
to run faster (thus more samples can be obtained in a given
amount of computation time). To balance the two effects, in
addition to using the standard assumptions for SG-MCMC
(which basically requires the coefficients of Itoˆ diffusions to
be smooth and bounded, and is deferred to Assumption 2 in
the Appendix), we assume that the algorithms with different
minibatch sizes all run for a fixed computational time/budget
T in the analysis, as stated in Assumption 1.
Assumption 1 For a fair comparison, all SG-MCMC algo-
rithms with different minibatch sizes are assumed to run for
a fixed amount of computation time/budget T . Further, we
assume that T linearly depends on the minibatch size n and
the sample size L, i.e., T ∝ nL.
For simplicity, we rewrite the gradient of the log-likelihood
for data di in the l-th iteration as: αli = ∇θ log p(di |θl).
We first derive the following lemma about the property of
{αli}, which is useful in the subsequent developments, e.g.,
to guarantee a positive bound in Theorem 3 and an improved
bound for the proposed vrSG-MCMC (Theorem 6).
Lemma 2 Under Assumption 2, given θl in the l-th itera-
tion, Γl , 1N2
∑N
i=1
∑N
j=1 E
[
αTliαlj
]− ∑i6=j EαTliαljN(N−1) ≥ 0,
where the expectation is taken over the randomness of an
SG-MCMC algorithm†.
We next generalize Lemma 1 by incorporating the mini-
batch size n into the MSE bound. The basic idea in our
derivation is to associate with each data di a binary ran-
dom variable, zi, to indicate whether data di is included
in the current minibatch or not. These {zi} depend on
each other such that
∑N
i=1 zi = n in order to guarantee
minibatches of size n. Consequently, the stochastic gradi-
ent in the l-th iteration can be rewritten as: ∇θU˜l(θ) =
−∇θ log p(θl) − Nn
∑N
i=1∇θ log p(di |θl)zi. Substituting
the above gradient formula into the proof of standard SG-
MCMC (Chen, Ding, and Carin 2015) and further summing
out {zi} results in an alternative MSE bound for SG-MCMC,
stated in Theorem 3. In the analysis, we assume to use a
1st-order numerical integrator for simplicity, e.g. the Euler
method, though the results generalize to Kth-order integra-
tors easily.
Theorem 3 Under Assumption 2, let the minibatch size of
an SG-MCMC be n, ΓM , maxl Γl. The finite-time MSE is
bounded, for a constant C independent of {h, L, n}, as:
E
(
φˆL − φ¯
)2
≤ C
(
2(N − n)N2ΓM
nL
+
1
Lh
+ h2
)
.
Theorem 3 represents the bound in terms of minibatch size n
and sample size L. Note in our finite-time setting, L and N
are considered to be constants. Consequently, ΓM is also a
bounded constant in our analysis. To bring in the computa-
tional budget T , based on Assumption 1, e.g., T ∝ nL, the
optimal MSE bound w.r.t. stepsize h in Theorem 3 can be
written as: E
(
φˆL − φ¯
)2
= O
(
(N−n)N2ΓM
T +
n2/3
T 2/3
)
. After
further optimizing the bound w.r.t.n by setting the derivative
of the above MSE bound to zero, the optimal minibatch size
can be written as n = O
(
8T
27N6Γ3M
)
. To guarantee this bound
for n to be finite and integers, it is required that the computa-
tional budget T to scale at the order of O(N6) when varying
N . When considering both T and N as impact factors, the
†The same meaning goes for other expectations in the paper if
not explicitly specified.
optimal n becomes more interesting, and is concluded in
Corollary 4‡.
Corollary 4 Under Assumption 1 and 2, we have three cases
of optimal minibatch sizes, each corresponding to different
levels of computational budget.
1) When the computational budget is small, e.g., T <
O
(
27
8 Γ
3
MN
6
)
, the optimal MSE bound is decreasing w.r.t.
n in range [1, N ]. The minimum MSE bound is achieved
at n = N .
2) When the computational budget is large, e.g., T >
O
(
27
8 Γ
3
MN
7
)
, the optimal MSE bound is increasing w.r.t.
n in range [1, N ]. The minimum MSE bound is achieved
at n = 1.
3) When the computational budget is in between the above
two cases, the optimal MSE bound first increases then
decreases w.r.t.n in range [1, N ]. The optimal MSE bound
is obtained either at n = 1 or at n = N , depending on
(N,T,ΓM ).
In many machine learning applications, the computational
budget is limited, leading the algorithm to the first case of
Corollary 4, i.e., T < O
(
27
8
Γ3MN
6
)
. According to Corol-
lary 4, processing full data (i.e., no minibatch) is required to
achieve the optimal MSE bound, which is computationally in-
feasible whenN is large (which motivated use of minibatches
in the first place). A practical way to overcome this is to use
small minibatches and adopt variance-reduction techniques
to reduce the stochastic gradient noise.
A practical variance reduction algorithm
For practical use, we require that a variance-reduction method
should achieve both computational and storage efficiency.
While variance reduction has been studied extensively in
stochastic optimization, it is applied much less often in SG-
MCMC. In this section we propose a vrSG-MCMC algorithm,
a simple extension of the algorithm in (Dubey et al. 2016), but
is more computationally practical in large-scale applications.
A convergence theory is also developed in Section .
The proposed vrSG-MCMC is illustrated in Algorithm 1.
Similar to stochastic optimization (Schmidt, Le Roux, and
Bach 2016), the idea of variance reduction is to balance the
gradient noise with a less-noisy old gradient, i.e., a stochastic
gradient is calculated based on a previous sample, as well as
using a larger minibatch than that of the current stochastic
gradient, resulting in a less noisy estimation. In each iter-
ation of our algorithm, an unbiased stochastic gradient is
obtained by combining the above two versions of gradients
in an appropriate way (see gl+1 in Algorithm 1). Such a con-
struction of stochastic gradients essentially inherits a low
variance with theoretical guarantees (detailed in Section ).
In Algorithm 1, the whole parameter x is decomposed into
the model parameter θ and the remaining algorithm-specific
parameter τ , e.g., the momentum parameter. The expression
“θ ← x” means assigning the corresponding model parame-
ter from x to θ. The old gradient is denoted as g˜, calculated
‡Note we only have that T = C1nL for some unknown constant
C1, i.e., the specific value of T is unknown.
with a minibatch of size n1. The current stochastic gradi-
ent is calculated on a minibatch of size n2 < n1. We use
xl+1 = NextS (xl, gl+1, hl) to denote a function which gen-
erates the next sample xl+1 with an SG-MCMC algorithm,
based on the current sample xl, input stochastic gradient
gl+1, and step size hl.
Algorithm 1 Practical Variance-Reduction SG-MCMC.
Input: x¯ = x0 = (θ0, τ0) ∈ Rd, minibatch sizes (n1, n2)
such that n1 > n2, update interval m, total iterations L,
stepsize {hl}Ll=1
Output: approximate samples {xl}Ll=1
for l = 0 to L− 1 do
if (l mod m) = 0 then
Sample w/t replacement {pii}n1i=1 ⊆ {1, · · · , N};
x¯ = xl; θ˜l ← x¯;
g˜ = Nn1
∑
i∈pi∇θ log p(di |θ˜l);
end if
θl ← xl; θ˜l ← x¯;
Sample w/t replacement {p˜ii}n2i=1 ⊆ {1, · · · , N};
gl+1 = g˜ + ∇θ log p(θl) +
N
n2
∑
i∈p˜i
(
∇θ log p(di |θl)−∇θ log p(di |θ˜l)
)
;
xl+1 = NextS (xl, gl+1, hl+1);
end for
One should note that existing variance-reduction algo-
rithms, e.g.(Johnson and Zhang 2013), use a similar concept
to construct low-variance gradients. However, most algo-
rithms use the whole training data to compute g˜ in Algo-
rithm 1, which is computationally infeasible in large-scale
settings. Moreover, we note that like in stochastic optimiza-
tion (Reddi et al. 2016; Allen-Zhu and Hazan 2016), instead
of using a single parameter sample to compute g˜, similar
methods can be adopted to compute g˜ based on an average
of old parameter samples. The theoretical analysis can be
readily adopted for such cases, which is omitted here for
simplicity. More references are discussed in Section .
Comparison with existing variance-reduction
SG-MCMC algorithms
The most related variance-reduction SG-MCMC algorithm
we are aware of is a recent work on variance-reduction
SGLD (SVRG-LD) (Dubey et al. 2016). SVRG-LD shares
a similar flavor to our scheme from the algorithmic per-
spective, except that when calculating the old gradient g˜,
the whole training data set is used in SVRG-LD. As men-
tioned above, this brings a computational challenge for large-
scale learning. Although the problem is mitigated by us-
ing a moving average estimation of the stochastic gradi-
ent, this scheme does not match their theory. A more dis-
tinctive advantage of vrSG-MCMC over SVRG-LD (Dubey
et al. 2016) is in terms of theoretical analysis. Concerning
SVRG-LD, i) the authors did not show theoretically in which
case variance reduction is useful in SGLD, and ii) it is not
clear in their theory whether SVRG-LD is able to speed up
the convergence rate compared to standard SGLD. Specif-
ically, the MSE of SVRG-LD was shown to be bounded
by O
(
N2 min{2σ2,m2(D2h2σ2+hd)}
nL +
1
Lh + h
2
)
, compared
to O
(
N2σ2
nL +
1
Lh + h
2
)
for SGLD, where (d,D, σ) are
constants. By inspecting the above bounds, it is not clear
whether SVRG-LD improves SGLD because the two bounds
are not directly comparable§. More detailed explanations are
provided in Appendix .
Convergence rate
We derive convergence bounds for Algorithm 1 and
analyze the improvement of vrSG-MCMC over the
corresponding standard SG-MCMC. Using a similar
approach as in Section , we first introduce additional
binary random variables, {bi}Ni=1, to indicate which data
points are included in calculating the old gradient g˜
in Algorithm 1. This results in the expression for the
stochastic gradient used in the l-th iteration: ∇θU˜(θl) =
N
n2
∑N
i=1
(
∇θ log p(di |θl)−∇θ log p(di |θ˜l)
)
zi +
N
n1
∑N
i=1
∑N
i=1∇θ log p(di |θ˜l)bi. It is easy to verify that
the above stochastic gradient is an unbiased estimation of the
true gradient in the l-th iteration (see Appendix ).
In order to see how Algorithm 1 reduces the variance of
stochastic gradients, from Lemma 1, it suffices to study ∆Vl,
as the minibatch size only impacts this term. For notational
simplicity, similar to the αli defined in Section , we denote
β li , ∇θ log p(di |θ˜l), which is similar to αli but evaluated
on the old parameter θ˜l. Intuitively, since the old gradient g˜
is calculated from β to balance the stochastic gradient noise
(calculated from α), α and β are expected to be close to
each other. Lemma 5 formulates the intuition, a key result in
proving our main theorem, where we only consider the update
interval m and stepsize h as factors. In the lemma below,
following (Chen et al. 2016) (Assumption 1), we further
assume the gradient function∇θU(θ) to be Lipschitz.
Lemma 5 Under Assumption 2 and assume∇θU(θ) to be
Lipschitz (Assumption 1 in (Chen et al. 2016)), αli and
β li are close to each other in expectation, i.e., Eαli =
Eβ li +O(mh).
In the Appendix, we further simplify E‖∆Vl‖2 in the MSE
bound by decomposing it into several terms. Finally, we
arrive at our main theorem for the proposed vrSG-MCMC
framework.
Theorem 6 Under the setting of Lemma 5, let
AM , maxlAl, and Al =
(
N
n2
− 1
)∑
ij EαTliαlj −
2N(N−n2)n2(N−1)
∑
i<j EαTliαlj . The MSE of vrSG-MCMC with a
Kth-order integrator is bounded as:
E
(
φˆL − φ¯
)2
= O
(
AM
L
+
1
Lh
+ h2K +
mh
L
− λM
L
)
,
§The first term in the min of the SVRG-LD bound is strictly
larger than the first term of the SGLD bound (if the term 2σ2 is used
in the “min”), making the bounds not easily compared.
where λM = minl λl, and λl ,(
N
n1
− Nn2
)∑
ij Eβ
T
li β li−2
(
N(N−n2)
n2(N−1) −
N(N−n1)
n1(N−1)
)
∑
i<j Eβ
T
li β lj . Furthermore, we have λl > 0 for ∀l, so that
λM > 0.
Note that for a fixed m, mhL in the above bound is a high-
order term relative to 1Lh . As a result, the MSE is bounded
by O
(
AM
L +
1
Lh + h
2K − λML
)
. Because the MSE of stan-
dard SG-MCMC is bounded by O
(
AM
L +
1
Lh + h
2K
)
(see
Appendix ) and λM > 0 from Theorem 6, we conclude that
vrSG-MCMC induces a lower MSE bound compared to the
corresponding SG-MCMC algorithm, with an improvement
of O
(
λM
L
)
.
It is worth noting that in Algorithm 1, the minibatch for
calculating the old gradient g˜ is required to be larger than
that for calculating the current stochastic gradient, i.e., n1 >
n2. Otherwise, λl in Theorem 6 would become negative,
leading to an increased MSE bound compared to standard
SG-MCMC. This matches the intuition that old gradients
need to be more accurate (thus with larger minibatches) than
current stochastic gradients in order to reduce the stochastic
gradient noise.
Remark 7 In the special case of (Dubey et al. 2016)
where n1 = N for SGLD, Theorem 6 gives a
MSE bound of O
(
AM
L +
1
Lh + h
2 + mhL − maxl λlL
)
, with
λl =
(
N
n2
− 1
)∑
ij Eβ
T
li β li− 2N(N−n2)n2(N−1)
∑
i<j Eβ
T
li β lj .
According to Lemma 2, λl is also positive, thus leading to a
reduced MSE bound. However, the bound is not necessarily
better than that of vrSG-MCMC, where a minibatch is used
instead of the whole data set to calculate g˜, leading to a
significant decrease of computational time.
Remark 8 Following Corollary 4, Theorem 6 can also be
formulated in terms of the computational budget T . Specif-
ically, according to Algorithm 1, the computational budget
T would be proportional to n1m + n2. Substituting this into
the MSE bound of Theorem 6 gives a reformulated bound of
O
(
(AM+mh−λM )(n1m +n2)
T +
1
Lh + h
2
)
. The optimal MSE
w.r.t.n1 and n2 would be complicated since bothAM and λM
depend on n1 and n2. We omit the details here for simplicity.
Nevertheless, our experiments indicate that our algorithm al-
ways improves standard SG-MCMC algorithms for the same
computational time.
Related Work
Variance reduction was first introduced in stochastic optimiza-
tion, which quickly became a popular research topic and has
been actively developed in recent years. (Schmidt, Le Roux,
and Bach 2013; Schmidt, Le Roux, and Bach 2016) intro-
duced perhaps the first variance reduction algorithm, called
stochastic average gradient (SAG), where historical gradients
are stored and continuously updated in each iteration. Later,
stochastic variance reduction gradient (SVRG) was devel-
oped to reduce the storage bottleneck of SAG, at the cost of
an increased computational time (Johnson and Zhang 2013;
Zhang, Mahdavi, and Jin 2013). (Defazio, Bach, and Lacoste-
Julien 2014) combined ideas of SAG and SVRG and pro-
posed the SAGA algorithm, which improves SAG by using a
better and unbiased stochastic-gradient estimation.
Variance reduction algorithms were first designed for con-
vex optimization problems, followed by a number of recent
works extending the techniques for non-convex optimiza-
tion (Reddi et al. 2016; Reddi, Sra, and B. Po´czos 2016;
Allen-Zhu and Hazan 2016; Allen-Zhu et al. 2016), as well
as for distributed learning (Reddi et al. 2015). All these al-
gorithms are mostly based on SVRG and are similar in al-
gorithmic form, but differ in the techniques for proving the
rigorous theoretical results.
For scalable Bayesian sampling with SG-MCMC, how-
ever, this topic has been studied little until a recent work
on variance reduction for SGLD (Dubey et al. 2016). In this
work, the authors adapted the SAG and SVRG ideas to SGLD.
Although they provided corresponding convergence results,
some fundamental problems, such as how minibatch size
affects the convergence rate, were not fully studied. Further-
more, their algorithms suffer from an either high computa-
tional or storage cost in a big-data setting, because the whole
data set needs to be accessed frequently.
To reduce the computational cost of SVRG-based algo-
rithms, the idea of using a minibatch of data to calculate
the old gradient (corresponding to the g˜ in Algorithm 1) has
also been studied in stochastic optimization. Representative
works include, but are not limited to (Harikandeh et al. 2015;
Frostig et al. 2015; Shah et al. 2016; Lei and Jordan 2016;
Lian, Wang, and Liu 2017). The proposed approach adopts
similar ideas, with the following main differences: i) Our al-
gorithm represents the first work for large-scalable Bayesian
sampling with a practical (computationally cheap) variance
reduction technique; ii) the techniques used here for analysis
are different and appear to be simpler than those used for
stochastic optimization; iii) our theory addresses fundamen-
tal questions for variance reduction in SG-MCMC, such as
those raised in the Introduction.
Experiments
A synthetic experiment
We first test the conclusion of the long-run setting in Corol-
lary 4, which indicates that vrSG-MCMC with minibatches of
size 1 achieve the optimal MSE bound. To make the algorithm
go into the long-run setting regime as sufficient as possible,
we test vrSG-MCMC on a simple Gaussian model, which
runs very fast so that a little actual walk-clock time is re-
garded as a large computational budget. The model is defined
as: xi ∼ N (θ, 1), θ ∼ N (0, 1). We generate N = 1000
data samples {xi}, and calculate the the MSE for minibatch
sizes of n = 1, 10, 100. The test function is φ(θ) = θ2. The
results are ploted in Figure 1. We can see from the figure that
n = 1 achieves the lowese MSE, consistent with the theory
(Corollary 4).
Applications on deep neural networks
We apply the proposed vrSG-MCMC framework to Bayesian
learning of deep neural networks, including the multilayer
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Figure 1: MSE vs. wall-clock time for different minibatch
sizes.
perceptron (MLP), convolutional neural network (CNN), and
recurrent neural network (RNN). The latter two have not
been empirically evaluated in previous work. Experiments
with Bayesian logistic regression are given in Appendix . In
the experiments, we are interested in modeling weight uncer-
tainty of neural networks, which is an important topic and
has been well studied (Herna´ndez-Lobato and Adams 2015;
Blundell et al. 2015; Li et al. 2016; Louizos and Welling
2016). We achieve this goal by applying priors to the weights
(in our case, we use simple isotropic Gaussian priors) and
performing posterior sampling with vrSG-MCMC or SG-
MCMC. We implement vrSG-MCMC based on SGLD, and
compare it to the standard SGLD and SVRG-LD (Dubey et
al. 2016) in our experiments¶. For this reason, comparisons
to other optimization-based methods such as the maximum
likelihood are not considered. For simplicity, we set the up-
date interval for the old gradient g˜ in Algorithm 1 to m = 10.
For all the experiments, the minibatch sizes for vrSG-MCMC
are set to n1 = 100 and n2 = 10. To be fair, this corresponds
to a minibatch size of n = 10 in SGLD and SVRG-LD.
Sensitivity of model performance w.r.t.minibatch size n1 is
tested in Section . For a fair comparison, following conven-
tion (Allen-Zhu and Hazan 2016; Dubey et al. 2016), we
plot the number of data passes versus error in the figures‖.
Results on the number of data passes versus loss are given
in the Appendix. In addition, we use fixed stepsizes in our
algorithm for all except for the ResNet model specified be-
low. Following relevant literature (Johnson and Zhang 2013;
Dubey et al. 2016), we tune the stepsizes and plot the best
results for all the algorithms to ensure fairness. Note in our
Bayesian setup, it is enough to run an algorithm for once
since the uncertainty is encoded in the samples.
Multilayer perceptron
We follow conventional settings (Reddi et al. 2016; Allen-
Zhu and Hazan 2016) and use a single-layer MLP with 100
hidden units, using the sigmoid activation function as the
nonlinear transformation. We test the MLP on the MNIST
and CIFAR-10 datasets. The stepsizes for both vrSG-MCMC
and SGLD are set to 0.25 and 0.01 in the two datasets, respec-
tively. Figure 2 plots the number of passes through the data
¶The SAGA-LD algorithm in (Dubey et al. 2016) is not com-
pared here because it is too storage-expensive thus is not fair.
‖Since true posterior averages are infeasible, we plot sample
averages in terms of accuracy/loss.
versus test error/loss. Results on the training datasets, includ-
ing training results for the CNN and RNN-based deep learn-
ing models described below, are provided in Appendix . It is
clear that vrSG-MCMC leads to a much faster convergence
speed than SGLD, resulting in much lower test errors and
loss at the end, especially on the CIFAR-10 dataset. SVRG-
LD, though it leads to potential lower errors/loss, converges
slower than vrSG-MCMC, due to the high computational
cost in calculating the old gradient g˜. As a result, we do
not compare vrSG-MCMC with SVRG-LD in the remaining
experiments.
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Figure 2: Number of passes through data vs. testing error
(left) / loss (right) on MNIST (top) and CIFAR-10 (bottom)
datasets.
Convolutional neural networks
We use the CIFAR-10 dataset, and test two CNN architectures
for image classification. The first architecture is a deep convo-
lutional neural networks with 4 convolutional layers, denoted
as C32-C32-C64-C32, where max-pooling is applied on the
output of the first three convolutional layers, and a Dropout
layer is applied on the output of the last convolutional layer.
The second architecture is a 20-layers deep residual network
(ResNet) with the same setup as in (He et al. 2016). Specifi-
cally, we use a step-size-decrease scheme as hl = 110+1.8e-3×l
for both vrSG-MCMC and SGLD, where l is the number of
iterations so far.
Figure 3 plots the number of passes through the data versus
test error/loss on both models. Similar to the results on MLP,
vrSG-MCMC converges much faster than SGLD, leading
to lower test errors and loss. Interestingly, the gap seems
larger in the more complicated ResNet architecture; further-
more, the learning curves look much less noisy (smoother) for
vrSG-MCMC because of the reduced variance in stochastic
gradients.
Recurrent neural networks
The recurrent neural network with LSTM units (Hochreiter
and Schmidhuber 1997) is a powerful architecture used for
modeling sequence-to-sequence data. We consider the task
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Figure 3: Number of passes through data vs. testing error
(left) / loss (right) with CNN-4 (top) and ResNet (bottom) on
CIFAR-10.
of language modeling on two datasets, i.e., the Penn Tree-
bank (PTB) dataset and WikiText-2 dataset (Merity et al.
2016). PTB is the smaller dataset among the two, contain-
ing a vocabulary of size 10,000. We use the default setup of
887,521 tokens for training, 70,390 for validation and 78,669
for testing. WikiTest-2 is a large dataset with 2,088,628 to-
kens from 600 Wiki articles for training, 217,649 tokens from
60 Wiki articles for validation, and 245,569 tokens from an
additional 60 Wiki articles for testing. The total vocabulary
size is 33,278.
We adopt the hierarchical LSTM achitecture (Zaremba,
Sutskever, and Vinyals 2014). The hierarchy depth is set to
2, with each LSTM containing 200 hidden unites. The step
size is set to 0.5 for both datasets. For more stable training,
standard gradient clipping is adopted, where gradients are
clipped if the norm of the parameter vector exceeds 5. Fig-
ure 4 plots the number of passes through the data versus test
perplexity on both datasets. The results are consistent with
the previous experiments on MLPs and CNNs, where vrSG-
MCMC achieves faster convergence than SGLD; its learning
curves in terms of testing error/loss are also much smoother.
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Figure 4: Number of passes through data vs. testing perplexity
on the PTB dataset (top) and WikiTest-2 dataset (bottom).
Parameter sensitivity
Note that one of the main differences between vrSG-MCMC
and the recently proposed SVRG-LD (Dubey et al. 2016) is
that the former uses minibatches of size n1 to calculate the
old gradient g˜ in Algorithm 1, leading to a much more com-
putationally efficient algorithm, with theoretical guarantees.
This section tests the sensitivity of model performance to the
parameter n1.
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Figure 5: Number of passes through data vs. testing errors
(top) / loss (bottom) on the CIFAR-10 dataset, with varying
n1 values.
For simplicity, we run on the same MLP model de-
scribed in Section on the CIFAR-10 dataset, where
the same parameter settings are used, but varying n1
in {100, 200, 300, 400, 500, 600, 700, 1000, 2000}. Figure 5
plots the number of passes through data versus test errors/loss,
where we use “vrSG-MCMC-Gn” to denote vrSG-MCMC
with n1 = n. Interestingly, vrSG-MCMC outperforms the
baseline SGLD on all n1 values. Notably, when n1 is large
enough (n1 = 200 in our case), their corresponding test er-
rors and loss are very close. This agrees with the intuition
that computing the old gradient using the whole training
data is not necessarily a good choice in order to balance the
stochastic gradient noise and computational time.
Conclusion
We investigate the impact of minibatches in SG-MCMC
and propose a practical variance-reduction SG-MCMC algo-
rithm to reduce the stochastic gradient noise in SG-MCMC.
Compared to existing variance reduction techniques for SG-
MCMC, the proposed method is efficient from both computa-
tional and storage perspectives. Theory is developed to guar-
antee faster convergence rates of vrSG-MCMC compared to
standard SG-MCMC algorithms. Extensive experiments on
Bayesian learning of deep neural networks verify the theory,
obtaining significant speedup compared to the corresponding
SG-MCMC algorithms.
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Supplementary Materials for:
A Theory for A Class of Practical Variance-Reduction Stochastic Gradient MCMC
Basic Setup for Stochastic Gradient MCMC
Given data D = {d1, · · · ,dN}, a generative model
p(D |θ) =
N∏
i=1
p(di |θ) ,
with model parameter θ ∈ Rr, and prior p(θ), we want to
compute the posterior distribution:
ρ(θ) , p(θ|D) ∝ p(D |θ)p(θ) , e−U(θ) ,
where
∇θU(θ) = −∇θ log p(θ)−
N∑
i=1
∇θ log p(di |θ) . (2)
Consider the SDE:
dxt = F (xt)dt+ g(xt)dwt , (3)
where x ∈ Rd is the state variable, typically x ⊇ θ is an
augmentation of the model parameter, thus r ≤ d; t is the
time index, wt ∈ Rd is d-dimensional Brownian motion;
functions F : Rr → Rd and g : Rd → Rd×d are assumed to
satisfy the usual Lipschitz continuity condition (Ghosh 2011).
In Langevin dynamics, we have x = θ and
F (θt) = −∇θU(θt)
g(θt) =
√
2 .
For the SDE in (3), the generator L is defined as:
Lψ , 1
2
∇ψ · F + 1
2
g(θ)g(θ)∗ : D2ψ , (4)
where ψ is a measurable function, Dkψ means the k-
derivative of ψ, ∗ means transpose. a ·b , aT b for two
vectors a and b, A : B , trace(AT B) for two matrices A
and B. Under certain assumptions, we have that there exists
a function φ on Rd such that the following Poisson equation
is satisfied (Mattingly, Stuart, and Tretyakov 2010):
Lψ = φ− φ¯ , (5)
where φ¯ ,
∫
φ(θ)ρ(dθ) denotes the model average, with ρ
being the equilibrium distribution for the SDE (3).
In stochastic gradient Langevin dynamics (SGLD), we
update the parameter θ at step l, denoted as θl∗∗, using the
following descreatized method:
θl+1 = θl −∇θU˜l(θl)hl+1 +
√
2hl+1ζl+1 ,
∗∗Strictly speaking, θ should be indexed by “time” instead of
“step”, i.e., θ∑′
l=1
=1lhl′ instead of θl. We adopt the later for nota-
tion simplicity in the following. This applies for the general case of
x.
where hl+1 is the step size, ζl a Gaussian random variable
with mean 0 and variance 1,∇θU˜l is an unbiased estimate of
∇θU in (2) with a random minibatch of size n, e.g.,
∇θU˜l(θl) = ∇θ log p(θl) + N
n
n∑
i=1
∇θ log p(xpii |θl) ,
(6)
where {pi1, · · · , pin} is a subset of a random permutation of
{1, · · · , N}.
In our analysis, we are interested in the mean square error
(MSE) at iteration L, defined as
MSEL , E
(
φˆL − φ¯
)2
,
where φˆL , 1L
∑L
l=1 φ(θl) denotes the sample average, φ¯ is
the true posterior average defined in (5).
In this paper, for the function f : Rm → R in an Lp
space, i.e., a space of functions for which the p-th power of
the absolute value is Lebesgue integrable, we consider the
standard norm ‖f‖p defined as (‖f‖∞ is simplified as ‖f‖):
‖f‖p ,
(∫
Rm
|f(x)|pdx
)1/p
<∞ .
In order to guarantee well-behaved SDEs and the correspond-
ing numerical integrators, following existing literatures such
as (Vollmer, Zygalakis, and Teh 2016; Chen, Ding, and Carin
2015), we impose the following assumptions.
Assumption 2 The SDE (3) is ergodic. Furthermore, the
solution of (5) exists, and the solution functional ψ of the
Poisson equation (5) satisfies the following properties:
• ψ and its up to 3th-order derivativesDkψ, are bounded by
a function V , i.e., ‖Dkψ‖ ≤ CkVpk for k = (0, 1, 2, 3, 4),
Ck, pk > 0.
• The expectation of V on {xl} is bounded: supl EVp(xl) <∞.
• V is smooth such that sups∈(0,1) Vp (sx+ (1− s)y) ≤
C (Vp (x) + Vp (y)), ∀x ∈ Rm,y ∈ Rm, p ≤
max{2pk} for some C > 0.
Proofs of Extended Results for Standard
SG-MCMC
First, according to the definition of ∆Vl, we note that
∆Vlψ = (∇θUl(θ) − ∇θU˜l(θ)) · ∇ψ for the solution
functional ψ of the Poisson equation 5. Since ‖∆Vlψ‖ ≤
‖∇θUl(θ)−∇θU˜l(θ)‖‖∇ψ‖, and ‖∇ψ‖ is assumed to be
bounded for a test function ψ, we omit the operator ∇ in
our following analysis (which only contributes to a constant),
manifesting a slight abuse of notation for conciseness.
The proofs of Lemma 2 and Theorem 3 are closely related.
We will first prove Theorem 3, the proof for Lemma 2 is then
directly followed.
Proof [Proof of Theorem 3]
Let αli = ∇θ log p(di |θl), and
zi =
{
1 if data i is selected
0 otherwise ,
then we have
∆Vl =
N∑
i=1
Eαli
(
1− N
n
zi
)
→ E |∆Vl|2 =
N∑
i=1
N∑
j=1
EαliEαlj
(
1− N
n
zi
)(
1− N
n
zj
)
.
Since
Ezi =
1
N
+
N − 1
N
1
N − 1 + · · ·
+
N − 1
N
N − 2
N − 1 · · ·
N −m+ 1
N −m+ 2
1
N −m+ 1
=
n
N
,
we have E∆Vl = 0, i.e., ∇U˜l(θ) is an unbiased estimate of
∇U(θ).
In addition, we have
E
(
1− N
n
zi
)(
1− N
n
zj
)
= E
[
1− N
n
zi − N
n
zj +
N2
n2
zizj
]
= 1− 2N
n
n
N
+
N2
n2
Ezizj
=
N2
n2
Ezizj − 1 .
When i = j,
E
(
1− N
n
zi
)(
1− N
n
zj
)
=
N2
n2
Ez2i − 1
=
N2
n2
Ezi − 1 = N
n
− 1 .
When i 6= j, because
Ezizj = p(i selected)p(j selected|i selected)
=
n
N
n− 1
N − 1 .
We have
E
(
1− N
n
zi
)(
1− N
n
zj
)
=
N2
n2
Ezizj − 1
=
N
n
n− 1
N − 1 − 1 .
As a result,
E |∆Vl|2
=
(
N∑
i=1
Eα2li
)(
N
n
− 1
)
+ 2
∑
i<j
Eαliαlj
(
N
n
n− 1
N − 1 − 1
)
=
(
N
n
− 1
) N∑
i,j
Eαliαlj + 2
∑
i<j
Eαliαlj
(
N
n
n− 1
N − 1 −
N
n
)
=
(
N
n
− 1
) N∑
i,j
Eαliαlj − 2
∑
i<j
Eαliαlj
N
n
N − n
N − 1
=
(N − n)N2
n
 1
N2
∑
i,j
Eαliαlj − 2
N(N − 1)
∑
i≤j
Eαliαlj

, (N − n)N
2
n
Γl . (7)
Because we assume using a 1st-order numerical integrator,
according to Lemma 1, and combining (7) from above, we
have the bound for the MSE E
(
φˆL − φ¯
)2
as:
E
(
φˆL − φ¯
)2
≤ C
(
(N − n)N2ΓM
nL
+
1
Lh
+ h2
)
.
Proof [Proof of Lemma 2] The lemma follows directly from
(7) and the fact that
E |∆Vl|2 ≥ 0 .
Proof [Proof of the optimal MSE bound of Theorem 3]
From the assumption, we have
T ∝ nL . (8)
The MSE bounded is obtained by directly substituting (8)
into the MSE bound in Lemma 2, resulting in
MSE: E
(
φˆL − φ¯
)2
≤ C
(
(N − n)N2ΓM
T
+
n
Th
+ h2
)
After optimizing the above bound over h, we have
E
(
φˆL − φ¯
)2
≤ C
(
(N − n)N2ΓM
T
+
n2/3
T 2/3
)
. (9)
Proof [Proof of Corollary 4]
To examine the property of the MSE bound (9) w.r.t.n, we
first note that the derivative can be written as:
f , ∂
∂n
E
(
φˆL − φ¯
)2
= O
(
2
3T 2/3n1/3
− ΓMN
2
T
)
.
As a result, we have the following three cases:
1) When f < 0, i.e., the bound is decreasing when n increas-
ing, we have T < 278 Γ
3
MN
6n. Because n is in the range
of [1, N ], and we require f < 0 for all n’s, the minimum
value of 278 Γ
3
MN
6n is obtained when taking n = 1. Con-
sequently, we have that when T < 278 Γ
3
MN
6, the optimal
MSE bound (9) is decreasing w.r.t.n. The minimum MSE
bound is thus achieved at n = N . This case corresponds
to the limited-computation-budget case.
2) When f > 0, i.e., the bound is increasing when n increas-
ing, we have T > 278 Γ
3
MN
6n. Because n is in the range
of [1, N ], and we require f > 0 for all n’s, the maximum
value of 278 Γ
3
MN
6n is obtained when taking n = N . Con-
sequently, we have that when T > 278 Γ
3
MN
7, the optimal
MSE bound (9) is increasing w.r.t.n. The minimum MSE
bound is thus achieved at n = 1. This case corresponds to
the long-run case (computational budget is large enough).
3) When the computational budget is in between the above
two cases, the optimal MSE bound (9) first increases then
decreases w.r.t.n in range [1, N ]. The optimal MSE bound
is thus obtained either at n = 1 or at n = N , depending
on (N,T,ΓM ).
Proofs of theorems for vrSG-MCMC
Proof [Proof of Lemma 5] From the definitions, we know
that αli is the same as β li except evaluating on different
model parameters, denoted as θl and θ˜l, respectively. Note
that θ˜l is an outdated version of θl, with difference at most
m. The proof of Lemma 5 is then an application of a lemma
from (Chen et al. 2016), which is stated in Lemma below.
Lemma 9 (Lemma 8 in (Chen et al. 2016)) Let θl and θ˜l
be two parameters where θ˜l is τ -step older than θl, then we
have∥∥∥E(∇θ log p(d |θl)−∇θ log p(d |θ˜l))∥∥∥ = O(τh) .
Based on the definitions in Algorithm 1, we can consider β li
as an outdated version of αli, with time difference m. As a
result, Lemma 5 follows by replacing τ with m in Lemma 9.
The following is a formal proof of the unbiasness of
∇θU˜(θl), stated in the “Convergence rate” section in the
main text.
Proof [Proof of the unbiasness of∇θU˜(θl)]
First note that in variance reduction, the following stochas-
tic gradient is used:
∇θU˜(θl) =N
n2
N∑
i=1
(
∇θ log p(xi |θl)−∇θ log p(xi |θ˜l)
)
zi
+
N
n1
N∑
i=1
N∑
i=1
∇θ log p(xi |θ˜l)bi . (10)
∆Vl =
N∑
i=1
αli
(
1− N
n2
zi
)
+
N∑
i=1
β li
(
N
n2
zi − N
n1
bi
)
.
(11)
Because Ezi = n2N , Ebi =
n1
N , it is easy to verify that
E∆Vl = 0. As a result, the unbiasness holds.
Proof of Theorem 6
Before proving Theorem 6, let us first simplify E‖∆Vl‖2
in the MSE bound. In the following, we decompose it into
several terms which can be simplified separately. Our goal is
to show that the proposed vrSG-MCMC algorithm induces a
smaller E‖∆Vl‖2 term, thus leading to a faster convergence
rate. Note we can rewrite ∆Vl in terms of {αli,β li, zi, bi}
as:
∆Vl =
N∑
i=1
αli
(
1− N
n2
zi
)
+
N∑
i=1
β li
(
N
n2
zi − N
n1
bi
)
.
Consequently, we have
E‖∆Vl‖2 =
∑
i,j
EαTliαlj
(
1− N
n2
zi
)(
1− N
n2
zj
)
︸ ︷︷ ︸
Al
+
∑
i,j
EβTli β lj
(
N
n2
zi − N
n1
bi
)(
N
n2
zj − N
n1
bj
)
︸ ︷︷ ︸
Bl
+ 2
∑
i,j
EαTli β lj
(
1− N
n2
zi
)(
N
n2
zj − N
n1
bj
)
︸ ︷︷ ︸
Cl
. (12)
Now (12) can be further simplified by summing over all
the binary random variables {zi} and {bi}. After summing
out the binary random variables {zi, bi}, we arrive formula
summarized in the following proposition:
Proposition 10 The terms Al, Bl and Cl in (12) can be sim-
plified as:
Al =
(
N
n2
− 1
)∑
ij
EαTliαlj − 2
N(N − n2)
n2(N − 1)
∑
i<j
EαTliαlj
Bl =
(
N
n2
+
N
n1
− 2
)∑
ij
EβTli β lj
− 2
(
N(N − n2)
n2(N − 1) +
N(N − n1)
n1(N − 1)
)∑
i<j
EβTli β lj
Cl = 2
(
1− N
n2
)∑
ij
EαTli β lj +4
N(N − n2)
n2(N − 1)
∑
i<j
EαTli β lj .
Proof [Proof of Proposition 10]
First, for the Al term, from the proof of Theorem 3, we
know that
Al =
(
N
n2
− 1
)∑
ij
Eαliαlj − 2N(N − n2)
n2(N − 1)
∑
i<j
Eαliαlj ,
which is the value of E‖∆Vl‖2 for standard SG-MCMC.
The derivations for Bl and Cl go as follows. For Bl, we
have
E
(
N
n2
zi − N
n1
bi
)(
N
n2
zj − N
n1
bj
)
=E
(
N2
n22
zizj +
N2
n21
bibj − N
2
n1n2
zibj − N
2
n1n2
bizj
)
=E
(
N2
n22
zizj +
N2
n21
bibj − 2
)
.
If i = j,
E
(
N2
n22
zizj +
N2
n21
bibj − 2
)
= E
(
N2
n22
zi +
N2
n21
bi − 2
)
=
N
n2
+
N
n1
− 2 .
If i 6= j,
E
(
N2
n22
zizj +
N2
n21
bibj − 2
)
=
N2
n22
n2
N
n2 − 1
N − 1 +
N2
n21
n1
N
n1 − 1
N − 1 − 2
=
N
n2
n2 − 1
N − 1 +
N
n1
n1 − 1
N − 1 − 2 .
Bl =
(
N
n2
+
N
n1
− 2
)(∑
i
Eβ2i
)
+ 2
(
N
n2
n2 − 1
N − 1 +
N
n1
n1 − 1
N − 1 − 2
)∑
i<j
Eβ li β lj

=
(
N
n2
+
N
n1
− 2
)∑
ij
Eβ li β lj
+ 2
(
N
n2
n2 − 1
N − 1 +
N
n1
n1 − 1
N − 1 −
N
n2
− N
n1
)∑
i<j
Eβ li β lj
=
(
N
n2
+
N
n1
− 2
)∑
ij
Eβ li β lj
− 2
(
N(N − n2)
n2(N − 1) +
N(N − n1)
n1(N − 1)
)∑
i<j
Eβ li β lj
Similarly, for Cl, we have
Cl = 2E
∑
i
∑
j
αli β lj
(
N
n2
zj − N
2
n22
zizj
−N
n1
bj +
N2
n1n2
zibj
)
= 2E
∑
i
αli β lj
(
1− N
n2
)
+ 2E
∑
i6=j
αli β lj
(
1− N
n2
n2 − 1
N − 1
)
= 2
∑
ij
Eαli β lj
(
1− N
n2
)
+ 4
N(N − n2)
n2(N − 1)
∑
i≤j
Eαli β lj .
This completes the proof.
The following derivations verify an intuition: with larger
minibatch size n1, we can get smaller MSEs. This is not di-
rectly relevant to the proof of Theorem 6, readers can choose
to skip this part without affecting the flow of the proof.
To show that, let’s first look at the term Bl + Cl defined
above. We have that
Bl + Cl =
(
N
n1
+
N
n2
− 2
)∑
ij
Eβ li β lj
− 2
∑
i<j
Eβ li β lj
(
N(N − n2)
n2(N − 1) +
N(N − n1)
n1(N − 1)
)
+ 2
(
1− N
n2
)∑
ij
Eαli β lj +4
N(N − n2)
n2(N − 1)
∑
i<j
Eαli β lj .
When n1 = N , the case of using the whole data to calcu-
late old gradient g˜ (Dubey et al. 2016), we have
Bl + Cl
=
(
N
n2
− 1
)∑
ij
Eβ li β lj −2
N(N − n2)
n2(N − 1)
∑
i<j
Eβ li β lj
+ 2
(
1− N
n2
)∑
ij
Eαli β lj +4
N(N − n2)
n2(N − 1)
∑
i<j
Eαli β lj
=
(
N
n2
− 1
)∑
ij
(
Eβ li β lj −2Eαli β lj
)
+ 2
N(N − n2)
n2(N − 1)
∑
i<j
(
2Eαli β lj −Eβ li β lj
)
=
(N − n2)N2
n2
 1
N2
∑
ij
(
Eβ li β lj −2Eαli β lj
)
+
2
N(N − 1)
∑
i<j
(
2Eαli β lj −Eβ li β lj
) ,MBC
When n1 6= N , we have
Bl + Cl
=MBC +
N − n1
n1
∑
ij
Eβ li β lj −2
N(N − n1)
n1(N − 1)
∑
i<j
Eβ li β lj
=MBC +
(N − n1)N2
n1
 1
N2
∑
ij
Eβ li β lj
− 2
N(N − 1)
∑
i<j
Eβ li β lj
 .
According to Lemma 2, we have that[
1
N2
∑
ij Eβ li β lj − 2N(N−1)
∑
i<j Eβ li β lj
]
≥ 0. As
a result, the value of Bl + Cl in the case of n1 6= N is larger
than that in the case of n1 = N , resulting in a larger MSE
bound.
Now it is ready to prove Theorem 6.
Proof [Proof of Theorem 6]
Note that term Al corresponds to the E∆Vl term in stan-
dard SG-MCMC, where no variance reduction is performed.
As a result, in order to prove that vrSG-MCMC induces a
lower MSE bound, what remains to be shown is to prove
Bl + Cl ≤ 0.
First, let us simplify term Cl, which results in:
Cl = 2
(
1− N
n2
)∑
ij
Eαli β lj +4
N(N − n2)
n2(N − 1)
∑
i<j
Eαli β lj
=2
(
1− N
n2
)∑
ij
Eβ li β lj +4
N(N − n2)
n2(N − 1)
∑
i<j
Eβ li β lj
+ 2
(
1− N
n2
)
N ·O(mh) + 4N(N − n2)
n2(N − 1)
N(N − 1)
2
·O(mh)
=2
(
1− N
n2
)∑
ij
Eβ li β lj +4
N(N − n2)
n2(N − 1)
∑
i<j
Eβ li β lj +O(mh) ,
where the second equality is obtained by applying the inde-
pendence property of αli and β lj , as well as the result from
Lemma 5. Consequently, Bl + Cl can be simplified as
Bl + Cl =
(
N
n1
− N
n2
)∑
ij
Eβ li β lj −2
(
N(N − n2)
n2(N − 1)
−N(N − n1)
n1(N − 1)
)∑
i<j
Eβ li β lj +O(mh)
By substituting the above formula in to the MSE bound in
Lemma 1, we have that:
E
(
φˆL − φ¯
)2
= O
(
AM
L
+
1
Lh
+ h2K +
mh
L
− λM
L
)
.
To further simplify the Bl + Cl term, we have
Bl + Cl = O(mh) +
N3(n2 − n1)
n1n2
1
N2
∑
ij
Eβ li β lj
−2N
2(N − n2)n1 −N2(N − n1)n2
n1n2
1
N(N − 1)
∑
i<j
Eβ li β lj
=
N3(n2 − n1)
n1n2
 1
N2
∑
ij
Eβ li β lj
−2 1
N(N − 1)
∑
i<j
Eβ li β lj
+O(mh)
According to Lemma 2,[
1
N2
∑
ij Eβ li β lj −2 1N(N−1)
∑
i<j Eβ li β lj
]
≥ 0.
Consequently, we have Bl + Cl ≤ 0 up to an order of
O(mh). This completes the proof of λM ≥ 0.
Discussion of the Theoretical Results of Dubey
et al.2016
(Dubey et al. 2016) proved the following MSE bound for
SVRG-LD, by extending results of the standard SG-MCMC
(Chen, Ding, and Carin 2015):
E
(
φˆL − φ¯
)2
= O
(
N2 min{2σ2,m2(D2h2σ2 + hd)}
nL
+
1
Lh
+ h2
)
, (13)
where (d,D, σ) are constants related to the data and the true
posterior. Using similar techniques (shown in the paper), the
MSE bound for SGLD is given by
E
(
φˆL − φ¯
)2
= O
(
N2σ2
nL
+
1
Lh
+ h2
)
. (14)
From the proof of their theorem (eq. 13 in their appendix),
we note that the constant “2” inside the “min” in (13) is not
negligible when comparing to the bound for SGLD. As a
result, the bound associated with this term is strictly larger
than the bound for SGLD. This means that to compared with
SGLD, the MSE bound for SVRG-LD should be written in
the form of
E
(
φˆL − φ¯
)2
= O
(
N2m2(D2h2σ2 + hd)
nL
+
1
Lh
+ h2
)
.
(15)
As a result, the comparison between (15) and (14) becomes
more complicated, because it now depends on other param-
eters such as the stepsize. It is thus not clear if SVRG-LD
would improve the MSE bound of SGLD.
In contrast, our theoretical results (Theorem 6) guarantee
an improvement of vrSG-MCMC over the correspond SG-
MCMC, which is a stronger result than that in (Dubey et al.
2016).
Additional Experimental Results
Supplemental results on logistic regression and
deep learning
We plot the corresponding results in terms of number of
passes through data versus training error/loss in Figure 8 and
Figure 9.
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Figure 6: Number of passes through data vs. testing error (left) / loss (right) on MNIST (top) and CIFAR-10 (bottom) datasets.
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Figure 7: Number of passes through data vs. testing error (left) / loss (right) with CNN-4 (top) and ResNet (bottom) on CIFAR-10.
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(c) CIFAR10-FFNN-Train-Error
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(d) CIFAR10-FFNN-Train-Loss
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Figure 8: Number of passes through data vs. training error / loss on MNIST and Cifar-10 datasets.
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Figure 9: Top: Number of passes through data vs. testing negative log-likelihood on the Pima dataset for Bayesian logistic
regression. Bottom: Number of passes through data vs. training errors (left) / loss (right) on the CIFAR-10 dataset. All are with
varying n1 values.
