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Introduction
Rising sea levels in the next 50-100 years will affect coastal regions over a large part of the globe (IPCC, 2007a; NCA, 2013) . Because of a combination of climatic, oceanographic, and geologic factors, the rate of sea-level rise will vary along different stretches of the Nation's (and global) coastline and as a result these factors can affect the rate of shoreline change. Hence, developing the capability to forecast shoreline changes on time-scales of 50-100 years has been an important goal to inform coastal management decisions (Leatherman, 2001; CCSP, 2009; NCA, 2013) . There are a number of approaches that can be applied to forecast shoreline changes (Leatherman, 2001; Gutierrez and others, 2009) . In previous work others, 2011a and 2011b) an approach using a Bayesian Network (BN) was developed that used previously published U.S. Geological Survey (USGS) coastal vulnerability index (CVI) datasets (Thieler and Hammar-Klose, 1999; Hammar-Klose and Thieler, 2001 ) to identify and evaluate the potential for future shoreline changes. Gutierrez and others (2011a) demonstrated that BNs provide a useful method to evaluate relations between forcing factors (for example, rate of sea-level rise, wave height, or tidal range), and shoreline-change rate. Gutierrez and others (2011a) also demonstrated that the probabilistic output from the BN approach provides a way to calculate and communicate outcome uncertainty quantitatively using specific probability levels (for example, 90 percent, corresponding to the threshold between "likely" and "very likely"; IPCC, 2007b) .
In this report, we describe the methods, data, and results developed in an application of the BN shoreline-change prediction to much of the U.S. coastline. As in the Atlantic Coast application others, 2011a and 2011b) , the data from the Gulf and Pacific coasts were extracted from the CVI. In addition, data from Alaska and Hawaii were included that were prepared according to the methods described in the earlier reports. In a skill assessment, we evaluate how well the BN predicted shoreline-change rates. This report presents shoreline-change rate probabilities calculated with the BN approach illustrating (1) the likelihood of the erosion rate exceeding a -1 meter per year (m/yr) erosionrate threshold and (2) the confidence of the most likely erosion rate prediction. The geospatial data that supports these calculations and results for the continental United States, Alaska, and Hawaii are included as well.
Methods
The methods require development of a BN that is calibrated using a large dataset. We describe the details of the BN development and then the details of the datasets.
Bayesian Network Development
A Bayesian Network provides a framework to evaluate the probability of a specific response outcome, shoreline-change rates in our case, based on correlation relations between the response variable and other variables related to the response. Bayes' Theorem relates the probability of one event R given the occurrence of another event O (Bayes, 1763; Gelman and others, 2004; Jensen and Nielsen, 2007) :
On the left side of this equation, p(R i |O j ) is the conditional probability of a particular response, R i , given an observation scenario O j . For example, the response could be a shoreline-change rate that coincides with one of i possible outcome scenarios (for example, accretion, no-change, or severe erosion). Likewise, the j th observation could be a particular scenario from a set of possible observations of wave height, rate of sea-level rise, and geomorphic setting. On the right side of this equation, p(O j |R i ) is the likelihood of the observation scenario for a known response. This term indicates the strength of the correlation between observation and response describing, for example, the relation between the rate of sea-level rise and shoreline change. The correlation is high if the observations are accurate and if response variables are sensitive to the observed variables. The second term in the numerator is the prior probability, that is, the likelihood of extreme erosion based on all previous observations from the U.S. coastline. The term in the denominator is a normalization factor to account for the likelihood of the particular observation scenario.
We constructed a BN using the Norsys software package Netica (Norsys, 1992 (Norsys, -2009 ) targeting prediction of long-term shoreline-change rates, estimated over 50 to 100 year time periods. Oceanographic variables (tide range, mean wave height, and sea-level rise), and geomorphic variables (coastal slope, geomorphic setting, and shoreline-change rate) are included. The correlation relations between the variables are represented as interconnected nodes ( fig. 1 ). Each node (that is, variable) is resolved by either five or six classes (see table 1) representing the range of scenarios spanned by the dataset. The connections between nodes reflect our understanding of how the variables are related to each other and how they affect long-term shoreline change. For example, in the BN used here ( fig.1) , the sea-level rise rate is assumed to exert an effect on the geomorphic setting and the shoreline-change rate. The conditional probabilities that relate the variables to each other are estimated from existing data (for example, the CVI datasets). Once trained on data, the BN can be used to make probabilistic predictions even for cases where some inputs to the BN are missing from the dataset. For example, in this analysis, shoreline-change data were not available for large parts of Alaska and Hawaii. Even so, the BN was used to make shoreline-change rate predictions using the inputs for these regions and the correlations that were learned from all regions with more complete datasets.
Dataset Description
The dataset used in this study includes that published in (Gutierrez and others, 2011b) , which was based on data from (Thieler and Hammar-Klose, 1999) and data from Gulf and Pacific coasts (Hammar-Klose and Thieler, 2001 ) of the United States, and newer data obtained for Alaska and Hawaii using the methodology of Thieler and Hammar-Klose (1999) Figure 1 . The structure of the Bayesian Network (BN) used for this study. The rate of relative sea-level rise, mean wave height, and tidal range were assumed to be driving forces, the coastal slope and geomorphic setting were assumed to be geological constraints, and the shoreline-change rate is predicted.
Atlantic Coast from the Canadian border to Key West, Florida; parts of Chesapeake and Delaware Bays; the ocean-facing Pacific and Gulf coasts; and the ocean-facing coasts of Alaska and Hawaii. For the present application, data in each node of the BN were reclassified to span the range of values that resulted by combining data from each of these coasts. The expanded range of some of the variables (sea-level rise, wave height, and slope) required adding a sixth bin (table 1) to maintain adequate resolution in the BN. Although the descriptions of the variables and methods of extracting them from existing datasets are described in the earlier publications (Thieler and Hammar-Klose, 1999; Hammar-Klose and Thieler, 2001; Gutierrez and others, 2011b) , we repeat some of the descriptions here to clarify how data from different coastal regions and different spatial resolution were assimilated for this national-scale application.
Relative sea-level rise rate.-This is the rate of sea-level rise relative to local land motion, computed by fitting a linear trend to National Ocean Service (NOS) long-term (50-100+ years) tide gage observations and interpolating alongshore between stations (figs. 2 and 3). Sea-level rise values for Alaska and Hawaii were computed using the same methods based on local NOS tide gages. For Hawaii, we were able to compute long-term sea-level rise values based on tide gages with records exceeding 50 years (NOS stations: 161140, Nawiliwili; 1612340, Honolulu; 1615680, Kahului; and 1617760, Hilo) . In the case of the northern Alaskan coast, tide gages in this region were sparse. Consequently, we relied on records of varying length (20-60 years) from the North Slope of Alaska and Russia, available through the NOS and Permanent Service for Mean Sea-Level (Holgate and others, 2013; PSMSL, 2013) . The Russian gages included the following (gages not shown): Vankarem 2.91 millimeter per year (mm/yr); Vrangelia (2.59 mm/yr), Netten (2.16 mm/yr); Mys Shmidta (1.88 mm/yr); Providenia (3.52 mm/yr); Koluchin (2.64 mm/yr) (Holgate and others, 2013; PSMSL, 2013) .
Mean wave height.-The long-term mean offshore wave height computed from U.S. Army Corps of Engineers Wave Information Studies (WIS) hindcast data (CVI data from Hubertz and others, 1996 ; Alaska and Hawaii data from WIS, 2013). For each WIS station nearest to the coastline, the mean wave height for a 20-to-24-year period was computed and associated with a nearest shoreline point. Then, the mean wave height was interpolated alongshore to the other shoreline points included in the CVI dataset (figs. 4 and 5). Mean tidal range.-The long-term mean range of the tidal water level variations computed from NOS tide gages (National Ocean Service, 2013) and interpolated alongshore between stations (figs. 6 and 7). These tidal datum values for mean high water (MHW) and mean low water (MLW) were associated with each shoreline data point used to approximate the tidal range at that location (Thieler and HammarKlose, 1999; Hammar-Klose and Thieler, 2001) . Tidal data for Alaska were obtained from 448 NOS stations and tidal range values were gridded and interpolated along the shoreline data used for this study. For Hawaii, 34 NOS stations were incorporated using the same method (National Ocean Service, 2013).
Geomorphic setting.-A classification of the geomorphic and related geologic and oceanographic processes that might control shoreline change (figs. 8 and 9). We simplified the Thieler and HammarKlose (1999) definitions such that geomorphic settings convey only morphologic conditions without explicit reference to levels of vulnerability (table 1) existed for Alaska and Hawaii, so we developed these by applying the definitions to USGS Geologic Maps (Hawaii; Sherrod and others, 2007) , coastal landform datasets, (Alaska; USGS, 1996) and aerial photography available through Google Earth and the ESRI WorldWide as a guide.
Coastal slope.-The continental slope is used to distinguish differences in geologic and tectonic settings. Computed from gridded National Geophysical Data Center and U.S. Navy topographic and bathymetric elevation data extending approximately 50 km landward and seaward of the local shoreline for the Atlantic Coast and approximately 10 km landward and seaward of the local shoreline for the Gulf and Pacific coasts (Hammar-Klose and Thieler, 2001)(figs. 10 and 11). For Alaska and Hawaii, coastal slope was computed using the same methods reported in (Hammar-Klose and Thieler, 2001) but using elevation and bathymetric data within 10 km of the shoreline. Elevation data from the ETOPO 1 Global Shoreline-change rate.-For the U.S. Atlantic, Gulf, and Pacific coasts, decadal-to centennialscale shoreline-change rates were based on data compiled by May and others (1983) and Dolan and others (1988) , as presented in the Coastal Erosion Information System (CEIS) (May and others, 1982) (figs. 12 and 13). The data in CEIS are drawn from a wide variety of sources, including published reports, historical shoreline-change maps, field surveys, and aerial photo analyses. Shoreline-change rate data along the southern shore of Delaware Bay and the northern Chesapeake Bay were updated with shoreline-change rates from Dolan and Peatross (1992) because of possible gridding errors in the original (Hammar-Klose and Thieler, 2001) dataset, which included an older shoreline-change rate dataset (Dolan and others, 1988) . Updated long-term erosion rates are available from other sources (Morton and Miller, 2005; others, 2006 and 2010; Fletcher and others, 2011; Ruggiero and others, 2012) , but these datasets are not integrated with the other oceanographic and geologic variables and could not be used at this time. While updated and potentially more accurate shoreline-change data (or any of the other data types) are available, the methods used here extract correlations between all the variables in the BN, and do not actually retain the individual change-rate data. Thus, data errors will, potentially, weaken the correlation estimates that are harnessed by the BN. But, these errors would be reflected in higher levels of uncertainty, which are also predicted by the BN. The resulting predictions will be valid for any subsequent time period assuming that the BN is capturing correlations based on physical process relationships that are valid and transferable to different locations and different times.
Shoreline-change data for Alaska and Hawaii also were obtained from the same sources used for Hammar-Klose and Thieler (2001) and Dolan and others (1988) . These data sources only offered partial coverage of each state. For Alaska, data were available for the north coast region as well as the parts of the shoreline along northwestern Alaska (note non-black areas, fig. 13 ). For Hawaii, shoreline-change rates were available for portions of Kauai, Oahu, and Maui (note non-black areas, fig. 13 ).
Results
Shoreline-change rates can be predicted with the BN based on learned correlations from the input variables and prior distributions of shoreline-change rates at all locations. Hindcast predictions using input oceanographic and geomorphic data at each location are used to constrain the BN to produce a prediction in the form of an updated conditional probability of shoreline change. Negative shoreline change corresponds to erosion and positive shoreline change corresponds to accretion, with the predictions giving the expected vulnerability under current conditions. The BN can be updated with future values of the input variables, and these inputs can include input uncertainty, which, for example, is ideal for handling future sea-level rise projections. Shoreline-change rate predictions can be made even where some or all of the data are missing, as these omissions are accounted for by increases in prediction uncertainty. Our objective is to demonstrate the application and the skill of the approach applied to the existing data.
Bayesian Network Skill
To evaluate the skill of the BN in predicting shoreline change we calculated a prediction success rate. Using the updated conditional probability of shoreline change (left hand term of equation 1) based on input at each location in the dataset, the BN prediction was assigned to the most likely outcome (that is, the bin with the greatest posterior probability). The success rate was calculated as the percentage of cases where the observed shoreline-change rate corresponded to the shoreline-change rate bin with the highest predicted probability (that is, the predicted most likely shoreline-change rate). This comparison was calculated only for those cases where shoreline-change observations were present in the dataset (6,409 cases). The percentage of cases where the observation fell within a bin that was adjacent to the most likely prediction also was calculated and provides a measure of cases where the prediction was nearly correct. We computed the success rates for the overall dataset and for each coast individually (table 2). Overall, the BN predicted correctly 68 percent of the cases where shoreline-change rate observations were available. When evaluated by individual coasts, the success rates varied from 34 percent for the Gulf coast to 93 percent for the Pacific coast. For cases where adjacent bins were considered the BN success rate was 85 percent for the entire dataset, and ranged from 78 percent for the Gulf coast to 100 percent for the Hawaiian coast indicating that most predictions were within one bin of the observations. A summary of the maximum probability for each predicted outcome (table 2) quantifies prediction uncertainty, with higher probabilities indicating lower uncertainties for a prediction. The average of the most likely probabilities is highest for the Pacific coast at 92 percent and lowest for the Alaska coast with an average of 42 percent. The higher averages indicate a lower degree of prediction uncertainty. The standard deviations and ranges indicate the variability for each coast with the Gulf coast exhibiting the narrowest probability ranges. 
Mapping Predictions
The BN shoreline-change rate predictions at each location can be visualized as maps of erosion vulnerability. The results are shown in maps depicting the probability of shoreline change (figs. 14 and 15). The probabilities of shoreline-change rates less than -1 m/yr (erosion rates indicating high or very high vulnerability) are mapped (figs. 14 and 15) and the probabilities are color coded according to the IPCC likelihood terms that are used to communicate the likelihood of an outcome (IPCC, 2007b; Gutierrez and others, 2011a) .
A summary of the percent of coast where the probability of high and very high erosion rates is 67 percent or greater (corresponding to very likely on the IPCC scale, IPCC 2007a) is shown in table 3. Seven percent of all the coastlines were likely to experience high and very high erosion rates. Thirty percent of the Atlantic coast, 34 percent of the Gulf coast, 0 percent of the Pacific and Hawaii coasts, and 7 percent of the Alaskan coast were predicted to be likely to erode. Compared to the observations used to train the BN, high and very high erosion are under predicted by the BN for all regions. The disparity is largest for the Gulf and Alaska coasts. Table 3 . Percent of coast where shoreline-change rate indicating erosion (at least -1 m/yr) is likely (probability of at least 67 percent).
Coast
Percent for all cases Observed* The prediction uncertainty at each location can be displayed as well. Figures 16 and 17 show the probability of the most likely shoreline-change rate prediction at each location. When the probability of the most likely prediction reaches higher values, this indicates a more certain prediction. Lower probabilities indicate less certain predictions. Since values in our shoreline-change node were divided into five bins, total uncertainty would be indicated when the most likely prediction probabilities approached 20 percent in all five bins. The mean value of the most likely probability for all coastlines was 59 percent, individually the Atlantic coast was 59 percent, Gulf coast was 56 percent, Pacific coast was 92 percent, Hawaiian coasts were 42 percent, and the Alaskan coast was 77 percent (table 2) . 
Discussion and Summary
In this report, we expand on the work of Gutierrez and others (2011a, b) and presented oceanographic and geomorphic datasets and BN predictions of shoreline-change rate probabilities for the coastlines of the continental United States, Alaska, and Hawaii. This analysis is new because it provides probabilistic predictions where some data may be missing, such as in parts of Alaska and Hawaii, and can be updated with additional geomorphic and oceanographic data that may be obtained from new observations or models. Uncertainty in the inputs, particularly those variables associated directly with climate change (for example, sea-level rise), can be included in the predictions.
Hindcast predictive skill was tested by assessing the percentage of correctly predicted shorelinechange rates. This predictive skill test indicated that the BN performance, at 68 percent for the entire dataset, was less skillful than Gutierrez and others (2011a) reported for the entire dataset with a success rate of 77 percent. BN performance varied regionally, with the Atlantic, Pacific, and Hawaiian coasts achieving success rates of 65 percent or greater, and the Gulf and Alaskan coasts achieving lower scores of 34 and 46 percent, respectively. When predictions that fell within one bin (out of five) of the observations were counted, success rates increase to 85 percent for the entire dataset and were nearly 80 percent in all regions. The regional variations in success rate were generally related to regional variations in prediction uncertainty with the highest success rates corresponding to higher mean probabilities for each coast and vice versa. Figure 17 . Maps of Alaska A and Hawaii B showing the probability of the most likely shoreline-change rate. Color scheme defined using Brewer (2013) .
