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Abstract
The main objective of this work is to report on
the development of a multi-criteria methodology to
support the assessment and selection of an Informa-
tion System (IS) framework in a business context.
The objective is to select a technological partner
that provides the engine to be the basis for the de-
velopment of a customized application for shrinkage
reduction on the supply chains management. Fur-
thermore, the proposed methodology differs from
most of the ones previously proposed in the sense
that 1) it provides the decision makers with a set
of pre-defined criteria along with their description
and suggestions on how to measure them and 2)
it uses a continuous scale with two reference levels
and thus no normalization of the valuations is re-
quired. The methodology here proposed is has been
designed to be easy to understand and use, without
a specific support of a decision making analyst.
Key words: Group decision, multi-criteria
method, information systems.
1 Introduction
The development and use of Information Systems
(IS) has been actively pursued by organizations
for maintaining their competitive advantages in to-
day's dynamic environment. The assessment and
selection of IS applications is complex and chal-
lenging, since it often involves (a) multiple decision
makers, (b) multiple selection criteria, and (c) sub-
jective and imprecise assessments. To ensure that
the best possible IS is selected with proper justifi-
cation, it is desirable to use a structured approach
capable of comprehensively analyzing the perfor-
mance of available IS in a specific decision setting.
The group decision-making process is very dif-
ficult since it involves the presence of multiple
decision-makers each of which has his/her own per-
ception on how the problem should be addressed
and on how the decision process should be guided
[10]. Therefore, when multiple actors participate in
a decision, it is necessary to aggregate their opin-
ions, which can be made apriori, i.e., the group acts
together as a unit, or aposteriori, i.e., aggregating
the individual opinions by using some sort of prior-
ities, see e.g. [7]. A discussion and review on these
methods and their application to specific problems
can be found in [11]. In here, we propose an ag-
gregation process that although based on a group
consensus, it starts by analyzing individual pref-
erences. In our case the Decision Makers (DMs)
must agree on the evaluation given to each criteria
as well as on the weights that are to be associated
with the criteria. However, they start by perform-
ing individual evaluations. By doing so, they have
to justify to each other their opinion and thus dis-
cussion is forced.
While multi-criteria methods are well known and
many different applications have been reported, ap-
parently with exception of AHP, they are not often
used in the field of IS selection due the huge num-
ber of criteria that need to be assessed and also due
to teh existence of imperfect information, see [4].
they are not often used in the field of IS selection.
The method, however, can be used to assess the rel-
ative attractiveness of alternative ways of accom-
plishing virtually any specified ends. For instance,
in [14] an Enterprize Resource Planning (ERP) im-
plementation framework has been proposed as a
guide for small manufacturing enterprizes consid-
ering ERP implementation. This framework inte-
grates simulation and can be used to better meet
the goals of reducing implementation costs while in-
creasing desired achievement levels. Multi-criteria
studies in finance and accounting problems such as
bankruptcy prediction, mergers and acquisitions,
auditing, share repurchases can be found in [1] and
the references therein. For recent surveys on multi-
criteria applications see [2, 6].
Here, we propose a Multi-criteria Decision Aid
(MCDA) methodology, which can be characterized
as a non-linear and recursive process to select an
option among several. The methodology does not
aim at finding the best decision, but rather to guide
the Decision Maker (DM) through the process of
selecting one that best suits their goal and their
understanding of the problem. Given that a solu-
tion is characterized by many different criteria, usu-
ally there is no single solution that performs better
for all criteria. In addition, the existence of sev-
eral DMs makes it even harder, if not impossible,
to find a solution which is better for all of them.
Thus, tools aiding in the decision making process
are needed in order to force discussion, objectiv-
ity, and quantification. However, many of the tools
available to DMs are not easy to use and require
the presence of an analyst to lead the process.
The methodology we propose here is simple to
use and requires a small effort to understand and
use it. It has been tested on a real application to
single global decision regarding the selection of a
IS, as reported in Section 3. The DMs were able
to perform the final evaluation and to reach a deci-
sion by themselves, i.e. without an analyst. There-
fore, our contributions are twofold. On the one
hand, we address the IS selection problem, which
has not been addressed before. On the other hand,
our methodology differs from the previously pro-
posed ones in the sense that it uses a continuous
scale with seven semantic levels with two reference
and thus when quantified no normalization is re-
quired. Furthermore, it provides additional help to
the GDM since it provides an original set of criteria,
that can refined by GDM by removing, or modify-
ing, or adding new criteria, along with their de-
scription and suggestions on how to measure them.
The rest of the paper is organized as follows.
To begin with, in Section 2 we explain the multi-
criteria methodology proposed. Then, in Section
3 we present the background of the decision situa-
tion, i.e., a case study. Finally, in Section 4 some
conclusions are drawn and a discussion of future
work is provided.
2 MMASSITI Methodology
A group of DMs faces the problem of choosing one
alternative, over all possible others. In order to do
so, the DMs must first identify the set of criteria
to be used in the analysis of the the alternative
solutions, i.e. what will be used to measure desir-
ability or attractiveness of the alternatives. In the
methodology we propose this is done in two phases,
see Figure 1. In phase 1, the DMs determine a
set of requirements, all qualitative in nature, that
the available IS must satisfy in order to be consid-
ered as a possible decision alternative. Therefore,
at the end of phase 1, a reduced set of alternative
decisions, to be analyzed further in phase 2, have
been identified. However, if the set of alternatives
is though to be too large, further analysis may be
performed in order too reduce it. Furthermore, the
first phase is also intended to help the DMs to struc-
ture the problem, since it helps them to think about
the IS assessment and its alignment with the orga-
nization's strategies and existing resources. Then,
in phase 2 the DMs must specify the criteria to be
used to evaluate the IS alternatives, i.e. techni-
cal requirements, functionalities, reliability, costs,
customization, implementation time, etc.. These
criteria include both quantitative and qualitative
aspects. In this phase, the DMs must also define
the weights to be used to obtain a global evaluation
for each alternative through aggregation. Then, be-
fore presenting the better alternative, according to
the criteria chosen and the evaluations provided by
the DMs, robustness and sensitivity analyses are
performed.
Significant research has been produced in the
Figure 1: Structure of the proposed methodology.
multi-criteria decision area proposing several multi-
criteria methodologies and applications. Some au-
thors, such as Vincke [15], divide the methods in
American aspiration and European aspiration. Re-
garding the American aspiration ones, the most
popular and widely used are AHP - Analytic Hi-
erarchy Process [13] and MAUT/MAUVT - Multi-
ple Attribute Utility/Value Theory. The AHP de-
composes the original problem into sub-problems
that can be solved independently. Its popularity is
mainly due its software support - Expert Choice-
which uses pairwise comparisons along with a se-
mantic and ratio scale to assess the DM prefer-
ences. This hierarchical model is useful in many
situations; however, it is not easy to apply be-
cause of its axiomatic foundations. It assumes
that there must be outer and inner independence
between the different hierarchical levels and ele-
ments, which is not always easy to verify, as is
the case of IS for business context. In what con-
cerns MAUT, the most popular applications are
SMART methods - simple multi-attribute ranking
technique [8] and SMARTER (SMART Exploiting
Ranks), an extended version due to Edwards and
Barron [5]. In these cases, the different points of
view are aggregated into a unique function that
must subsequently be optimized. UTA - Utility
Additive Method is an indirect method of applying
MAUT, through PRECALC, an interactive soft-
ware [9]. Within the European methods we can find
ELECTRE - ELimination Et Choix Traduisant la
REalité (ELimination and Choice Expressing RE-
ality) [12] and PROMETHEE - Preference Rank-
ing Organization METHod for Enrichment Evalua-
tion [3]. The former comprises two main parts: the
construction, which compares each pair of actions
and the exploitation, which provides recommen-
dations based on the results previously obtained.
Many applications are reported in chapter 5 of [6].
PROMETHEE, which is also based on pairwise
comparisons (as is the case of ELECTRE) has suc-
cessfully been used in many decision making con-
texts worldwide, for a non-exhaustive list see [2].
MMASSITI is a multi-criteria methodology for
assessing and selecting information system and it
has been designed to be easy to understand and
use, without a specific support of a decision mak-
ing analyst, to offer the Group of DMs (GDM) an
effective support decision-making process, and to
act as enhancer of the specification accuracy. The
methodology intends to be simple so that the GDM
can be lead through it considering the following
steps:
Step 1: Define the consistent and coherent family
of criteria in consensus;
Step 2: Analyze and validate the description of
each criterion and define how to measure it;
Step 3: Define the requirements and requirement
levels for the reference levels "neutral" and
"better" (these requirements may be adjusted
later, when evaluating alternatives);
Step 4: Establish the relative importance weights
to be associated to each criterion;
Step 5: Find out the largest value for the seven se-
mantic levels. (S−3 : Much Worst, S
−
2 : Worst,
S−1 : Slightly Worst, S0: Neutral, S
+
1 : Slightly
Better, S+2 : Better and S
+
3 : Much Better).
Step 6: Assess each alternative on each criterion
and assign a collective value in accordance with
the range defined in step5.
Step 7: Compute the aggregated global score for
each alternative, using the additive model
Step 8: Sensitivity and robustness analyses;
2.1 Defining and evaluating crite-
rion
In our methodology, the GDM is presented with a
set of pre-defined criteria that does not address a
specific IS, but rather generally covers all the crite-
ria, taking into account the choice of any IS in an
organizational context. The intention is to present
to the GDM a "starting point". Nevertheless, it is
the GDM that defines and validates the consistent
and coherent family of criteria by restricting, or
modifying, or adding new criteria to initial family
of criteria they were presented with.
Our multi-criteria methodology uses a contin-
uous scale, rather than the usually used discrete
scale, with seven semantic levels. For each of these
levels the GDM finds a maximum numerical value
within [−100, 100], except for "Neutral" that is val-
ued as 0 (S−3: Much Worst, S−2: Worst, S−3:
Slightly Worst, S0: Neutral, S+1: Slightly Better,
S+2: Better, and S+3: Much Better). Then, an
interval of possible evaluations or each semantic
level is computed by using the following relation
Sj−1 <= Sj <= Sj+1. It should be noticed that
no scale values is required. The range of values
for each of the semantic levels remains the same
throughout the whole decision making process (re-
gardless of the criterion or of the alternative under
evaluation).
Each DM decides, individually and indepen-
dently, on which value of the semantic scale to put
each criterion for each alternative. Then, a dis-
cussion follows among the DMs in order to find a
consensus final scale (for each criterion and each
alternative). Then, for each criterion and each al-
ternative the decision makers, individually, provide
a range of values within the range previously de-
fined for the semantic scale. With these ranges a
common range is found and the DMs are provided
with it as well as with its median value. The GDM
must then find a consensus value xai for each cri-
terion on each each alternative, which may or may
not be the suggested one (the median), however it
has to fall in the common range.
2.2 Computing weights and the ag-
gregated global value
The swing weight procedure [17] is used for finding
out the weight value vi for each criterion. These
values must be obtained by a consensus amongst
the GDM. The collective relative value of each cri-
terion is defined in relation to the most important
one, which has a value of 100. Once all weights
have been found, their value is normalized using
the Weber and Borcherding formulae [16]:
wi =
vi
v
, where
∑
i
vi.
The aggregated value of each alternative x(a), is
obtained by aggregating the utility value of each
alternative on each criterion xai . In order to do so,
we use the additive model due to its simplicity and
transparency (to the GDM).
x(a) =
∑
i
wix
a
i .
2.3 Sensitivity and robustness anal-
yses
Sensitive and robustness analyses are important to
assure GDM confidence on the methodology re-
sults. In the sensitive analysis we evaluate the im-
pact of the variation of the weight of a criterion
using the full range of the scale. For this specific
work we propose to recompute the aggregated val-
ues for all alternatives considering the following 6
scenarios.
1. the weights in the second phase are all consid-
ered equal, while in the first phase their value
remains unchanged;
2. the weights have all the same value in both
phases;
3. vary the value of one criterion at a the time in
their full range;
4. vary the value of the two most important cri-
teria at the same time, while the rest remain
unchanged;
5. vary the value of the three most important cri-
teria at the same time, while the rest remain
unchanged.
Regarding the robustness analysis, each criterion
value is varied, one at the time. Several values for
the weights are considered and the range of the vari-
ation is bounded, since the criteria relative order
cannot be affected.
3 Case Study
The methodology was tested on a retail software
company. The company wishes to select a tech-
nological partner to supply an engine that will be
used as a basis for the development of a customized
application for shrinkage reduction on the supply
chains management.
In a first stage, meetings were held in order to in-
troduce and explain the methodology to the project
management team, which was composed of the:
Shrinkage reduction business expert; OnLine An-
alytical Processing IT expert; Data warehousing
expert; Decision Support systems expert; Product
manager.
To perform the first phase of the methodology,
business and technical requirements were specified
and readjusted by the GDM, based on the sug-
gested family of criteria, see Table 1. The family of
criteria proposed to the GDM was reached by per-
forming theoretical search, based on the literature,
and empirical work, questionnaires have been sent
to 300 companies and interviews have been con-
ducted with 14 companies. Several meetings were
held before a finally set of criteria has been agreed
upon.
Having defined the requirements that the avail-
able IS must satisfy to be an alternative, a mar-
ket search was conducted. Five alternative IS were
found to be of interest and thus their merits are to
be analyzed. The alternatives in analysis will be
referred to in this paper as A, B, C, D and E.
Using the same methodology of phase 1, in phase
2 we have reached the criteria given in Table 2.
These are the criteria on which each alternative IS
is going to be evaluated.
The next stage, involved setting up the relative
importance ranking (weight) assigned to each crite-
rion according to the swing weight procedure [17].
Once this was achieved, the normalized criterion
weights were computed, as in Section 2.2. Next, it
follows the evaluation of each alternative on each
criterion. In order to do so, and as explained be-
fore in Section 2.1 a fixed scale with seven levels
was used, two of which are reference values.
The company though that a full evaluation of
the 5 alternatives would be a very costly process.
Therefore, an evaluation using the criteria of phase
1 was performed in order to find out the which
were the best alternative, that should be chosen
for further evaluation. The weighted additive ag-
gregation, see Table 3, shows that the alternatives
A and B both scored 48.22, while the remaining
alternatives all have similar scores and scored a lit-
tle less than alternatives A and B. (C scored 44.55,
D scored 44.02, and E scored 42.36), all with very
similar scores.
The methodological procedure in phase 2 is sim-
ilar to that of phase 1, but now considering phase
2 criteria, as given in Table 2. In addition, the
global score of phase 1 is used in phase 2, since the
global aggregated value of each alternative on the
A1 criterion automatically goes to phase 2. As al-
ready said, the GDMs have decided that only the
two best alternatives are to be analyzed in phase
2. The consensus evaluation obtained is given in
Table 4.
As it can be seen in Table 4, alternative A has the
best score, with a aggregated global value of 49.45,
while alternative by B has a aggregated global value
of 47.15. These values are quite similar, which was
not a surprise since the alternatives have similar
functionalities. Nevertheless, sensitivity and ro-
bustness analyses were carried out with several sets
of scenarios, as explained in Section 2.3, and the or-
der has always remained the same.
It should be noticed that, the results are only
valid for this analysis scope, this company and this
GDMs.
4 Conclusions
The methodology here proposed had as a main ob-
jective to be able to be used by decision makers
without the presence of experts in multi-criteria de-
cision methodologies. This was achieved since the
project management team was able to apply the
methodology themselves after meetings were held
in order to introduce and explain them the method-
ology.
Another important issue, in what concerns prac-
tical utilization, is the pre-defined set of criteria
that the GDM are provided with. This set of
criteria was proposed after performing theoreti-
cal search, based on the literature, and empirical
work, based on questionnaires and interviews. A
description of the criteria and guidelines on how
to quantify them are also provided. In addition,
the proposed methodology has the advantage of not
A.1 Needs of the organization Results
A1.1 Entrance cost Aggregated expected value
A1.2 Business added value Set of alternatives
A1.3 Support/fit company strategies
A1.4 Platform development
A1.5 Requirements fit
Table 1: Criteria used in phase 1, resulting from the company business and strategic plan.
requiring normalization, regarding criteria evalua-
tion, since it uses a continuous scale with two ref-
erence levels.
The sensitivity and robustness analyses have
shown the methodology to be reliable since the rec-
ommendations have remained the same under sev-
eral different scenarios.
Furthermore, we address the IS selection prob-
lem, which has not been addressed before (except
for the ERP particular case). A case study has
been reported.
Currently we are working on the implementation
of the methodology through a decision support sys-
tem. This will make the methodology even easier
to use since all data will be introduced through an
user-friendly graphical interface.
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