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by Iwo Biborski
Abstract. In this paper we provide an example of diffeomorphisms be-
tween bounded Cartan domains of families I and II, and their realizations.
Each bounded Cartan domain has a special diffeomorphic realization, which
is a quotient space of a classical group and its maximal compact subgroup.
It is well known that do exist such diffeomorphisms, but it is difficult to
find an example of them in papers covering this topic.
To construct a diffeomorphism we use the Cayley transformation, which
composed with some canonical maps gives us desired functions. It is inter-
esting that this construction does not depend on the dimension of a domain
and is the same for both families.
1. Basic definitions. In this section we provide the definition of Cartan
domains from the families I and II and their quotient realizations. We also
introduce some basic notions and facts.
We denote the identity matrix of the dimension n by In. Whenever the
dimension is clearly seen from the context, we use I for the identity matrix.
We denote the transpose of a matrix A by AT and the hermitian transpose by
A∗. We write A > 0 when all eigenvalues of A are positive and A ≥ 0 if all
eigenvalues are equal to or larger than 0. We recall that for a square hermitian
matrix A ∈ Gln(C), A > 0 if and only if xAx∗ > 0 for any x ∈ Cn. Let us
denote two block matrices:
Jp,q :=
[ −Ip 0
0 Iq
]
and K :=
[
0 −In
In 0
]
.
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We write I for the family of sets
Ip,q := {Z ∈M(p, q,C) : I − Z∗Z > 0}, p, q ∈ N,
and II for the family of sets
IIn := {Z ∈M(n, n,C) : ZT = Z, I − Z∗Z > 0}, n ∈ N.
I and II are the families of Cartan bounded symmetric domains. The domain
Ip,q ∈ I is diffeomorphic to the space U(p, q)/U(p)×U(q) and, similarly, IIn ∈
II is diffeomorphic to the quotient space Sp(n) ∩U(n, n)/U(n), where:
U(n) := {A ∈M(n, n,C) : AA∗ = In},
U(p, q) := {A ∈M(p+ q, p+ q,C) : AJp,qA∗ = Jp,q},
Sp(n) := {A ∈M(2n, 2n,C) : ATKA = K}.
Our objective is to give some examples of diffeomorphisms between this spaces.
We define the following sets of matrices:
V(p, q) := {A ∈ U(p, q) : A = A∗, A > 0}
IXp,q := {X ∈M(p+ q, p+ q,C) : X =
[
0 Z
Z∗ 0
]
, Z ∈ Ip,q}.
It is very important that V(p, q) is a smooth submanifold of U(p, q), and
IXp,q is a smooth manifold. For Z ∈ Ip,q, p, q ∈ N, put:
XZ =
[
0 Z
Z∗ 0
]
.
The map l : I(p, q) 7→ IXp,q, l(Z) = XZ , is a restriction of an R-linear map and
it is a bijection, thus a diffeomorphism.
Our construction of a diffeomorphism from Ip,q to U(p, q)/U(p) × U(q) is
based on the Cayley transformation, which is a map X 7→ (In−X)−1(In+X),
where X ∈M(n, n,C) and det(In −X) 6= 0. The superposition of the Cayley
transformation with some canonical maps will give desired diffeomorphisms.
2. Cayley transformation on Ip,q. Consider the Cayley transformation
on IXp,q:
ϕ : IXp,q 3 XZ 7−→ (I −XZ)−1(I +XZ) ∈ V(p, q).
We shall in several steps prove that this transformation is a well defined func-
tion and a bijection onto V(p, q). Then ϕ ◦ l is a bijection Ip,q onto V(p, q). To
show that ϕ is a well defined function, we must prove that (I −XZ)−1 exists
for each Z ∈ Ip,q. For this purpose we need the following
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Proposition 2.1. IXp,q is equal to the set of matrices which satisfy the
following conditions:
X∗ = X,(1)
Jp,qXJp,q = −X,(2)
I −X > 0,(3)
where X ∈M(p+ q, p+ q,C).
Proof. Let X =
[
0 Z
Z∗ 0
]
∈ IXp,q with some Z ∈ Ip,q. Since X is a
Hermitian matrix, we get (1). Now we check condition (2):
Jp,qXJp,q =
[ −Ip 0
0 Iq
] [
0 Z
Z∗ 0
] [ −Ip 0
0 Iq
]
=
[
0 −Z
Z∗ 0
] [ −Ip 0
0 Iq
]
=
[
0 −Z
−Z∗ 0
]
= −X.
Next we show that I −X > 0 and I +X > 0 if and only if I − Z∗Z > 0.
Consider a block matrix:
A :=
[
A11 A12
A21 A22
]
,
where A11 and A22 are square invertible matrices. Then we can compute the
determinant of A:
detA = detA11 det(A22 −A21A−111 A12) = detA22 det(A11 −A12A−122 A21).(∗)
Hence:
det
[
A11 A12
A21 A22
]
= det
[
A11 −A12
−A21 A22
]
.(†)
We use (†) and Sylvester’s theorem to prove (3) for X. We need the following
Lemma 2.2. Let Z ∈ Ip,q and
X =
[
0 Z
Z∗ 0
]
.
Then
I −X > 0 ⇐⇒ I +X > 0 ⇐⇒ Iq − Z∗Z > 0 ⇐⇒ Ip − ZZ∗ > 0.
Proof of Lemma 2.2. From the definition of X, there follows
I −X =
[
Ip −Z
−Z∗ Iq
]
, I +X =
[
Ip Z
Z∗ Iq
]
.
First, we prove that Iq −Z∗Z > 0⇐⇒ I −X > 0. The first p principal minors
of I −X are equal to 1. If we take the principal minor of order r > p, we see
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that it is equal to the principal minor of order (r− p) of the matrix Iq −Z∗Z.
It is thus a determinant of
X̂ =
[
Ip Ẑ
Ẑ∗ Ir−p
]
,
where Ẑ is a part of the matrix Z built from the first r− p columns. From (∗)
we obtain the equality:
det X̂ = det(Ir−p − Ẑ∗Ẑ),
which is equal to the (r − p)-th principal minor of matrix Iq − Z∗Z. Since
Iq −Z∗Z > 0, each (r− p)-th minor of I −X is positive, and thus I −X > 0.
From † we get I −X > 0⇐⇒ I +X > 0.
It remains to prove that Iq − Z∗Z > 0⇐⇒ Ip − ZZ∗Z. Notice that
Z(Iq − Z∗Z)Z∗ = ZZ∗ − ZZ∗ZZ∗ = (Ip − ZZ∗)ZZ∗ > 0.
Let W ∈ Cp. Since Iq − Z∗Z > 0, then
W ∗Z(Iq − Z∗Z)Z∗W = Y ∗(Iq − Z∗Z)Y > 0,
where Y = Z∗W ∈ Cq. It is clear that Y (Iq − Z∗Z)Y ∗ = 0 if and only if
Y = Z∗W = 0. Now take U ∈ U(p), which reduces ZZ∗ to diagonal form.
Let λ be an eigenvalue of ZZ∗. Of course λ > 0. The matrix U also reduces,
to the diagonal form, the matrix ZZ∗ − ZZ∗ZZ∗, which has the eigenvalue
λ(1− λ) > 0. If λ > 0, then 1− λ > 0. Suppose that λ = 1. Then there exist
a vector W ∈ Cp \ {0} such that ZZ∗W = W . Then Z(Iq − Z∗Z)Z∗W = 0,
W ∗Z(Iq − Z∗Z)Z∗W = 0. Therefore, Z∗W = 0, ZZ∗W = 0 and thus W = 0,
which is a contradiction. Consequently, λ 6= 0 and 1 > λ ≥ 0, and thus
Ip − ZZ∗ > 0. In a similar fashion, we obtain the converse implication.
Lemma 2.2 gives (3) for X ∈ IXp,q.
Now consider a matrix Y satisfying (1), (2) and (3). We want to prove
that Y ∈ IXp,q. We can describe Y in a block form:
Y =
[
A B
C D
]
.
Because of (1), Y = Y ∗, and thus we get A = A∗, C = B∗ i D = D∗, and
Y =
[
A B
B∗ D
]
.
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From (2) we get:
Jp,qY Jp,q =
[ −Ip 0
0 Iq
] [
A B
B∗ D
] [ −Ip 0
0 Iq
]
=
[ −A −B
B∗ C
] [ −Ip 0
0 Iq
]
=
[
A −B
−B∗ C
]
=
[ −A −B
−B∗ −C
]
.
From the last equality, A = 0 and D = 0. Thus Y is of the form
Y =
[
0 B
B∗ 0
]
.
From (3) and Lemma 2.2, we obtain Iq − B∗B > 0, whence Y ∈ IXp,q. This
completes the proof of Proposition 2.1.
Condition (3) shows that the map ϕ is well defined, because, for each
XZ ∈ IXp,q, I −XZ > 0 implies that the inverse matrix (I −XZ)−1 exists. We
also use it to prove the proposition below, which will play an important role
in our construction of diffeomorphisms.
Proposition 2.3. The map ϕ is a bijection of IXp,q onto V(p, q).
Proof. It is easy to check that matrices (I−XZ)−1 and I+XZ commute.
Hence:
(ϕ(XZ))∗ = (I +XZ)∗((I −XZ)−1)∗ = (I +X∗Z)(I −X∗Z)−1.
Since XZ is Hermitian, (I −XZ)−1 and (I +XZ) commute, we get
(ϕ(XZ))∗ = (I +XZ)(I −XZ)−1 = (I −XZ)−1(I +XZ) = ϕ(XZ),
and thus ϕ(XZ) is Hermitian. To show that ϕ is injective, we again use the
commutativity of (I −X)−1 and (I +X). Let X,Y ∈ IXp,q. We get
(I −X)−1(I +X) = (I + Y )(I − Y )−1
⇐⇒ (I +X)(I − Y ) = (I −X)(I + Y )
⇐⇒ I − Y +X −XY = I + Y −X −XY
⇐⇒ 2X = 2Y ⇐⇒ X = Y.
Therefore, ϕ is injective. We shall prove that ϕ(XZ) ∈ U(p, q). We must show
that
ϕ(XZ)Jp,q(ϕ(XZ))∗ = Jp,q,
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for each XZ ∈ IXp,q. Since ϕ(XZ) is Hermitian, we get
ϕ(XZ)Jp,qϕ(XZ) = Jp,q
⇐⇒ (I −XZ)−1(I +XZ)Jp,q(I +XZ)(I −XZ)−1 = Jp,q
⇐⇒ (I +XZ)Jp,q(I +XZ) = (I −XZ)Jp,q(I −XZ)
⇐⇒ (Jp,q +XZJp,q)(I +XZ) = (Jp,q −XZJp,q)(I −XZ)
⇐⇒ 2Jp,qXZ = −2XZJp,q
⇐⇒ Jp,qXZ = −XZJp,q.
The last equality is true because XZ satisfies condition (1) from Proposition
2.1. Obviously,
Jp,qXZ =
[ −Ip 0
0 Iq
] [
0 Z
Z∗ 0
]
=
[
0 −Z
Z∗ 0
]
.
and
−XZJp,q =
[
0 −Z
−Z∗ 0
] [ −Ip 0
0 Iq
]
=
[
0 −Z
Z∗ 0
]
.
Then ϕ(XZ) ∈ U(p, q) and ϕ(XZ) is Hermitian. It remains to show that
ϕ(XZ) > 0.
Let λi ∈ R \ {−1, 1} be eigenvalue of some matrix B, i = 1, . . . , n. Then
the matrices I −B and I +B have an eigenvalues 1− λi, 1 + λi of index equal
to the index of λ. If (I−B)−1 and (I+B)−1 exist, then they have eigenvalues
1
1−λi and
1
1+λi
of the same index as λi. Moreover, (I − B)−1(I + B) has an
eigenvalue 1−λi1+λi with an index equal to that of λi.
Take Z ∈ Ip,q and XZ ∈ IXp,q. If U∗XZU is diagonal, where U ∈ U(p+ q),
then ϕ(XZ) = U∗(I − X)−1(I + X)U is diagonal too. The eigenvalues of
ϕ(XZ) are of the form 1+λ1−λ , where λ is an eigenvalue of XZ . We know that
I − XZ and I + XZ are positive, thus λ ∈ (−1, 1). Hence g(λ) = 1+λ1−λ maps
the eigenvalues of XZ to the eigenvalues of ϕ(XZ). It is easy to check, that
g((−1, 1)) = (0,∞), and thus all eigenvalues of ϕ(XZ) are positive, hence
ϕ(XZ) > 0 and ϕ(XZ) ∈ V(p, q).
We have proved that ϕ is an injection from Ip,q to V(p, q). Now we show,
that for each A ∈ V(p, q) there exists exactly one XZ ∈ IXp,q (with Z ∈ Ip,q)
for which ϕ−1(A) = XZ . Obviously, ϕ−1(A) = (A− I)(A+ I)−1. We have to
check if ϕ−1(A) ∈ IXp,q. The function g(λ) = 1+λ1−λ is a bijection of (−1, 1) onto
(0,+∞), so, for A ∈ V(p, q), I − ϕ−1(A) is a positive matrix. To show that
ϕ−1(A) is equal to
XZ =
[
0 Z
Z∗ 0
]
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for some Z ∈ Ip,q, we shall prove the condition Jp,qϕ−1(A)Jp,q = −ϕ−1(A) is
satisfied. We have the following sequence of equivalences:
Jp,q(A− I)(A+ I)−1Jp,q = −(A− I)(A+ I)−1
⇐⇒ Jp,q(A− I)(A+ I)−1Jp,q = −(A+ I)−1(A− I)
⇐⇒ Jp,q(A− I)(A+ I)−1 = −(A+ I)−1(A− I)Jp,q
⇐⇒ (A+ I)Jp,q(A− I) = −(A− I)Jp,q(A+ I)
⇐⇒ (AJp,q + Jp,q)(A− I) = (−AJp,q + Jp,q)(A+ I)
⇐⇒ AJp,qA−AJp,q + Jp,qA− Jp,q = −AJp,qA+ Jp,qA−AJp,q + Jp,q
⇐⇒ AJp,qA− Jp,q = −AJp,qA+ Jp,q
⇐⇒ 2AJp,qA = 2Jp,q
⇐⇒ AJp,qA = Jp,q.
We have showed that Jp,qϕ−1(A)Jp,q = −ϕ−1(A), hence ϕ−1(A) satisfies (1),
(2) and (3) from Proposition 2.1, and finally ϕ−1(A) ∈ IXp,q. Thus we have a
bijection ϕ ◦ l : Ip,q → V(p, q). This ends the proof.
We have proved that ϕ ◦ l is a bijection from Ip,q onto V(p, q). In the next
section we shall show that also ϕ ◦ l composed with the canonical projection
from U(p, q) onto U(p, q)/U(p)×U(q) is a bijection.
3. Characterisation of classes in U(p, q)/U(p)×U(q). In this section
we shall show how to represent the classes in the quotient space U(p, q)/U(p)×
U(q) by the elements of V(p, q).
Let [B] ∈ U(p, q)/U(p) × U(q). Our objective is to prove that there is a
unique matrix A ∈ [B] such that A ∈ V(p, q). We start with the following
Proposition 3.1. A matrix U ∈ U(p, q) ∩ U(p + q) if and only if it is of
the form:
U =
[
A 0
0 D
]
, A ∈ U(p), D ∈ U(q).
Proof. Suppose first that U ∈ U(p, q) ∩U(p+ q). Write U in the form
U =
[
A B
C D
]
.
Clearly,[
A∗ C∗
B∗ D∗
] [ −Ip 0
0 Iq
] [
A B
C D
]
=
[ −A∗A+ C∗C −A∗B + C∗D
−B∗A+D∗C −B∗B +D∗D
]
,[
A∗ C∗
B∗ D∗
] [
A B
C D
]
=
[
A∗A+ C∗C A∗B + C∗D
B∗A+D∗C B∗B +D∗D
]
.
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Since U ∈ U(p, q) ∩U(p+ q), we get[ −A∗A+ C∗C −A∗B + C∗D
−B∗A+D∗C −B∗B +D∗D
]
=
[ −Ip 0
0 Iq
]
,[
A∗A+ C∗C A∗B + C∗D
B∗A+D∗C B∗B +D∗D
]
=
[
Ip 0
0 Iq
]
,
and thus
−A∗A+ C∗C = −Ip,(1)
A∗A+ C∗C = Ip,(2)
−B∗B +D∗D = −Iq,(3)
B∗B +D∗D = Iq.(4)
The Equality (1) added to (2) and divided by 2 gives C∗C = 0, thus, from (1)
there follows A∗A = Ip. In the same way we get B = 0 and D∗D = Iq from
(3) and (4). Finally, we get
U =
[
A 0
0 D
]
, with A ∈ U(p), D ∈ U(q).
Conversely, consider a matrix
U =
[
A 0
0 D
]
,
where A and D are unitary matrices. Then
U∗Jp,qU =
[ −A∗ 0
0 D∗
] [
A 0
0 D
]
=
[ −Ip 0
0 Iq
]
,
and thus U∗Jp,qU = Jp,q. This completes the proof.
By Proposition 3.1, U(p)×U(q) is isomorphic to the subgroup of the uni-
tary matrices in U(p, q), and thus the quotient space U(p, q)/U(p) × U(q) is
a quotient U(p, q) by the subgroup of all unitary matrices in U(p, q). We use
this fact to prove the crucial
Lemma 3.2. Let [A], [B] ∈ U(p, q)/U(p)×U(q). Than the following equiv-
alence holds true:
[A] = [B]⇐⇒ A∗A = B∗B.
Proof. Let A,B ∈ U(p, q). By Proposition 3.1 we get:
[A] = [B]⇐⇒ AB−1 ∈ U(p)×U(q);⇐⇒ AB−1(AB−1)∗ = I
⇐⇒ AB−1(B−1)∗A∗ = I ⇐⇒ B−1(B−1)∗ = A−1(A−1)∗
⇐⇒ B∗B = A∗A.
This ends the proof.
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Let us recall that for each positive Hermitian matrix X ∈ Glp+q(C), the
equation X = Y 2 has exactly one solution in the set of the positive Hermitian
matrices and we denote the solution by Y =
√
X. We have the following
Theorem 3.3. Let [B] ∈ U(p, q)/U(p) × U(q), and A ∈ Glp+q(C) be a
positive Hermitian matrix such that B∗B = A2. Then A ∈ V(p, q), A ∈ [B]
and A is the unique positive hermitian matrix in [B].
Proof. Since BB∗ ∈ U(p, q), we get A2 ∈ U(p, q), and thus A2 ∈ V(p, q).
Obviously, A =
√
B∗B. From the definition of U(p, q) we get
C ∈ U(p, q)⇐⇒ CJp,qC = Jp,q ⇐⇒ Jp,qCJp,q = C−1,
for any Hermitian matrix C ∈ Glp+q(C). We shall show that Jp,qAJp,q = A−1.
The matrix Jp,q is a unitary matrix such that J2p,q = Ip+q. Hence we get
Jp,qA
2Jp,q = A−2 ⇐⇒ (Jp,qAJp,q)(Jp,qAJp,q) = A−2.
Clearly, Jp,qAJp,q, Jp,qA2Jp,q and A−1 are positive Hermitian matrices. There-
fore, both Jp,qAJp,q and A−1 are the positive Hermitian solutions of the equa-
tion (A−1)2 = B∗B. Thus Jp,qAJp,q = A−1 and A ∈ U(p, q). Hence A ∈
V(p, q).
Now we shall show that A ∈ [B]. From Lemma 3.2, we get the equivalence
A ∈ [B]⇐⇒ A∗A = B∗B. We have assumed that A = A∗, therefore,
A∗A = A2 = B∗B.
Hence A ∈ [B]. Suppose that C ∈ [B] is a Hermitian matrix. Then C2 = B∗B,
whence C =
√
B∗B = A. This completes the proof.
By Proposition 2.3 and Theorem 3.3, we immediately get the following
Theorem 3.4. Let pi : U(p, q) −→ U(p, q)/U(p) × U(q) be the canonical
projection. Then pi|V (p,q) is a bijection of V(p, q) onto U(p, q)/U(p)×U(q) and
pi ◦ ϕ ◦ l is a bijection of Ip,q onto U(p, q)/U(p)×U(q).
In the next section, we shall prove that the bijection pi ◦ ϕ ◦ l is a diffeo-
morphism.
4. Differentiability of pi ◦ ϕ ◦ l. In this section we are concerned with
a differentiable structure on U(p, q)/U(p) × U(q) and the differentiability of
pi ◦ϕ ◦ l. Let us recall some facts from [1] about the differentiable structure of
a quotient space.
Definition 4.1. Let X and Y be topological spaces. We say that a con-
tinuous map f : X → Y is proper if f is closed and for each y ∈ Y , f−1(y) is
compact in X.
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Let G be a topological group, X a topological space and r : G ×X → X
the action of G on X, such that r(g, x) = gx.
Definition 4.2. The action r is proper if the map θ : G×X → X ×X is
proper, where θ(g, x) = (gx, x).
Definition 4.3. We say that the action r is free if gx 6= hx for each x ∈ X
and g, h ∈ G, g 6= h.
We have the following characterisation of the differentiable structure in the
quotient space:
Theorem 4.4. Let G be a smooth Lie group and M be a smooth manifold.
Assume that an action of G on M is differentiable, free and proper. Then
the set M/G carries a unique differentiable structure such that the projection
pi : M −→M/G is a submersion.
It is well known that U(p, q) is a Lie group. It is easy to check that the
action of the subgroup U(p) × U(q) on U(p, q) is proper and free. Therefore,
U(p, q)/U(p)×U(q) is a differentiable manifold such that the map
pi : U(p, q) 3 A→ [A] ∈ U(p, q)/U(p)×U(q)
is a submersion. It is natural to ask about the differentiability of the bijection
obtained in Section 3. The main result is
Theorem 4.5. The map pi ◦ ϕ ◦ l : Ip,q −→ U(p, q)/U(p) × U(q) is a
diffeomorphism of Ip,q onto U(p, q)/U(p)×U(q).
Proof. Of course, l is a diffeomorphism, because it is a bijective linear
map. The Cayley transformation is a holomorphic map on the open set Ω =
{X : det(I −X) 6= 0}. Therefore, ϕ ◦ l is a diffeomorphism. From 4.4 we know
that pi is a submersion, and thus pi|V(p,q) is a smooth map. We shall prove that
pi|V(p,q) is a diffeomorphism.
Let ψ : U(p, q) 3 A 7→ √A∗A ∈ V(p, q). It follows from Theorem 3.3 that
the following diagram commutes:
U(p, q)
ψ //
pi
((QQ
QQQ
QQQ
QQQ
QQ
V(p, q)
pi|V(p,q)

U(p, q)/U(p)×U(q)
By Theorem 4.4, pi is a submersion. We shall show that ψ is differentiable.
Of course, A 7→ A∗A is smooth. We have to prove that taking a square root
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of matrix from V(p, q) is differentiable too. We know that V(p, q) is a real
smooth submanifold of Glp+q(C). Now consider the map
f : Glp+q(C) 3 A 7→ A2 ∈ Glp+q(C),
which is differentiable. We shall show that the differential of f , at each point
A ∈ V(p, q), is an isomorphism. Take X ∈ M(p + q, p + q,C) such that
f ′(A)X = XA + AX = 0. Then XAX∗ + AXX∗ = 0, and thus tr(XAX∗ +
AXX∗) = 0. The trace is linear and tr(XY ) = tr(Y X) for X,Y ∈ M(p +
q, p+ q,C), hence 2tr(XAX∗) = 0. Denote by x1, . . . , xp+q the columns of X.
We get:
tr(XAX∗) = x1Ax∗1 + · · ·+ xp+qAx∗p+q = 0.
The matrix A is Hermitian and positive, thus xi is equal to the vector 0 for
all i = 1 . . . p + q. We have thus proved that the map f has isomorphic
differential at each A ∈ V(p, q) and, therefore, f |V(p,q) : V(p, q) −→ V(p, q) is a
diffeomorphism. Obviously, (f |V(p,q))−1(A) =
√
A, and thus ψ is differentiable.
Consequently, the map
m : U(p, q) 3 X −→ (
√
X∗X,X(
√
X∗X)−1) ∈ V(p, q)× (U(p)×U(q))
is differentiable. The map m is also a bijection with the inverse
m−1 : V (p, q)× (U(p)×U(q)) 3 (A,B) −→ BA ∈ U(p, q).
Of course, also m−1 is differentiable, whence m is a diffeomorphism. There-
fore, we can treat U(p, q) as the product V(p, q) × (U(p) × U(q)). Obviously,
V(p, q) × (U(p) × U(q))/U(p) × U(q) is diffeomorphic to V(p, q). The mani-
fold V(p, q) is also diffeomorphic to U(p, q)/U(p)×U(q), because m commutes
with the action of the subgroup U(p) × U(q). In particular, dim V(p, q) =
dim U(p, q)/U(p) × U(q). Therefore, pi|V(p,q) is a submersion and thus a dif-
feomorphism. Consequently pi ◦ ϕ ◦ l is a diffeomorphism. This completes the
proof.
We conclude this paper with the observation that the construction of the
diffeomorphism pi ◦ ϕ ◦ l can be used to provide a similar diffeomorphism for
sets from family II. Indeed, each domain IIn is contained in In,n, so the
restriction ϕ|IIn is also a diffeomorphism. It is easy to check that the Cayley
transformation is a bijection from IIn onto the subset of positive Hermitian
matrices in the space Sp(n)∩U(n, n), and that U(n) is the subgroup of unitary
matrices in Sp(n) ∩U(n, n). We can achieve this similarly as for Ip,q.
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