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ALMOST ISOTROPIC KA¨HLER MANIFOLDS.
BENJAMIN SCHMIDT, KRISHNAN SHANKAR, AND RALF SPATZIER
ABSTRACT. Let M be a complete Riemannian manifold and suppose p ∈ M . For each unit
vector v ∈ TpM , the Jacobi operator, Jv : v
⊥ → v⊥ is the symmetric endomorphism, Jv(w) =
R(w, v)v. Then p is an isotropic point if there exists a constant κp ∈ R such that Jv = κp Idv⊥
for each unit vector v ∈ TpM . If all points are isotropic, then M is said to be isotropic; it is a
classical result of Schur that isotropic manifolds of dimension at least 3 have constant sectional
curvatures.
In this paper we consider almost isotropic manifolds, i.e. manifolds having the property that
for each p ∈ M , there exists a constant κp ∈ R, such that the Jacobi operators Jv satisfy
rank(Jv − κp Idv⊥ ) ≤ 1 for each unit vector v ∈ TpM . Our main theorem classifies the almost
isotropic simply connected Ka¨hler manifolds, proving that those of dimension d = 2n > 4
are either isometric to complex projective space or complex hyperbolic space or are totally
geodesically foliated by leaves isometric to Cn−1.
1. INTRODUCTION
Let M be a Riemannian manifold with tangent bundle TM and Levi-Civita connection
∇. Defining the curvature tensor R : TM3 → TM by R(X,Y )Z = [∇X ,∇Y ]Z − ∇[X,Y ]Z
for sections X,Y,Z ∈ Γ(TM), the Jacobi operator of a unit vector v ∈ TpM is the symmetric
endomorphism Jv : v⊥ → v⊥ defined by Jv(w) = R(w, v)v.
The eigenvalues of the Jacobi operator Jv determine the sectional curvatures of two di-
mensional subspaces of TpM containing the vector v. As sectional curvatures determine the
curvature tensor, one may hope to classify manifolds with highly restricted Jacobi operators,
especially as one removes the dependence of the spectra of Jv on v ∈ TM .
For instance, a point p ∈ M is an isotropic point if all two dimensional subspaces of TpM
have equal sectional curvatures. Equivalently, p ∈ M is isotropic if there exists κp ∈ R such
that Jv = κp Idv⊥ for each unit vector v ∈ TpM . A Riemannian manifold is isotropic when
each of its points is isotropic. Schur proved that connected isotropic manifolds of dimension
at least three have constant sectional curvatures [Schur].
Osserman’s Conjecture provides another framework for studying Riemannian manifolds
with restricted Jacobi operators. A Riemannian manifold is Osserman if the eigenvalues of
the Jacobi operators Jv are independent of the unit vector v ∈ TM . Riemannian manifolds
in which the local isometries act transitively on unit tangent vectors are obviously Osser-
mann. These spaces, consisting of the rank one locally symmetric spaces and flat spaces, are
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conjecturally the only Ossermann manifolds [Os90]. This conjecture is known to hold except
possibly in dimension sixteen [Ch88, Gi95, GSV95, Ni04, Ni05, Ni06].
In this paper, we consider manifolds in which Jacobi operatorsJv may have, a priori, spec-
tra varying with the vector v, but share an eigenvalue of large multiplicity. TheoremA below
is a Ka¨hler analogue of Schur’s theorem. The complete, connected, and simply connected
Ka¨hler manifolds of constant holomorphic sectional curvatures consist of the manifolds Cn,
CH
n, and CPn equipped with Riemannian symmetric metrics [Haw53, Ig54]. While only
points in Cn are isotropic, points in all of these spaces are almost isotropic as now defined.
Definition. A point p ∈ M is almost isotropic if there exists κp ∈ R such that rank(Jv −
κp Idv⊥) ≤ 1 for each unit vector v ∈ TpM . A Riemannian manifold is almost isotropic if each
of its points is almost isotropic.
The constant κp associated to an almost isotropic point is unique. This is obvious in di-
mension other than three. In dimension three, a point cannot have distinct isotropic con-
stants κ1 6= κ2 since otherwise the assignment v 7→ ker(Jv − κ1 Idv⊥) defines a continuous
nonvanishing line field on the two dimensional unit sphere. We now write κ for κp and
emphasize the point only when there might be some ambiguity.
Note that if Σ is any Riemannian surface, then each point in the Riemannian product
M = Σ×Rn is an almost isotropic point with constant 0. The isotropic points inM are those
that project to flat points in Σ.
THEOREM A. LetM be a complete, connected and simply connected, almost isotropic Ka¨hler mani-
fold of real dimension d = 2n > 4. Then κ :M → R is constant. Moreover,
(1) if κ > 0, then M is isometric to a metric of constant holomorphic sectional curvature 4κ on
the n-dimensional complex projective space CPn;
(2) if κ < 0, then M is isometric to a metric of constant holomorphic sectional curvature 4κ on
the n-dimensional complex hyperbolic space CHn;
(3) if κ = 0, then the set of nonisotropic points O ⊂ M admits a (d − 2)-dimensional parallel
tangent distribution that is tangent to a foliation by complete and totally geodesic leaves
isometric to Cn−1.
In case (3), each point p ∈ O admits a neighborhood that is isometric to a metric product
ofCn−1 with a Riemannian surface. This local product structure extends to a global product
structurewhen themetric is real analytic [AB73, Theorem 8]. The authors are unsurewhether
there is a global product structure in the smooth category (compare with [Liu14, Corollary
2] and [Zh02, Section 4]).
It is worth noting that Theorem A does not hold in the purely Riemannian setting. In
dimension three, Riemannian manifolds that pointwise have constant vector curvature are
almost isotropic; there exist infinite dimensional moduli spaces of such manifolds [SW15,
SW17]. Almost Hermitian manifolds with pointwise constant antiholomorphic sectional cur-
vatures are also almost isotropic; there exist nontrivial examples of such manifolds [AGI97,
Sa04].
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The main work in proving Theorem A is to first classify the possible curvature tensors at
a point in an almost isotropic Ka¨hler manifold. To describe this classification, let (V, 〈·, ·〉)
denote a real inner product space. An algebraic curvature tensor on V is a tensor R : V 3 → V ,
(x, y, z) 7→ R(x, y)z, that satisfies the curvature symmetries:
〈R(x, y)z, w〉 = −〈R(y, x)z, w〉 = 〈R(z, w)x, y〉
R(x, y)z +R(y, z)x+R(z, x)y = 0.
Given a skew symmetric endomorphism A : V → V , define tensors R1 : V 3 → V and
RA : V
3 → V by
R1(x, y)z = 〈y, z〉x− 〈x, z〉y
RA(x, y)z = 2〈x,Ay〉Az + 〈x,Az〉Ay − 〈y,Az〉Ax.
It is straightforward to verify that R1 and RA are algebraic curvature tensors.
A complex model consists of an even dimensional real inner product space (V, 〈·, ·〉) and an
orthogonal almost complex structure J : V → V . A holomorphic plane is a two dimensional J-
invariant subspace of V . An algebraic curvature tensor R has constant holomorphic curvatures
when all holomorphic planes have equal sectional curvature. An algebraic curvature tensor
R on a complex model is Ka¨hler if it satisfies the following additional Ka¨hler symmetry:
R(x, y)z = R(Jx, Jy)z.
It may be verified that the algebraic curvature tensor R = κ(R1 + RJ) is Ka¨hler, almost
isotropic with associated constant κ, and has constant holomorphic curvatures 4κ; the cur-
vature tensor at a point in Cn, CPn, or CHn is of this form with κ = 0, κ > 0, and κ < 0,
respectively.
Given a subspaceW of V , let piW : V →W denote the orthogonal projection of V ontoW .
THEOREM B. The algebraic curvature tensors R on a complex model (V, 〈·, ·〉, J) that are Ka¨hler and
almost isotropic with associated constant κ are classified as follows.
(1) If dim(V ) = 2, then R = κR1 =
κ
4 (R1 +RJ).
(2) If dim(V ) = 4 and κ 6= 0, then there exists constants τ = ±1 and µ1, µ2 ∈ R and orthogonal
holomorphic planes W1 and W2 such that µ1 · µ2 = κ/τ , and letting A = J ◦ (µ1piW1 +
µ2pi
W2), R = κR1 + τRA.
(3) If dim(V ) > 6 and κ 6= 0, then R = κ(R1 +RJ).
(4) If dim(V ) > 4 and κ = 0, then there exists c ∈ R and a holomorphic plane W such that,
letting A = J ◦ piW , R = cRA.
Remark 1.1. Note that in (2), when µ1 = µ2 := µ, the equalities A = µJ and RA = µ
2RJ =
κ/τRJ hold. Therefore, if µ1 = µ2, then R = κ(R1 +RJ) as in (3).
Theorem B is proved in Section 4 using the Ka¨hler symmetry and the following classifica-
tion of almost isotropic algebraic curvature tensors obtained in Section 3.
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THEOREM C. Let (V 〈·, ·〉) be a real inner product space and let R : V 3 → V be an almost isotropic
algebraic curvature tensor with associated constant κ. Then either R = κR1 is isotropic, or there
exists a constant τ = ±1 and a nonzero skew symmetric endomorphism A : V → V such that
R = κR1 + τRA.
Almost isotropic algebraic curvature tensors give rise to totally geodesic tangent distribu-
tions on unit spheres of codimension at most one as will be explained. A classification of
such distributions is carried out in Section 2. The concluding Section 5 consists of the proof
of Theorem A.
2. CODIMENSION ONE TOTALLY GEODESIC DISTRIBUTIONS ON UNIT SPHERES.
Codimension one totally geodesic distributions on unit spheres are classified in this sec-
tion. These distributions arise in the study of almost isotropic algebraic curvature tensors
undertaken in the next section.
Subspaces in a distribution, as defined here, may have varying dimensions and may not
vary continuously.
Definition 2.1. LetX be a smooth manifold.
(1) A distribution D on X is an assignment to each point x ∈ X a subspace of TxX. Such
an assignment is denoted byD : X ∋ x 7→ Dx ⊂ TxX.
(2) The dimension of D, denoted by dim(D), is the minimum value of the function x 7→
dim(Dx); its codimension is dim(X)− dim(D).
(3) The singular set ofD is the subsetX = {x ∈ X | dim(Dx) > dim(D)}. The distribution
D is nonsingular when X = ∅.
(4) The distributionD is totally geodesic with respect to a Riemannian metric onX if each
geodesic in X is either everywhere or nowhere tangent toD.
Let (V, 〈·, ·〉) be a d-dimensional inner product space and S its unit sphere equipped with
the induced Riemannian metric. For each s ∈ S, parallel translation in V defines an isomor-
phism between s⊥ and TsS. This isomorphism is used without further mention below.
Given an endomorphism A ∈ L(V, V ), let [A] = {λA |λ ∈ R, λ 6= 0} denote its projective
class. Each skew symmetric projective class [A] gives rise to a totally geodesic distribution
D[A] on S of codimension at most one that we now describe.
Fix A ∈ [A]. AsA is skew symmetric, 〈v,Av〉 = 0 for each v ∈ V . Given s ∈ S, letD[A]s :=
span(s,As)⊥ = {w ∈ V | 〈w, s〉 = 〈w,As〉 = 0}. The assignmentD[A] : S ∋ s 7→ D[A]s ⊂ TvS
defines a distribution of codimension at most one on S. The distributionD[A] only depends
on the projective class [A] and has codimension one if and only if [A] 6= [0]. If [A] 6= 0, then
D[A] has singular set X = {s ∈ S |Ds = TsS} = ker(A) ∩ S.
As A is skew symmetric, the vector field Z : S ∋ s 7→ Zs := As ∈ TvS is a Killing field.
The following lemma explains whyD[A] is totally geodesic.
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Lemma 2.2. Let Z be a Killing field on a complete Riemannian manifold (X, g). If a geodesic c :
R→ X satisfies g(c˙(0), Z(c(0))) = 0, then g(c˙(t), Z(c(t))) = 0 for all t ∈ R.
Proof. As c(t) is a geodesic and Z is a Killing field, c˙ g(c˙, Z) = g(∇c˙c˙, Z)+g(c˙,∇c˙Z) = 0+0 =
0. 
The fundamental theorem of projective geometry is used in [HL83] to establish that all
nonsingular codimension one totally geodesic distributions on unit spheres arise in this fash-
ion.
Theorem 2.3. [Hangan and Lutz] If D is a nonsingular codimension one totally geodesic distribu-
tion on the unit sphere S, then there exists a projective class [A] of nondegenerate skew symmetric
endomorphisms such that D = D[A].
Skew symmetric endomorphisms have even rank. It follows that d = dim(V ) is even in
Theorem 2.3. Theorem 2.6 below extends Theorem 2.3 to allow nonempty singular sets X .
We begin with two lemmas.
Lemma 2.4. Let D be a totally geodesic distribution on S. If x, y ∈ S and x ∈ Dy , then y ∈ Dx.
Proof. As x ∈ Dy , 〈x, y〉 = 0. Consider the geodesic c(t) = cos(t)y + sin(t)x. As c˙(0) = x ∈
Dy = Dc(0), −y = c˙(pi/2) ∈ Dc(pi/2) = Dx. The conclusion holds since Dx is a subspace. 
Lemma 2.5. Let D be a codimension one totally geodesic distribution on the unit sphere S with
singular set X . Let K = span(X ) and M = K⊥ so that V = K ⊕M . Let SK = K ∩ S and
SM = M ∩ S.
(1) Ifm ∈ SM , then K ⊂ Dm.
(2) Ifm ∈ SM , then Dm ∩ TmSM has codimension one in TmSM .
(3) If k ∈ SK , thenM ⊂ Dk.
(4) The singular set satisfies X = SK .
(5) Let k ∈ SK ,m ∈ SM , and T ∈ (0, pi/2). If s = cos(T )k + sin(T )m, then
Ds = (k
⊥ ∩K)⊕ (Dm ∩ TmSM )⊕ span(− sin(T )k + cos(T )m).
Proof. (1). Fix m ∈ SM . Given x ∈ X , m ∈ x⊥ and so m ∈ Dx. By Lemma 2.4, x ∈ Dm.
Conclude thatK = span(X ) ⊂ Dm.
(2). If m ∈ SM , then TmS = K ⊕ TmSM . As m /∈ X , Dm has codimension one in TmS.
Assertion (1) now implies assertion (2).
(3). Fix k ∈ SK . Given m ∈ SM , k ∈ Dm by (1). By Lemma 2.4, m ∈ Dk. Conclude that
M = span(SM ) ⊂ Dk.
(4). Assertion (4) holds trivially when X = ∅, so assume X 6= ∅. If k ∈ SK , then TkS =
TkSK ⊕M . By (3), M ⊂ Dk. It remains to prove that TkSK ⊂ Dk. Let {x1, . . . , xk} ⊂ X
be a spanning set for K . For each index i, let vi = xi − 〈xi, k〉k ∈ TkSK and note that
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span(v1, . . . , vk) = k
⊥ ∩K = TkSK . As each vi is tangent to a geodesic that joins k to xi ∈ X ,
each vi ∈ Dk. The conclusion follows since Dk is a subspace.
(5). As T ∈ (0, pi/2), s /∈ K and so dim(Ds) = d−2. The summands in (5) are each orthogonal
to s and are pairwise orthogonal. Therefore, it suffices to prove that each is a subspace ofDw
and that their dimensions sum to d− 2.
The first summand k⊥∩K has dimension dim(K)−1. If x ∈ (k⊥∩SK), then by (4), x ∈ X .
Therefore, s ∈ Dx and by Lemma 2.4, x ∈ Ds. The containment (k⊥ ∩K) ⊂ Ds follows.
The second summandDm∩TmSM has codimension one in TmSM by (2) and so has dimen-
sion dim(M) − 2. Let y be a unit vector in Dm ∩ TmSM . Then y ∈ k⊥, and by (4), y ∈ Dk. By
Lemma 2.4, k ∈ Dy . As y ∈ Dm, Lemma 2.4 impliesm ∈ Dy . Conclude that span(k,m) ⊂ Dy
whence s ∈ Dy and y ∈ Ds. The containment (Dm ∩ TmSW ) ⊂ Ds follows.
The third summand span(− sin(T )u + cos(T )w) is one dimensional. The geodesic c(t) =
cos(t)k + sin(t)m satisfies c(0) = k ∈ X . Therefore c˙(T ) ∈ Dc(T ) and span(− sin(T )u +
cos(T )w) ⊂ Ds.
The dimensions of the summands add to (dim(K)−1)+(dim(M)−2)+1 = dim(V )−2 =
d− 2, concluding the proof. 
Theorem 2.6. IfD is a codimension one totally geodesic distribution on the unit sphere S, then there
exists a projective class [A] of nonzero skew symmetric linear maps such that D = D[A].
Proof. Adopt the notation of Lemma 2.5. Define a distribution Dˆ on SM by Dˆm := Dm ∩
TmSM for eachm ∈ SM . By Lemma 2.5-(2), Dˆ is a non-singular, codimension one distribution
on SM . The distribution Dˆ is totally geodesic since the distribution D and the sphere SM
are totally geodesic. By Theorem 2.3, there is a nondegenerate skew symmetric linear map
Aˆ : M → M such that Dˆ = D[Aˆ]. Extend Aˆ to a nonzero skew symmetric linear map
A : V → V defined by A(k +m) := Aˆm for each k +m ∈ K ⊕M = V .
The Theorem holds if the equality of subspaces Ds = span(s,As)
⊥ holds for each s ∈ S.
The desired equality holds for s ∈ SK by Lemma 2.5-(4) and the equality K = kerA. The
desired equality holds for s ∈ SM since Lemma 2.5-(1) implies
Ds = K ⊕ Dˆs = K ⊕ (span(s, Aˆs)⊥ ∩M) = span(s,As)⊥.
For the remaining s ∈ S, there exists k ∈ K , m ∈ M , and T ∈ (0, pi/2) such that s =
cos(T )k + sin(T )m. As dim(s,As)⊥ = d − 2 = dim(Ds), it suffices to prove that each of the
three summands in Lemma 2.5-(5) are perpendicular to As.
Vectors in k⊥ ∩ K are perpendicular to As since M is the image of A. Vectors in Dm ∩
TmSM = Dˆm are perpendicular to the vector Aˆm and therefore perpendicular to As =
sin(T )Aˆm. Finally, 〈As,− sin(T )k + cos(T )m〉 = sin(T ) cos(T )〈Aˆm,m〉 = 0, concluding the
proof. 
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3. ALMOST ISOTROPIC ALGEBRAIC CURVATURE TENSORS.
Almost isotropic algebraic curvature tensors are classified in this section. As in the pre-
vious section, (V, 〈·, ·〉) denotes a d-dimensional real inner product space with unit sphere
S.
Lemma 3.1. Given a skew symmetric endomorphism A : V → V and constants κ, τ ∈ R, the tensor
Rκ,τ,A := κR1 + τRA is an almost isotropic algebraic curvature tensor with associated constant κ.
More precisely, if s ∈ S and w ∈ s⊥, then
Js(w) = κw + 3τ〈w,As〉As.
Proof. Verify using the formulae for R1 and RA given in the introduction. 
Convention 3.2. The curvature tensor Rκ,τ,A is isotropic if and only if τA = 0. If Rκ,τ,A is not
isotropic, then
Rκ,τ,A = Rκ, τ
|τ |
,
√
|τ |A
.
In the remainder of this section, we will always normalize so that τ ∈ {−1, 0, 1}, and in
addition, so that τ = 0 if and only if A = 0.
Theorem C above asserts that every almost isotropic algebraic curvature tensor is of the
form Rκ,τ,A for some τ ∈ {−1, 0, 1} and skew symmetric endomorphism A. As preparation
for its proof, let R denotes a fixed almost isotropic algebraic curvature tensor on V with
associated constant κ.
Definition 3.3. The eigenspace distribution of R is the distribution E on S defined by E : S ∋
s 7→ ker(Js − κ Ids⊥) ⊂ TsS.
The eigenspace distribution of R is of codimension at most one and is of codimension one
if and only if R is not isotropic.
Lemma 3.4. For an orthonormal pair {v,w} ⊂ S, sec(v,w) = κ if and only if v ∈ Ew.
Proof. If v ∈ Ew, then sec(v,w) = 〈Jw(v), v〉 = 〈κv, v〉 = κ.Conversely, assume that sec(v,w) =
κ. The desired conclusion v ∈ Ew holds trivially if Ew = w⊥, so it may also be assumed that
Ew is a proper subspace of w
⊥. There exists an orthonormal basis {e1, . . . , ed−1} of w⊥ con-
sisting of eigenvectors of Jw with eigenvalues λi = κ for each i 6= d−1 and λd−1 6= κ. Writing
v =
∑d−1
i=1 αiei,
κ = sec(v,w) = 〈Jw(v), v〉 = κ(α21 + · · · + α2d−2) + λd−1α2d−1 = κ+ (λd−1 − κ)α2d−1.
Therefore αd−1 = 0, concluding the proof. 
Lemma 3.5. The eigenspace distribution E is totally geodesic.
Proof. Let v,w ∈ S with w ∈ Ev. Let σ = span(v,w). By Lemma 3.4, sec(σ) = κ. If c(t) =
cos(t)v + sin(t)w, then σ = span(c(t), c˙(t)) for all t ∈ R. By Lemma 3.4, c˙(t) ∈ Ec(t) for all
t ∈ R. 
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By Theorem 2.6, there exists a projective class [A] of skew symmetric linear endomor-
phisms of V such that E = D[A]. The class [A] is nonzero if and only if R is not an isotropic
point. Let K = ker[A], M = K⊥, X = ker[A] ∩ S and SM = M ∩ S. Note that V = K ⊕M ,
thatK andM are [A]-invariant subspaces, and that SM is odd dimensional.
Definition 3.6. The extremal curvature function is the function λ : S → R defined by λ(s) =
trace(Js)− (d− 2)κ.
Remark 3.7. Note that λ is a continuous function on S and that λ = κ precisely on X . When
R = Rκ,τ,A, Lemma 3.1 implies that
λ(s) = κ− 3τ〈s,A2s〉.
Lemma 3.8. For s ∈ S, the Jacobi operator Js : s⊥ → s⊥ is given by
(1) Js(w) = κw for s ∈ X ,
(2) Js(w) = κw + (λ(s)− κ) 〈w,As〉〈As,As〉As for s ∈ S \ X .
Proof. Assertion (1) is obvious. As for (2), first observe that the expression for Js is indepen-
dent of a choice of a representative A ∈ [A]. Fix A ∈ [A] and note that As is an eigenvector of
Js with eigenvalue λ(s). Given a vector w ∈ s⊥, let w1 = w − 〈w,As〉〈As,As〉As and w2 = 〈w,As〉〈As,As〉As.
The vectors w1 and w2 are eigenvectors of Js with corresponding eigenvalues κ and λ(s).
The desired formula follows since w = w1 + w2. 
Lemma 3.9. If v,w ∈ V are orthonormal, then
(λ(v) − κ)〈Aw,Aw〉 = (λ(w) − κ)〈Av,Av〉.
Proof. Whether or not the equality holds is independent of the choice of representative A ∈
[A] and moreover, holds trivially if [A] = 0. If [A] 6= 0 and sec(v,w) 6= κ, then the equality
follows from Lemma 3.8-(2) and the equalities 〈Jv(w), w〉 = sec(v,w) = 〈Jw(v), v〉.
To verify the desired equality holds for all orthonormal pairs, let
X = {(v,w) ∈ S × S | 〈v,w〉 = 0}.
The function f : X → R defined by
f((v,w)) = (λ(v)− κ)〈Aw,Aw〉 − (λ(w) − κ)〈Av,Av〉
is continuous and, by the previous paragraph, has value zero on the subset of orthonormal
pairs spanning planes of sectional curvature other than κ. As [A] 6= 0, this subset is dense in
X, whence f vanishes identically. 
Lemma 3.10. For each A ∈ [A] there exists a constant τ := τ(A) ∈ R such that for each s ∈ S,
λ(s) = κ+ 3τ〈As,As〉.
Proof. If [A] = 0, then the desired equality holds with τ = 0. Now assume that [A] 6= 0 and
fix A ∈ A. Define a function φ : S \ X → R by φ(s) = λ(s)−κ3〈As,As〉 . It suffices to prove that φ is a
constant function. By Lemma 3.9, φ has equal value on pairs of orthogonal vectors in S \ X .
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We first claim that the restriction of φ to SM is constant. If dim(M) = 2, then vectors in SM
are eigenvectors ofA2 with a common eigenvalue fromwhich the claim follows. If dim(M) >
2, then recall that M is even dimensional and dim(SM ) > 3. Therefore, if m1,m2 ∈ SM ,
there exists m ∈ SM orthogonal to both of m1 and m2. Therefore, φ(m1) = φ(m) = φ(m2),
concluding the proof of this claim. Let τ := φ(SM ).
Now if, s ∈ S \ X , there exists s¯ ∈ s⊥ ∩ SM . Therefore φ(s) = φ(s¯) = τ , concluding the
proof.

Proof of Theorem C. Let R be a κ-almost isotropic curvature tensor on (V, 〈·, ·〉). In the no-
tation of Lemma 3.10, there exists A ∈ [A] such that τ = τ(A) ∈ {−1, 0, 1}. The algebraic
curvature tensors R and Rκ,τ,A have equal Jacobi operators by Lemmas 3.1, 3.8, and 3.10.
Therefore, these algebraic curvature tensors have equal sectional curvatures. The Theorem
follows since an algebraic curvature tensor is determined by its sectional curvatures. 
If R is an algebraic curvature tensor on (V, 〈·, ·〉), then the associated Ricci tensor is the
symmetric tensor Ric : V × V → R defined by Ric(v,w) = trace(x 7→ R(x, v)w). The
algebraic curvature tensor R is Einstein if there exists a constant c ∈ R such that Ric(·, ·) =
c 〈·, ·〉.
Lemma 3.11. Let R = Rκ,τ,A be an almost isotropic curvature tensor. Then for each v ∈ S,
Ric(v, v) = (d− 1)κ − 3τ〈v,A2v〉.
In particular, R is Einstein if and only if A2 is a multiple of the identity.
Proof. The first assertion implies the second assertion. If v ∈ S, then Ric(v, v) = traceJv =
λ(v) + (d− 2)κ. By Lemma 3.10, Ric(v, v) = (d− 1)κ − 3τ〈v,A2v〉. 
4. KA¨HLER ALMOST ISOTROPIC ALGEBRAIC CURVATURE TENSORS.
Ka¨hler almost isotropic curvature tensors are classified in this section. Let R denote a
Ka¨hler κ-almost isotropic curvature tensor on a complex model (V, 〈, ·, ·〉). By Theorem C
there exists τ ∈ {−1, 0, 1} and a skew symmetric endomorphism A : V → V such that
(4.1) R(x, y)z = κ[〈y, z〉x − 〈x, z〉y] + τ [2〈x,Ay〉Az + 〈x,Az〉Ay − 〈y,Az〉Ax]
for each x, y, z ∈ V . Moreover, τ = 0 if and only if A = 0.
In the remainder of this section we let B = AJ . Note that the adjoint of B equals JA.
Recall that J is an orthogonal almost complex structure for our complex model, (V, 〈, ·, ·〉).
Lemma 4.1. If {x, y} are an orthonormal pair of vectors in V , then
κ[〈x, Jy〉Jy − x] =(4.2)
τ [〈x, (3A + 2JB)y〉Ay + 〈x,By〉By − 〈y,By〉Bx]
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and
κ[〈y,By〉Jx− 〈y,Bx〉Jy − 〈x,Ay〉y] =(4.3)
τ [2〈x, (A + JB)y〉A2y + 〈y,A2y〉Ax− 〈x,A2y〉Ay + 〈By,Ay〉Bx− 〈Bx,Ay〉By].
Proof. To derive (4.2), use (4.1) to expand the symmetry R(x, y)y = R(Jx, Jy)y and then
simplify. To derive (4.3) use (4.1) to expand the symmetry R(x, y)Ay = R(Jx, Jy)Ay and
then simplify. 
Lemma 4.2. If dim(V ) > 4 and if τ = 0, then κ = 0 and R = 0.
Proof. Fix a unit vector x ∈ V . As dim(V ) > 4, there exists a unit vector y ∈ span(x, Jx)⊥.
Use (4.2) to conclude κ = 0. 
Lemma 4.3. If τ 6= 0, then AJ = JA or AJ = −JA.
Proof. Let x, y ∈ V be an orthonormal pair of vectors. Use Lemma 3.1 or (4.1) to calculate
κ+ 3τ〈x,Ay〉2 = 〈R(x, y)y, x〉 = 〈R(Jx, Jy)Jy, Jx〉 = κ+ 3τ〈Jx,AJy〉2.
Therefore,
〈x,Ay〉2 = 〈x, JAJy〉2.
Equivalently,
〈x, (A+ JAJ)y〉〈x, (A − JAJ)y〉 = 0.
The last equality remains true if y is replaced with a scalar multiple of y. Since A+ JAJ and
A− JAJ are skew symmetric,
V = ker(JAJ −A) ∪ ker(JAJ +A),
implying the Lemma. 
Lemma 4.4. If τ 6= 0 and if AJ = −JA, then for each x ∈ V ,
κ〈Ax,Ax〉 = τ〈Ax,Ax〉2.
In particular, κ 6= 0.
Proof. The first assertion implies the second since A 6= 0. As AJ = −JA, the endomorphism
JA is skew symmetric. Therefore, 〈JAx, x〉 = 0 and 〈JAx,Ax〉 = 0. Hence, if x ∈ S, then
JAx ∈ Ex = span(x,Ax)⊥ and
κ〈JAx, JAx〉 = 〈R(JAx, x)x, JAx〉.
As J is orthogonal and R satisfies R(·, ·)· = R(J ·, J ·)·,
κ〈Ax,Ax〉 = −〈R(Ax, Jx)x, JAx〉.
Using (4.1), the last equality simplifies to
κ〈Ax,Ax〉 = τ〈Ax,Ax〉2.

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Lemma 4.5. If τ 6= 0, then AJ = JA. In particular, B = AJ is a symmetric endomorphism.
Proof. The first assertion implies the second. As for the first, we now argue by contradiction.
By Lemma 4.3, AJ = −JA. In particular, JA is skew symmetric.
As A is skew symmetric and nonzero, there is an A-invariant two dimensional subspace σ
on which A is nonzero. If u ∈ σ, then
〈Ju,Au〉 = −〈u, JAu〉 = 0.
Therefore J(u) is orthogonal to σ = span(u,Au). Hence J(σ) is a two dimensional subspace
perpendicular to σ on which A is also nonzero. Let W = σ ⊕ J(σ). By Lemma 4.4, the
restriction of A2 toW equals −κ/τ IdW . By Remark 3.7, the sectional curvatures of R on the
subspaceW lie between κ and λ := 4κ.
Let {e1, e2} be an orthonormal basis of σ. The above discussion implies that {e1, e2, e3 :=
Je1, e4 := Je2} is an orthonormal 4-frame in W . By Berger’s mixed curvature inequality
[Ber60, Kar70],
|R(e1, e2, e3, e4)| ≤ |2
3
(λ− κ)| = 2|κ|.
This contradicts
R(e1, e2, e3, e4) = R(e1, e2, Je1, Je2) = R(e1, e2, e1, e2) = − sec(σ) = −λ = −4κ
and κ 6= 0. 
Lemma 4.6. If τ 6= 0, and if {e1, e2} is an orthonormal pair of eigenvectors of B with corresponding
eigenvalues µ1 and µ2, then
(4.4) κ(1 − 〈e1, Je2〉2) = τ(µ1µ2 − µ22〈e1, Je2〉2),
and
(4.5) κµ2(1− 〈e1, Je2〉2) = τµ1µ22(1− 〈e1, Je2〉2).
Proof. As τ 6= 0, Lemma 4.5 shows that B = AJ = JA is symmetric. In particular, JB = −A
and
Ae1 = −µ1Je1 Ae2 = −µ2Je2.
Substitute x = e1 and y = e2 in (4.2) and take the inner product of the resulting vector
equation with e1 to derive equality (4.4). Substitute x = e1 and y = e2 in (4.3) and take the
inner product of the resulting vector equation with Je1 to derive equality (4.5). 
Lemma 4.7. If τ 6= 0, then the eigenspaces of B are J-invariant.
Proof. By Lemma 4.5, B = AJ = JA. If v ∈ V and µ ∈ R satisfy Bv = µv, then BJv =
AJ2v = −Av = J2Av = JBv = µJv. 
Lemma 4.8. If τ ·κ 6= 0 and if {e1, e2} are an orthonormal pair of eigenvectors of B that do not span
a holomorphic plane, then the corresponding eigenvalues µ1 and µ2 satisfy µ1 · µ2 = κ/τ .
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Proof. The hypothesis implies that 〈e1, Je2〉2 6= 1. By (4.4), µ2 6= 0. By (4.5), the desired
equality holds.

Lemma 4.9. If τ ·κ 6= 0 and if dim(V ) = 4, then there exists µ1, µ2 ∈ R and orthogonal holomorphic
planesW1 andW2 such that µ1 · µ2 = κ/τ and
A = J ◦ (µ1piW1 + µ2piW2).
Proof. Let e1 be a unit eigenvector of B with eigenvalue −µ1 and setW1 = span(e1, Je1) and
W2 = W
⊥
1 . ThenW1 andW2 are orthogonal holomorphic planes. They consist of eigenvec-
tors of B by Lemma 4.7. Let −µ2 be the eigenvalue corresponding to the subspace W2. By
Lemma 4.8, µ1 · µ2 = κ/τ . If v ∈Wi, then
Av = −J2Av = −JBv = µiJv,
from which the conclusion follows. 
Lemma 4.10. If τ · κ 6= 0, and if dim(V ) > 6, then B is a nonzero multiple of the identity.
Proof. Lemmas 4.7 and 4.8 imply that B has at most two distinct eigenvalues. Seeking a
contradiction, suppose that B has two distinct eigenvalues µ1 and µ2 and let E1 and E2
denote the corresponding eigenspaces. Without loss of generality, dim(E1) > 4. Applying
Lemma 4.8 to an orthonormal pair in E1 that do not span a holomorphic plane implies that
µ21 = κ/τ . On the other hand, by Lemma 4.8, µ1 · µ2 = κ/τ , a contradiction.

Lemma 4.11. If τ 6= 0 and κ = 0, then there is a nonzero constant µ and a holomorphic plane W
such that
A = J ◦ µpiW .
Proof. As τ 6= 0, A 6= 0 and B = AJ = JA 6= 0. Let −µ be a nonzero eigenvalue of
B and v ∈ V an eigenvector of eigenvalue µ. Set W = span(v, Jv). The subspace W
consists of eigenvectors with eigenvalue −µ by Lemma 4.7. Moreover, if w ∈ W , then
Aw = −J2Aw = −JBw = µJw. If v ∈ W⊥ is an eigenvector of B, then its eigenvalue
is zero by (4.5). ThereforeW⊥ = ker(B) = ker(A), concluding the proof.

Proof of Theorem B.
The curvature tensors appearing in the statement of the Theorem are Ka¨hler and almost
isotropic with constant κ as can be verified directly from their formulae. These are the only
such algebraic curvature tensors as we now argue in each case:
(1): Obvious.
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(2): Immediate from Lemma 4.9 and the expression for R from Theorem C.
(3): By Lemma 4.2, κ · τ 6= 0. By Lemma 4.10 there is a constant µ such that B = AJ = JA =
µ Id. Multiplying through by J , A = −µJ . The desired formula is derived by substituting
this expression for A into the expression for R from Theorem C and then simplifying using
the equality µ2 = κ/τ from Lemma 4.8.
(4): If R is isotropic, then the Lemma holds with c = 0. If R is not isotropic, then by Lemma
4.11, there exists a holomorphic planeW and a nonzero constant µ such that A = µ(J ◦ piW ).
The conclusion holds with c = τµ2 by (4.1).

Definition 4.12. The nullity space of an algebraic curvature tensor R on an inner product
space (V 〈·, ·〉) is the subspace
N = {v ∈ V |R(w, v) = 0 for every w ∈ V }.
Its dimension is the index of nullity.
Lemma 4.13. Let R be a Kahler almost isotropic algebraic curvature tensor as in Theorem B-(4) with
c 6= 0. ThenW⊥ = ker(A) is the nullity space of R. In particular, the index of nullity is dim(V )−2.
Proof. The curvature tensor is given by
R(x, y)z = c[2〈x,Ay〉Az + 〈x,Az〉Ay + 〈Ay, z〉Ax]
where A = J ◦ piW . The above formula implies W⊥ = ker(A) ⊂ N . If w ∈ W , then
R(Jw,w)w = 3c〈w,w〉Jw. ThereforeN ∩W = {0} from which the Lemma follows. 
5. PROOF OF THEOREM A.
Let (M, g) denote a complete, connected and simply connected Ka¨hler almost isotropic
manifold of dimension at least four. There is a function κ : M → R such that each point
p ∈M is an almost isotropic point with associated constant κ(p).
The proof of Theorem A is presented at the end of this section after a few preliminary
results. The next Lemma is most likely well known; we present a proof for the convenience
of the reader.
Lemma 5.1. Let B be an open connected subset of a Riemannian manifold (M, g) admitting a pair of
transverse, orthogonal, and totally geodesic foliations F1 and F2. Then B is locally isometric to the
product F1 ×F2.
Proof. If H = TF1 and V = TF2, then the tangent bundle splits orthogonally TB = H ⊕ V .
By de Rham’s splitting theorem, it suffices to prove that the distribution H is parallel on B.
Let X be a vector field tangent to H . We must show that if Y is a vector field, then ∇YX is
also tangent toH .
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Decompose Y = Y1 + Y2 with Y1 tangent toH and Y2 tangent to V . Then∇Y1X is tangent
toH since H is integrable and totally geodesic. If Z is a vector field tangent to V , then since
g(X,Z) = 0,
g(∇Y2X,Z) = −g(X,∇Y2Z) = 0
where the last equality holds since V is integrable and totally geodesic. Therefore ∇Y2X is
tangent toH , concluding the proof. 
Proposition 5.2. If dim(M) = 4 and κ(p) 6= 0, then the constants µ1(p) and µ2(p) associated to
the curvature tensor Rp by Theorem B-(2) are equal.
Proof. If not, then by smoothness of the curvature tensor onM , there is a ball B inM about p
such that κ(b) 6= 0 and µ1(b) 6= µ2(b) for each b ∈ B. LetW1 andW2 denote the corresponding
smooth tangent plane distributions onB. There exist unit vector fields v1 and v2 onB tangent
toW1 andW2 respectively. Letting v¯i = Jvi, we obtain an orthonormal framing {v1, v¯1, v2, v¯2}
of TB withWi = span{vi, v¯i} for i = 1, 2. Note that
sec(W1)− κ = 3τµ21
sec(W2)− κ = 3τµ22.
The goal of the following calculations is to show that the orthogonal distributionsW1 and
W2 are integrable and totally geodesic. As J is parallel,
(5.1) g(∇XJY,Z) = g(J∇XY,Z) = −g(∇XY, JZ)
for all smooth vector fieldsX,Y,Z . Use (5.1) to conclude
(5.2) g(∇v2v2, v¯1) = −g(∇v2 v¯2, v1).
Use the differential Bianchi identity,
0 = (∇v2R)(v1, v¯1, v1, v2) + (∇v1R)(v¯1, v2, v1, v2) + (∇v¯1R)(v2, v1, v1, v2)
to derive
(5.3) 3τµ21g(∇v2v2, v¯1)− 3κg(∇v2 v¯2, v1) = 0.
Use (5.2), (5.3), and κ 6= τµ21 (since µ1 6= µ2) to conclude
(5.4) g(∇v2v2, v¯1) = g(∇v2 v¯2, v1) = 0.
Setw1 := v¯1 and w¯1 := Jw1 = −v1. Repeating the above calculations with w1 and w¯1 in place
of v1 and v¯1, respectively, yields the following analogue of (5.4),
(5.5) g(∇v2v2, w¯1) = g(∇v2 v¯2, w1) = 0,
or equivalently,
(5.6) g(∇v2v2, v1) = g(∇v2 v¯2, v¯1) = 0.
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Setw2 := v¯2 and w¯2 := Jw2 = −v2. Repeating the above calculations with w2 and w¯2 in place
of v2 and v¯2, respectively, yields the following analogues of (5.4), (5.6)
(5.7) g(∇w2w2, v¯1) = g(∇w2w¯2, v1) = 0,
and
(5.8) g(∇w2w2, v1) = g(∇w2w¯2, v¯1) = 0,
or equivalently,
(5.9) g(∇v¯2 v¯2, v¯1) = g(∇v¯2v2, v1) = 0,
and
(5.10) g(∇v¯2 v¯2, v1) = g(∇v¯2v2, v¯1) = 0.
The two dimensional distributionW2 is integrable and totally geodesic by (5.4), (5.6), (5.9),
and (5.10). Switching the roles of the indices 1 and 2 in the differential Bianchi calculation
above, yields the following analogue of (5.3)
(5.11) 3τµ22g(∇v1v1, v¯2)− 3κg(∇v1 v¯1, v2) = 0.
Now, arguing as in the case of the two dimensional distribution W2, the two dimensional
distributionW1 is also integrable and totally geodesic.
As the tangent plane fieldsW1 andW2 are orthogonal, integrable, and totally geodesic, B
is locally isometric to a Riemannian product by Lemma 5.1. Consequently, W2 ⊂ ker(Jv1).
This is a contradiction since κ 6= 0 implies that dim(ker Jv1) ≤ 1. 
Lemma 5.3. If p ∈ M satisfies κ(p) 6= 0, then Rp ∼= κ(R1 + RJ). In particular, p is an Einstein
point with Einstein constant (d+ 2)κ(p) and has constant holomorphic curvatures 4κ(p).
Proof. By Theorem B-(2,3), Remark 1.1, and Proposition 5.2, Rp ∼= κ(R1 + RJ). Also, by
Lemma 3.11, we obtain that p has Einstein constant (d+ 2)κ(p). 
Proof of Theorem A.
By Lemma 5.3, each point in the set κ 6= 0 is an Einstein point. By Schur’s Theorem for
Einstein points, κ is constant in each connected component of κ 6= 0. By continuity, κ is
constant. If κ is a nonzero constant, then M has constant holomorphic curvatures 4κ by
Lemma 5.3, concluding the proof in this case by [Haw53, Ig54].
Now assume that κ is identically zero and let O denote the subset of nonisotropic points
inM . At each point p ∈ O, there is a holomorphic planeWp in TpM given by Theorem B-(4).
By Lemma 4.13, the distribution p 7→ W⊥p is the nullity distribution of the curvature tensor
and has constant index of nullity dim(M) − 2. The argument given in [AB73, Theorem 8]
now applies verbatim to prove (3). 
16 B. SCHMIDT, K. SHANKAR, AND R. SPATZIER
REFERENCES
[AB73] K. ABE, Applications of a Riccati type differential equation to Riemannian manifolds with totally geodesic distri-
butions. Toˆhoku Math. Journ., (2) 25 (1973), 425-444.
[AGI97] V. APOSTOLOV, G. GANCHEV, AND S. IVANOV, Compact Hermitian surfaces of constant antiholomorphic
sectional curvatures. Proc. Amer. Math. Soc., 125 (1997), 3705-3714.
[Ber60] M. BERGER, Sur quelques varie´te´s riemanniennes suffisamment pince´es. Bull. Soc. Math. France, 88 (1960),
57-71.
[CK52] S.-S. CHERN AND N. KUIPER, Some theorems on the isometric imbedding of compact Riemannian manifold in
euclidean space. Ann. of Math. (2), 56 (1952), 422-430.
[Ch88] Q. S. CHI,A curvature characterization of certain locally rank-one symmetric spaces. J. Differ. Geom., 28 (1998),
187-202.
[Gi95] P. GILKEY,Manifolds whose curvature operator has content eigenvalues at the basepoint. J. Geom.Anal., 4 (1994),
155-158.
[GSV95] P. GILKEY, A. SWANN, AND L. VANHECKE, Isoperimetric geodesic spheres and a conjecture of Osserman
concerning the Jacobi operator. Quart. J. Math. Oxford (2), 46 (1995), 299-320.
[HL83] T. HANGAN AND R. LUTZ,Champs d’hyperplans totalement ge´ode´siques sur les sphe`res. Third Schnepfenried
geometry conference, Vol. 1 (Schnepfenried, 1982), 189-200, Aste´risque, 107-108, Soc. Math. France, Paris,
1983.
[Haw53] N.S. HAWLEY,Constant holomorphic curvature. Canad. J. Math., 5 (1953), 53-56.
[Ig54] J.-I. IGUSA,On the structure of a certain class of Ka¨hler varieties. Amer. J. Math., 76 (1954), 669-678.
[Kar70] H. KARCHER, A short proof of Berger’s curvature tensor esitimates. Proc. Amer. Math. Soc., 26 (1970), 642-
644.
[Liu14] G. LIU, Compact Ka¨hler manifolds with nonpositive bisectional curvature.Geom. Func. Anal., 24 (2014), 1591-
1607.
[Ni04] Y. NIKOLAYEVSKY,Osserman manifolds of dimension 8.Manuscripta Math., 115 (2004), 31-53.
[Ni05] Y. NIKOLAYEVSKY,Osserman conjecture in dimenssion n 6= 8, 16. Math. Ann., 331 (2005), 505-522.
[Ni06] Y. NIKOLAYEVSKY, On Osserman manifolds of dimension 16. Contemporary geometry and related topics,
379-398, Univ. Belgrade Fac. Math., Belgrade, 2006.
[Os90] R. OSSERMAN,Curvature in the eighties. Amer. Math. Monthly, 97 (1990), 731-756.
[Sa04] T. SATO, Examples of Hermitian manifolds with pointwise constant anti-holomorphic sectional curvature. J.
Geom., 80 (2004), 196-208.
[SW15] B. SCHMIDT AND J. WOLFSON, Complete curvature homogenous metrics on SL(2,R). Pacific J. Math., 273
(2015), No.2, 499-509.
[SW17] B. SCHMIDT AND J. WOLFSON, Three-manifolds with constant vector curvature one. C. R. Math. Acad. Sci.
Paris, 355 (2017), No.4, 460-463.
[Schur] F. SCHUR, Ueber die Deformation der Ra¨ume constanten Riemann’schen Kru¨mmungsmaasses. Math. Ann., 27
1886), no. 2, 163-176.
[Zh02] F. ZHENG, Kodaira dimensions and hyperbolicity of nonpositively curved compact Ka¨hler manifolds. Comment.
Math. Helv., 77 (2002), 221-234.
MICHIGAN STATE UNIVERSITY UNIVERSITY OF OKLAHOMA UNIVERISTY OF MICHIGAN
DEPT. OF MATHEMATICS DEPT. OF MATHEMATICS DEPT. OF MATHEMATICS
619 RED CEDAR ROAD 601 ELM AVENUE 530 CHURCH STREET
EAST LANSING, MI, 48824 NORMAN, OK, 73019 ANN ARBOR, MI, 48109
schmidt@math.msu.edu Krishnan.Shankar-1@ou.edu spatzier@umich.edu
