The expected steady-state fraction of active nodes in Watts' model of threshold dynamics on random networks is determined analytically. The analysis applies to random graphs with arbitrary degree distributions, and includes the effect of finite seed fractions. The seed fraction is shown to have a strong impact upon the existence of global cascades and Watts' cascade condition is extended to include these effects.
INTRODUCTION
Dynamical models on networks have attracted a geat deal of recent research interest, see the reviews 1-3 and references therein. Of particular interest are the effects of the topological structure of the network upon the time evolution of dynamical quantities. Under certain circumstances a change of state at a small number of network nodes may cause a cascade of changes over the whole network -such cascades may occur as, for example, overload failures, [4] [5] [6] [7] [8] [9] avalanches in sandpile models, 10, 11 evolution of species, 12 or the spread of rumours and fads. [13] [14] [15] In this paper we analyze and generalize the model of cascades on networks introduced by Watts.
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Watts' model defines the dynamics of binary-valued nodes in a network. The network consists of N nodes (vertices of a graph) and the connections between nodes (the edges of the graph) determined by one of a variety of common topologies (e.g. Erdős-Rényi random graph, small-world network, etc.). One characteristic of network structures which is of interest is the probability p k that a randomly-selected node has degree k, i.e. that it has k edges connecting it to neighbouring nodes. The dependence of p k upon k varies with different network topologies, but the mean connectivity z defined by
kp k (1) gives the average of the degree distribution and will appear frequently in our work.
The dynamics modelled by Watts is based on the class of problems known as binary decisions with externalities. 16 Each node in the network has a state v i ∈ {0, 1}. Node i is called active if v i = 1 and inactive if v i = 0, and the state of any given node may change over time. Each node also has a threshold r i chosen from a distribution P (r); note the threshold of a node does not change over time. The Watts model begins by setting all but a (randomly-chosen) fraction ρ 0 of the N nodes in a given network to the inactive state v i = 0, with the remaining nodes initialized to active, with v i = 1. Updating is asynchronous: at each discrete timestep a randomly-chosen node is updated by comparing the fraction of its neighbours which are currently active to its threshold r i . If the active fraction of neighbours (the "neighbourhood average") exceeds the node's threshold, then the node becomes active, otherwise its state is not changed, i.e. 
Here the set of neighbours of node i is denoted by N (i), and k i is the degree of node i. Neighbourless nodes, i.e. those with degree 0 are also left unchanged. Note that alternative update rules are also possible, in particular we will examine in later work the effect of altering (2) by setting v i to 0 if
original model is simpler to analyze, because under its update rule a node which becomes active cannot later become inactive. As a result, the overall fraction of active nodes
is non-decreasing in time for Watts' model.
Watts' model thus begins with a fraction ρ 0 of active nodes, and the asynchronous updating may then lead to further nodes being activated. Watts introduced this model to study the dynamics of cascades on networks, and in particular to examine the influence of network topology upon cascade propagation. His main result is the cascade condition (equation (5) 
which must hold if a small initial fraction ρ 0 of active nodes is to generate a global cascade in which almost all nodes in the network are activated. In (4), z and p k are the mean connectivity and degree distribution already introduced in equation (1), while F (R) is the probability that a node's threshold r i is less than R:
Watts derived (4) using percolation arguments and provided numerical evidence (using ρ 0 = 10 −4 , see Fig. 1 of Ref. 13 ) that the cascade condition is quite accurate. With networks of size N = 10 4 , some small discrepancies between theory and simulation were noted in Ref. 13 -these were attributed to the finite size of the system.
In this paper we extend Watts' result in several ways. First, we provide an analytical approach to calculating the expected long-time limit ρ ∞ of the fraction of active nodes:
The fraction ρ ∞ is used to quantify the size of global cascades (when they occur). Secondly, our analysis allows us to extend Watts' cascade condition (4) to include the effects of initially-activated fractions ρ 0 which are not infinitesimally small. This is important for applications where the eventual steady-state popularity of a new product may be strongly influenced by the fraction ρ 0 of early adopters. 15 The extended cascade condition can give dramatically different results to (4) for ρ 0 values as low as 0.1%. Finally, our approach is valid for any distribution P (r) of thresholds, and is not restricted (as in Ref. 13 ) to distributions which have support only in the interval r ∈ [0, 1]. The remainder of this paper is organized as follows. In section 2 we examine the useful limiting case of all-to-all connected networks (the mean field case). Section 3 introduces our theoretical approach for random graphs of arbitrary degree distribution, and predictions are compared with numerical simulations in section 4.
ALL-TO-ALL CONNECTIVITY
To motivate our approach and introduce some of the techniques used in the remainder of the paper, we begin by considering the relatively simple case of all-to-all connected networks. In these networks (also known as "complete graphs"
17 or "mean-field models" 18 ) every node is connected to every other node (including itself).
Thus all nodes have the same neighbourhood average, and this is equal to the fraction ρ = 1/N N i=1 v i of active nodes in the network. In all-to-all networks, the update rule (2) is simplified to: set v i to 1 if ρ > r i , and leave v i unchanged otherwise. To simplify the analysis, we replace the asynchronous updating used by Watts with a synchronous update. This means that at each timestep all N nodes are simultaneously updated according to (2) . In the Appendix we prove that synchronous and asynchronous updating both lead to the same steady-state results, at least under update rule (2). Consider the update from timestep n (with active fraction ρ n of nodes) to timestep n + 1 (with active fraction ρ n+1 ) under a synchronous application of rule (2) . A fraction ρ 0 of the nodes were initially activated at timestep 0 and these are therefore still active at timestep n + 1. Of the remaining fraction (1 − ρ 0 ) of the nodes, only those with thresholds less than the neighbourhood average are activated. Since all neighbourhood averages equal the global fraction ρ n in the all-to-all connected network, the probability that a threshold is less than ρ n is simply F (ρ n ). Thus the total fraction of nodes active at timestep n + 1 is given by
Beginning with the initial condition ρ 0 , equation (7) is a nonlinear map governing the growth of the active fraction to its final limiting vale ρ ∞ . From the point of view of cascades, it is interesting to ask whether (7) permits the growth of a small initial fraction to a global cascade (i.e. ρ ∞ of order one).
Analysis of equation (7) is aided by plotting the curves y r = ρ 0 + (1 − ρ 0 )F (ρ) and y = ρ (corresponding to the right and left hand sides of equation (7)) on the same axes. The lowest intersection point of these curves occurs at the limiting value of the active fraction ρ ∞ since this is a fixed point of the map (7):
In Figure 1 we show the curves y r and y for two different threshold distributions P (r), both with ρ 0 = 0.2. The solid line is y r in the case where P (r) is a Gaussian distribution with mean r * = 0.5 and standard deviation σ = 0.2. The value of ρ ∞ in this case is ≈ 0.995. The dashed line shows y r for a Gaussian P (r) with a different mean, r * = 0.6, but the same standard deviation. In this case the curve y r intersects the line y = ρ at three points, instead of the single intersection seen for the solid curve. Consequently, the value of ρ ∞ in this case is ≈ 0.224, considerably lower than in the other case, even though the parameter r * has changed only by a relatively small amount. It is clear that the dependence of ρ ∞ upon r * undergoes a transition at some critical value r * t , with ρ ∞ jumping discontinuously from a high value for r * < r * t to a low value for r * > r * t . Moreover, the existence of such a transition depends upon the standard deviation σ of the threshold distribution. If σ is large, the function y r has only one intersection with y for all values of r * , while for lower σ values there may be multiple intersection points. Therefore, there exists a critical standard deviation σ c , with discontinuous transitions of the type described above existing only for σ < σ c .
The critical value σ c may be determined by seeking a solution of the fixed point equation (8) which is a double root. This requires that the fixed point ρ ∞ satisfies both (8) and the slope-matching condition
where we have used the fact that
. Equation (9) gives a simple criterion for existence of solutions: it requires that the standard deviation σ be small enough so that P (r) = 1/(1 − ρ 0 ) for some value r in the interval [0, 1] . Noting that the peak value of a Gaussian distribution occurs at its mean, and equals 1/ √ 2πσ, we obtain the criterion
for discontinuous transitions to exist. The discontinuity in the r * dependence of ρ ∞ which first appears at σ = σ c arises at a value r * c of the mean r * , and a value of ρ ∞ corresponding to the mean of the distribution. This implies a double root of equation (8) 
Thus when σ < σ c , the discontinuity in the r * -dependence of ρ ∞ occurs at some value r * t , with r * t less than or equal to the r * c value given by (11) . We note that (10) is a generalization of the ρ 0 = 0 result used by several authors on related problems, 18 while the ρ 0 = 0 version of (11) is analogous to the result found for the random-field Ising model on Bethe lattices by Dhar et al. 
RANDOM GRAPHS
The results of the previous section apply when the network is all-to-all connected, so that every node has N neighbours. In the N → ∞ limit, the mean connectivity z = N therefore becomes infinitely large. In the remainder of the paper we will examine the case where z is finite, while taking the limit of infinitely large networks N → ∞. A good example of such a network is the well-known Erdős-Rényi (or Poisson) random graph with degree distribution
We perform numerical simulations of the dynamics on networks with this degree distribution, however our analytical results can also be applied to random graphs with arbitrary degree distributions.
Our analytical approach is based on methods introduced by Dhar et al. to study the zero-temperature random-field Ising model (RFIM) on Bethe lattices. 19 The RFIM is a spin-based model of magnetism, and its zero-temperature limit has been extensively studied as a model of hysteresis and Barkhausen noise. 18 A Bethe lattice of coordination number z (for integer z) is an infinite tree where every node has exactly z neighbours. Dhar et al derive analytical results valid on Bethe lattices, but their numerical simulations show that the theory also applies very accurately to random graphs where every node has exactly z neighbours, provided that shortdistance loops are rare. To analyze Watts' model we extend the approach of Ref. 19 in two ways. First, we consider tree-like random graphs with arbitrary degree distributions, rather than the Bethe lattices of Ref. 19 . Secondly, we account for the difference between Watts' update rule (2) and standard RFIM dynamics -in the latter, a node is updated to state 0 if its local field (the equivalent of the neighbourhood average 1/k i j∈N (i) v j ) does not exceed its threshold r i , but in Watts' model such nodes are left unchanged. This difference between the update rules is crucial to our derivation of the ρ 0 -dependence of the activated fraction ρ ∞ (and therefore the cascade condition) below.
We begin by replacing the given random graph (with degree distribution p k ) by a tree structure. The top level of the tree is a single node with degree k, and this is connected to its k neighbours at the next lower level of the tree. Each of these nodes is in turn connected to k i − 1 neighbours at the next lower level, where k i is the degree of node i. The degree distribution of the nodes in the tree is given bỹ
which is the distribution for the number of nearest neighbours in a connected graph. 1, 20 To find the final density ρ ∞ of active nodes, we label the levels of the tree from n = 0 at the bottom, with the top node at an infinitely high level (n → ∞). Define q n as the conditional probability that a node on level n is active, conditioned on its parent (on level n + 1) being inactive. Consider updating a node on level n + 1, assuming that the nodes on all lower levels have already been updated. With probabilityp k the chosen node has k neighbours: one of these is its parent (on level n + 2), and the remaining k − 1 are its children (on level n). Since a fraction ρ 0 of nodes were initially set to be active, there is a probability ρ 0 that we have chosen one of these nodes. In this case the state of the node remains unchanged. On the other hand, with probability (1 − ρ 0 ) the node in question is inactive. In this case we must consider its neighbours. Each of the k − 1 children are active with probability q n . We also assume its parent is inactive. Thus the node has m active neighbours (and therefore k − 1 − m inactive neighbours) with probability
The probability that its threshold r i is less that its neighbourhood average m/k is given by F (m/k), and combining the independent probabilities yields the equation for q n+1 :
with q 0 = ρ 0 . This can be written in a form similar to the all-to-all connected case (7):
with the nonlinear function G defined by
Equation (15) is a nonlinear mapping for q n , with fixed point q ∞ defined by the lowest intersection of the curves y = q and y = ρ 0 + (1 − ρ 0 )G(q). The probability that the single node at the top of the tree is active is given by adding the probabilities for two independent cases: either it is already active as part of the originally activated fraction (with probability ρ 0 ), or it was initially inactive (with probability 1 − ρ 0 ). In the latter case, it will become active if sufficiently many of its k neighbours (all on the next lower level) are active. Noting that the top node has degree k with probability p k , we conclude that the total probability of it being active is given by
Equations (15) and (17) determine the expected value of the active fraction of nodes in the network as t → ∞. Although the theory is defined in terms of level-by-level updating on a tree, we show that these results also apply to the random-graph Watts model, provided that: (i) the network structure is locally tree-like, and (ii) the state of each node is altered at most once. We note that condition (i) is true in topologies such as the Erdős-Rényi random graph, while (ii) is guaranteed by the update rule (2).
RESULTS

Uniform thresholds
We first present some results of using the threshold distribution
where the Dirac delta function implies that every node has the same threshold r i = r * . We focus on the Erdős-Rényi random graph topology, with degree distribution given by the Poisson distribution (12) . In Figure 2 we plot the values of ρ ∞ resulting from (15) and (17) Another view of the dependence upon ρ 0 is provided in Figure 3 , where ρ ∞ is plotted as a function of z, while the threshold value is kept at r * = 0.18. Again we note the difference between small-ρ 0 results and Watts' prediction of the cascade boundary (at z ≈ 5.76 in this case). Also note the agreement of the theoretical predictions of (15) and (17) with the numerical simulations on Poisson random graphs. Each simulation result is the average over 100 network realizations, and matches theory extremely well except near the discontinuous transition at high z. Increasing the number of nodes in the simulated network from N = 10 4 (points) to N = 10
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(squares) leads to improved agreement between theory and simulation.
Extending the cascade condition
It is clearly desirable to understand how Watts' cascade condition relates to the analytical approach used here to derive (15) and (17) . Moreover, the results of Figures 2 and 3 motivate us to extend Watts' result to cases where the initialized fraction ρ 0 is small but finite.
A global cascade occurs when the activation of a small initial fraction ρ 0 of the nodes leads to a much larger ρ ∞ , i.e. ρ ∞ ρ 0 . While ρ ∞ is ultimately determined by (17) , its magnitude can be estimated by that of the conditional probability q ∞ which is the fixed point of equation (15) . We will determine a cascade condition based on the magnitude of q ∞ , assuming that a cascade occurs in cases where q ∞ ρ 0 = q 0 .
As a first approximation we linearize G(q), retaining only two terms of its Taylor series about q = 0. The resulting approximation to (15) gives the fixed point equation
which is readily solved to yield
We now argue as follows: if the denominator of (20) is negative, then the resulting (approximation to) q ∞ is positive and of order ρ 0 . In this case the conditional probability q ∞ is of the same order of ρ 0 , i.e. q ∞ 1, and so a global cascade has not occurred. We deduce the first-order cascade condition:
which must hold for cascades to occur. Noting that (16) gives G(0) = F (0) and
we see that Watts' cascade condition (4) is a special case of (21) when ρ 0 = 0 and F (0) = 0.
The first-order cascade condition (21) is plotted as a yellow dot-dashed line in Figure 2 (see also Figure 4 ). It is clear that this condition does not accurately represent the effects of non-zero ρ 0 or F (0). The reason for this is that the function G is not well-approximated by a straight line near the critical parameters for cascades. Accordingly, we extend (19) by using the Taylor series for G(q) to order q 2 . This approximation results in a quadratic equation for the fixed point q ∞ which we represent as
with coefficients given by
Under the approximation of small q values, we interpret the existence of a positive root of (23) to imply q ∞ 1, and hence the impossibility of global cascades. Note that the first-order approximation (20) given by q ∞ = −c/b is recoverable from (23) if a (i.e. G (0)) is assumed to be negligible. Since c ≥ 0, the first-order cascade condition (21) then follows from demanding b > 0. However, when the nonlinear behaviour of G is important it is still possible for cascades to occur when b is negative, provided that the full solution of (23) 
for cascades (which do not satisfy (21)) to occur. Using expressions (22) and
it is straightforward to plot the extended cascade condition: this is the green dashed line in Figures 2 and 4 . This extended condition clearly gives much improved approximations to the actual cascade boundaries. Figure 4 shows the expected activated fraction ρ ∞ of nodes in several cases where the threshold distribution is Gaussian, with mean r * and standard deviation σ. Parts (a), (b), and (c) of the figure correspond to σ = 0.05, σ = 0.1, and σ = 0.2, respectively; note the initially activated fraction ρ 0 is set to zero throughout this section. The cascade conditions perform less well at low r * and low z values in this case -this is because G(0) (and hence, from (15) , the value of q 1 ) is non-zero as r * limits to zero. This renders the small-q assumption of section 4.2 ineffective. However at larger values of r * the value of G(0) is sufficiently small for the extended cascade condition to give quite accurate results. Figure 5 demonstrates the agreement of the theory (from (15) and (17)) with numerical simulations. This figure also shows that the dependence of ρ ∞ upon the mean threshold r * may be discontinuous in certain circumstances. Similar arguments to those leading to equations (10) and (11) for the all-to-all case may be applied here. ρ ∞ varies smoothly with threshold mean r * . Figure 6 shows the critical values of σ c and r * c at various z values, as found by a numerical search for double roots of the fixed point equation. In the z → ∞ limit both quantities approach their mean-field values as given by equations (10) and (11) with ρ 0 = 0.
Gaussian threshold distributions
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These results explain the behaviour shown in Figure 5 : for z = 2 and z = 2.5 the critical standard deviations σ c are less that the value of σ = 0.2 used in this figure. Therefore the curves corresponding to these z values show a continuous dependence of ρ ∞ upon r * . On the other hand, Figure 6 shows that the critical value σ c for z = 4 is greater than σ = 0.2, and therefore the black curve in Fig. 5 has a discontinuity at a value of r * less than r * c ≈ 0.381. We note that these results generalize those found by Dhar et al 19 on Bethe lattices (for which the connectivity z is necessarily integer-valued).
DISCUSSION
We have presented an analytical method for determining the expected steady-state fraction of active nodes in Watts' model of threshold dynamics on a random network. Our approach includes the effect of arbitrarily large initial (seed) fractions ρ 0 of activated nodes, and we have derived an extended cascade condition to explain the deviation from Watts' original condition when ρ 0 is not infinitesimally small. A detailed analysis of the types of bifurcation exhibited by the analytical solution can be found in Ref. 22 . 
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APPENDIX A.
Let A s n be the set of active node indices at timestep n, using synchronous updating, and A a n be the corresponding list of active node indices when asynchronous updating is used. Define µ 
