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Abstract—We propose a framework for resilience in a net-
worked heterogeneous multi-robot team subject to resource
failures. Each robot in the team is equipped with resources that
it shares with its neighbors. Additionally, each robot in the team
executes a task, whose performance depends on the resources
to which it has access. When a resource on a particular robot
becomes unavailable (e.g., a camera ceases to function), the team
optimally reconfigures its communication network so that the
robots affected by the failure can continue their tasks. We focus
on a monitoring task, where robots individually estimate the
state of an exogenous process. We encode the end-to-end effect
of a robot’s resource loss on the monitoring performance of
the team by defining a new stronger notion of observability –
one-hop observability. By abstracting the impact that low-level
individual resources have on the task performance through the
notion of one-hop observability, our framework leads to the
principled reconfiguration of information flow in the team to
effectively replace the lost resource on one robot with information
from another, as long as certain conditions are met. Network
reconfiguration is converted to the problem of selecting edges
to be modified in the system’s communication graph after a
resource failure has occurred. A controller based on finite-
time convergence control barrier functions drives each robot to
a spatial location that enable the communication links of the
modified graph. We validate the effectiveness of our framework
by deploying it on a team of differential-drive robots estimating
the position of a group of quadrotors.
Index Terms—Multi-Robot Systems
I. INTRODUCTION
ADVANCEMENTS in embedded systems resulting incheap and reliable computing devices, efficient actuators
and sensors, and commodity networking have paved the way
toward the development of multi-robot teams conceived for
varied tasks such as reconnaissance [1], environment monitor-
ing [2], and target tracking [3].
The problem of designing a multi-robot team to achieve a
given task is ill-posed. Even with some constraints in place
(e.g., number of robots, capabilities available on each robot,
cost, etc.) many degrees of freedom remain open to the de-
signer. A choice that simplifies the design space considerably
is to compose a team of homogeneous robots. Alternatively,
a heterogeneous multi-robot team composed of specialized
robots each with a different set of sensing, actuation, commu-
nication and computational capabilities, holds the promise of
reducing unnecessary redundancies (and therefore, potentially
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cost). For example, if a team of robots is designed for a
construction task, equipping every robot in the team with all
the capabilities required for the task is impossible or pro-
hibitively expensive. It has been noted that certain group level
tasks can be accomplished by a heterogeneous multi-robot
team where their expensive homogeneous counterparts fail [4].
At the same time, the challenges associated with the design
of heterogeneous multi-robot systems are formidable [5]–[8].
These include but are not restricted to: distributing capabilities
among the team members [9], efficiently decomposing the
overall task into subtasks and assigning them to the robots
in the team according to their capabilities [10], developing
languages and associated symbols for lucid communication
among robots with distinct capabilities [11], designing strate-
gies to mitigate the effect of robot resource failures towards
team task performance [12].
We focus on one question arising in heterogeneous team
design – how can robots in a heterogeneous team work
together by sharing resources, in order to be resilient as a
team to failures of individual components? For example, when
a particular sensor on a robot fails (e.g., a high resolution
camera malfunctions on a robot that flies at high altitude), it
may be able to rely on measurements made by a teammate
nearby (e.g., perhaps one that has a lower resolution camera
but flies at a lower altitude). In the heterogeneous setting,
when a fault occurs, appropriate techniques must be in place
to reconfigure the underlying interaction network between the
robots or redistribute roles so that each robot has access to the
resources it needs within the set of robots it can communicate
with. Importantly, it is the objective of the sub-task assigned
to the robot experiencing the failure that dictates the resource
the failed robot needs to access from its neighbors. We note
that in a homogeneous setting, any teammate will have the
same sensing capabilities as the stricken robot. While this
does not make the problem of resource sharing trivial (some
robots will have the right vantage point so their data can be
meaningfully used by the stricken robot, while others will not)
it does simplify matters significantly.
This paper formalizes the intuitive notion of using a het-
erogeneous set of robots to construct a resilient team that can
reconfigure its communication network to continue performing
its overall task. We consider a specific multi-robot task –
collectively monitoring an exogenous process of interest. For
example, the team may be tasked with monitoring the motion
of targets of interest within a geospatial fence. The exogenous
process is the ensemble of target positions each evolving
as a function of time. Each robot in the team is equipped
with sensors and the exogenous process is assumed to be
collectively observable by the team. For example, one robot
on the team may have a high resolution camera, inertial
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sensing and a significant amount of local processing allowing
it to jointly estimate its pose and the poses of any targets
it detects within the prescribed fence with high accuracy.
Another robot may have a low resolution camera, inertial
sensing and minimal local processing allowing it to jointly
estimate its poses and the poses of targets within a smaller
area and with lower accuracy. We think of the problem in
the following terms. Each robot in the team is entrusted with
the subtask of estimating the state of the process of interest
using resources available within its immediate communication
neighborhood (e.g., a robot can share its sensor data within
its communication neighborhood). Our approach is to enforce
a strong observability condition on each robot which we call
one-hop observability (OHO). We say that a robot is one-
hop observable if the subsystem consisting of the robot and
its immediate neighbors is observable. In order to guarantee
post-failure OHO, we propose an algorithm built on a mixed
integer semi-definite program (MISDP) which optimizes a
team task performance metric based on OHO to generate the
new communication graph for team in response to a failure.
Specifically, our MISDP minimizes the average over the trace
of the inverse of the robots one-hop observability Gramians.
The overarching idea presented here is to formalize the
notion of resilience by exploiting the heterogeneity of the
team with regard to the monitoring task executed by the robots
in the team. The notion of one-hop observability provides a
means to quantify the impact of each sensor in the multi-
robot team towards the monitoring task performance. The one-
hop observability notion allows the stricken robot to rely on
a different sensor on a neighboring robot (or a combination
of different sensors) to compensate for the performance loss
caused due to the sensor failure.
The methodology described here is a two-step strategy. In
response to a resource failure, our method first updates the
communication network the robots use to share resources,
such that the team is guaranteed to attain monitoring task
performance commensurate with the available resources. Fol-
lowing this, the robots execute a controller based on finite-
time convergence control barrier functions designed to drive
them to a spatial configuration that results in the desired new
communication links being formed.
Although in this article (an earlier version appears in [12])
we restrict our attention to the monitoring task, in the future,
we plan to extend the ideas discussed here to other multi-robot
tasks where the task performance metric can be expressed as a
function of the multi-robot team’s resource distribution. This
article makes the following contributions:
• We formally pose the problem of resilience in a hetero-
geneous robot team engaged in monitoring an exogenous
process through inter-robot sensor sharing.
• We introduce a new strong notion of observability - one-
hop observability - and exploit a metric based on this
notion to drive network reconfiguration in response to
sensor failure.
• We propose an algorithm to generate and assemble a
communication graph that maximizes the post-failure
performance of each robot, by guaranteeing one-hop
observability.
II. RELATED WORK
Inspired by the notions of biodiversity [13] and role-
specialization [14] typical of biological ecosystems, attempts
have been made to formally quantify heterogeneity in robotic
systems. For instance, [7], [15], [16] explore metrics to mea-
sure heterogeneity through the notion of entropy. While, these
works consider heterogeneity as a measure of diversity, our
focus is on the impact this diversity has on the performance
of the team in executing a certain task, particularly how to
leverage it for resilience.
The advantage of heterogeneity in multi-robot systems is
the possibility of being able to guarantee a desired level of
performance by distributing tasks to role-specialized agents,
thus avoiding unnecessary overly skilled robots. The sharing
of resources between robots makes it possible to create sub-
teams of interacting individuals, whose collective capabilities
could not be achieved by a single robot [17], [18]. However,
the assignment problems (e.g., what and with whom a resource
must be shared) are combinatorial and computationally chal-
lenging. Additionally, the application of standard optimization-
based techniques is challenged by the lack of computationally
amenable representations for the mapping between robots’
resources and the reward attainable from their assignment to
a task. In order to alleviate these challenges, it is possible to
consider macroscopic models of heterogeneity that describe
resources across a team as continuous distributions [19], [20].
For example, in [21] heterogeneous robots are assigned to
tasks by designing a stochastic transition process over the
different tasks such that the sum of resources over each
task meets a certain demand. A similar formulation for the
resource-to-task assignment is considered in [22] where dif-
ferent robots are selected from species that accommodate
stochastic variations across the resources of their individuals.
Alternatively, it is possible to considered a representation of
the heterogeneity in a team of robots by introducing role-
specializations that describe the degree of suitability of a
robots in executing a set of tasks [23], [24]. For example,
in [25] a set-valued optimization framework is designed in
order to assign heterogeneous robots to tasks, while taking
into account their physical constraints and specializations. In
contrast with these previous works, here we take a step towards
the definition of end-to-end assignment problems (which in-
clude resource reconfiguration as special case), designed to
match low-level robots’ resources (in particular, sensors) with
the requirements of the tasks.
An additional advantage of heterogeneous multi-robot sys-
tems is the ability to share resources as a means of in-
creasing their resilience. The problem of resilience in multi-
robot systems has been studied primarily in the context of
constructing communication networks that preclude malicious
robots in the network from exerting an adverse influence on
the network [26], [27]. The work in [28], focuses on building
resilient robot networks based on a notion of resilience called
r-robustness [29]. In the work [30] a strategy to guarantee
connectivity robustness while taking into account the robots’
objective is proposed. The line of work presented in [3], [31],
[32] considers task performance optimization by exploiting
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TABLE I: Notation and symbols
Symbol Description
N Number of robots
∆ Inter-robot interaction distance
xi(t) Robot i’s position
x(t) [x1(t)>x2(t)> · · ·xN (t)>]>
e State of the exogenous process
Ae State matrix of the exogenous process
ue External input to the exogenous process
Be Input matrix to the exogenous process
yi Measurement obtained by the robot i
Hi Measurement matrix associated with robot i
G(x) ∆-disk interaction graph of the robots
V Vertex set of G(x)
E Edge set of G
A unweighted adjacency matrix of G
A¯ A + I
Ni Neighbors of robot i’s w.r.t G
N¯i Ni ∪ i
Γ[k] Resource/sensor matrix at time k
C Configuration (G,x,Γ)
C¯ space of all feasible configurations
Ji(C, T ) subtask performance metric of robot i
J(J1, J2, · · · , JN , C, T ) multi-robot task performance metric
HN¯ (i) one-hop measurement matrix
Θi(0, T ) Observability Gramian of ith sensor
Oi(0, T ) one-hop Observability Gramian of ith sensor
Nd Number of drones
the submodularity property of the task performance metric
to arrive at suboptimal solutions for incorporating resilience
in the multi-robot team performing the task. An alternate
perspective was considered in [33], [34], where the authors
formulate combinatorial optimisation problems to maximize
the probability of security of a multi-robot system. The work
defines the security of a multi-robot system using the control-
theoretic concept of left invertiblility and uses a binary de-
cision diagram to compute the probability of security of a
multi-robot system.
Finally, the idea of controlling robots’ motion so that
certain properties of the underlying communication graph are
respected has been studied in different contexts. For example,
connectivity-preserving controllers have been designed using
edge weight functions [35], estimates of graph spectral prop-
erties [36], passivity-based methods [37], and control barrier
functions [38]. However, depending on the task that the robots
have to complete, stronger requirements might be necessary.
For instance, motivated by the rich literature on coordinated
multi-robot behaviors [39], the work in [40] proposed a
formally correct strategy based on control barrier functions
to achieve a specific interaction structure required by the
particular behavior. The problem of synthesizing multi-robot
interaction networks designed to respect a desired distribution
of resources is discussed in [16]. In [12] the idea was extended
to the design of a network reconfiguration strategy so to
achieve resilience to faults. Here, we exploit the heterogeneity
in a multi-robot team with the objective of restoring team
performance after occurrence of faults, while optimizing the
performance of a monitoring task. This paper fits the line of
work on characterization of post-failure capabilities in a robot
team, which is an interesting, yet, poorly understood concept.
III. NOTATION AND PRELIMINARIES
We use small letters to represent scalars, bold small let-
ters and bold capital letters to denote vectors and matri-
ces respectively. Calligraphic symbols are used to represent
sets. For any positive integer z ∈ Z+, [z] denotes the set
{1, 2, · · · , z}. ‖ · ‖ denotes the standard Euclidean 2-norm
and the induced 2-norm for vectors and matrices respectively.
‖M‖F denotes the Frobenius norm of a matrix M ∈ Rm1×m2 ,
‖M‖F ,
√
trace(MTM). We use 1m1 and 1m1×m2 to
represent a vector and matrix of ones of appropriate dimension,
respectively. Similarly, 0m1 and 0m1×m2 denote a vector and
matrix of zeros respectively. | · | yields the number of elements
in a set and length of a vector when applied on a set and a
vector, respectively. For any vector t ∈ Rm1 , Diag(t) denotes
a matrix with the elements of t along its diagonal. Also,
diag(M) outputs a vector which contains the diagonal entries
of matrix M as its elements. [M]i,j denotes the i, j entry of
M. Furthermore, M1 ⊕M2 gives the block diagonal matrix
containing the matrices. Sm+ denotes the space of m×m sym-
metric positive semi-definite matrices. Alternatively, M  0
also indicate the M is positive semi-definite. Note that we use
I to represent the identity matrix. A weighted undirected graph
G is defined by the triplet (V, E ⊆ V ×V,A ∈ {0, 1}|V|×|V|),
where A is the unweighted adjacency matrix of the graph.
Also, E = (V × V) \ E denotes the edge complement of G.
The graph Laplacian matrix L of E can be computed as
L = Diag(A · 1|V|)−A. (1)
We summarize some properties of a graph Laplacian ma-
trix [41] used in this article:
L · 1|V| = 0|V| (2)
Trace(L) =
∑
1≤i<j≤|V|
[A]i,j . (3)
Note that the above relationships are true for the weighted
adjacency matrix also. If λc(G) denotes the algebraic connec-
tivity of the G (e.g., the second smallest eigenvalues of L),
then G is connected if and only if
λc(G) > 0. (4)
Finally, given two graphs G1(V, E1) and G2(V, E2) defined on
the same set of vertices, we say that G1 spans G2, or G1 ⊆ G2
in short, if E1 ⊆ E2. For ease of reference, the symbols used
in this paper and their descriptions are listed in Table I.
IV. PROBLEM FORMULATION
Consider a team of N robots in d-dimensional space, whose
spatial configuration is denoted with x(t) ∈ RdN , where xi ∈
Rd is the position of robot i. Given a configuration x(t), the
interaction structure between robots is described by a ∆-disk
graph G(x) = G(V, E(x))
E(x) = {(i, j) ∈ V × V | ‖xi(t)− xj(t)‖ ≤ ∆} (5)
where V is the node set representing the robots and E(x) is
the edge set induced by the robots’ configuration x(t). If N (i)
denotes the set of neighbors of robot i according to the graph
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G(x), then we define N¯ (i) , N (i) ∪ i and refer to it as
the closed neighbors of robot i. Similarly, we define closed
adjacency matrix A¯ , A + I, where A is the unweighted
adjacency matrix associated with G. We let the motion of robot
i be described by the control-affine dynamics
x˙i = fi(xi) + gi(xi)ui, (6)
where fi and gi are Lipschitz continuous vector fields that
describe the autonomous and input-dependent dynamics re-
spectively and ui ∈ Ui is the input to the robot.
We assume that there are r different resources in the
multi-robot team. The set [r] contains labels of the resources
available within the heterogeneous team. As in [12], [42], we
define a binary matrix {0, 1}n×r, which we refer to as the
resource matrix and denote by Γ. The entries of Γ are assigned
as follows,
[Γ]i,j =
{
1 robot i has resource j ∈ [r]
0 otherwise.
(7)
Note that, the tuple (G,x,Γ) uniquely determines both
spatial and network representation of the heterogeneous multi-
robot system. Hence, we term the tuple (G,x,Γ) as a config-
uration of the heterogeneous multi-robot team and denote it
by C. We refer to a resource matrix Γ as a feasible resource
matrix, if there exists a spatial configuration such that the
multi-robot team is capable of performing the required task
using the corresponding resource distribution. The resource
matrix is termed infeasible if it is not feasible. Moreover,
C¯ denotes the space of all configurations which contain a
feasible resource matrix. Let each robot in the multi-robot
team be assigned a subtask and the subtask performance
of robot i be quantified using the metric Ji(C, T ). Con-
sequently, we define J(J1(C, T ), J2(C, T ), . . . , JN (C, T ), T )
or J(J1, J2, . . . , JN , C, T ) as the task performance metric
associated with multi-robot team task, where T is the time
required by multi-robot team to execute the task. We show in
Section V that, the monitoring task considered in the paper can
be represented by a performance metric having the structure
mentioned above.
We model a random resource failure by a map that con-
sumes a resource matrix (excluding the n× r matrix of zeros)
and generates a resource matrix by setting a random nonzero
entry of the consumed resource matrix to zero. A tolerable
resource failure maps a feasible resource matrix to another
feasible resource matrix, while a catastrophic resource failure
maps a feasible resource matrix to an infeasible resource
matrix. If the multi-robot team is capable of performing its task
in the face of a tolerable resource failure without changing its
configuration then the failure is said to be a benign resource
failure. We assume that the robots in the team use techniques
existing in literature on multi-robot fault detection for resource
failure identification [43], [44].
Consider a sequence of countably infinite resource failures
F = [ξ1, ξ2, · · · ξ∞] acting on a feasible resource matrix
Γ sequentially. Now, let Fnf = [ξ1, ξ2, · · · , ξk, · · · , ξnf ] be
the first nf ∈ Z+ tolerable resource failures in F , such
that ξnf+1 ∈ F is a catastrophic failure. The kth tolerable
resource failure in Fnf is denoted as ξk. We denote Γr[k]
as the resultant resource matrix after first k tolerable re-
source failures in Fnf acted on Γ. Mathematically, Γ[k] =
ξk(ξk−1(ξk−2(· · · ξ1(Γ)))). Also, Γ[k] can be recursively de-
fined as Γ[k] = ξk(Γ[k − 1]), Γ[0] = Γ. We term C[k − 1]
as the configuration of the heterogeneous multi-robot team
before ξk occurred. Note that, since in this paper, the robots
are entrusted with a monitoring task, hereon we use the terms
“resource” and “sensor” interchangeably in this manuscript.
We are now in a position to formally define the two main
problems addressed in this paper:
Problem IV.1. Task optimal communication graph gener-
ation: Given a tolerable resource failure ξk, an associated
feasible resource matrix Γ[k] and a heterogeneous multi-robot
team configuration C[k− 1] find a new communication graph
Gc[k] such that,
1) Gc[k] is a connected graph,
2) the multi-robot monitoring task performance metric
J(J1, J2, . . . , JN , C, T ) is optimized, and
3) the number of communication links in new communica-
tion graph Gc[k] is close to the number of communica-
tion links in ∆-disk interaction graph G[k − 1].
Problem IV.2. Reconfiguration Execution: Given a heteroge-
neous multi-robot team communication graph Gc[k], generate
feedback control laws that drives the robots to physical loca-
tions such that, their associated interaction graph G(x) spans
Gc[k]. We describe this problem more precisely in Section VI.
The condition of graph connectivity in Problem IV.1 is
enforced to ensure cooperative task performance of the team.
The next condition guarantees post-failure optimal task perfor-
mance of the team for the available resources. Since in many
applications it is desirable to have communication networks
with as few links as possible, the final condition keeps a check
on the number of additional communication links added to
generated graph.
When a robot team experience a resource failure, informa-
tion about the failure is transmitted to a base station. The
base station checks if the resource failure is tolerable or
catastrophic. If catastrophic, it commands the robots to return
to their base station as the team no longer retains the necessary
resource to perform the assigned task. If the resource failure
is tolerable, the base station uses the algorithm developed to
solve the optimization problem in Equation 8 - Equation 10, to
generate a new communication graph that optimizes the task
performance of the team. Once a new communication graph
is created, the base station broadcasts the current and desired
configurations to the robots. This information is used by a local
finite-time convergence barrier certificates feedback controller
that drives each robot to a position which realizes a ∆-disk
interaction graph that spans the desired communication graph.
Figure 1 gives a schematic illustration of our multi-robot ∆-
disk interaction graph reconfiguration strategy in the event of
a tolerable resource failure. The following sections describes
our solution procedure for these two problems.
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Fig. 1: Basic strategy of our approach. When a resource is lost, the base station selects edges to modify the communication
graph. Next, the robots use finite-time convergence barrier certificates based feedback control laws to drive themselves to
positions which realize a ∆-interaction graph that spans the desired communication graph.
V. TASK PERFORMANCE BASED COMMUNICATION GRAPH
GENERATION
In this section, we outline our proposed solution to Prob-
lem IV.1 which is to solve the following optimization problem.
maximize
C∈C¯
J(J1, J2, · · · , JN , C, T ) (8)
subject to λc(G) > 0 (9)
| |E| − |E [k − 1]| | ≤ ,  > 0, (10)
This abstract optimization problem is a formal mathematical
representation of Problem IV.1. Next, we describe the details
of the monitoring task and the systematic way through which
the abstract optimization is extended into a method to handle
robot resource failures in the multi-robot team performing the
task.
A. Monitoring task
We now formally define the monitoring task executed by the
multi-robot team. The objective for the robots is to individually
estimate the state of an exogenous linear process with state
e ∈ Rne
e˙ = Ae e + Be ue + we, (11)
where Ae and Be are the process and control matrices of
the exogenous process respectively, while we is the zero-
mean independent Gaussian noise process. Every robot in the
team observes the exogenous process of interest and obtains
measurements according to the linear measurement model.
yi = Hi e + νi i = 1, . . . , N, (12)
where Hi is the measurement matrix for robot i and while νi
is the zero-mean independent Gaussian noise corresponding to
the set of measurements of robot i. Additionally it is assumed
that, the pair (Ae,H),H = [H>1 H
>
2 · · · H>N ]> is observable.
In other words, the multi-robot team is collectively observable.
Note that, the individual pairs (Ae,Hi),∀i = 1, . . . , N may
not be observable.
In the context of a monitoring task, the resource matrix
Γ is interpreted as a sensor matrix. Since the sensors are
assumed to be linear (linearized for non-linear sensors), we
can associate a one dimensional output matrix with each
sensor and H = {h1,h2, · · · ,hi, · · · ,hr},hi ∈ Rne denote
the set containing all possible sensor-wise output matrices.
Next, we show that given a sensor matrix Γ and the set
H the output matrix Hi of robot i can be constructed.
If Y(i) = {γ1(i), γ1(i), · · · , γ|Y(i)|(i)} denote the set of
column indices of the non-zero entries of Γ’s ith row, then
the measurement matrix Hi can be constructed as Hi =
[hγ1(i)hγ2(i) · · ·hγ|Y(i)|(i)]>. Since the robots monitor a pro-
cess we use an observability-based metric to quantify the team
task performance.
B. One-hop observability
In the context of this paper, we consider each robot in
the team executing an individual monitoring task using its
locally available measurements. In addition, although one
could design distributed estimation schemes (e.g., [45]), the
asymptotic convergence of the consensus protocols makes the
distributed estimation strategies ill-suited for state estimation
of agile processes [46] in large robotic networks. Hence,
it is apparent that consensus-based distributed strategies are
inadequate for estimating the state of an agile process using
large robotic networks. The fact that each robot performs
individual monitoring task means it relies on its sensors or
its immediate neighbors’ sensors to estimate the state of the
process of interest. Consequently, we need a formal way to
quantify the state estimation efficacy of a robot to estimate
the state of a process using at most the measurements from
its immediate neighbors.
To tackle this problem, we define a new notion of observ-
ability which we term as one-hop observability (OHO).
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Definition V.1 (One-hop observable robot). A robot is said
to be one-hop observable if the subsystem containing the
robot and its one-hop neighbors is observable. Formally, if
Hi is the output matrix associated with robot i then the robot
is one-hop observable if and only if the pair (Ae,HN¯ (i))
is observable, where HN¯ (i) =
[
H>i1 ,H
>
i2 , · · · ,H>i|N¯(i)|
]>
,
N¯ (i) = {i1, i2, · · · , i|N¯ (i)|}.
We define the robot team to be one-hop observable if
each robot in the team is one-hop observable. An immediate
ramification of the team being OHO is the fact that, each
robot can estimate the state of the monitored process using
information from its one-hop neighbors, without the aid of a
consensus protocol. Therefore, in order to guarantee that each
robot can execute its task, upon the occurrence of a sensor
fault, we need to improve the one-hop observability of the
team.
Remark V.1. One-hop observability is a stronger condition
than collective observability. The idea can be expanded to the
notion of k-hop observability, in which the subsystem consist-
ing of the robot and all robots within its k-hop neighborhood
results in an observable system. Collective observability is
a special case of k-hop observability where k equals the
diameter [41] of the graph.
We term the quantity A¯Γ as the one-hop sensor matrix
since it stores information about the sensors accessible to a
robot within its one-hop neighborhood. In the event of a robot
sensor failure, we aim to reconfigure the multi-robot team ∆-
disk interaction graph such that every robot in the team is one-
hop observable, while adding as fewer edges as possible to the
robots’ interaction graph. Using standard theorems from linear
system theory [47], we infer that a robot is one-hop observable
if and only if the observability matrix associated with the
pair (Ae,HN¯ (i)) is full column rank [47]. Consequently,
the system is one-hop observable if the observability matrix
associated each (Ae,HN¯ (i)),∀i ∈ [N ] is full column rank.
Since, in general, rank-constrained optimization problems are
classified as NP-hard, due to the discontinuous and non-
convex nature of the rank function [48], developing exact
rank-constraint optimization strategies to render a one-hop
observable multi-robot team is difficult.
Towards this end, we aim to achieve this goal by minimizing
the average over the trace of the inverse of the robots’ one-hop
observability Gramians. Metrics such as trace, determinant and
condition number of observability Gramians and their inverses
have been extensively used solving sensor selection problems
(see [49]–[51] and the references therein). Here, the subtask of
each robot in the team is to estimate the state of the process.
Its performance can be measured using the trace of the inverse
of its one-hop observability Gramian; lowering the trace of the
inverse one-hop observability Gramian increases the subtask
performance. Consequently, the multi-robot task performance
is measured as the average of the trace of the inverse of the
Gramians.
Let Θi(0, T ) be the T time continuous observability
Gramian associated with sensor i, defined as:
Θi(0, T ) =
∫ T
0
exp (A>e τ)hih
>
i exp (Aeτ)dτ. (13)
If,
Θ(0, T ) =
∫ T
0
exp (A>e τ)H
>H exp (Aeτ)dτ, (14)
where H = [h1h2 · · ·hr]> then,
Θ(0, T ) =
∫ T
0
exp (A>e τ)(
r∑
i=1
hih
>
i ) exp (Aeτ)dτ (15)
=
r∑
i=1
∫ T
0
exp (A>e τ)hih
>
i exp (Aeτ)dτ (16)
=
r∑
i=1
Θi(0, T ). (17)
It is straightforward to derive that the one-hop observability
Gramian of robot i can be computed as
Oi(0, T ) =
r∑
j=1
[A¯ Γ]i,jΘj(0, T ). (18)
Recall that A¯ is the unweighted closed adjacency matrix as-
sociated with the communication graph of the robot team.The
above equation can be compactly written for the whole multi-
robot team as,
(A¯ Γ)⊗ I

Θ1(0, T )
Θ2(0, T )
...
Θr(0, T )
 =

O1(0, T )
O2(0, T )
...
ON (0, T )
 (19)
where O1(0, T ),O2(0, T ), · · · ,On(0, T ) matches the one-
hop observability Gramians of the corresponding robot in the
multi-robot team.
C. Algorithmic solution
Algorithm 1 presents the pseudocode for handling robot
resource failure in a team performing a monitoring task.
Our algorithmic solution relies on a mixed integer semi-
definite program (MISDP). Researchers have extensively used
MISDPs to formulate and solve graph topology problems [52],
[53] and thus is an ideal tool to frame our problem. In essence,
the MISDP is a reformulation of the abstract optimization
problem(Equation 8-Equation 10) tailored to the requirements
of the monitoring task. We now mathematically state the
MISDP; in the following discussion we argue that it captures
the aspects of Problem IV.1 in the context of the monitoring
task.
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minimize
L∈Sn+, µ∈R>0,
Π∈{0,1}n×n∆,O¯∈S+
Trace(∆)
N
(20)
subject to L 1N = 0N (21)
1
N
11T + L  µI (22)[
∆ I
I O¯
]
 0 (23)
(Π · Γ[k])⊗ I

Θ1(0, T )
Θ2(0, T )
...
Θr(0, T )
 =

O1
O2
...
ON

(24)
diag(Π) = 1n (25)
Π = ΠT (26)
[L]i,i > 0 ∀ i ∈ [N ] (27)
[L]i,j ≥ −Πi,j ∀ (i, j) ∈ [N ]2, i 6= j
(28)
[L]i,j ≤ −Πi,j ∀ (i, j) ∈ [N ]2, i 6= j
(29)
‖Π− A¯[k − 1]‖2F ≤ 2× e, (30)
where O¯ = O1 ⊕ O2 · · · ⊕ On. The decision variable L is
a weighted Laplacian of a graph that has the same topology
as Π and A¯[k]. Constraint 28- Constraint 29 guarantees that
the off-diagonals of the Laplacian is negative if and only
if the corresponding elements in Π is unity. Constraint 21
encodes the property of a graph Laplacian that each row sums
to zero(Equation 2). Since the Laplacian associated with every
connected graph has only one zero eigenvalue with the 1 as its
corresponding eigenvector, it can be shown that an undirected
graph is connected if and only if L + 1n11
T is a positive-
definite matrix. Hence, Constraint 22 ensures that the gener-
ated graph is connected. Constraint 25 and Constraint 26 mod-
els Π as the closed adjacency matrix of a graph. Constraint 24
is a direct result of Equation 19. Through a straightforward
application of Schur complement [54] on Constraint 23, we
can show that Trace(∆)/N ≥ 1N
∑N
i=1 Trace(O
−1
i ). Hence,
minimizing Equation 20 minimizes the average of trace of the
inverse of the robots’ one-hop observability Gramians.
The base station employs the function Comm graph gen in
Algorithm 1 to generate the desired configuration. When the
function receives a configuration as an input it first checks
if the corresponding multi-robot is collectively observable
(Line 2). If the system is not collectively observable, the
function is terminated as the problem is infeasible. Next, in
Line 4 the algorithm checks if the configuration is currently
OHO and returns the inputted configuration if the condition is
satisfied. On the contrary, if the inputted configuration fails
to be OHO, the function computes the new configuration
using the instructions in the loop detailed in Line 7 - Line
12. During each iteration of the loop, a new configuration is
generated by solving the MISDP (Equation 20-Equation 30)
with e = 1 and inputted configuration as parameters and,
Algorithm 1: Communication graph generation
Input: A¯[k − 1]: Closed adjacency matrix before failure
Input: Γ[k]: Sensor matrix after sensor failure
Input: Ae: State transition matrix
Input: H: Sensor output matrix set
Output: A¯[k]: Closed adjacency matrix which is OHO
1 Function Comm graph gen(A¯[k − 1], Γ[k], Ae, H)
// check if the configuration is collectively
observable
2 if (Ae,H) is not observable then
// return if it is not
3 return “Infeasible”
// check if the configuration is still OHO
after sensor failure
4 if is team OHO(A¯[k − 1], Γ[k], Ae, H) then
// no change is communication graph
required
5 A¯[k]← A¯[k − 1];
6 return A¯[k];
7 while True do
8 Solve MISDP in Equation 20 - Equation 30 with
e = 1;
// set A¯[k − 1] to the solution from MISDP
9 A¯[k − 1]← Π ;
// check if the new communication graph
makes the team OHO
10 if is team OHO(A¯[k − 1], Γ[k], Ae, H) then
// solution found
11 A¯[k]← A¯[k − 1];
12 return A¯[k];
13 Function is team OHO(A¯, Γ, Ae, H)
// flag to check if the team is OHO
14 flag ← True;
15 for i← 1 to N do
// check if each robot is OHO
16 if (Ae,HN¯ (i)) is not observable then
17 flag ← False;
18 break;
19 return flag;
checks if the generated configuration is OHO (Line 10).
If the generated configuration is OHO then it is returned
as the solution. Otherwise, the loop reiterates to solve the
MISDP with e = 1 and the generated configuration as the
parameters. The following proposition shows that the function
Comm graph gen in Algorithm 1 is complete.
Proposition 1. The function Comm graph gen in Algorithm 1
is guaranteed to output a communication graph that ensures
that each robot in the multi-robot team is OHO if the config-
uration passed as input is collectively observable.
Proof. We prove the proposition by considering the two dif-
ferent types of configuration inputs that can be passed to the
algorithm.
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Case 1: Collectively unobservable configuration. If the
input configuration is collectively unobservable then a OHO
configuration cannot be generated as collectively observability
is a weaker notion than OHO. Hence, the algorithm checks the
collective observability condition at Line 2 and return that the
problem is infeasible.
Case 2: Collectively observable configuration. If the input
configuration is collectively observable then at Line 4, the
algorithm checks if the configuration is still OHO after the
failure. If this condition is satisfied then the inputted config-
uration is OHO and the algorithm terminates after returning
the inputted configuration as the solution. On the contrary, if
the inputted configuration fails to satisfy the OHO test in Line
4 then, the function searches for a solution using the loop in
Line 7. In the worst case, this loop iterates through all possible
connected graphs with N vertices. Since the full connected
graph is OHO if the associated configuration is collectively
observable, it is a solution to the problem and thus the loop is
guaranteed to terminate after a finite number of iterations.
It is noteworthy that, since it is proven that integer program-
ming problems are NP-Hard [55], Algorithm 1 may not have
a polynomial time solution since it involves solving MISDPs.
VI. CONFIGURATION ASSEMBLING
From the solution to the problem discussed in the previous
section, we obtain a desired communication graph Gc[k] =
G(V, Ec[k]) which guarantees the post-failure ability for the
robots to complete the monitoring task. In this section we
introduce a feedback controller that drives the robots to a
spatial configuration, such that, under the definition of ∆-
disk proximity graph in Equation 5, the edges of Gc[k] can be
established. In other words, we want the following constraint
to be satisfied
G(x(t)) ⊆ Gc[k] t <∞. (31)
From the definition in Equation 5, we note that finite-time
convergence is required, as asymptotic convergence is not
sufficient to guarantee all desired edges of Gc[k] will be
established.
Following the statement of Problem IV.2, the objective is
to define a feedback controller Ui : RdN 7→ Ui for all i =
1, . . . , N , such that ‖xi(t)−xj(t)‖ ≤ ∆ for all (i, j) ∈ Ec[k],
for some t < ∞. We solve this problem by considering the
technique proposed in [56], which we adapt to our setting.
In particular, we define the following output function
hij(x) = ∆
2 − ‖xi − xj‖2 (32)
and we note that the constraint in Equation 31 is satisfied if
and only if hij(x) ≥ 0, for all (i, j) ∈ Ec[k]. Alternatively,
constraint Equation 31 is satisfied if and only if x(t) ∈ D,
where
D = {x ∈ RdN |hij(x) ≥ 0, ∀(i, j) ∈ Ec[k]}. (33)
In order to achieve finite-time convergence to D, we introduce
the following class-K function
α¯ρ,γ(hij) = γ · sign(hij) · |hij |ρ, (34)
with ρ ∈ [0, 1) and γ > 0, which is continuous everywhere
and locally Lipschitz everywhere except at the origin [57].
From the definition of α¯ρ,γ(h(x)) it is possible to construct
a set of control inputs for robots i and j that guarantees an
edge between them will be assembled in finite time
Kiij = {ui ∈ Ui |Lfi hij+Lgi hij ui+
α¯ρ,γ(hij)
2
≥ 0}, (35)
where Lab denotes the Lie derivative of b with respect to the
field a. Extending the edge-wise set in Equation 35 to all
edges in the desired graph Gc[k], we obtain a team-wise set
of control inputs that satisfy Equation 31 defined as
Ki =
⋂
j∈Ni,c
Kiij ∀i = 1, . . . , N. (36)
Thus, as stated by the following theorem, which we report for
completeness, by selecting control inputs from the set Equa-
tion 36, robots will reach the spatial configuration that satisfies
constraint Equation 31 in finite time.
Theorem VI.1. [56] Denoting with x0 = [xT0,1, . . . , xT0,N ]T
the initial state of a multi-robot system with dynamics Equa-
tion 6, any controller Ui such that
Ui(x0) ∈ Ki ∀x0 ∈ Rd|N¯i,c|, (37)
will drive the ensemble state to D within finite time.
Among the many possible strategies to select control inputs
from Equation 36, we guarantee the least control effort by
constructing the following feedback controller
u∗i = arg min
ui∈Ui
‖ui‖2
Lfi hij + Lgi hij ui +
α¯ρ,γ(hij)
2
≥ 0, ∀j ∈ Ni,c
(38)
In summary, provided that a solution to the quadratic pro-
gram Equation 38 exists for all i = 1, . . . , N , robots will
assemble Gc[k] in finite time. We refer the reader to [56] for
a discussion on the feasibility of this problem.
VII. APPLICATION
We demonstrate the implementation of the reconfiguration
process proposed in this paper by considering a network
of heterogeneous mobile sensors estimating the position of
a group of quadrotors executing a coordinated motion (i.e.,
the exogenous process). Denoting with Nd = 5 the number
of quadrotors, the collective state of the process is e =
[eT1 , . . . , e
T
Nd
]T , where ei ∈ R3 is the position of the ith
quadrotor.
Assuming the rigid-body dynamics of the quadrotors being
faster than the dynamics of controller they execute, for the
purpose of estimation, we assume their velocity with respect
to the inertial frame can be directly controlled. We let the hori-
zontal motion of the quadrotors be governed by a coordinated
controller representing a Cyclic-Pursuit behavior, while the
vertical motion is governed by a Leader-Follower behavior:[
e˙i,x
e˙i,y
]
= R(θ)
[
ei−1,x − ei,x
ei−1,y − ei,y
]
e˙i,z = ei−1,z − ei,z
∀ i = 2, . . . , Nd (39)
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where R(θ) ∈ SO(2) is planar rotation matrix and θ ∈ [0, 2pi)
depends on the number of quadrotors. In this case, we place
the quadrotors on a circle of radius 0.85 m and we compute
θ = piNd = 0.6283 [58]. Similarly, the leader’s velocity is:[
e˙1,x
e˙1,y
]
= R(θ)
[
eNd,x − e1,x
eNd,y − e1,y
]
e˙1,z = ue(t)
(40)
where ue : R+ 7→ R is the input to the leader (a sinusoidal
function in the experiment). The motion described by Equa-
tion 39 and Equation 40 can be compactly represented as in
Equation 11:
e˙ = Ae e + Be ue(t) + we, (41)
where Ae and Be are constructed from inspection of Equa-
tion 39 and Equation 40.
Finally, the ground robots can execute 5 different types of
measurement, such that each measurement is a linear combi-
nation of the components of the state of a single quadrotor. For
this, we define the following reduced measurement matrices
hˆ1 = [1,
1
2
, 0] hˆ2 = [0, 1, 0] hˆ3 = [0, 0, 1]
hˆ4 = [0,
1
2
, 1] hˆ5 = [
1
2
, 0, 1].
(42)
Considering that the same type of measurement is repeated for
each quadrotor, we match the formulation discussed in sub-
section V-A by defining the suite of sensors available to the
robots in term of the set of resources [r] = {r1, . . . , r5}, where
rk =
hkNd−Nd−1...
hkNd
 = INd ⊗ hˆk, (43)
for k = 1, . . . , 5, where In is the identity matrix of size
n. In summary, given a subset of the total resources [r] =
{r1, . . . , r5}, Equation 43 defines the set of measurement
available to the robots.
A. Results
We implement the scenario described above using a team of
9 differential drive robots from the Robotarium [59] and a team
of 5 quadrotors Crazyflie 2.1 nano-copters controlled through
the Crazyswarm [60] library. The transfer of information
between the Robotarium and the Crazyswarm environments is
handled through ROS nodes. The measurements corresponding
to the different sensors described in Equation 42 are con-
structed using data from the optical tracking system of the
Robotarium. Finally, the estimate of the drones’ position are
obtained through iterations of a standard Kalman filter.
With reference to Figure 3, we consider a monitoring team
with the initial resources distribution represented Figure 3(a),
subject to the failure sequence described in Table II (for clarity,
the images in Figure 3 were obtained from an experiment exe-
cuted without the quadrotors for the sole purpose of visualizing
the motion of the robots during all reconfigurations). The pie
charts on top of each robot denote which of the five possible
Fig. 2: Screenshot during execution of the experiment. A team
of 5 quadrotors executing a coordinated motion represents
the exogenous process, that the ground robots are task with
monitoring.
sensors each robot is equipped with. At iteration 150, failure
ξ1 occurs, and resource Γ7,4 is removed (i.e., resource 4 from
robot 7). We observe that, although robot 7 itself preserves
its one-hop observability, robot 8 loses OHO. Importantly, by
considering task objectives instead of actual resources, we note
that robot 7 is capable of continuing its task even if the exact
resource lost is no longer available.
From the solution of Equation 20, the additional edge
(5, 8) is added to the network (red edge in Figure 3(b)), and
assembled by the robots (Figure 3(c)). The same process is
repeated for the removal Γ2,3 (Figure 3(d)) which results in
the reconfiguration in Figure 3(e). Finally, Figure 3(f) depicts
the robots configuration after occurrence of all failures.
Iter. Resource Robot Iter. Resource Robot
ξ1 150 4 7 ξ4 600 1 1
ξ2 300 1 9 ξ5 750 5 5
ξ3 450 3 2 ξ6 900 4 4
TABLE II: Resource failures considered in the experiment.
Iteration columns represent the iteration of occurrence of
failure ξi, i = 1, . . . , 6.
The impact of the faults on the quality of the monitoring
process is shown in Figure 4, where we show the mean
estimate error along the three spatial dimensions of the quadro-
tors’ motion, relative to robots 1 and 8. The red shadowed
areas in Figure 4 represent the time interval during which
the team went through a reconfiguration. We can observe that
network reconfiguration was necessary only for failures ξ1,
ξ3, and ξ5. The removal of resource Γ7,4 and Γ5,5 (faults
ξ1 and ξ5) affects the estimate error for robot 8 (bottom
figure), but does not affect estimate for robot 1 (upper figure).
On the other side, the removal of resource Γ2,3 (fault ξ3)
affects the estimate of robot 1 which was relaying on resource
3 from robot 2. Finally, the results in Figure 5 represent
the minimum eigenvalue of the observability Gramian λOi ,
for i = 1, . . . , N . As expected, the observability Gramian
becomes singular for both robots 1 and 8 under the effects
of failures (ξ1, ξ5) and ξ3 respectively.
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(a) (b) (c)
(d) (e) (f)
Fig. 3: Screen-shots for the experiment executed on the Robotarium (ground robots only). The initial communication graph (a)
guarantees that all robots satisfy the one-hop observability requirement, given the resources they have access to. Five possible
resources are denoted by the pie chart on top of each robot. Due to the first failure, resource 4 is removed from robot 7. In
accordance with the new configuration robot 8 needs to access the missing resource from robot 5 (b) and move towards it in
order to establish a communication link (c). Then, because of the removal of resource 3 from robot 2 (d), the edges (1, 3) and
(3, 9) are established (e). After all faults ξ1 through ξ6 have occurred, the final configuration of the robots (f) allow them to
continue the monitoring task.
VIII. CONCLUSION
We described a framework for resilience in a networked het-
erogeneous multi-robot team subject to resource failures. Our
framework builds on the novel notion of one-hop observability
which allows post-failure reconfiguration of resource sharing,
such that all robots can continue their tasks. The proposed
framework, composed of two phases, leads to the principled
reconfiguration of information flow in the team to effectively
replace the lost resource on one robot with information from
another, as long as certain conditions are met. The first phase
selects edges to be modified in the system’s communication
graph after a resource failure has occurred and the second uses
finite-time convergence control barrier functions to synthesize
feedback control laws to drive each robot to spatial coordinates
that enable the communication links of the modified configura-
tion. We validate the effectiveness of our framework through
multi-robot experiments. In heterogeneous teams, the appli-
cation of standard optimal task-assignment techniques (which
include resilient reconfiguration as special case) is difficult due
to the lack of computationally amenable representations that
map between low-level robot resources to their effect on the
overall team task. Through the notion of one-hop observability,
we are able to model task-assignment in heterogeneous multi-
robot systems based on the explicit mapping between the
resources available to a robot and its performance (i.e., the
observability Gramian). By the construction of this formal
framework we hope to lay a foundation for other challenges
in resilient heterogeneous multi-robot systems.
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