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Abstract-Recently, we developed a framework, namely Multi-hop TDD CAC and DCA 
(MTCD), for optimal centralized DCA in multi-hop 4G/4G+ UTRA TDD networks.  We 
also  proposed  two  CAC  schemes  that  use  a  pre-defined  optimization  algorithm  to 
ensure that admission is based, to a large extent, on topology maintenance, energy 
conservation, load balancing, and fairness.  In this paper, we address the centralized 
limitation of MTCD and its computational intractability by proposing a new distributed 
DCA scheme for autonomous, multi-hop 4G/4G+ networks.  The proposed algorithm is 
termed  Distributed  Multi-hop  CAC  and  DCA  (DMCD).    Unlike  MTCD,  DMCD 
allocates channels in a fully distributed manner.  We also propose Distributed Per-Hop 
Throughput-Based  CAC  (DPTC),  which  facilitates  the  gradual  admission  of  the 
wireless stations pertaining to an A-Cell route in conjunction with DCA using DMCD.   
 
I. Introduction and Related Work 
 
Wireless autonomous, self-healing ad hoc networks have gained great momentum over 
the past few years.  Routing, MAC, and energy conservation, in particular, have been 
thoroughly studied in dynamic wireless multi-hop ad hoc networks [21], [22].  
Due to the complexity arising from the distributed nature of such networks, routing 
was shown to be an extremely non-trivial problem.  However, it is more tractable in 
multi-hop cellular networks due to the existence of intelligent central base stations, 
namely node Bs. 
  In our recent research [21], [23], [24], [25] we envisioned wireless multi-hopping as 
a  complementary  technology  to  conventional  cellular  networks.    There  has  been 
growing interest in wireless multi-hopping.  Algorithms based on path loss [1], [8], [3] 
were  utilized  for  routing  purposes.    Remote  Antenna  Units  (RAU)  [7],  integrated 
Cellular and Ad hoc Relay (iCAR) [5], and Multi-hop Radio Access Cellular (MRAC) 
[9] are very much similar to one another and are based on deploying a set of fixed 
relaying  nodes  in  a  cellular  network  to  enhance  capacity  and  reduce  power 
consumption.    The  3
rd-Generation  Partnership  Project  (3GPP)  [13]  proposed 
Opportunity-Driven Multiple Access (ODMA) for UTRA TDD networks.  In ODMA, 
mobile devices may communicate with one another directly and act as routers for their 
peers.  WiFi-based networks using virtual channel sensing, namely Multi-hop Cellular 
Network (MCN), is proposed in [17], [18] for 802.11 networks.  Fewer access points 
may be deployed and, consequently, the infrastructure cost is reduced. 
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  In  the  Ad  hoc-Cellular  (A-Cell)  architecture  [23],  [24],  the  uplink  capacity  is 
enhanced  via  multi-hopping.    All  the  wireless  stations  are equipped  with  GPS  and 
directional antennas are used.  To the author’s best knowledge, this was the first time 
that directional antennas were used by mobile nodes to reduce interference, conserve 
energy and enhance spatial reuse in a multi-hop TDD W-CDMA wireless network. 
In [25], [27], [28] we ensure that channels are assigned in A-Cell in a manner that 
enhances spatial reuse.  We showed that this problem is not equivalent to that of finding 
the chromatic index for a given graph.  We managed to formulate it as a zero-one 
integer programming problem.  Moreover, we proposed a novel scheduling and channel 
assignment scheme for A-Cell, namely Edge-Coloring Channel Assignment (ECCA).  
Directional  antennas are  used to  increase  spatial  reuse  by  simultaneously  assigning 
channels within the same cell (and in low-rate and out-of-coverage areas) as well as in 
adjacent cells.  Nevertheless, distributed Connection Admission Control (CAC) and 
Dynamic Channel Allocation (DCA) mechanisms are yet to be developed.  Thus, in this 
paper,  we  devise  a  novel  distributed  framework  for  joint  CAC  and  DCA.    It  is 
noteworthy that the proposed architectures and algorithms can be applied to a wide 
spectrum of wireless networks, including WLANs, 4G systems, and multi-hop ad hoc 
and sensor networks. 
  This paper is organized as follows.  Section II presents an overview of MTCD [28].  
In Section III, our novel Distributed Multi-hop CAC and DCA (DMCD) algorithm is 
introduced  and  thoroughly  explained.    The  Distributed  Per-Hop  Throughput-Based 
CAC (DPTC) is presented in Section IV.  This is followed in Section V by the paper 
summary and conclusions.  
 
II. The Multi-hop TDD CAC and DCA (MTCD) Framework  
 
This section provides an overview of the MTCD framework [28] for multi-service CAC 
and DCA in wireless multi-hop TDD networks.  The multi-service MTCD framework 
jointly addresses optimal CAC and scheduling in light of interference, disruption of the 
present  multi-hop  schedule,  slot  separation  and  fairness  among  multiple  active 
connections, given a number of expected end-to-end delay constraints pertaining to 
each of the traffic classes of service.  The framework utilizes the conclusions drawn 
from the analytical model in [28] and allocates multiple channels per node, with each 
channel corresponding to a single route to which the node belongs.  Our framework can 
be easily extended to include other aspects of the wireless network. 
In [28], we also propose two CAC schemes.  In the first, a route is first chosen based 
on  a  pre-defined  topology  maintenance,  energy  conservation,  load  balancing,  and 
fairness algorithm.  The call request is rejected only if a violation of one or more of the 
MTCD  constraints  is  inevitable.    The  second  CAC  scheme  utilizes  a  pre-defined 
optimization  algorithm  as  well.    However,  multiple  routes  are  used  as  an  input  to 
MTCD and the route which corresponds to the smallest value of the objective function 
is admitted. 
 
III. Distributed Multi-hop CAC and DCA (DMCD)  
 
We herein present DMCD to address the limitations of MTCD.  We first unveil a few 
definitions.  This will be followed by a detailed description of DMCD and the pseudo 
code pertaining to DMCD and its sub-schemes.   
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Definition 1 (Nodal-Route Level – NRL) 
This is the level that an intermediate node belongs to, computed with respect to the 
destination. 
Definition 2 (Route Length) 
The  route  length  of a route R, HR,  is the number of nodes  that R is composed  of, 
excluding the source and the destination.  
Definition 3 (Level-to-Length Ratio) 
The  level-to-length  ratio  for  an  intermediate  node  i  on  route  R, R i LLR , ,is  equal 
to R R i H NRL , . 
Definition 4 (Channel Pool) 
The set of channels presently available for potential use by a node is termed its channel 
pool (CP). In an A-Cell network, the CP for one node may be different from the CP for 
another, including the node’s neighbors.  
Definition 5 (Forbidden Channels) 
For a specific node, the full set of channels available at network startup time minus the 
node’s CP is called the node’s set of forbidden channels (FC).  
Definition 6 (Reserved Pool) 
The set of channels presently reserved by a station i is called its reserved pool (RP).  
The cardinality of RP is equivalent to the sum of the number of flows maintained by i, 
as an originator and as an intermediate node. 
Definition 7 (Residual Load Factor) 
The residual load factor for channel j and mobile node i is 
)) ( (
,
j TS
i h r and is defined as the 
usable remaining fraction of the total interference with respect to  ) ( j TS .   
Definition 8 (highestPriority) 
This is a Boolean variable maintained by each node to indicate whether the node has 
the highest priority in the current round. This variable is initialized to true.  
Definition 9 (Favored Channel) 
The favored channel j for node i is a channel belonging to  i CP  designated by node i as 
its preferred channel to be used for transmission to one, and only one, of its next hop 
nodes.  
Definition 10 (Broadcast Set) 
The  set  of  parameters  broadcast  periodically,  or  during  the  channel  assignment 
process, by an active wireless station is named its broadcast set. The broadcast set for 
station i on route R consists of its favored channel, R i LLR , , rx i C , , rx i
j TS C j
i ,
)) ( ( :
, Î $
h r , tx i C , , 
}, { , , , i n m C A i tx m - Î  the difference between the cardinality of its active set and its RP, its 
degree, and a random value.  
 
The DMCD scheme may be broken down into five algorithms, each with a unique 
task.    The  first  algorithm,  which  is  shown  in  Table  1,  gathers  channel  occupancy 
information (from neighbors that committed their favored channels at the end of the last 
round – it is possible that more than a single neighbor commit channels during a single 
round) and channel requests sent by the node’s active neighbors.  Consequently, the 
node updates its CP and its FC.  The second algorithm (see Table 2) is responsible for 
determining the node’s priority with respect to its active neighbors.  The node’s priority 
dictates its behavior and ensures that nodes with higher priority will most likely be 
assigned their favored channels.  Conventionally, channel assignment was carried out 
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based on two values: the vertex degree and a second, unique parameter that acts as a 
tie-breaker.    More  specifically,  the  tie-breaker  could  be  the  node  ID,  or,  simply,  a 
randomly chosen value.   On the other  hand, DMCD facilitates  the use  of multiple 
parameters to determine the nodal priorities.  This is especially useful in the context of 
A-Cell, in which channel assignment is based on a number of factors.  In the third 
algorithm (Table 3), each node independently decides whether to commit the favored 
channel or enter the next round to compete for a channel from the node’s CP.  In each 
round, it can be shown that at least one node will commit its favored channel.  Note that 
while a node may not be able to commit its favored channel in roundk , it may commit 
the same channel in round 1 + k .  Thus, the fact that a neighbor with a higher priority is 
interested in a channel does not necessarily mean that it will be assigned the channel.  If 
an active neighbor with a higher priority is interested in the node’s favored channel, the 
node  will  enter  the  next  round.    Unlike  other  DCA  schemes,  all  the  previously 
mentioned algorithms are executed by the mobile stations.  Thus, DMCD is a fully 
distributed  algorithm,  unlike  MTCD.    The  remaining  two  DMCD  algorithms  are 
referred to as DPTC and are explained in Section IV.  
 
Table 1 
DMCD – Algorithm for Updating Channel Sets  
if a channel was assigned during the previous round 
  broadcast chosen channel to neighbors;  
else if isAssigned( ) != true  
     send broadcast set to neighbors;  
update  f
ts T ts
i Î " ,
) (
, h r  
update  i FC   { 
         A i n m , Î " , including i, add channel(s) to be used by  m to receive from  m PH oÎ ; 
         i A l NH l l n g Î " - Î " }, { , ,  add  channel(s)  committed  by  g   to  transmit  to  any  of  g’s  next  hop     
neighbors, not necessarily to l;  
         i NH lÎ " , add channel(s) committed by l  to transmit to  l NH bÎ ;  
        add channel(s) used by i to transmit;  
         0 ,
)) ( (
, = Ï "
j TS
i i FC j
h r , add channel  j ;  
}  
i i FC C CP - = ; 
update  i RP ; 
 
Table 2 
DMCD – Arbitration Algorithm  
highestPriority = true;  
: } { , i n v A i - Î "  
if ( ) v i LLR LLR < Ú 
( ) ( ) v v i i v i RP AR RP AR LLR LLR - > - Ù == Ú  
( ) ( ) ( ) v i v v i i v i d d RP AR RP AR LLR LLR > Ù - == - Ù == Ú  
( ) ( ) ( ) ( ) v i v i v v i i v i rand rand d d RP AR RP AR LLR LLR > Ù == Ù - == - Ù ==  
// do nothing;  
else  {  
                    highestPriority = false;  
                    break;  
               }  
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Table 3 
DMCD – Algorithm for Committing Favored Channel  
if the node has the highest priority among its active neighbors in that round  
  commit favored channel (which must belong to the node’s CP);  
else  
  enter next round;  
 
According to the algorithm designated for updating the channel sets, node i  in Figure 
1 must be made aware of the channels used by its neighbors as well as their tolerance to 
additional interference.  As a result, despite the theoretical availability of an unused 
channel, node  i  may be forced to move it to its FC.  In accordance with the DPTC 
algorithms in Section IV,  i  may also have to forfeit the use of a recently committed 
channel.  
 
 
 
 
 
Figure  2  shows  an  A-Cell  network  consisting  of  mobile  stations  with  omni-
directional antennas and a single node B.  Station  i must relay to its active neighbors 
and its upstream stationk , its broadcast set, including the residual load factors.  Every 
other  mobile  station  is  furnished  with  a  caption  of  an  ordered  2-tuple ) , ( j x ,  where 
xrepresents  the  station  ID  and  j represents  the  channel  assigned  to x.    Assuming 
that } , , , , , , { ), ( h g f e d c a j j TS Î " ,  are  identical  and  that 0
)) ( (
, =
j TS
i h r ,  i encapsulates  this 
information  into  its  broadcast  set,  as  an  indication  of  the  corresponding  slot’s 
saturation.  As a result, k avoids using any channel qfor which ) ( ) ( a TS q TS = .  
 
 
Figure 1. Node i must take into consideration the rules devised in Tables 1 – 3 above 
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IV. Distributed Per-Hop Throughput-Based CAC (DPTC)  
 
To date, CAC in 3G networks is a centralized mechanism and is carried out by the 
RNC.  Due to its reliance on power measurements, interference-based CAC may not be 
readily utilized in A-Cell networks.  In this section, we propose Distributed Per-Hop 
Throughput-Based CAC (DPTC) for A-Cell networks.  DPTC facilitates the gradual 
admission of the wireless stations pertaining to an A-Cell route in conjunction with 
DCA using DMCD.  The DPTC algorithms are shown below in Tables 4 and 5.  
 
Table 4 
DPTC – Channel (Un-)Viability Algorithm  
: , f ¹ " i AR i  
     rx i C j , Î " , broadcast ￿
- Î
- =
} { ,
)) ( ( )) ( (
, ,
i A n m
j TS
th
j TS
i
i m i h h r
h  
m i CP j i n m Î - Î " }, { (upon retrieving the residual load factors from i’s broadcast set):  
     if ( )
)) ( ( )) ( (
, ,
j TS j TS
i i m h r h >   {     
             mark ) ( j TS as an unviable time slot;  
             update  m FC  accordingly;  
     }  
 
Table 5 
DPTC  –  Conflict  Resolution  Algorithm  (executed  by  an  adversely  affected  node  immediately 
following a round during which a faulty assignment was made)  
: , , ,
} { ,
)) ( (
, , th
i A n m
j TS
rx i i
i
i m C j AR i h h f ³ Î ¹ " ￿
- Î
 In the broadcast set’s conflict field, insert a set of one or more 
ordered 2-tuples  ) , ( j x , where  x represents a station ID and  j represents the channel assigned to x .  This 
is an indication of the need to immediately release the time slot by one or more nodes), such that the 
threshold value of the load factor will be adhered to.   
 
Figure 2. An A-Cell network 
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V. Conclusion 
 
In this paper, we proposed a new scheme, namely Distributed Multi-hop CAC and 
DCA (DMCD), for distributed DCA in autonomous 4G/4G+ TDD-compliant wireless 
systems.    Unlike  MTCD,  the  proposed  algorithm  allocates  channels  in  a  fully 
distributed manner.  In addition, DMCD is computationally efficient.  Compared to 
MTCD, DMCD is more suitable for real-time 4G and beyond systems.  In our future 
research, we will formally analyze the time complexity of DMCD and its variants.  
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