The systematic perturbation scheme for solving stochastic equations for the distribution function of gross variables described in earlier publications of this series is used to develop a non-perturbative self-consistent method for obtaining average values of the gross variables, time correlation functions of fluctuations, non-equilibrium steady state distribution function and the response function to an external disturbance. The analogy of the present problem with that of condensed Bose systems is found to be helpful, and the method requires two kinds of renormalized propagators and three kinds of renormalized vertices to be determined self-consistently. The formalism of Martin, Rose and Siggia on the same problem comes out rather naturally in our approach without introducing their unfamiliar operator. The problem can be simplified so that only one type of propagators and one type of vertices appear if the steady state distribution function is Gaussian. § 1. Introduction
§ 1. Introduction
In the preceding publications of this series 1 > we developed a systematic perturbation scheme to solve the master equation for the gross variables of nonequilibrium statistical mechanics and to obtain the distribution function of the gross variables and the macroscopic equations of motion simultaneously. One of the merits of this approach is that it is formulated in the language of quantum field theory and many-body problems and hence various techniques developed there should be also applicable here. In this paper we explore this aspect of the approach by developing a non-perturbative self-consistent scheme to obtain average values of the gross variables, the time-correlation, functions of fluctuations, the non-equilibrium steady state distribution function, and the response function to a small external disturbance. In doing this we find it particularly helpful to exploit the analogy of the present problem with that of condensed Bose systems. 2 > In this way we are led naturally to appreciate the necessity of introducing two kinds of propagators and three kinds of vertices ( § 3) , and the formalism of Martin et aZ.S> comes out without introducing their seemingly ad hoc operator ( § 4). T4e problem simplifies when the steady state distribution function is Gaussian as well as when the condition of detailed balance is satisfied ( § 5).
Recently attempts were made to apply the mode coupling theory of fluctuations occurring in non-equilibrium steady-states,*> and the present theory provides a proper generalization of the mode coupling ideas to deal with such non-equilibrium situations. § 2. Stochastic model
We choose as our system the model which obeys a stationary stochastic process , subjected to an external random force and is described by the following equation for the distribution function g( {a},'t) of the set of gross variables {a}, 
Since we are concerned here with the stationary state, the diagrammatical scheme of I is sufficient. The building blocks of a diagram are a straiglat horizontal line for a free propagator plus vertices o~ :five different kinds shown in Fig. 1 , where the correspondence with each terrU: of !}{' is obvious.
--:::::
.,., (e) Fig. 1 . Building blocks of a diagram. § 3. Non-perturbative method
In order to develop a non~perturbative approach to treat the effects of !}{', it is useful to note a certain formal similarity between the present problem and that of condensed Bose systems 2 l in which are allowed processes that do not conserve total number of elementary excitations. The main difference is, however, that in our case no processes occur where all the "elementary excitations" associated with a single vertex are annihilated (non-Hermiticity of !}{') and no difficulty arises in applying the linked cluster theorem because the "condensate" is truly a c number. This does not prevents '4S from developing a non-perturbative method in analogy with .the similar methods developed for condensed Bose systems such as those due to .Beiiaev or Hugenholtz and Pines. 2 l In order to push on this analogy we need a time correlation function of fluctuations in a stationary state defined by
(..3 ·1) where g,( {a}) is the steady state distribution function/l and in the second line jO) denotes the free vacuum state and
exp+ being the ordered exponential and
(3·1) can be rewritten by making use of (Oj3£' 0 =(0j3£''=0 and also
where 1Xt(t)=e-t.9Coa,et.9C,, etc. and S=S(oo, -oo), and T stands for the time ordering operator. This suggests us to .introduce the two types of propagators as
) where one should note that (Oj SjO) = 1. (3 · 5) is thus reduced to
The physical meaning of Gt 1 (t) is best understood by applying a small external disturbance at some time t 2, which is represented by a small pulse-like additional term to v 1 in H at t2• This results in an additional term like (t) . A response to this disturbance appears in the average value of a, at some later time t 1 as (a,)e, =(0jTa,(tl)a 1 
(ts)Sjo)F 1 =Gu (tl-ts)F 1 •
Hence G, 1 (t1 -t 2) has the meaning of a response function to a small external disturbance.
The propagators of the type (3 · 7) also arise in the case of condensed Bose systems, 2 > and is a consequence of the processes represented in Fig. 1 (b) . There the propagators of the type (0 !Tat (t) a, (0) SjO) were also required but are absent in our problem simply due to the absence of processes in which two "excitations" collide and are annihilated. We represent the propagators G,, (t) In tpe following we develop a non-perturbative scheme where G, 1 (t) and G, 1 (t) can be determined self-consistently. We note that once these are determined, the steady state condition is obtained as follows:
where we have used that 0 =(a,)= (0 !Ta,S! 0). This condition together with the appropriate boundary conditions determine average values of the gross variables.1>
Now, the Dyson equation for the-propagators are written down as
where the range of integrations can be taken from -oo to + oo. GZ 1 (t) is the Fig. 1 (b) . Similarly, the renormalized vertex. corresponding to Fig._ 1(a) is shown in Fig. 5 , and is given by (3·9). This vanishes because of the steady state condition as already noted. 1 > Thus we are left with the task of renormalizing the three remaining· bare vertices shown in Figs. 1 (c), (d) and (e), The renormalized vertices for them are denoted as (!), ® and @, respectively, and are shown in Fig. 6 . ·The selfenergies are then expressed in terms of. them and the propagators as shown in Fig. 7 where 1/2 in front bf a diagram' indicates division by the symmetry factor of the diagram. From now on we do not write explicit .expressions for contributions of various diagrams since they are now fairly standardized ·'except to illustrate the contribution from the first diagram of Fig. 7 
(a) which is i_ L; L; Jas Jas'C()umGip.( t-s)Gmq(t-s')T p~~(ss'O),
2 lm pq (3 -12) where r<n> denotes the :t;enormalized vertex @, n = 1, 2, 3.
If we ignore the renormalizatio n of vertices entirely, the Dyson .equations (3 ·10) and (3 -11) together with the equations for self-energies just derived and (3 · 9) plus the boundary conditions constitute a self-consist~nt set of equa-. . tions to determine propagators and average values of the g~oss variables. _ For the turbulence problem it is aiready noted that this set of equations corresponds to the Kraichnan direct interaction approximation.3 J,D> . The main prohl~!D-encountered in this sort of approach is to take into acco~t the vertex renormalization by deriving the self-consistent equations that also· determine the vertex functions, and it is well-known that such equations contain-an infinite number of terms in contrast to those of Figs. 4 and 7:a>,D>-'TJ Here we merely list some of the terms that appear in the equations for the renormalized ver:tices in Fig. 8 . .' where the suffix c indicates that only the contributions frem connected diagrams must be retained. These connected diagrams are then expressed in terms of the renormalized propagators. and vertices. For instance the diagrams contributing to s8 (ijk) are shown in Fig. 9 . The diagram involving ® contributes a term,
Similarly the diagrams for s4 (ijkl) can be written down and are shown in Fig.  10 . 
The correlation function Ui 1 (t), (3 ·1) , and the response function G, 1 (t), (3 · 6),
for t>O are also written as
where (4·9)
The functions U, 1 (t) and Gi 1 (t), which may be written also as <a, (t) a 1 (0)) and <a, (t) ..!i_a,=-I; w~1a1 +i_
and the equation identical in form to ( 4 · 2), respectively. Equation ( 4 ·10) differs from ( 4 ·1) in the manner in which effects of random forces are taken into account. However, Martin et al. are aware that the effects of random forces are also taken into account by a term like the last term of ( 4 ·10). Thus we have seen that the formalism of Martin et al. is basically equivalent to ours. Indeed, their self-consistent scheme also requires the two kinds of propagators and the three kinds of vertices and is quite similar in its content to our scheme of § 3. What we have shown in this section is that the operators introduced by Martin et al. in a seemingly ad hoc manner ate nothing but the operators that already appeared before in the study of the Fokker-Planck equations 7 >• 8 l and also in the more recent study of, general stochastic equations for the probability distribution functions of the gross variables/> and in our formalism one can work with more familiar annihilation and creation operators which allow us to In the preceding sections we have developed a self-consistent scheme to obtain averages of the gross variables, the time correlation functions of their fluctuations, the response functions, and the quantities s2 (ij), s8 (ijl), · · · that appear in the distribution function of the gross variables, where the two kinds of renormalized propagators and the three kinds of renormalized vertices appeared. We developed a somewhat similar self-consistent scheme for obtaining the time correlation functions of critical fluctuations where only one kind of propagators and vertices appeared. 6 and the processes of the types shown in Fig. 1(a), (b) and (e) disappear, and ·the processes of the types shown in Fig. 1(c) and (d) have the matrix elements which are complex conjugate of each other. Hence we are left with the propagator G, 1 (t) and the vertex Q) which is equal to complex conjugate of the vertex ®. For stochastic models of more general types considered in II the simplification of the problem also results if the condition of detailed balance is imposed. In fact one ·can show that*> the detailed balance condition as formulated by Haken and Graham 9 l leads to the following relation to be satisfied by where f£ is the parity of ai under time·reversal.*l This Iimits the types of allowed processes and also reduces the number of independent vertices. Also, in many cases, the nonlinear terms in the equation of motion such as ( 4 ·1) remain the same whether one is concerned with fluctuations in an equilibrium state or with fluctuations in a noncequilibrium steady state, and hence a relation of the type (5 · 3) is usually satisfi.ed. 6 l• 7 l For instance we show that for the turbulence case described by (2 · 4) and (2 · 5) the' vertex shown in One can then verify that this expression contains at least one factor of the operator of the form L;f3kf3akf3 which commutes with every other operator by virtue of (5 ·12) and hence vanishes, Therefore, (5 ·13) itself vanishes. Thus, in many cases, the existence of random forces which do not fulfill the fluctuation-dissipation theorem as well as the presence of non-equilibrium boundary conditions are responsible for the necessity of two types of propagators and more than one type of vertices. 
