An explicit lattice point realization is provided for the primary components of an arbitrary binomial ideal in characteristic zero. This decomposition is derived from a characteristic-free combinatorial description of certain primary components of binomial ideals in affine semigroup rings, namely those that are associated to faces of the semigroup. These results are intimately connected to hypergeometric differential equations in several variables.
INTRODUCTION
A binomial is a polynomial with at most two terms; a binomial ideal is an ideal generated by binomials. Binomial ideals abound as the defining ideals of classical algebraic varieties, particularly because equivariantly embedded affine or projective toric varieties correspond to prime binomial ideals.
In fact, the zero set of any binomial ideal is a union of (translated) toric varieties. Thus, binomial ideals are "easy" in geometric terms, and one may hope that their algebra is simple as well. This is indeed the case: the associated primes of a binomial ideal are essentially toric ideals, and their corresponding primary components can be chosen binomial as well. These results, due to Eisenbud and Sturmfels [ES96] , are concrete when it comes to specifying associated primes, but less so when it comes to primary components themselves, in part because of difficulty in identifying the monomials therein.
The main goal of this article is to provide explicit lattice-point combinatorial realizations of the primary components of an arbitrary binomial ideal in a polynomial ring over an algebraically closed field of characteristic zero; this is achieved in Theorems 3.2 and 4.13. These are proved by way of our other core result, Theorem 2.14, which combinatorially characterizes, in the setting of an affine semigroup ring over an arbitrary field (not required to be algebraically closed or of characteristic zero), primary binomial ideals whose associated prime comes from a face of the semigroup.
The hypotheses on the field k are forced upon us, when they occur. Consider the univariate case: in the polynomial ring k[x], primary decomposition is equivalent to factorization of polynomials. Factorization into binomials in this setting is the fundamental theorem of algebra, which requires k to be algebraically closed. On the other hand, k must have characteristic zero because of the slightly different behavior of binomial primary decomposition in Date: 25 March 2008 Mathematics Subject Classification. Primary: 13F99, 52B20, Secondary: 20M25, 14M25. AD was partially supported by UBACYT X042, CONICET PIP 5617 and ANPCyT PICT 20569, Argentina. LFM was partially supported by an NSF Postdoctoral Research Fellowship and NSF grant DMS-0703866. EM was partially supported by NSF grants DMS-0304789 and DMS-0449102. positive characteristic [ES96] : in characteristic zero, every primary binomial ideal contains all of the non-monomial (i.e., two-term binomial) generators of its associated prime, but this is false in positive characteristic.
The motivation and inspiration for this work came from the theory of hypergeometric differential equations, and the results here are used heavily in the companion article [DMM07] (see Section 5 for an overview of these applications). In fact, these two projects began with a conjectural expression for the non fully suppported solutions of a Horn hypergeometric system; its proof reduced quickly to the statement of Corollary 4.14, which directed all of the developments here. Our consequent use of M -subgraphs (Definition 2.6), and more generally the application of commutative monoid congruences toward the primary decomposition of binomial ideals, serves as an advertisement for hypergeometric intuition as inspiration for developments of independent interest in combinatorics and commutative algebra.
The explicit lattice-point binomial primary decompositions in Sections 3 and 4 have potential applications beyond hypergeometric systems. Consider the special case of monomial ideals: certain constructions at the interface between commutative algebra and algebraic geometry, such as integral closure and multiplier ideals, admit concrete convex polyhedral descriptions. The path is now open to attempt analogous constructions for binomial ideals.
Overview of results. The central combinatorial idea behind binomial primary decomposition is elementary and concrete, so we describe it geometrically here. The notation below is meant to be intuitive, but in any case it coincides with the notation formally defined later.
Fix an arbitrary binomial ideal I in a polynomial ring, or more generally in any affine semigroup ring k[Q]. Then I determines an equivalence relation (congruence) on k[Q] in which two elements u, v ∈ Q are congruent, written u ∼ v, if t u − λt v ∈ I for some λ = 0. If one makes a graph with vertex set Q by drawing an edge from u to v when u ∼ v, then the congruence classes of ∼ are the connected components of this graph. For example, for an integer matrix A with n columns, the toric ideal suppose that p+m J is associated to our binomial ideal I. Joining the aforementioned skerries to their islands is accomplished by considering congruences defined by I + p: a bridge is built from u to v whenever u − v ∈ L.
To be more accurate, just as I + p determines a congruence on N n , it determines one-after inverting the variables outside of m J -on Z J × N J , where Z J = span Z {e j | j ∈ J}, and N J is defined analogously for the index subset J complementary to J. Each resulting class in Z J × N J is acted upon by L and hence is a union of cosets of L. The key observation is that, when p + m J is an associated prime of I, some of these classes consist of finitely many cosets of L; let us call these L-bounded classes. The presence of L-bounded classes signals that L is "sufficiently parallel" to the congruence determined by I, and this is how we visualize the manner in which p + m J is associated to I.
Intersecting the L-bounded Z J × N J congruence classes with N n yields L-bounded classes in N n ; again, these are constructed more or less by building bridges in directions from L to join the classes defined by I. When the prime p + m J is minimal over I, there are only finitely many L-bounded classes in N n . In this case, the primary component C p+m J of I is well-defined, as reflected in its combinatorics: the congruence defined on N n by C p+m J has one huge class consisting of the lattice points in N n lying in no L-bounded class, and each of its remaining classes is L-bounded in N n ; this is the content of Theorem 3.2.1. The only difference for a nonminimal associated prime of I is that the huge class is inflated by swallowing all but a sufficiently large finite number of the L-bounded classes; this is the content of the remaining parts of Theorem 3.2. Here, "sufficiently large" means that every swallowed L-bounded class contains a lattice point u with t u lying in a fixed high power of m J .
In applications, binomial ideals often arise in the presence of multigradings. (One reason for this is that binomial structures are closely related to algebraic tori, whose actions on varieties induce multigradings on coordinate rings.) In this context, the matrix A above induces the grading: monomials t u and t v have equal degree if and only if Au = Av. Theorem 4.13 expounds on the observation that if L = ker(A) ∩ Z J , then a congruence class for I + p in Z J ×N J is L-bounded if and only if its image in N J is finite. This simplifies the description of the primary components because, to describe the set of monomials in a primary component, it suffices to refer to lattice point geometry in N J , without mentioning Z J × N J .
When it comes to proofs, the crucial insight is that the geometry of L-bounded classes for the congruence determined by I + p gives rise to simpler algebra when Z J × N J is reduced modulo the action of L. Equivalently, instead of considering the associated prime p + m J of an arbitrary binomial ideal I in C[t 1 , . . . , t n ], consider the prime image of the monomial ideal m J associated to the image of I in C[Q] = C[t]/p, where Q = N n /L. Since monomial primes in an affine semigroup ring C[Q] correspond to faces of Q, the lattice point geometry is more obvious in this setting, and the algebra is sufficiently uncomplicated that it works over an arbitrary field in place of C. If Φ is a face of an arbitrary affine semigroup Q whose corresponding prime p Φ is minimal over a binomial ideal I in k[Q], then I determines a congruence on the semigroup Q + ZΦ obtained from Q by allowing negatives for Φ. The main result in this context, Theorem 2.14, says that the monomials t u in the p Φ -primary component of I are precisely those corresponding to lattice points u ∈ Q not lying in any finite congruence class of Q + ZΦ. This, in turn, is proved by translating lattice point geometry and combinatorics into semigroup-graded commutative algebra in Proposition 2.12.
BINOMIAL IDEALS IN AFFINE SEMIGROUP RINGS
Our eventual goal is to analyze the primary components of binomial ideals in polynomial rings over the complex numbers C or any algebraically closed field of characteristic zero. Our principal result along these lines (Theorem 3.2) is little more than a rephrasing of a statement (Theorem 2.14) about binomial ideals in arbitrary affine semigroup rings in which the associated prime comes from a face, combined with results of Eisenbud and Sturmfels [ES96] . The developments here stem from the observation that quotients by binomial ideals are naturally graded by noetherian commutative monoids. Our source for such monoids is Gilmer's excellent book [Gil84] . For the special case of affine semigroups, by which we mean finitely generated submonoids of free abelian groups, see [MS05, Chapter 7] . We work in this section over an arbitrary field k, so it might be neither algebraically closed nor of characteristic zero. Definition 2.1. A congruence on a commutative monoid Q is an equivalence relation ∼ with
The quotient monoid Q/∼ is the set of equivalence classes under addition.
Definition 2.2. The semigroup algebra k[Q] is the direct sum u∈Q k · t u , with multiplication t u t v = t u+v . Any congruence ∼ on Q induces a (Q/∼)-grading on k[Q] in which the monomial t u has degree Γ ∈ Q/∼ whenever u ∈ Γ. A binomial ideal I ⊆ k[Q] is an ideal generated by binomials t u − λt v , where λ ∈ k is a scalar, possibly equal to zero. Example 2.3. A pure difference binomial ideal is generated by differences of monic monomials. Given an integer matrix M with q rows, we call
Here and in the remainder of this article we adopt the convention that, for an integer vector w ∈ Z q , the vector w + has i th coordinate w i if w i ≥ 0 and 0 otherwise. The vector w − ∈ N q is defined by w + − w − = w, or equivalently, w − = (−w) + . If the columns of M are linearly independent, the ideal I(M ) is called a lattice basis ideal (cf. Example 4.10). An ideal of k[t 1 , . . . , t q ] has the form described in (2.1) if and only if it is generated by differences of monomials with disjoint support.
The equality of the two definitions in (2.1) is easy to see: the ideal in the first line of the display contains the ideal in the second line by definition; and the disjointness of the supports of w + and w − implies that whenever u − v = w is a column of M , and denoting by α :
The ideal I is graded by the quotient monoid Q I = Q/∼ I , and k[Q]/I has Q I -graded Hilbert function 1 on every congruence class except the class {u ∈ Q | t u ∈ I} of monomials.
The rest is similarly straightforward.
Example 2.5. In the case of a pure difference binomial ideal I(M ) as in Example 2.3, the congruence classes under ∼ I(M ) from Proposition 2.4 are the M -subgraphs in the following definition, which-aside from being a good way to visualize congruence classes-will be useful later on (see Example 2.11 and Corollary 4.14, as well as Section 5).
Definition 2.6. Any integer matrix M with q rows defines an undirected graph Γ(M ) having vertex set N q and an edge from The interested reader will note, however, that even if these two notions have the same flavor, their definitions have mutually exclusive assumptions, since for a square matrix M , the corresponding matrix A in [Stu96] is empty.
Given a face Φ of an affine semigroup Q ⊆ Z , the localization of Q along Φ is the affine semigroup Q + ZΦ obtained from Q by adjoining negatives of the elements in Φ. The algebraic version of this notion is a common tool for affine semigroup rings [MS05, Chapter 7]: 
the intersection taking place in k[Q + ZΦ]. Equivalently, (I : t Φ ) is the usual colon ideal (I : t φ ) for any element φ sufficiently interior to Φ (for example, take φ to be a high multiple of the sum of the generators of Φ); in particular, (I : t Φ ) is a binomial ideal when I is.
For the purpose of investigating p Φ -primary components, the ideal (I : t Φ ) is as good as I itself, since this colon operation does not affect such components, or better, since the natural map from k[Q]/(I : t Φ ) to its homogeneous localization along Φ is injective. Combinatorially, what this means is the following.
Lemma 2.8. If a congruence class Γ ⊆ Q + ZΦ under ∼ I[ZΦ] has two distinct elements whose difference lies in Q + ZΦ, then for all u ∈ Γ the monomial t u maps to 0 in the (usual inhomogeneous) localization
is infinite if and only if it contains two distinct elements whose difference lies in Q + ZΦ.
On the other hand, assume Γ is infinite. There are two possibilities: either there are v, w ∈ Γ with v − w ∈ ZΦ, or not. If so, then we are done, so assume not. Let Z q be the quotient of Z /ZΦ modulo its torsion subgroup.
(Here Z is the ambient lattice of Q.) The projection Z → Z q induces a map from Γ to its image Γ that is finite-to-one. More precisely, if Γ is the intersection of Γ with a coset of ZΦ in ker(Z → Z q ), then Γ maps bijectively to its image Γ . There are only finitely many cosets, so some Γ must be infinite, along with Γ . But Γ is a subset of the affine semigroup Q/Φ, defined as the image of Q + ZΦ in Z q . As Q/Φ has unit group zero, every infinite subset contains two points whose difference lies in Q/Φ, and the corresponding lifts of these to Γ have their difference in Q + ZΦ. For item 4, it suffices to find a total order T 0 , T 1 , T 2 , . . . on B/Φ such that j≥k (k[Q]/J) T j is a k[Q]-submodule for all k ∈ N. Use the partial order of B/Φ via its inclusion in the monoid Q J /Φ in item 3 for S = U . Any well-order refining this partial order will do. Proof. The morphism Q → A induces a morphism π A : Q+ZΦ → A by the universal property of monoid localization. The morphism π A is constant on the non-monomial congruence classes in Q I precisely because I is A-graded. It follows that π A is constant on the nonmonomial congruence classes in (Q + ZΦ) I[ZΦ] . In particular, π A is constant on the bounded classes B(Q + ZΦ), which therefore map to A to yield the natural coarsening. The group homomorphism ZΦ → A is induced by the composite morphism ZΦ → (Q + ZΦ) → A, which identifies the group ZΦ with the ZΦ-orbit in B containing (the class of) 0. , we find that the kernel contains (I : t Φ ). Lemmas 2.8 and 2.9 imply that the kernel contains k{U }. But already (I : t Φ ) + k{U } is p Φ -primary by Proposition 2.12.5; the finiteness condition there is satisfied by minimality of p Φ applied to the filtration in Proposition 2.12.4. Thus the quotient of k[Q] by (I : t Φ ) + k{U } maps injectively to its localization at p Φ . To prove the last sentence of the theorem, observe that under the Q-grading from Proposition 2.12.1, every monomial t u outside of k{U } maps to a k-vector space basis for the (1dimensional) graded piece corresponding to the bounded congruence class containing u.
Example 2.15. One might hope that when p Φ is an embedded prime of a binomial ideal I, the p Φ -primary components, or even perhaps the irreducible components, would be unique, if we require that they be finely graded (Hilbert function 0 or 1) as in Proposition 2.12. However, this fails even in simple examples, such as k[x, y]/ x 2 − xy, xy − y 2 . In this case, I = x 2 −xy, xy−y 2 = x 2 , y ∩ x−y = x, y 2 ∩ x−y and Φ is the face {0} of Q = N 2 , so that I = (I : t Φ ) by definition. The monoid Q I , written multiplicatively, consists of 1, x, y, and a single element of degree i for each i ≥ 2 representing the congruence class of the monomials of total degree i. Our two choices x 2 , y and x, y 2 for the irreducible component with associated prime x, y yield quotients of k[x, y] with different Q I -graded Hilbert functions, the first nonzero in degree x and the second nonzero in degree y.
PRIMARY COMPONENTS OF BINOMIAL IDEALS
In this section, we express the primary components of binomial ideals in polynomial rings over the complex numbers as explicit sums of binomial and monomial ideals. We formulate our main result, Theorem 3.2, after recalling some essential results from [ES96] . In this section we work with the complex polynomial ring C[t] in (commuting) variables t = t 1 , . . . , t n .
If L ⊆ Z n is a sublattice, then with notation as in Example 2.3, the lattice ideal of L is
More generally, any partial character ρ : L → C * of Z n , which includes the data of both its domain lattice L ⊆ Z n and the map to C * , determines a binomial ideal 
If ρ is not the trivial character, then I ρ becomes isomorphic to I A when the variables are rescaled via t i → ρ(e i )t i , which induces the rescaling t u → ρ(u)t u on general monomials.
The characteristic zero part of the main result in [ES96], Theorem 7.1 , says that an irredundant primary decomposition of an arbitrary binomial ideal I ⊆ C[t] is given by Our notation in the next theorem is as follows. Given a subset J ⊆ {1, . . . , n}, let J = {1, . . . , n} J be its complement, and use these sets to index coordinate subspaces of N n and Z n ; in particular, N n = N J × N J . Adjoining additive inverses for the elements in N J Remark 3.5. The methods of Section 2 work in arbitrary characteristic-and indeed, over a field k that can fail to be algebraically closed, and can even be finite-because we assumed that a prime ideal p Φ for a face Φ is associated to our binomial ideal. In contrast, this section and the next work only over an algebraically closed field of characteristic zero. However, it might be possible to produce similarly explicit binomial primary decompositions in positive characteristic by reducing to the situation in Section 2; this remains an open problem.
ASSOCIATED COMPONENTS AND MULTIGRADINGS
In this section, we turn our attention to interactions of primary components with various gradings on C[t]. These played crucial roles already in the proof of Theorem 3.2: taking the quotient of its statement by the toric ideal I ρ put us in the situation of Proposition 2.12 and Theorem 2.14, which provide excellent control over gradings. The methods here can be viewed as aids for clarification in examples, as we shall see in the case of lattice basis ideals (Example 4.10). However, this theory was developed with applications in mind [DMM07] ; see Section 5.
Generally speaking, given a grading of C[t], there are two kinds of graded modules: those with bounded Hilbert function (the toral case below) and those without. The main point is Theorem 4.13: if C[t]/p has bounded Hilbert function for some graded prime p, then the p-primary component of any graded binomial ideal is easier to describe than usual. To be consistent with notation, we adopt the following conventions for this section.
Convention 4.1. A = (a ij ) ∈ Z d×n denotes an integer d×n matrix of rank d whose columns a 1 , . . . , a n all lie in a single open linear half-space of R d ; equivalently, the cone generated by the columns of A is pointed (contains no lines), and all of the columns a i are nonzero. We also assume that ZA = Z d ; that is, the columns of A span Z d as a lattice.
Convention 4.2. Let B = (b jk ) ∈ Z n×m be an integer matrix of full rank m ≤ n. Assume that every nonzero element of the column span ZB of B over the integers Z is mixed, meaning that it has at least one positive and one negative entry; in particular, the columns of B are mixed. We write b 1 , . . . , b n for the rows of B. Having chosen B, we set d = n − m and pick a matrix A ∈ Z d×n such that AB = 0 and ZA = Z d .
If d = 0, the mixedness hypothesis on B is equivalent to the pointedness assumption for A in Convention 4.1. We do allow d = 0, in which case A is the empty matrix.
The d × n integer matrix A in Convention 4.1 determines a Z d -grading on C[t] in which the degree deg(t j ) = a j is defined 1 to be the j th column of A. Our conventions imply that C[t] has finite-dimensional graded pieces, like any finitely generated module [MS05, Chapter 8]. Example 4.4. The toric ideal I A for the grading matrix A is always an A-graded toral prime, since the quotient C[t]/I A is always toral: its Hilbert function takes only the values 0 or 1.
In contrast, C[t] itself is not a toral module unless d = n (which forces A to be invertible over Z, by Convention 4.1).
We will be most interested in the quotients of C[t] by prime and primary binomial ideals. To begin, here is a connection between the natural gradings from Section 2 and the A-grading. To make things a little more concrete, let us give one more perspective on the homomorphism ZΦ → Z d . Simply put, the ideal I ρ,J is naturally graded by Z J /L = ZΦ, and the fact that it is also A-graded means that L ⊆ ker(Z n → Z d ), the map to Proof. To prove the first part of the statement, fix a toral prime p, and let h ∈ N be the maximum of the Hilbert function of C[t]/p. It is enough, by [ES96, Proposition 1.11], to show that h = 1. Let R be the localization of C[t]/p by inverting all nonzero homogeneous elements. Because of the homogeneous units in R, all of its graded pieces have the same dimension over C; and since R is a domain, this dimension is at least h. Thus we need only show that R 0 = C. For any given finite-dimensional subspace of R 0 , multiplication by a common denominator maps it injectively to some graded piece of C[t]/p. Therefore every finite-dimensional subspace of R 0 has dimension at most h. It follows that
For the second part, C[t]/C ρ,J has a finite filtration whose associated graded pieces are Agraded translates of quotients of C[t] by A-graded primes, at least one of which is I ρ,J and all of which contain it. By additivity of Hilbert functions, C[t]/C ρ,J is toral precisely when all of these are toral primes. However, if a graded prime p contains a toral prime, then p is itself a toral prime. Therefore, we need only treat the case of C[t]/I ρ,J . But C[t]/I ρ,J is naturally graded by ZΦ, with Hilbert function 0 or 1, so injectivity immediately implies that C[t]/I ρ,J is toral. On the other hand, if ZΦ → Z d is not injective, then NA J is a proper quotient of the affine semigroup Φ, and such a proper quotient has fibers of arbitrary cardinality. 
The toric ideal I A from (3.2) is an associated prime of I(B), the primary component being I A itself. More generally, all of the minimal primes of the lattice ideal I ZB , one of which is I A , are minimal over I(B) with multiplicity 1; this follows from [ES96, Theorem 2.1] by inverting the variables. That result also implies that the minimal primes of I ZB are precisely the ideals I ρ for partial characters ρ : sat(ZB) → C * of Z n extending the trivial partial character on ZB, so the lattice ideal I ZB is the intersection of these prime ideals. Hence I ZB is a radical ideal, and every irreducible component of its zero set is isomorphic, as a subvariety of C n , to the variety of I A .
In complete generality, each of the minimal primes of I(B) arises, after row and column permutations, from a block decomposition of B of the form is simply I ρ if q = 0, but will in general be non-radical when q ≥ 2 (recall that q = 1 is impossible).
The quotient C[t]/C ρ,J is toral if and only if M is square and satisfies either det(M ) = 0 or q = 0. To check this statement, observe that I(B) has m = n − d generators, so the dimension of any of its associated primes is at least d. But since A J has rank at most d, Lemma 4.9 implies that toral primes of I(B) have dimension exactly d (and are therefore minimal). If I ρ,J is a toral associated prime of I(B) arising from a decomposition of the form (4.2), where M is q × p, then the dimension of I ρ,J is n − p − (m − q) = d + q − p, and from this we conclude that M is square. That M is invertible follows from the fact that rank(ker Z (A J )) = d. The same arguments show that if M is not square invertible, then I ρ,J is not toral.
Example 4.11. A binomial ideal I ⊆ C[t] may be A-graded for different matrices A; in this case, which of the components of I are toral will change if we alter the grading. For instance, the prime ideal I = t 1 t 4 − t 2 t 3 ⊆ C[t 1 , . . . , t 4 ] is homogeneous for both the matrix [1 1 1 1] and the matrix 1 1 1 1 0 1 0 1 0 0 1 1 . But C[t 1 , . . . , t 4 ]/I is toral in the 1 1 1 1 0 1 0 1 0 0 1 1 -grading, while it is not toral in the [1 1 1 1]-grading.
Example 4.12. Let I = bd − de, bc − ce, ab − ae, c 3 − ad 2 , a 2 d 2 − de 3 , a 2 cd − ce 3 , a 3 d − ae 3 be a binomial ideal in C[t], where we write t = (t 1 , t 2 , t 3 , t 4 , t 5 ) = (a, b, c, d, e), and let A = 1 1 1 1 1 0 1 2 3 1 and
One easily verifies that the binomial ideal I is graded by ZA = Z 2 . If ω is a primitive cube root of unity (ω 3 = 1), then I, which is a radical ideal, has the prime decomposition
The intersectand a, c, d equals the prime ideal I ρ,J for J = {2, 5} and L = {0} ⊆ Z J . The homomorphism Z J → Z 2 is not injective since it maps both basis vectors to 1 1 ; therefore the prime ideal a, c, d is not a toral component of I. In contrast, the remaining three intersectands are the prime ideals I ρ,J for the three characters ρ that are defined on ker(A) but trivial on its index 3 sublattice ZB spanned by the columns of B, where J = {1, 2, 3, 4, 5}. These prime ideals are all toral by Corollary 4.8, with ZA J = ZA. Toral components can be described more simply than in Theorem 3.2. Let K ⊆ C[t j | j ∈ J ] be a monomial ideal containing a power of each available variable, and let U K ⊆ N J be the set of elements with infinite congruence class in N J I+K .
is a valid choice of I ρ,J -primary component for I.
The only monomials in the above primary components are in t u | u ∈ U or t u | u ∈ U K . Proof. Resume the notation from the statement and proof of Theorem 3.2. As in that proof, it suffices here to deal with the first item. In fact, the only thing to show is that U in Theorem 3.2 is the same as N J × U here. Remark 4.15. Theorem 4.13 need not always be false for a component that is not toral, but it can certainly fail: there can be congruence classes in ZΦ × N J that are infinite only in the ZΦ direction, so that their projections to N J are finite.
APPLICATIONS, EXAMPLES, AND FURTHER DIRECTIONS
In this section we give a brief overview of the connection between binomial primary decomposition and hypergeometric differential equations, study some examples, and discuss computational issues.
From the point of view of complexity, primary decomposition is hard: even in the case of zero dimensional binomial complete intersections, counting the number of associated primes (with or without multiplicity) is a #P -complete problem [CD07] . However, the primary decomposition algorithms implemented in Singular [GPS05] or Macaulay2 [M2] work very well in reasonably sized examples, and in fact, they provide the only implemented method for computing bounded congruence classes or M -subgraphs as in Section 3. We remind the reader that [ES96, Section 8] contains specialized algorithms for binomial primary decomposition, whose main feature is that they preserve binomiality at each step.
In the case that q = 2, we can study M -subgraphs directly by combinatorial means [DMS05, Section 6]. The relevant result is the following. If q > 2, a method for computing M -subgraphs may be obtained through a link to differential equations. To make this evident, we make a change in the notation for the ambient ring. The following result for M -subgraphs can be adapted to fit the more general context of congruences. A direct combinatorial algorithm for producing the bounded M -subgraphs for q > 2, or even for finding their number would be interesting and useful, as the number of bounded Msubgraphs gives the dimension of the polynomial solution space of a hypergeometric system, and also the multiplicity of an associated prime of a lattice basis ideal. In the case where I(M ) is a zero-dimensional complete intersection, such an algorithm can be produced from the results in [CD07] . The combinatorial computation of the number of bounded congruence classes determined by a binomial ideal in a semigroup ring is open.
The system of differential equations I(M ) ⊆ C[∂] is a special case in the class of Horn hypergeometric systems. That class of systems takes center stage in our companion article [DMM07] , in the more general setting of binomial D-modules that are introduced there. The input data for these consist of a binomial ideal I and a vector β of complex parameters. The special case where I is prime corresponds to the A-hypergeometric or GKZ hypergeometric systems, after Gelfand, Kapranov, and Zelevinsky [GGZ87, GKZ89] . Binomial primary decomposition is crucial for the study of Horn systems, and their more general binomial relatives, because the numerics, algebra, and combinatorics of their solutions are directly governed by the corresponding features of the input binomial ideal. The dichotomy between components that are toral or not, for example, distinguishes between the choices of parameters yielding finite-or infinite-dimensional solution spaces; and in the finite case, the multiplicities of the toral components enter into simple formulas for the dimension. The use of binomial primary decomposition to extract invariants and reduce to the A-hypergeometric case underlies the entirety of [DMM07] ; see Section 1.6 there for precise statements.
Using this "hypergeometric perspective", it becomes possible to consider algorithms for binomial primary decomposition that exploit methods for solving differential equations. The idea would be to use the fact from [DMM07, Section 7], that the supports of power series solutions of hypergeometric systems contain the combinatorial information needed to describe certain toral primary components of the underlying binomial ideal. The method of canonical series [SST00, Sections 2.5 and 2.6], a symbolic algorithm for constructing power series solutions of regular holonomic left D n -ideals, might be useful. Canonical series methods are based on Gröbner bases in the Weyl algebra, and generalize the classical Frobenius method in one variable.
