Abstract Similarity also plays a crucial role in support vector machines. Similarity assessment plays a key role in lazy learning methods such as k-nearest neighbor or case-based reasoning. In this paper we will show how refinement graphs, that were originally introduced for inductive learning, can be employed to assess and reason about similarity. We will define and analyze two similarity measures, S λ and S π , based on refinement graphs. The anti-unification-based similarity, S λ , assesses similarity by finding the anti-unification of two instances, which is a description capturing all the information common to these two instances. The property-based similarity, S π , is based on a process of disintegrating the instances into a set of properties, and then analyzing these property sets. Moreover these similarity measures are applicable to any representation language for which a refinement graph that satisfies the requirements we identify can be defined. Specifically, we present a refinement graph for feature terms, in which several languages of increasing expressiveness can be defined. The similarity measures are empirically evaluated on relational data sets belonging to languages of different expressiveness.
most similar training instances to the problem at hand. Similarity also plays a crucial role in support vector machines. Similarity is also relevant for machine learning and artificial intelligence in general, since it serves as an organizing principle by which individuals classify objects, form concepts and make generalizations (Tversky 1977) . Similarity assessment has been widely studied for attribute-value representations. However, there has been less activity on defining similarity for structured representations such as feature terms (Aït-Kaci and Podelski 1992; Carpenter 1992; Plaza 1995) or description logics (Baader et al. 2003) .
Structured machine learning (Dietterich et al. 2008) has received an increased amount of interest in the recent years for several reasons like allowing to handle complex data in a natural way (as illustrated by the success of these techniques in biomedical fields), or sophisticated forms of inference. Most recent work on similarity assessment for structured representations follows the idea of "hierarchical aggregation", in which to compute the similarity between two instances, each instance is seen as an object with a set of features and the similarity is computed as an aggregation of the similarity of the values in the features. If features have structured values, then this procedure is repeated recursively (Bergmann and Stahl 1998; Armengol and Plaza 2003; Bisson 1992; Emde and Wettschereck 1996; Horváth et al. 2001) . A few exceptions to that exist, such as the work of d 'Amato et al. (2008) where they measure concept similarity as a function of the intersection of their interpretations, or the work on similarity for chemical domains where the focus is on finding common substructures among molecules (Raymond et al. 2003) . However, hierarchical aggregation tends to deem those features that are closer to the root of an instance as more important than those that are deeper into the structure.
In this paper we will introduce similarity measures that do not follow the idea of hierarchical aggregation. In order to do this we will turn to existing formalizations for structured representations, which correspond to different subsets of first-order logic. Three widely used ones are Horn clauses used in inductive logic programming (ILP) (Lavrač and Džeroski 1994) , description logics (Baader et al. 2003) used mainly by the semantic web community, and feature terms (Aït-Kaci and Podelski 1992; Carpenter 1992) proposed as a formalization of frame-based representations. In this paper we will borrow the notions of refinement graph and refinement operator from ILP and use them to define similarity measures. In particular, we will present refinement operators and a refinement graph for feature terms and use them to define similarity measures. However, thanks to the idea of the refinement graph the similarity measures introduced in this paper are, in principle, applicable to any other formalism given a refinement graph that satisfies several requirements that we will identify (a preliminary validation of the ideas presented in this paper to description logics can be found in our previous work Sánchez- Ruiz et al. 2011) .
Specifically, we present and analyze two similarity measures, S λ and S π . The antiunification-based similarity, S λ , finds the anti-unification (least general generalization) of two instances, which is a description capturing all the information common to these two instances. S λ then estimates similarity as a ratio between the common information and the total amount of information in the two instances. The second measure, the property-based similarity S π , is based on a process of disintegrating the instances into a set of properties, and then similarity between two instances is assessed by analyzing their property sets.
Moreover, we will also show that S π is an approximation of S λ but with lower computational cost. In order to evaluate S λ and S π , we use them in nearest-neighbor algorithms upon a variety of propositional and structured data sets and compare them to other relational similarity measures. This paper extends and formalizes the core ideas informally presented in an early publication (Ontañón and Plaza 2009 ), defining refinement graphs for several representation languages of increasing expressiveness, generalizing the algorithms for these languages, and analyzing the behavior of S λ and S π within them.
The paper is organized as follows. Section 2 introduces the feature term formalism used in the rest of the paper. Section 3 presents specific refinement operators for feature terms which allow the construction of a refinement graph and several languages of feature terms of increasing expressiveness. Sections 4 and 5 define the anti-unification-based and the property-based similarity respectively, while Sect. 6 introduces a weighted version of the property-based similarity. Then, Sect. 7 presents an empirical evaluation of these measures. Section 8 discusses related work on relational similarity measures, and Sect. 9 discusses the contributions of this paper and outlines future lines of research.
An overview of feature terms
Feature terms (Aït-Kaci and Podelski 1992; Carpenter 1992 ) (also called Order-Sorted Feature logics, feature structures, or Ψ -terms) are a generalization of first-order terms that have been introduced in theoretical computer science in order to formalize object-oriented capabilities of declarative languages. Feature terms correspond to a different subset of first-order logics than description logics. However, as argued by Aït-Kaci (2007) , they have the same expressive power, only differing in their basic reasoning mechanisms. In this paper we use a specific formalization that may slightly differ from those of Aït-Kaci and Podelski (1992) or Carpenter (1992) .
As an example, consider the apparently simple Trains data set shown in Fig. 1 , introduced by Larson and Michalski (1977) . The original task is to learn the rule that discriminates eastbound from west-bound trains. If we were to represent such data set using a feature vector, we would need to define features for each one of the cars of a train (size, shape, load, and number of wheels), and determine beforehand a maximum number of cars per train (since feature vector representations have a fixed number of features). Notice, however, that not all the trains have the same number of cars, and that, in principle, a train may have an unbounded number of cars. Thus, it is difficult to represent this data using a feature vector without losing information. Using a relational representation, we can just represent each car as a term, and define that a train is a set of cars, without restricting the number of cars of the train or the load each train is carrying.
For instance, Fig. 2 represents the first west-bound train from Fig. 1 using a graphical representation of a feature term. Such train (X 1 ) is composed of three cars (X 2 , X 3 and X 4 ), the first of which (X 2 ) is a long engine car with 2 wheels, the second (X 3 ) is a long closed rectangle with 2 wheels holding three circles, and the last one (X 4 ) is a short open rectangle with 2 wheels holding one triangle.
Feature terms can be defined by its signature: Σ = S, F , ≤, V . Where S is a set of sort symbols, which includes ⊥ (also called "any") representing the most general sort and (also called "none") representing the most specific sort. ≤ is an order relation inducing a single inheritance hierarchy among the sorts in S \ , and where ⊥ ≤ s ≤ for any s ∈ S. F is a set of feature symbols, and V is a set of variable names.
We define a feature term ψ as:
where ψ points to the root variable X (that we will note as root(ψ)), X ∈ V, s ∈ S, f i ∈ F , and Ψ i might be either another feature term ψ i , an already defined variable Y ∈ V or a set {x 1 , . . . , x m } (where elements are feature terms or variables). When the value Ψ i of a feature f i is an already defined variable, we say that there is a variable equality. Moreover, in our formalization of feature terms we impose the restriction that each element in a set must be different. Using this term notation, Fig. 3 represents the same train pictured previously in Fig. 2 , where we can see that the term is composed of 14 variables (corresponding to the 14 nodes in the graphical representation in Fig. 2 ). The term contains two set-valued features (indicated by a curly bracket): in the feature cars of variable X 1 , and in the feature lcont of variable X 3 . Finally, we can also see that there are several variable equalities in this term: since the value of the feature infront of variable X 2 is the, already defined, variable X 3 (we note X 2 .infront . = X 3 ), and also X 3 .infront . = X 4 . Additionally, the number of wheels in all the cars is the same, and the length of the first two cars is also the same.
In the remainder of this paper we will use vars(ψ) to represent the set of variables in a given feature term ψ , features(X) to denote the set of features defined for a variable X, and sort(X) to denote the sort defined for a variable X. Finally, we will define the set reachable(X) as the set of variables reachable from the features of X. For instance reachable(X 3 ) = {X 2 , X 6 , X 8 , X 9 , X 10 , X 11 , X 4 , X 12 , X 13 , X 14 } and reachable(X 14 ) = ∅. Moreover, if for a particular term ψ there is a variable X ∈ vars(ψ) such that X ∈ reachable(X), we will say that ψ has a circular variable equality, or simply a cycle. In our formalization of feature terms, we add the notion of an ontology, which restricts the set of feature terms that can be formed. Thus, in addition to the signature Σ , we will define an ontology O as a set of restrictions of the form: s 1 .f s 2 , meaning that any value of a defined feature f ∈ F of any variable of sort s 1 (or more specific) must be of sort s 2 (or more specific). Moreover, if no restriction appears for a particular feature f for a particular sort s, then f is not allowed in s. For instance, the ontology for the Trains example would be O = {train.cars car, train.ncar integer, car.infront car, car.nwheels integer, car.ln car-size, car.shape car-shape, car.lcont load}. This notion of ontology is a particular case of the full OSF theories presented in Aït-Kaci et al. (1993) , but sufficient for the purposes of this paper.
Feature terms can be represented in three different formalisms: they can be represented structurally (as graphs), as depicted in Fig. 2 , in term notation, as shown in Fig. 3 , or in clause notation, as shown in Fig. 4 . The three notations are equivalent, and we will use them indistinguishably in the remainder of this paper. The equivalence between the term form and the clause form is described by Aït-Kaci et al. (1993) , so that given a term:
the clause form can be obtained by a process called dissolving as:
where X i represents the root variable of the term ψ i . In the case where there is any setvalued feature X.f .
Representation in clause notation of the train shown in Fig. 2 instance, in Fig. 3 , the value of the feature cars of variable X 1 is a set of three elements (X 2 , X 3 , and X 4 ), and thus it is dissolved as X 1 .cars . Fig. 4) .
The basic operation between feature terms is subsumption: we will use ψ 1 ψ 2 to express that a term ψ 1 subsumes another term ψ 2 -that is to say ψ 1 is more general (or equal) than ψ 2 .
1 Another interpretation of subsumption is that of an "informational content" order: ψ 1 ψ 2 means that all the information in ψ 1 (all that is true for ψ 1 ) is also contained in ψ 2 (is also true for ψ 2 ). In our work, we use the definition of subsumption introduced in Arcos (1997) which has a slightly different definition than the traditional θ -subsumption. Specifically, the difference is that we introduce the constraint that all the elements in a set have to be different. See Appendix A for a formal definition.
The subsumption relation induces a partial order in the set of feature terms, i.e. the pair
is a poset for a given set of terms L (called a language); additionally, L contains the infimum element ⊥ (or "any"), and the supremum element (or "none") with respect to the subsumption order. We will work with several languages L of increasing expressiveness, some of which satisfying that L, is a lattice. 2 In the remainder of this paper we will use G(ψ) = {ψ ∈ L|ψ ψ} to denote the set of subsumers of ψ in a given language L, i.e., all the terms which subsume ψ (including ⊥ and ψ itself).
Given the subsumption relation, for any two terms ψ 1 and ψ 2 we can define their antiunification (ψ 1 ψ 2 ) as their least general generalization (Plotkin 1970) .
Definition 1 (Anti-unification) The anti-unification of two terms ψ 1 and ψ 2 , noted as ψ 1 ψ 2 , is the most specific term that subsumes both:
Anti-unification is relevant for defining similarity measures, since it contains all the information that is common to both ψ 1 and ψ 2 . If two terms have nothing in common, then ψ 1 ψ 2 = ⊥. Thus, anti-unification encapsulates in a single description all that is shared Fig. 5 (a) Two terms ψ 1 and ψ 2 and with their unification ψ 1 ψ 2 and anti-unification, ψ 1 ψ 2 ; (b) a refinement graph, where each node represents a term and the most general node is ⊥ by two given terms. Additionally, we can generalize the idea of anti-unification to a set of terms, noted by d ({ψ 1 , . . . , ψ n }), representing the most specific term that subsumes all the terms in {ψ 1 , . . . , ψ n }. Appendix B presents an algorithm to compute one anti-unification of a given set of terms (the algorithm is not specific to feature terms, but can be applied to any representation formalism for which an adequate refinement operator can be defined). A complementary operation to the anti-unification is that of unification, or most general specialization:
Definition 2 (Unification) The unification of two terms ψ 1 and ψ 2 , noted as ψ 1 ψ 2 , is the most general term that is subsumed by both:
When two terms have contradictory information then they have no unifier-which is equivalent to say that their unifier is "none": ψ 1 ψ 2 = . As before, we can generalize unification to a set of terms, noted by ({ψ 1 , . . . , ψ n }), representing the most general term subsumed by all terms in {ψ 1 , . . . , ψ n }.
Figure 5(a) graphically illustrates both concepts. Notice that both unification and antiunification are operations over the subsumption graph: anti-unification corresponds to finding the most specific common "parent" (generalization), where as unification corresponds to finding the most general common "descendant" (specialization). Moreover, unification and anti-unification might be unique or not depending on the structure of the subsumption graph, as we will see later. To simplify the notation, in the remainder of this paper we will assume anti-unification and unification are unique when it does not make a difference.
Refinement graphs for feature terms
From the poset L, we can derive a refinement graph as the poset R = L, ≺ , where ψ 1 ≺ ψ 2 represents that ψ 2 is a specialization refinement of ψ 1 . Conversely, ψ 1 is a generalization refinement of ψ 2 . Formally, the refinement relation used in this paper is defined as:
Definition 3 (Refinement) Two feature terms hold a refinement relation ψ 1 ≺ ψ 2 iff
That is to say, the relation ψ 1 ≺ ψ 2 holds when specializing from ψ 1 to ψ 2 is a minimal specialization step: there is no intermediate term ψ in L, between ψ 1 and ψ 2 . Figure 5 (b) shows an illustration of the refinement graph, where each node represents a term, and arrows represent refinements. Typically, such refinement graphs have been used in inductive learning and in pattern mining to define the hypothesis space of inductive learning methods (Mitchell 1982) . However, in this paper we will show how to use refinement graphs to define similarity measures. A refinement graph is defined by a refinement operator, that can be either a specialization (or downward) refinement operator or a generalization (or upward) refinement operator. Specifically, a specialization refinement operator is defined as follows:
Whereas a generalization refinement operator is defined as follows: This allows us to define a language as follows:
That is to say, a language is the set of all terms ψ that are reachable from ⊥ with a refinement path using a particular specialization refinement operator ρ, plus ⊥ and .
The refinement graph R might be more or less complex depending on the representation language being used. For instance, unification and anti-unification might be unique or not. Since the complexity of the refinement graph determines the computational cost of operations defined over it, it is useful to define several languages (different sets of terms L) of feature terms with different expressive power, clearly delineating the areas in which, for instance, the unification is unique (and R = L, ≺ is a lattice).
In order to define languages of different expressiveness we will specify several different refinement operators. The collection of specialization refinement operators for feature terms are outlined in Fig. 6 as rewriting rules. A rewriting rule is composed of three parts: a top part, with the clause representation of a term, a lower part which represents the refinement of that term, and the applicability conditions of the rewrite rule (shown between square brackets in the left hand side of the definition).
Let us briefly review each operator:
-ρ s generates refinements by substituting the sort s 1 of a variable in a term by a more specific sort s 2 . Notice that the applicability condition ensures that s 1 is substituted only by a direct descendant sort s 2 (i.e. s ∈ S : s 1 < s < s 2 ) while satisfying the restrictions in the ontology. -ρ i generates refinements by adding a feature and its value to a term that previously didn't have that feature. -ρ v generates refinements by adding a value to a feature: if the feature was undefined the operator will add the feature and its value or (if the feature was already defined) add a value to the a set of values of that feature. -ρ n generates refinements by adding a non-circular variable equality.
-ρ e generates refinements by adding a variable equality (either circular or non circular).
Moreover, notice that all the refinement operators always generate terms that satisfy the given ontology O. Using these refinement operators we will define five languages of increasing expressiveness. Figure 7 shows the relationship between these languages, where set inclusion among languages means that L ⊂ L . Let us briefly review them: -L 0 is defined by the refinement operators {ρ s , ρ i } 3 shown in Fig. 6 . L 0 contains all the feature terms that do not have any set-valued feature or any variable equality. Unification Notice that the three languages on left part of Fig. 7 (L 0 ,L e and L c ) form a lattice with respect the refinement order relation (≺) and have unique unification and anti-unification operations. The other two languages (L s and L) are just posets with respect to refinement order relation (≺)-since unification and anti-unification may be non-unique when set-valued features are allowed (Pollard and Drew Moshier 1990) .
Refinement operators may be characterized according to three properties: completeness, properness and local finiteness (van der Laag and Nienhuys-Cheng 1994) . Completeness states that there are no refinements of a term which are not generated by the operator, properness means that a term is not equivalent to any of its refinements, and local finiteness means that the number of refinements generated for any given term by the refinement operator is finite. The set of refinement operators {ρ s , ρ v , ρ e } for feature terms presented here is complete, finite and proper. 4 Notice that for other refinement graphs (such as the ones defined for description logics or the ones defined by θ -subsumption (van der Laag and Nienhuys-Cheng 1994)) complete, finite and proper refinement operators do not exist.
5 a single refinement operator ρ which generates the union of all the refinements generated by the operators in R. 4 The operators ρ n and ρ e shown in Fig. 6 are a simplification that might generate some terms that are not refinements, but it's easy to filter those out using subsumption tests. 5 The conditions identified by van der Laag and Nienhuys-Cheng (1994) for proving the inexistence are not satisfied in our case, so the proof does not apply to our formalization.
(γ s ) SORT GENERALIZATION:
(γ r ) ROOT VARIABLE EQUALITY ELIMINATION: Figure 8 presents the generalization operators for feature terms. Notice that the generalization operators are the same regardless of the language of feature terms used. Nevertheless, depending of the language used, the operators will be complete or not. Concerning the generalization operator, it is not possible to define a complete and still locally finite operator when there are circular variable equalities (see Appendix C). However, for the purposes of this paper (similarity assessment among terms), it suffices with generalization operators that ensure that ⊥ is reachable by generalizing any term. The operators shown in Fig. 8 do ensure that ⊥ is reached, but they are not complete. Specifically:
-γ s generalizes terms by substituting the sort of one of the variables in the term by a more general sort. -γ v generalizes a term by removing the value of one of the features in one variable of the term. Notice that the operator only removes a variable Y if features(Y ) = ∅, i.e. if Y has no defined features. -γ e and γ r generalize a term by removing a variable equality. A circular variable equality can be removed in an infinite number of ways (see Appendix C), and this is the cause of the generalization operators not being complete, although they still ensure that ⊥ can be reached from any term.
This section has defined refinement operators for feature terms. Nevertheless, the techniques presented in the remainder of this paper are applicable to any other representation formalism for which (1) a complete and locally finite specialization refinement operator can be defined, and (2) there is a generalization operator that ensures that the most general term (⊥) can be reached from any term through a finite number of steps.
Anti-unification-based similarity
The anti-unification of two feature terms ψ 1 ψ 2 is commonly described as their least general generalization. But it is also a symbolic representation of that which is shared by ψ 1 and ψ 2 and all that is shared. For this reason, anti-unification has been used in case-based reasoning (CBR) as a form of symbolic similitude (Plaza 1995) . Although this symbolic similitude can be used for explanatory purposes in CBR, another important issue, that we want to address here, is how to quantitatively measure the similarity. That is to say, answering the question "How large is ψ 1 ψ 2 " might give us a measure that estimates how similar ψ 1 and ψ 2 are.
Our proposal is to estimate the informational content of ψ 1 ψ 2 , since the larger ψ 1 ψ 2 is the more similar ψ 1 and ψ 2 are. The refinement graph gives us a direct way to estimate the informational content of any term ψ in a language L: it is the length of the minimal path of refinements that leads from ⊥ (the most general feature term) to ψ itself. In other words, the number of times that a refinement operator has to be applied, starting from ⊥, to reach ψ . The intuition here is that every time a term is specialized, an extra piece of information is added to it. Using Definition 4 (of refinement path) we can characterize any term ψ by the path ⊥ ρ − → ψ , i.e. the refinement path from ⊥ to ψ ; moreover, an estimation of the informational content of any term ψ is given by the length (λ) of that path:
Therefore, the length λ(⊥ ρ − → ψ 1 ψ 2 ) of the refinement path from ⊥ to ψ 1 ψ 2 estimates the informational content of that which is common to ψ 1 and ψ 2 (this length is called λ s in Fig. 9 ). In order to define a similarity measure we need to compare what is common to ψ 1 and ψ 2 with that which is not. The information in ψ 1 that is not common to both terms is exactly what is added by the path ψ 1 ψ 2 ρ − → ψ 1 (whose length is called λ 1 in Fig. 9 ); and equivalently for ψ 2 with path ψ 1 ψ 2 ρ − → ψ 2 (whose length is called λ 2 in Fig. 9 ).
Definition 6 (Anti-unification-based similarity) The anti-unification-based similarity S λ between two terms ψ 1 and ψ 2 is:
Illustration of the anti-unification based similarity for two feature terms ψ 1 and ψ 2 The measure S λ estimates the ratio between the amount of shared information and the total informational content (i.e. the shared plus the non-shared information). The numerator estimates the shared informational content as λ s = λ(⊥ ρ − → ψ 1 ψ 2 ), while the denominator estimates the total amount of information of ψ 1 and ψ 2 together by adding the shared informational content λ s with the informational content of ψ 1 that is not shared
. S λ (ψ 1 , ψ 2 ) requires computing two things: the anti-unification ψ 1 ψ 2 , and the three lengths λ s , λ 1 , λ 2 . Appendix B describes an anti-unification algorithm that starts with ⊥ and proceeds by iteratively applying refinement until the anti-unification is reached, returning the anti-unifier ψ 1 ψ 2 and the length of the refinement path λ s .
The other two lengths (λ 1 and λ 2 ) are computed by the algorithm Λ shown in Fig. 10 : Λ takes two terms ψ a and ψ b (such that ψ a ψ b ) and a refinement operator ρ, and returns the number of specialization refinements required to go from ψ a to ψ b . Therefore, the two lengths can be computed as
where ρ is the refinement operator for the language being used.
Exemplification
To illustrate the anti-unification-based similarity, let us walk through the process of computing the similarity between the first two west bound trains in Michalski's data set ( Fig. 1) , which we will call ψ 6 and ψ 7 . In order to represent this (apparently simple) data set, the full language L is required. The anti-unification of those two trains (ψ 6 ψ 7 ) is shown in Fig. 11 , clearly capturing the key similarities among the two trains: both of them have 3 cars in common, the first car is the engine, which is long and has 2 wheels; both of them have a second car with 2 wheels and which contains at least one circle; and both of them have a third car, which is short, has two wheels, has at least one triangle, and has an open shape (one has an open rectangle shape and the other one has a U shape).
This anti-unification can be computed using the algorithm presented in Appendix B, that also yields the length of the refinement path from ⊥ to ψ 6 ψ 7 , which in this case is λ s = 40. Then, the algorithm Λ in Fig. 10 counts the refinement path length from ψ 6 ψ 7 to ψ 6 , which is λ 1 = 8, and from ψ 6 ψ 7 to ψ 7 , which is λ 2 = 19. Notice that the length from ψ 6 ψ 7 to the first westbound train is very small (only 8 refinements), while the length to the second westbound train is larger (19 refinements), since the second train has more non-shared content (4 cars, instead of 3).
Thus, the similarity between these two trains is: S λ (ψ 6 , ψ 7 ) =
40+8+19
= 0.597. The interpretation of S λ is that the ratio 40/67 estimates that these two train descriptions share almost 60% of the total informational content. Moreover, the symbolic similitude (shown in Fig. 11 ) is capable of conveying an explanation of that which is behind the numerical similarity value 0.597. 
Discussion
The requirement for S λ to be applied to a refinement graph is that the specialization refinement operators are locally finite and complete. Thus, the anti-unification-based similarity can be applied to any other representation formalisms such that a refinement graph can be defined with a subsumption relation that is compatible with the definition of specialization refinement operators satisfying this requirement.
There are two main issues concerning S λ worth discussing. The first one is the computational cost of S λ . Although computing the anti-unification of two terms requires (using the algorithm described in Appendix B) a linear number of subsumption tests in function of the size of the terms, testing for subsumption might have a different computational cost depending on the representation language used. In expressive languages, like L s and L, subsumption has a higher computational cost than in less expressive languages, such
Moreover, in languages where anti-unification might not be unique (L s and L), ensuring that the maximum similarity value for similarity S λ is found would involve computing all possible anti-unifications ψ 1 ψ 2 and taking the one that maximizes Definition 6. Computing only one anti-unification (which is the approach taken in the experiments reported in Sect. 7) results only in an estimation of S λ that is not ensured to be maximal. Thus, in domains where the instances are large structures and where the language used is very expressive, this trade-off (non-maximal but efficient) may be useful.
A second issue is that S λ considers each refinement in the refinement graph as equally important; in general, assuming that all pieces of information generated from refinement operators have the same usefulness might not hold. Thus, being able to determine a different weight or importance degree for each of the refinements in the similarity computation is a significant issue that we address on Sect. 6. Nevertheless, S λ has two main advantages: first of all, S λ is a conceptually intuitive similarity measure, and second, during the computation of S λ a symbolic similitude term is also computed: the anti-unification term ψ 1 ψ 2 . As argued by Plaza et al. (2005) , such term describes in what aspects two instances are similar, and can be used for explanation purposes in Case-based Reasoning systems and other systems estimating similarity among complex descriptions. Additionally the anti-unification term can also be used for case adaptation purposes in CBR (since it makes the similarities between a problem and the retrieved case explicit Börner 1993).
Property-based similarity
This section introduces the property-based similarity, a new approach to assess similarity that is also based on the idea that every specialization refinement adds a piece of informational content to a description (and, conversely, every generalization refinement subtracts a piece of informational content from a description), but addresses the two issues of S λ mentioned above. These pieces of information added or removed by a refinement operator are called properties, i.e. a property is some condition that some terms satisfy and some do not. For example, in the Trains domain introduced before, a property might be that "a train has 3 cars", and some trains might satisfy it while some others might not.
The core idea of the property-based similarity is to disintegrate a term into a collection of smaller terms, which we call properties, and then count how many of those properties they share. Furthermore, we will show it is feasible to integrate those properties again in order to reconstruct the original term, so no information is lost.
There are several issues that we have to address to define the property-based similarity. First we will define what constitutes a property; second, we will specify how to disintegrate a term into a collection of properties; and finally, we will define a measure of similarity based on the properties of two disintegrated terms.
Disintegrating a term into properties
Intuitively we would like a property to capture an individual piece of information contained in a term. For instance, in the Trains example used previously, the fact that a train has 4 cars, or that one of the cars is carrying a triangle, are examples of two properties. Generalization refinement operators generate refinements by subtracting pieces of information from terms, and thus making them more general. These pieces of information that are subtracted from terms when generalizing are properties, and will be represented also as feature terms.
Dually, specialization refinement operators add pieces of information (properties) to terms. In order to formally define the properties of a term, we will first define the remainder of a generalization refinement operator.
Definition 7 (Remainder) Given a term ψ 2 ∈ γ (ψ 1 ), where γ is a generalization refinement, the remainder r(ψ 1 , ψ 2 ) of such generalization is a term ψ such that ψ ψ 2 = ψ 1 and ψ ∈ G(ψ 1 ) such that ψ ψ and ψ ψ 2 = ψ 1 .
That is to say, the remainder of a generalizing refinement γ from ψ 1 to ψ 2 is the most general term ψ such that when unified with the generalization ψ 2 obtains back the original term ψ 1 . We will call this remainder ψ a property of ψ 1 . Notice that the remainder is the most general term that captures which is the "property" that ψ 1 has and that is not present in ψ 2 , i.e. the informational content that the generalization operator removed. Figure 12 illustrates this idea, where a train is generalized with a refinement operator, and the property subtracted is the fact that the car of that train has 2 wheels. The remainder of a specialization refinement ρ can be defined similarly. Now, if we iterate this generalization refinement over the resulting term and keep generalizing it, we will obtain a collection of properties as remainders of each step. In the end, the iterative generalization process will reach ⊥, the empty term, and we will have a collection of properties satisfied by the initial term. This is the intuitive idea of term disintegration: generalize a term repeatedly until reaching ⊥ while collecting a property at each step by getting the remainder of the generalization operation.
Definition 8 (Disintegration) Given a finite refinement path
That is to say, D p (ψ 1 ) is the set of remainders resulting from each generalization step in p from ψ 1 to ⊥.
Given a refinement path ψ γ − → ⊥, and having in mind that refinement operators represent the most fine-grained steps in which terms can be specialized or generalized, the remainders obtained from such paths correspond to the most primitive pieces of information contained in a term ψ . Therefore, the disintegration of a term is a process that breaks up a term into its most constituent and primitive pieces of information (with respect to a particular language); each one of these pieces of information is also represented as a term, and is what we call a property. Figure 13 presents an algorithm to compute the disintegration of a term ψ . Given a term ψ , and a generalization refinement operator γ , the algorithm proceeds iteratively, generalizing ψ using γ , until ⊥ is reached. At each iteration t of the algorithm, a new generalization ψ t+1 is generated by taking one of the generalizations (it does not matter which one) generated by γ from the current term ψ t . Then, the property set D is expanded by adding the remainder r(ψ t , ψ t+1 ) of generalizing ψ t into ψ t+1 . When ⊥ is reached, the algorithm returns the set D containing all the properties generated so far, corresponding to a disintegration of the term ψ .
The integration of a property set is the process opposite to disintegration, and is defined as integrate (D(ψ) 
, that is to say the unification of all properties of a disintegrated term ψ . Integrating a disintegrated term allows as to recover the original term, as shown in the following lemma. 
. ψ ∈ (D(ψ)). When unification is unique, then ψ = (D(ψ)).
Proof Let ψ 1 be a term that when disintegrated using the refinement path (ψ 1 , . . . , ψ n = ⊥) yields the properties (r 1 , . . . , r n−1 ). Definition 7 (Remainder) ensures that ψ i+1 r i = ψ i (or that ψ i is one of the unifications if ψ i+1 r i is not unique). Let us consider first the case when unification is unique. Iteratively unifying the properties in the reverse order in which they were generated, we can reconstruct the refinement path: ψ n−1 = r n−1 , ψ n−2 = r n−1 r n−2 , ψ n−3 = (r n−1 r n−2 ) r n−3 , etc. Thus, ψ 1 = i=n−1...1 r i , which is precisely (D(ψ) ). When unification is not unique, we know by Definition 7 that: ψ n−1 = r n−1 , ψ n−2 ∈ r n−1 r n−2 , ψ n−3 ∈ (r n−1 r n−2 ) r n−3 , etc. Thus, ψ 1 ∈ i=n−1...1 r i , which is precisely (D(ψ) ). Figure 14 shows an example of the disintegration process, where a simple train represented as a feature term (top half) has been disintegrated into properties (bottom half). Disintegration extracted 14 properties from this train, since the refinement path used had 14 generalization steps. Also, notice that different refinement paths might generate different disintegrations; Sect. 5.3 discusses this and other properties of the disintegration operation within the different languages L we have defined. But let us first present the formal definition of the property-based similarity.
Property-based similarity measure
The property-based similarity S π of two terms ψ 1 and ψ 2 uses disintegration to obtain their property sets D(ψ 1 ) and D(ψ 2 ) and compares how many properties are shared and how many are not.
Definition 9 (Property-based similarity measure)
That is to say, S π is the ratio between number of shared properties, and the total number of properties that at least one of the two terms satisfies. An equality among feature terms is required in order to perform set intersection and union of property sets, which we define in the usual way: ψ ≡ ψ ⇐⇒ (ψ ψ ∧ ψ ψ). Notice that in the disintegration process each property corresponds to one refinement. Therefore, S π should provide results similar to those of S λ , since each refinement in the path ⊥ ρ − → ψ 1 ψ 2 corresponds to a shared property in S π (see Sect. 5.3 below). The advantage of the property-based similarity S π is that its computational cost is lower than that of S λ . For data sets with complex cases, computing the anti-unification of two terms (as required by S λ ) might be very costly, while properties can be extracted at a reasonable cost. Although the formal analysis of computational complexity of both similarity measures is outside the scope of this paper, Sect. 7 shows an empirical evaluation of their average computational cost. Intuitively, the idea behind the property-based similarity is to go from unification and anti-unification of terms to union and intersection of properties. This is a powerful idea, since unification and anti-unification are expensive operations, while union and intersection are cheaper; the only cost is associated with subsumption for computing term equality, since ψ 1 ≡ ψ 2 ⇐⇒ (ψ 1 ψ 2 ∧ ψ 2 ψ 1 ). Subsumption among properties is a fast and efficient operation in practice, as long as we are in a domain where properties are represented by small-sized terms.
Finally, the requirements for S π (and the disintegration operation) to be applied to a refinement graph are: (1) there is a unification operation, and (2) the generalization refinement operators ensure that for every ψ there is a path ψ γ − → ⊥.
Disintegration and feature term languages
Depending on the refinement path used for disintegration and on the language used, we might obtain different property sets. Specifically, depending on the language being used, term disintegration following Definition 8 can be either weakly or strongly complete.
Definition 10 (Weak completeness) Disintegration is weakly complete, when, given any term ψ , we have that ψ ∈ (D(ψ))-i.e. integrating all the properties using unification recovers the original term ψ .
For a given term ψ , the property set D(ψ) obtained by the disintegration algorithm in Fig. 13 is always at least weakly complete since (as shown in Lemma 1) ψ ∈ (D(ψ)).
Definition 11 (Strong completeness) Disintegration is strongly complete when, given any two terms ψ 1 and ψ 2 , we have that ψ 1 ψ 2 ⊆ (D(ψ 1 ) ∩ D(ψ 2 ))-integrating the properties common to both disintegrations recovers the anti-unification of the two terms, ψ 1 ψ 2 .
Notice that strong completeness implies that given any pair of terms ψ and ψ such that ψ ψ , there is a subset of properties D ⊆ D(ψ) such that ψ ∈ (D ), i.e. any term which is a subsumer of ψ can be generated as the unification of a subset of properties of ψ . This is because if ψ ψ then ψ ψ = ψ , and thus
Disintegration is strongly complete in the language L 0 . The reason is that, regardless of which refinement path is used, the property set obtained is the same-the properties are just obtained in a different order (this is a direct implication of terms in L 0 being always trees). Given two terms, ψ 1 and ψ 2 , we can always find refinement paths from ψ 1 to ⊥ and from ψ 2 to ⊥ that traverse their anti-unification term ψ a = ψ 1 ψ 2 . Therefore, the set of properties generated for ψ 1 or for ψ 2 by disintegration using those paths will contain the set of properties of ψ a . Since, regardless of the path, we obtain the same property sets, the disintegrations of ψ 1 and ψ 2 each contain all the properties of ψ a , and thus the unification of the intersection of their property sets is exactly ψ a . Additionally, there is a more efficient algorithm to obtain the remainders in L 0 (Ontañón and Plaza 2009 ).
If we move to more expressive languages like L s and L e , the property set generated will be different depending on the refinement path used to disintegrate a term, and the disintegration operation cannot be guaranteed to be strongly complete. New ways of disintegrating terms are part of our future work. Additionally, studying whether different refinement paths for disintegration affects S π , in the sense that some might be more efficient or accurate, is also part of our future work.
Finally, disintegration can never be strongly complete in languages L c and L, even if other disintegration algorithms are devised. The reason is that, since they allow cyclic variable equalities, the set G(ψ) of some ψ might be infinite (see Appendix C). For having strong completeness, we need to have a subset of properties in D(ψ) which can recover every term in G(ψ), i.e. there is a mapping between the parts of D(ψ) and elements of G(ψ). Since D(ψ) is finite, it is not possible to find such mapping when G(ψ) is infinite.
Approximation of S λ by S π
We will now show that S π approximates S λ . The difference between the two is working with unification and anti-unification between terms versus working with union and intersection of properties, as shown in Fig. 15 . In fact, they are equal when disintegration is strongly complete, i.e. for language L 0 , where S λ = S π , because (as we saw) property sets are unique and thus ψ 1 ψ 2 = (D(ψ 1 ) ∩ D(ψ 2 ) ). The approximation is partial for more complex languages for which disintegration is not strongly complete. That is to say, we cannot ensure that ψ 1 ψ 2 is equal to
When disintegration is weakly complete, the term resulting from unification of the shared properties might be more general than the anti-unification of the terms.
Lemma 2
The unification of all the shared properties of two terms ψ 1 and ψ 2 is always more general or equal to their anti-unification, i.e. Notice that the term resulting from unification of the shared properties might be more general than the anti-unification of the terms when disintegration is weakly complete, since there might be some properties shared by ψ 1 and ψ 2 that are not in their disintegrations.
As a consequence, S π is an underestimator of S λ (S π ≤ S λ ), assuming the refinement paths used in both similarities are the same. The reason is that, in Definitions 6 and 9, the numerator in S λ is greater or equal to the numerator in S π , and the denominator in S λ is lower or equal to the denominator in S π . First, notice that |D(ψ 1 )| = λ s + λ 1 and |D(ψ 2 )| = λ s + λ 2 , since the number of properties in the disintegration of the terms is identical to the lengths of the refinement paths used to disintegrate them. However, |D(ψ 1 ) ∩ D(ψ 2 )| ≤ λ s since, even when the paths are the same, the set of properties may be different, and there are some properties shared by ψ 1 and ψ 2 that are not in both of their disintegrations. Consequently, the numerator S λ is greater or equal to the numerator in S π and the denominator satisfies
Weighted property-based similarity
Since each property represents a piece of information, S π measures how many pieces of information are shared among two given terms. However, when using this similarity measure for a particular learning task, not all the pieces of information shared among two terms might be equally important.
An interesting advantage of the property-based similarity is that we can assess the importance of each individual property for the task at hand and thus determine a weight for each property. For classification tasks, assume our training set is T = (c 1 , . . . , c n ) and an example is a pair c i = (p i , s i ), i.e. a problem description p i and a solution class s i . In order to asses property weights, we take T 's problem descriptions (p i ) and disintegrate them obtaining D(p i ) for each example in T . Then, the property dictionary D(T ) of the training set T is obtained by the set of all (non-equivalent) properties of the examples, i.e.
D(T ) = i=1,...,n D(p i ).
The second step is to estimate a weight w(ψ) for each property ψ in the property dictionary D(T ). Each property ψ divides the set of training instances in two sets: T ψ and T ψ , where T ψ = {c i ∈ T |ψ ∈ D(p i )} is the subset of examples that satisfy a given property ψ and T ψ = {c i ∈ T |ψ ∈ D(p i )} is the subset of those that don't. A measure such as Quinlan's Information Gain (Quinlan 1986 ) can be used to compute property weights. The following equation determines the weight of each property ψ ∈ D(T ) using Information Gain:
where H (X) represents the entropy of the set of instances X with respect to the partition induced by the solution classes, and |X| is the cardinality of set X. Thus, given that D(ψ) is the subset of properties D(ψ) ⊂ D(T ) that a particular term ψ satisfies, the weighted property-based similarity S wπ between two terms is defined as follows:
Definition 12 (Weighted property similarity)
That is to say, S wπ is the sum of the weights of those properties shared by two terms ψ 1 and ψ 2 , divided by the sum of the weights of all the properties that at least one of the terms ψ 1 and ψ 2 satisfies. Clearly, S wπ is independent of the Information Gain measure, and any other way to estimate importance of properties could be used. Nevertheless, the experiments reported in the next section use Information Gain for estimating the weight of properties.
Experimental evaluation
In order to evaluate our similarity measures, we measured the performance of a nearest neighbor method using them. We used five different data sets: Soybean, Demospongiae, Trains, Kinship and Toxicology (PTC). The different characteristics of these data sets are shown in Table 1 . Trains is the data set shown in Fig. 1 , as presented by Larson and Michalski (1977) ; the full language L is required to represent this data set. Soybean is a propositional data set (representable using L 0 ) from the UCI machine learning repository consisting of 307 cases and 18 solution classes. Kinship is a small but complex relational data set consisting of two families where the goal is to learn family relations like uncle (Hinton 1986) . Each family has 12 members (thus 24 persons in total); the full language L is required to represent this data set. The representation is purely relational, and each family is a graph (with most features introducing circular variable equalities); there are 4 positive examples and 20 negative examples. We selected the Trains and Kinship data sets to highlight domains that are highly relational and where the value of features is not as important as the structure of the terms. The Demospongiae data set is a relational data set from the UCI machine learning repository (with sets, but no variable equalities, and representable in L s ) composed of 503 Demospongiae belonging to 8 different solution classes. For the Demospongiae data set, we report results both using the complete data set as well as using a subset consisting of 280 Demospongiae and 3 solution classes. Finally, the Toxicology data set (PTC) is a highly relational data set introduced as a challenge in the ECML/PKDD 2001 conference (Helma et al. 2001) . We have selected PTC to evaluate the scalability of our similarity measures rather than their accuracy; thus, we present results for Toxicology in a separate section. The original dataset consists of a collection of Prolog facts, so, for our evaluation we used the version created by Armengol and Plaza (2005) , who converted the dataset to feature terms using a chemical ontology and which contains 371 examples. The Toxicology dataset consists of a collection of molecules and the task is to predict their carcinogenicity (positive or negative) for four different types (MR, FR, MM, FM) given by sex (M and F) or species (M and R). For each different type, a different subset of the 371 examples is used, and they are shown in Table 1 as separate data sets.
Additionally, in order to better measure the complexity of each dataset, Table 1 shows some statistics of each data set. Specifically, the first two columns in Table 1 shows the number of examples of each dataset and the number of solution classes. The third column shows the number of variables present in the feature terms representing the examples of each data set; we show the range from minimum to maximum number of variables. The larger the number of variables, the larger the examples-for instance the term in Fig. 2 has  14 variables. As Table 1 shows, the larger examples are found in the Toxicology dataset, where some examples have up to 138 variables. The fourth column of Table 1 shows the total number of variables occurring in set-valued features (minimum and maximum); this factor plays an important role in the computational cost of subsumption. The only data set without set-valued features is Soybean. The fifth column shows the number of properties obtained by disintegrating the examples of a dataset: the more properties the more complex the examples are. This number is equivalent to measuring the length of a refinement path from ⊥ to a given example (i.e. it is a measure of the amount of information contained in each example); we show the minimum and maximum number of properties. Again, this shows that the Toxicology data set has some very large examples, some of them generating up to 523 properties. The last column in Table 1 shows the language required to represent the examples in each data set. Table 2 shows the classification accuracy for several similarity measures in the data sets used for our evaluation-except the PTC data set that is addressed later in Sect. 7.2. We report results for S λ and for both S π and S wπ , as well as two other relational similarity measures (SHAUDY (Armengol and Plaza 2003) and RIBL (Emde and Wettschereck 1996) ) and a graph kernel (Kashima et al. 2003) for comparison purposes. For each similarity measure we measured classification accuracy using both 1-nearest neighbor and a 3-nearest neighbor by means of a leave-one-out method. SHAUD is a relational similarity measure defined for feature terms that has been shown to obtain very good results in complex relational data sets, and RIBL is a well known similarity measure for first order logic (FOL). RIBL requires examples to be represented in FOL and not as feature terms, but feature terms can actually be converted to FOL predicates without losing information. We used such conversion to evaluate RIBL. Moreover, RIBL and SHAUD require knowing the ranges of each numeric feature in order to compute the similarity values. We used the minimum and maximum values observed in the data set to define such ranges. RIBL also requires a maximum depth parameter, that was set to 10 in our experiments. Since SHAUD works only for trees, it could not be applied to the Kinship or Trains data set.
Classification accuracy comparison
We also used the random-walk graph kernel (Kashima et al. 2003) , that we will refer to as Kashima's kernel. Given two graphs, Kashima's kernel computes the expected similarity between a random walk from one graph and a random walk from the other graph. This kernel has a low computational cost for acyclic graphs, but requires inverting a matrix with n × m rows and n × m columns (where n and m are the number of nodes of the two graphs) when there are cycles in the graph, and thus it can only be calculated using a numerical approximation. Since Kashima's kernel works on labelled graphs, we used the graph representation of feature terms. Moreover, Kashima's kernel has two parameters: γ , that corresponds to the probability of a random walk to end, and a kernel to assess similarity among the labels in the graph. We experimented with different values for γ , and used γ = 0.1 in our experiments, since it gave the best results overall. We used the sort ontology to define a kernel for the labels of the graph (to ensure that the kernel can exploit all the information available to the other similarity measures). Table 2 shows the classification accuracy of these methods, with the highest accuracy for a given data set shown in bold; most of the times the difference between the accuracy shown in bold and the rest is statistically significant using a t-test with p < 0.05, with the following exceptions: in the Trains data set (which only has 10 instances), in the Demospongiae-503 data set with 3-NN (where the difference between S π and S wπ is not statistically significant), and in the Demospongiae-280 data set, where it is only significant with p < 0.25. Table 2 shows that the weighted property-based similarity (S wπ ) achieves the highest classification accuracy in all data sets except for Soybean (but where the difference is not statistically significant when using 3-NN). The Soybean data set is a propositional one, where the most important issue is the value of the features, and not the relational structure in the instances; however, S π achieves the same classification accuracy as both SHAUD and RIBL, and only slightly under that achieved by Kashima's kernel. Structure is the only important factor in the Kinship data set. SHAUD cannot be applied since instances are not trees, and RIBL has problems also, since there are no numerical or symbolic values in any of the terms in Kinship, only a graph relating each member of the family to each other. In fact RIBL achieves an accuracy of 83.33% only because it always predicts "negative", and there are only 4 positive examples out of 24. S λ and S wπ are able to capture the structure of the instances, and achieve an accuracy of 100.00% when used in a 1-NN. S π also achieves a high accuracy, although not a 100.00%.
Trains is an apparently simple but complex data set, since out of the numerous features in each train only two are key to determine the class, and it is hard to learn this with only 10 instances. S wπ and RIBL perform the best in this data set.
In the Demospongiae data set, S wπ achieves the best results. SHAUD, S π , and S λ achieve also good results but not as good, and finally Kashima's kernel gets the lowest accuracy. RIBL does not perform well in this data set either, because it does not exploit completely the information in the sort taxonomy, which is important in this data set. Moreover, notice that RIBL can accept weights in both predicates and attributes, but there is no simple way to compute them directly (like with the properties in S wπ ), and thus we used uniform weights. Thus, the results reported here for RIBL might be suboptimal, although weights would not allow RIBL to improve in this data set.
Comparing with Kashima's kernel, Table 2 shows that the kernel achieves good results only in the Soybean dataset. The issue seems to be that Kashima's kernel simply estimates the similarity among two graphs; for instance, in the Kinship dataset, the graphs representing some of the examples are identical (since all the examples belong to the same family). However, both RIBL and our measures S π and S λ consider the similarity among instances that, albeit are graphs, start at a specific node (called the root node in feature terms). To determine whether this was the case, we performed a second set of experiments (not shown on Table 2 ) where we used Kashima's kernel, but only considering random walks starting from a root node. Using this second version, we achieved better results in the Trains and Kinship datasets. In the Trains dataset, accuracy went up to 50% for 1-NN and 60% for 3-NN, while in the Kinship dataset, accuracy went up to 87.5% both using 1-NN and 3-NN.
The computational cost of different similarity measures, evaluated as the average execution time to compute the similarity between two instances in different data sets, is shown in Table 3 . The most computationally expensive similarity measures are S λ and SHAUD, since they perform the anti-unification of the two instances being compared. For instance, in the Demospongiae data set, S λ takes 66.23 milliseconds 6 on average to assess one similarity. SHAUD takes 23.86 ms, and the property based similarities S π and S wπ take 2.65 ms. RIBL is also a fast similarity measure, taking only 5.26 milliseconds per similarity in the Demospongiae data set. Kashima's kernel is very fast in the Soybean, Demospongiae and Trains data sets, since they do not contain cycles. However, Kashima's kernel has a much higher computational cost in the Kinship data set (15.87ms), since it contains cycles.
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Computing the weights of properties in S wπ , as well as disintegrating an example into properties, are processes typically performed offline, since they only need to be performed once, and their cost is not included in the time for computing the similarity among 2 instances. Computing weights for S wπ in our experiments takes 79.82 ms in the Soybean dataset, 389.20 ms and 983.92 ms in the Demospongiae-280 and Demospongiae-503 data sets, 1.50 ms in the Trains data set, and 49.68 ms in the Kinship data set. Disintegrating the complete Soybean data set takes 8.12 seconds, the Demospongiae data set requires 328.77 seconds, while the Trains and Kinship data sets take 7.45 and 18.85 seconds respectively.
The next two subsections evaluate the scalability of our similarity measures by using first a data set with very large examples and then a data set with a large number of examples.
Evaluation with large examples
In order to evaluate the scalability of S λ and S π , we selected the Toxicology data set, which contains some very large molecules (with up to 138 variables in the terms representing the examples). SHAUD could not be applied to Toxicology, since molecules are cyclic graphs (SHAUD was applied to a subset of the Toxicology data set (Armengol and Plaza 2003) , consisting of molecules without cycles when represented as feature terms). Additionally, due to the size of the molecules, S λ could not be applied to the Toxicology data set, since there is a small set of molecules that are too large for computing anti-unification in a reasonable amount of time. Table 4 shows the classification accuracy results for the Toxicology data set in its 4 animal groups. RIBL performs well for the MR and FR animals, but rather poorly in MM and FM. S wπ outperforms S π in all tests except in FR and FM using a 1-NN. Using a 3-NN, S wπ always outperforms S π . The accuracy levels achieved for the Toxicology data set are comparable to the results obtained with other techniques. For instance, using graphkernels, Kashima et al. (2003) report between 54.1% to 58.4% accuracy for MR depending on the value set for the parameter γ of their algorithm (the termination probability of random walks). They also report between 62.1% to 66.1% for FR, 62.2% to 64.3% for MM and between 59.3% to 63.4% for FM. Moreover, the maximum and minimum accuracy for each type were achieved with a different value of that parameter. The results obtained with S wπ using a 3-NN are inside or above those ranges, without the need to tune any parameter, so the results achieved with S wπ are comparable to those obtained with Kashima's kernel. Table 5 shows the average time required to compute the S π similarity between examples in the Toxicology data set, showing that the cost of assessing similarity even in this complex data set is not too high. As before, S wπ needs to compute weights for all the properties, which takes 1.17 s, 1.02 s, 1.19 s and 1.28 s for the PTC-MR, PTC-FR, PTC-MM and PTC-FM data sets respectively; notice that, using a leave-one-out method, the weights were recomputed for each problem using the remaining examples as training set (consisting of n − 1 examples). The Toxicology data set takes a considerable amount of time to disintegrate compared with the other data sets, requiring 22,614.14 seconds (over 6 hours) to disintegrate. However, notice that data sets only need to be disintegrated once.
Evaluation with a large number of examples
In order to better evaluate the scalability of S λ and S π , we used Muggleton's Train data set generator (Michie et al. 1994) , which can generate Michalsky-style Train data sets, but of arbitrary size. Specifically, we generated data sets with 100, 1,000 and 10,000 trains. Tables 6 and 7 show the results of our experiments over those data sets using a leave-oneout method. For each different size of the Trains data set and similarity metric, we evaluated the performance of both a 1-NN and a 3-NN algorithm in classification accuracy and in time used to classify a given problem. Notice that, using a k-NN, the time used to solve a problem includes the application of the similarity metric n − 1 times (where n is the size of the data set). We evaluated problem solving time, instead of the time required to assess the similarity between two instances (as in previous sections), since the time required to assess similarity does not change as we increase the number of instances in a data set. As before, times in Table 7 do not include the time required to disintegrate a data set for S π and S wπ , or the computation of weights for S wπ . Disintegration time was 30.26, 235.78 and 2,287 seconds for the 100, 1,000 and 10,000 trains data sets respectively, while computing weights takes 2.24 ms, 141.74 ms, and 39.9 s for the 100, 1,000, and 10,000 trains data sets respectively. As expected, Table 6 shows that all the similarity measures achieve much higher performance, in terms of classification accuracy, in data sets with a larger number of examples. In particular, S wπ is the one that increases faster, achieving an accuracy of 99.01% in the data set with 10,000 trains. Kashima's graph kernel does not perform well in this data set in terms of accuracy, since it seems unable to capture the target concept (namely, trains are labelled as "east" if they have one car that is, at the same time "short" and "closed").
For the 10,000 trains data set, we show no results for S λ , since it takes a prohibitive amount of time to complete a leave-one-out run with such large amount of examples. A simple estimation allows us to predict that the amount of time S λ would take to solve a problem in the 10,000 trains data set is between 200 to 300 seconds. S λ is slow since it is based on antiunification, if a very large number of similarity assessments is required, its cost can be prohibitive. RIBL and Kashima's kernel are in the middle, they are much faster than S λ , but not as fast as S π and S wπ . Specifically, Kashima's kernel is quite efficient in this data set, since the graphs representing trains do not have cycles.
S π and S wπ are much faster than the other similarity measures. For example, the time to solve a problem in the 10,000 trains data set is only 95.39 milliseconds. In summary, we can see that S π and S wπ are scalable to large data sets, since the expensive operation is disintegration, and it only needs to be performed once. S wπ also requires to compute weights for the different properties, but this only needs to be done once for each training set.
Correlation between S λ and S π
Since S π approximates S λ by moving from unification and anti-unification of terms to union and intersection of properties, we would like to evaluate how good is this approximation. Theoretically, the two similarity measures are identical when disintegration is strongly complete, as defined in Sect. 5.3 (e.g. when working in the language L 0 ), while they may deviate when disintegration is only weakly complete. In order to evaluate how does this effect manifests in different data sets, we have evaluated the Pearson correlation coefficient among the similarity values produced by our three similarity measures (S λ , S π , and S wπ ) on the 4 data sets shown in Table 8 .
In the Soybean data set, as expected, S λ and S π compute identical similarity values, and thus their correlation is 1. This is because the Soybean data set can be represented in the language L 0 , in which disintegration is strongly complete, and thus S π approximates S λ completely. In the Demospongiae data set the correlation diminishes to 0.984. This means that there are already some differences, but they are quite small. The reason is that this data set, which is represented using language L s , has only very few attributes that cannot be represented with L 0 (it contains a few features that are set valued). In data sets where more complex languages are required, such as the Trains and the Kinship data sets, S λ and S π start deviating, as expected, since disintegration is only weakly complete. Finally, we can observe that the difference between S λ and S π is smaller than between S λ and S wπ , since the weights in S wπ modify the similarity estimation.
Discussion
As mentioned earlier, both RIBL and SHAUD implement the idea of "hierarchical aggregation", and therefore have a bias that makes them deem features closer to the root of an instance as more important than those that are deeper into the structure. The similarity measures presented in this paper do not have this bias. The weighted property-based similarity S wπ assigns weights to properties according to how discriminant they are with respect to the task at hand, regardless of whether they are deep into the structure or if they are closer to the root. For instance, Fig. 16 shows two of the highest weighted properties in the Kinship data set by the S wπ similarity (many properties were tied with the highest weight, and these are just two of them). Recall the target concept for this data set is that of "uncle". The first one represents "a person with a brother who has a daughter", and the second one, "a person with a brother, who has a daughter and a wife". Notice that if a particular instance satisfied any of those properties, it means that the term represents either an "uncle" or an "aunt". Therefore, those properties are highly discriminant for the task at hand, which is discriminating uncles from non-uncles. On the other hand, Kashima's graph kernel does not have the hierarchical aggregation bias, but weights each of the different random walks that can be generated for a given graph according to its probability, which might not be correlated with its importance to the task at hand. For that reason, it would be interesting to incorporate a different way to weight the random walks, like S wπ does with properties.
Moreover, notice that properties do not correspond to individual features in propositional machine learning, but to complete patterns that capture some piece of information of an instance. For instance, the second property shown in Fig. 16 captures the fact that X 2 , the brother of a particular person, and the wife of X 2 have a daughter in common; this shows that the disintegration operation will construct the property as the most general term which still captures that piece of information, regardless of the depth or the number of features or variables needed to represent it. This illustrates that the combination of disintegration and Fig. 16 Two of the highest weighted properties in the Kinship data set. Notice that both properties imply that the person corresponding to this pattern is an uncle or an aunt, and that the target concept to learn from the Kinship data set is "uncle" weight assessment can discover which are the relevant properties or patterns for a given classification task.
In summary, S wπ is the most balanced similarity overall, achieving the highest classification accuracy in most data sets while being computationally efficient. Moreover, S λ , S π and S wπ are conceptually very simple (they measure the amount of shared information) whereas in more complex measures, such as SHAUD and RIBL, it is hard to conceptually understand what is exactly being measured. Comparing S λ to S π and S wπ , S λ has the advantage of computing an explicit symbolic similarity and of being conceptually very simple, however it is computationally expensive. S π and S wπ on the other hand are computationally less expensive and more accurate. Additionally, S wπ has the interesting side effect of discovering which are the most relevant properties for a given classification task, as illustrated above.
Related work
Hutchinson (1997) presented a distance based on the anti-unification of two terms. The Hutchinson distance is the addition of the sizes of the variable substitutions required to move from the anti-unification of two terms to each of these terms. This measure is related to S λ , since it is similar to the addition λ 1 + λ 2 . However, counting only variable substitutions fails to take into account some information. For example, substituting a term number by integer or substituting it by the number 45, will count as a single substitution in Hutchinson's formalism, while in S λ moving from number to integer counts as one refinement, whereas moving from number to 45 requires two refinements-thus S λ is more fine-grained. Moreover, Hutchinson's distance does not take into account the amount of information shared (that S λ estimates as the length λ s of the path from ⊥ to the anti-unification).
RIBL (Relational Instance-Based Learning) is an approach to apply lazy learning techniques while using Horn clauses as the representation formalism (Emde and Wettschereck 1996) . RIBL's similarity measure follows a "hierarchical decomposition" approach: the similarity of two instances (terms) is the average of the similarity of the value of their attributes (calling this function recursively if the values are themselves terms). Thus, RIBL is better suited for acyclic graphs. Moreover, they define special similarity measures if the values are numeric or symbolic. Our S λ and S π are more general in the sense that we do not make any assumption about the representation language being used, but only rely on the existence of a subsumption operation and a refinement graph. For S λ and S π , the fact that terms are trees, graphs or lists only affects the computational cost of the process, but not their algorithms. Moreover, RIBL's recursive computation of similarity adds a bias in that values deep in the instance tree are bound to have less importance, while S λ and S π do not present this bias. An earlier similarity measure related to RIBL was that of Bisson (1992) . Horváth et al. (2001) presented an extension of RIBL that is able to deal with lists and terms. The extension consists of a specialized routine that uses an edit-distance to compute similarities among lists and terms added to the RIBL's basic similarity measure. The downside of the RIBL approach (including this improvement) is that specialized measures have to be defined for different types of data, whereas S λ and S π can uniformly handle any kind of tree or graph.
Bergmann and Stahl (1998) present a similarity metric specific for object oriented representations based on the concepts of intra-class similarity (measuring similarity among all the common features of two objects) and inter-class similarity (providing a maximum similarity given to object classes). This similarity is defined in a recursive way, thus following the same "hierarchical decomposition" idea as RIBL, and limiting the approach to tree representations.
SHAUD, presented by Armengol and Plaza (2003) , is another similarity measure following the "hierarchical decomposition" approach but designed for feature terms. SHAUD also assumes that the terms do not have cycles, and in the same way as RIBL and Bergmann and Stalh's it can handle numerical values by using specialized similarity measures for different data types. An advantage of S λ and S π with respect to RIBL and SHAUD is that S λ and S π can handle comparisons among generalizations (i.e. terms that have unbound variables). Hutchinson distance can handle generalizations by using the "single representation trick" to map variables into constants, and Bergmann and Stahl define some special instances to handle this situation. Notice that this is because S λ and S π do not make any assumptions about the data other than assuming a subsumption relation and a refinement graph.
Similarity measures for complex molecular structures in domains of biology or chemistry have been widely studied (Willett et al. 1998) , and they are typically grouped into two classes (Raymond et al. 2003) : fingerprint-based and graph-based. Fingerprint similarities transform each molecule in a sequence of binary features where each feature determines whether a particular molecule exhibits some particular property or contains a certain substructure. Of special interest for the work presented in this paper are graph-based similarities, which represent molecules as graphs (where each vertex corresponds to an atom). Graph-based similarity measures for molecules are typically based on computing the maximum common subgraph (MCS) of two graphs. This is a computationally expensive process, and thus there are a number of strategies to simplify the computations. For instance Raymond et al. (2002) propose to first compute an upper bound of the similarity measure, and only compute the actual MCS for those molecules for which the upper bound is over a given threshold. Computing the MCS is a very related problem to that of finding the anti-unification in refinement graphs, and thus S λ is related to graph-based similarities for molecules. Moreover, S π can be seen as either a fingerprint similarity (because it breaks every term into a collection of properties, each of which could be represented as a binary feature) or a graph-based similarity (since S π is an approximation of S λ ).
Another related area is that of kernels for graphs. Kernels for graphs are interesting since they allow the application of machine learning techniques to complex data represented as graphs (such as chemical molecules). Typically, kernels for graphs are based on the idea of finding substructures (the idea is that if substructures are similar, then graphs are similar). For example, Kashima et al. (2003) present a kernel for graphs based on random-walks. Although these kernels are defined specifically for particular kinds of graphs (e.g. directed labeled graphs), an interesting idea is that they are based on approximations rather than on exact calculations. Our similarity measures, however, are based on exact subsumption calculations. An interesting idea for future work is to explore similarity measures for refinement graphs based on approximations of either the subsumption, anti-unification or remainder operations. Moreover, notice that feature terms can also be represented as labelled graphs, thus, kernels for graphs could be applied to our data. However, when we represent a term as a labelled graph, some information (such as the sort information) might be lost.
Concerning the applicability of S λ and S π to other formalisms, feature terms can represent naturally object oriented data, making our approach applicable to those representations. Moreover, other authors have proposed refinement operators for different subsets of firstorder logics such as description logics, which is the first step towards applying our similarity metrics to those representation formalisms. For instance, van der Laag and Nienhuys-Cheng (1992), Shapiro (1981) or .
A related area is that of similarity measures for description logics. Fanizzi et al. (2007) present a similarity metric based on the idea of a "committee of concepts". In their work, they consider each single concept in the T-box to be a feature that can be 0 or 1 for each individual (belonging or not to that concept). The ratio of concepts that two individuals share corresponds to their similarity. González-Calero et al. (1999) present a similarity measure for description logics designed for case-based reasoning systems. This similarity measure shares ideas with SHAUD, but in the context of description logics. In the same way as SHAUD, it has problems with circular variable equalities, and thus they preprocess the instances to remove the roles that introduce such circularities before processing. For that reason, this similarity would not be suitable for data sets such as Kinship.
Aït-Kaci and Sasaki (2001) introduced algorithms for both unification and antiunification of feature terms based on clause rewriting rules (which operate over the clause form of a feature term). The anti-unification algorithm presented in Appendix B, however, is different, since it is based on refinement operators.
In an earlier paper (Ontañón and Plaza 2009) we introduced two informal definitions of S λ and S π . In this paper, we have formally defined several languages in order to analyze the behavior of S λ and S π within representations of different complexity and presented general algorithms for refinement graphs. Moreover, the disintegration process is defined here for the first time, while the algorithm for finding properties in Ontañón and Plaza (2009) is adequate only for L 0 , since it would not generate weakly complete property sets in other languages.
Conclusions
In this paper we have presented similarity measures for structured representations based on the notion of refinement graphs, which can be used for case-based reasoning and instancebased learning systems. Specifically, we presented the anti-unification-based similarity, S λ , which generalizes the classical notions of similarity between concepts in a taxonomy to compute similarity between instances in a refinement graph. We also presented the propertybased similarity, S π , a measure that is an approximation of S λ and, thanks to the idea of term disintegration, is computationally more efficient and allows the addition of weights. We have evaluated both similarity measures in a collection of propositional and relational data sets and compared them with other similarity measures for structured representation of instances.
In order to define S λ and S π , we presented a refinement graph for feature terms, but both similarity measures could, in principle, be implemented for other representation formalisms. Our similarity measures only require a refinement graph with (1) unification, (2) specialization refinement operators that are finite and complete, and (3) generalization refinement operators which are finite and which ensure that ⊥ is reachable from any term by generalization. Specifically, S λ requires (2) while S π requires (1) and (3).
The main contributions of our work are twofold. The first contribution is the idea of defining similarity over a refinement graph, which allows our similarity measures to be independent of the representation formalism. Whereas previous work in similarity measures presented specialized algorithms to assess similarity for specific data types, in our work, the language in which the instances are represented (whether it is relational or propositional, or whether we allow cycles or not, etc.) only has an effect on the computational cost, but not on the algorithm used to assess similarity. Ontologies, as defined in this paper, were introduced to restrict the search space and increase the efficiency, but they are not strictly required for the definition of the similarity measures.
The second contribution is term disintegration. Disintegration allows us to move from performing unification and anti-unification of terms to performing union and intersection of properties, which are more efficient operations, hence improving the efficiency of similarity assessment over refinement graphs. Moreover, working directly with property sets offers interesting possibilities. For instance, in this paper we have exploited such property sets with feature weighting to obtain a similarity measure (S wπ ) which can discover the most relevant properties for a given classification task.
Additionally, we have defined refinement operators for feature terms for several languages whose refinement graphs satisfy the requirements above. The two similarity measures that we have introduced are general with respect to the refinement graphs satisfying those requirements. Moreover, they are capable of both estimating a similarity degree as well as generating a symbolic description of such similarity.
As future work, we will study how our approach on similarity could be used in other representation formalisms such as Horn clauses or description logics (a preliminary study on this can be found at Sánchez-Ruiz et al. (2011)). This study basically needs to define refinement operators that satisfy the requirements (1-3) above, so that our similarity measures apply. This entails solving some theoretical issues, since current results characterizing refinement graphs on Horn clauses (van der Laag and Nienhuys-Cheng 1994) or description logics ) lack some of the requirements outlined in our approach. We will also explore the use of term disintegration in other fields of structured machine learning such as induction, i.e. using the property sets as an alternative representation of relational instances. Finally, the relationship (established by disintegration and integration) between the "space of terms" (with unification and anti-unification) and the "space of properties" in languages of different expressiveness seems to merit also a deeper study.
-For each feature f ∈ features(X), where X.f = Ψ 1 and m(X).f = Ψ 2 (i.e. Ψ 1 and Ψ 2 are the set of feature terms that are the value of feature f in ψ 1 and ψ 2 respectively), we have that:
i.e. that for each variable in the set Ψ 1 , its mapping is in the set Ψ 2 , and that each different variable in Ψ 2 has a different mapping.
The main difference from this definition of subsumption to the traditional θ -subsumption is that in our definition, all variables in a set are considered different, i.e. a set of n variables will never subsume a set of less than n variables. This is interesting, since it eliminates the problem described in van der Laag and Nienhuys-Cheng (1994) , and allows finite, complete and proper specialization refinement operators (although it does not resolve the problem for the case of the generalization operator as explained in Appendix C).
It is important to remark the difference between subsumption ( ) as defined here, as a relation that defines an informational content ordering, and classical θ -subsumption. A basic idea concerning feature terms is that they can be understood as partial descriptions, which allows us to have both instances and generalizations in the same representation language. The relation ordering partial descriptions (ψ ψ ) makes sense only if all that is true for ψ (all information contained in ψ ) is also true for ψ (the information contained in ψ includes at least all information contained in ψ ).
An example may clarify how subsumption ( ) but not θ -subsumption induce such an informational order upon partial descriptions. Consider three partial descriptions (ψ 1 , ψ 2 and ψ 3 ) of a person such that they are equal in all but the children feature where they have (respectively) one, two, or three children. Clearly, subsumption ( ) captures the desired ordering among partial descriptions, namely ψ 1 ψ 2 ψ 3 . However, θ -subsumption does not respect this order, since we can substitute the two variables of ψ 2 (representing two children) for the same variable in ψ 1 (representing one children) and thus ψ 2 would also θ -subsume ψ 1 . Thus, θ -subsumption allows losing information, in this case about having two children as stated in ψ 2 . Moreover, unification makes sense for our subsumption since, as expected when ψ 1 ψ 2 , unifying a term with a subsumer yields the same term: ψ 1 ψ 2 = ψ 2 -while this property does not hold for θ -subsumption.
Appendix B: Efficient search for an anti-unification
Finding the set of all the anti-unifications of a set of given terms might be computationally expensive. However, if we are interested in finding just one anti-unification of the set of possible anti-unifications, an efficient algorithms exists.
Given a refinement operators ρ that is finite and complete (see Sect. 3), Fig. 17 shows an algorithm to compute one anti-unification of a set of feature terms T . The algorithm works as follows: the search starts by having c 0 = ⊥ as initial candidate to be the anti-unification. At each step of the algorithm, a set ρ(c 0 ) will be generated with the specialization refinements of the current candidate c 0 using the refinement operator ρ. If any of those refinements ψ subsumes all the terms in T , and it is more specific than the current candidate c 0 (this test is required since we do not require the refinement operator to be proper) then a recursive call is made using ψ as the candidate anti-unification. When none of the refinements of c 0 subsume all of the terms in T , we will know that c 0 is an anti-unification of all the terms in T .
Algorithm AntiUnification(T , ρ, ψ 0 = ⊥ ) ForEach ( ψ ∈ ρ(ψ 0 ) ) Do If ( ψ ψ 0 ∧ ∀ψ ∈ T , ψ ψ ) Then ψ t , t = AntiUnification(T , ρ, ψ) Return ψ t , t + 1 EndForEach Return ψ 0 , 0 EndAlgorithm Fig. 17 Algorithm to compute an anti-unification of a set of feature terms T using depth first search. It returns a pair containing both the anti-unification, and the length of the refinement path from ⊥ to the anti-unification Given that all the feature terms in T have a finite number of variables, it is possible to proof that only a finite number of refinements are required to reach an anti-unification from any starting feature term ψ , and in particular from c 0 = ⊥. Moreover, the number of refinements required is linear as a function of the number of variables, features and the depth of the sort taxonomy.
The number of recursive calls represents the number of refinements required to compute the anti-unification, i.e. the length of the refinement path in the refinement graph from ⊥ to the anti-unification. The algorithm returns a pair c 0 , t with both the anti-unification and refinement path length.
Appendix C: Finite and infinite paths in a refinement graph
Languages L c and L, allowing circular variable equalities, define refinement graphs where there may be infinite monotonic refinement paths. 8 This means that starting from some terms, infinite sequences of terms, where each term is a generalization of the previous one, can be created. Let us again show this with an example. Figure 18 shows a term ψ which contains a circular variable equality: it describes a person X 1 which has a friend X 2 , and X 2 also has a friend, which is X 1 , so it has a cycle of size 2. Let us show that circular variable equalities cause infinite generalization paths. The term ψ 1 in Fig. 18 is a generalization of ψ (ψ 1 ψ ), and has a cycle of size 4. ψ 1 subsumes ψ because with the mapping m(Y 1 ) = X 1 , m(Y 2 ) = X 2 , m(Y 3 ) = X 1 and m(Y 4 ) = X 2 all the conditions specified in Appendix A are satisfied. It is easy to see that a simple term with a cycle of size a where a = k × b (with a, b and k being natural numbers) subsumes a term with a cycle of size b. Thus, we can create an infinite generalization path by starting with ψ which has a cycle of size 2, continuing with a term with a cycle of size 4, then one of size 8, 16, 32, etc. Moreover, two terms which have cycles of size a and b respectively do not subsume each other if a and b are not a multiple of each other. For example, the term ψ 2 in Fig. 18 has a cycle of size 6 and it subsumes ψ , but not ψ 1 . Thus, there are also infinite terms which are generalizations of ψ , but that do not subsume each other. This is why a circular variable equality can be removed in an infinite number of ways, as we mentioned in Sect. 3. This is also the reason for which the set of subsumers G(ψ) is infinite when there are circular variable equalities. This is a problem for implementing generalization refinement operators. For that reason, the generalization operator γ e in Sect. 3 generates the term ψ as a generalization of ψ but does not generate any of the terms ψ 1 , ψ 2 , etc. In this way, we avoid infinite paths, but at the cost of not being complete. In practice this is not a problem, since the disallowed generalizations are terms with new variables (w.r.t. the set of examples) and they are not required in the disintegration process where γ e is used.
