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Résumé— Cette article présente une méthodologie pour le
calcul d’une loi de commande pour un système soumis à des
contraintes de fonctionnement et affecté par un retard vari-
able. Dans une première phase, on construit une loi de com-
mande prédictive "classique" qui garantie l’existence d’un
ensemble positif invariant robuste (RPI) non vide. Deux-
ièmement, on proposera deux algorithmes itératifs pour
l’approximation de cet ensemble RPI. Ce problème peut être
traité dans le cadre des systèmes affines par morceaux dû à
la formulation explicite de la loi de commande obtenue via
la programmation multiparamétrique.
Mots-clés—MPC, Commande prédictive, système incertain,
système à retard, ensembles invariants.
I. Introduction
L’interaction entre un système réel et un processus
physique avec des excitations exogènes peuvent être dif-
ficilement caractérisée comme instantané. Une des façons
classiques de modéliser ces situations et phénomènes est par
l’utilisation de retard. Les retards (variables, distribués ou
non) décrivent le couplage entre les dynamiques, propaga-
tion et phénomène de transport, hérédité et compétition
dans les dynamiques de population. Plusieurs exemples
peuvent être trouvés dans [1], [2], [3]. Il y’a un consensus
dans la définition du retard comme un paramètre critique
dans l’analyse des comportements dynamiques et des per-
formances des systèmes.
Indépendamment des problèmes mathématiques liés à
la représentation, les systèmes à retard sont connus par
leurs problèmes de commande due à l’instabilité introduite
par des actions de commandes différées. Une façon na-
turelle pour neutraliser l’effet du temps mort est de prédire
l’évolution du système avec une attention particulière pour
la sensibilité de prédiction pour modèles instables.
La commande prédictive à base de modèle (MPC -
"Model Predictive Control") est une technique de com-
mande qui consiste à résoudre un problème de commande
optimale à temps fini sur un horizon glissant. Cette formu-
lation temporelle permet la prise en charge des contraintes
dès le stage de conception [4] et se révèle d’être très pop-
ulaire pour les praticiens. Plusieurs stratégies ont été pro-
posées afin de renforcer la stabilité du MPC, [5], [6] avait
comme ingrédients principaux, la fonction coût terminale
et contraintes terminales invariantes[7]. Malheureusement,
considérer , les incertitudes introduites par l’existence d’un
retard variable, mène à un problème d’optimisation min-
max complexe. En plus, les garanties de stabilité nécessi-
tent la description des contraintes terminales qui réduisent
le domaine de faisabilité.
Dans ce papier on utilise la loi de commande prédic-
tive obtenu en utilisant le modèle nominal. La loi de com-
mande affine par morceaux correspondante transformera
la dynamique en boucle fermée vers un système affine par
morceaux. Quant au retard variable, il introduit un cer-
tain degré d’incertitude qui doit être analysé pour garantir
le fonctionnement global. L’existence d’un ensemble invari-
ant non vide peut être garantie sous certaines conditions
et des procédures algorithmiques seront proposées dans ce
sens.
Deux problèmes liés à la robustesse pour le calcul de la
loi de commande seront traités en détail:
• réglage du MPC nominal en utilisant les arguments de
l’optimalité inverse;
• caractérisation de l’ensemble positive invariant robuste
maximal (MRPI).
Notons que l’ensemble MRPI peut ne pas être déterminé
avec un nombre fini d’itérations. Pour le deuxième point
on propose la construction itérative par procédure duale
expansive/contractive d’approximation garantie.
Le reste du papier est organisé comme suit: section 2
formule le problème de commande et définit le modèle qui
sera utilisé dans le calcul de la commande MPC; section 3
traite la construction de la loi de commande explicite affine
par morceaux et section 4 traite le problème des approx-
imations pour l’ensemble positive invariant robuste maxi-
mal associé au système bouclé. La section 5 présente un
exemple et les conclusions sont tirés dans la section 6.
Notations: Co {e1, . . . , e1} définis la combinaison con-
vexe des éléments e1, . . . , e1. B0(ε) est la boule centrée à
l’origine avec un rayon ε. Le symbole ∗ dans la description
matricielle est la transposé. Le reste des notations sont
standards.
II. Formulation du problème
Considérons un système linéaire LTI suivant:
x˙ = Acx(t) +Bcu(t− τ) (1)
affecté par un retard variable. Il est supposé que la varia-
tion du retard est bornée:
τ ∈ [0, τmax] (2)
Notons que les instants du temps discret
xk = x(tk) = x(kTe) (3)
où Te est le temps d’échantillonnage. Considérons:
d = ⌈τ¯ /Te⌉
ǫ = dTe − τ¯
(4)
où τ¯ est la valeur probable du retard (s’il n’y a pas
d’information statistique sur la distribution du retard qui
permettra d’extraire une valeur espérée, la valeur centrale
de l’intervalle [0, τmax] peut être choisie, i.e. τ¯ = τmax/2).
Maintenant, on peut décrire le modèle LTI discret affecté
par le retard:
xk+1 = Axk +Buk−d − ∆¯(uk−d − uk−d+1) (5)
A = eAcTe (6)
B =
∫ Te
0
eAc(Te−θ)Bcdθ (7)
∆¯ =
∫ Te
Te−ǫ
eAc(Te−θ)Bcdθ (8)
=
∫ 0
−ǫ
e−AcθBcdθ (9)
obtenue en assumant que la commande u est maintenue
constante entre deux instants d’échantillonnages, u(t) =
uk,∀t ∈ [tk, tk+1).
Ce modèle LTI discret (5) sera considéré par la suite
comme modèle nominal.
xk+1 = Axk +Buk−v −∆(uk−v − uk−v+1)
∆ ∈ Ωx
Ωx = Co {∆0,∆1, . . . ,∆n}
v ∈ {0, 1, 2, . . . , h}
(10)
où v c’est une variable entière qui décrit le retard en nombre
de pas d’échantillonnage. La valeur maximale du retard
est:
h =
⌈
τmax
Te
⌉
(11)
et les réalisations extrêmes ∆i sont obtenues en utilisant
la forme canonique de Jordan pour la matrice Ac dans (9),
calculée pour les valeurs extrêmes de ǫ, à savoir 0 et τmax. Il
peut être montré que le nombre minimum des sommets car-
actérisant l’incertitude polytopique pour le système origi-
nal à temps variable est n + 1 où n est la dimension du
système d’état [8].
Utilisant la présentation de l’espace d’état étendu basée
sur l’équation (5), on obtient en utilisant (A,B, ∆¯), le mod-
èle de prédiction nominal:
ξk+1 = F¯ ξk + G¯uk (12)
En effet en définissant:
ξTk =
[
xTk u
T
k−h u
T
k−h−1
. . . uTk−d u
T
k−d−1 . . . u
T
k−1
] (13)
les matrices F¯ , G¯ sont données par les équations (14-15).
Pour le même vecteur d’état ξk, on peut décrire la vari-
ation structurelle provoquée par la variation du retard
par l’existence d’un modèle affecté par une incertitude
paramétrique :
ξk+1 = Fξk +Guk
(F,G) ∈ Ωξ
Ωξ = Co {(F1, G1), (F2, G2), . . . , (Fs, Gs)}
(18)
En utilisant A,B et l’incertitude polytopique pour la ma-
trice ∆, avec les réalisations extrêmes ∆i, i = {1, . . . , n},
les matrices de transitions seront données par (16-17).
Les variables δi, i = 1, . . . , h sont telles que:
h∑
i=1
δi = 1; δi ∈ {0, 1} (19)
Le nombre de réalisations extrêmes est s = h(n+1) (due
au fait qu’il y’a h combinaisons de variables logiques admis-
sibles). Cependant, n−1 de ces réalisations, correspondant
à ∆ = 0 sont, en fait, générées par les combinaisons des
variables logiques des blocs envoisinant tel que la complex-
ité globale du modèle polytopique est donnée par s = nh+1
réalisations extrêmes.
L’évolution du système satisfera les limitations physiques
sur la commande et les restrictions sur la région accessible
dans l’espace d’état. Leurs descriptions seront regroupées
dans un ensemble d’inégalités linéaires:
Cξk ≤W (20)
En ce qui suit, l’objective de la commande est la régula-
tion de l’état ξk vers l’origine en satisfaisant les contraintes
par l’approche de la commande optimale sur un horizon
glissant. Le critère de performance est construit tel que la
loi de commande obtenue garantie pour une région non vide
au voisinage de zéro un comportement robuste en présence
d’un retard variable.
III. Loi de commande explicite
Dans cette section le modèle de prédiction nominal (12)
sera utilisé pour le calcul d’une loi de commande affine
par morceaux. Chaque morceau sera associé à une sous-
ensemble de contraintes saturées.
A. Commande prédictive
La stratégie de commande MPC pour le système à retard
considéré ici, construit à chaque pas d’échantillonnage k la
séquence de commande optimale:
k
∗
u = {uk|k, . . . , uk+N−d−1|k} (21)
F¯ =


A
h−d︷ ︸︸ ︷
0 0 . . . 0 B − ∆¯ ∆¯
d−2︷ ︸︸ ︷
0 . . . . . . 0
h− d


0
...
...
0
0 Im
. . .
. . .
. . . 0
. . . Im
0
0 0
. . .
0
. . .
Im 0
...
...
. . .
0 Im
. . . 0
0
. . .
. . .
. . .
Im 0
. . .
. . .
d− 2


...
...
...
0
. . . . . .
0 Im
. . .
. . .
. . . 0
. . . Im
0


; (14)
G¯ =
[
0 | 0 . . . . . . . . . | 0 0 | . . . . . . 0 Im
]T
(15)
F =


A δh(B −∆) δh−1(B −∆) + δh∆ δh−2(B −∆) + δh−1∆ . . . . . . δ1(B −∆) + δ2∆
0 0 Im 0 . . . 0
...
. . . 0 Im
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . Im
0 . . . . . . . . . . . . 0


; (16)
G =
[
δ1∆ 0 . . . . . . 0 Im
]
(17)
pour l’index de performance
k
∗
u = argmin
{uk|k,...,uk+N−d−1|k}
{ ξk+N |k
T P¯ ξk+N |k
+
N∑
j=1
ξk+j|k
T Q¯ξk+j|k +
N−d−1∑
j=0
uTk+j|kR¯uk+j|k
}
(22)
tel que: 

ξk+j+1|k = F¯ ξk+j|k + G¯uk+j|k
Cξk+j|k ≤W ; j = 1, . . . , N − 1
uk+i|k = 0, i = N − d, . . . , N − 1
ξk+N ∈ XN ;
qui évalue la dynamique du système sur un horizon fini
k + 1, . . . , k +N . Il est à remarquer, que l’horizon de pré-
diction devrait être plus grand que le retard N ≥ d, pour
permettre la propagation des commandes et donc une in-
fluence directe sur la sortie du système. Sachons que la
prédiction est construite par un modèle nominal mais le
système réel peut être affecté par un retard allant jusqu’à
h échantillons, il sera considéré que N ≥ h pour traiter
toutes les possibles variations.
La première composante de k∗u est la commande ap-
pliquée au système:
uk = k
∗
u(1) = uk|k (23)
Utilisant les nouvelles mesures, le nouveau vecteur de com-
mande est calculé par optimisation, ainsi une commande
en boucle fermée est obtenue.
La construction de la loi de commande prédictive sera
influencée par le choix de l’horizon de prédiction N , les
facteurs de pondérations sur la trajectoire de l’état Q¯ =
Q¯T ≻ 0 et la commande R¯ = R¯T ≻ 0. Pour la pénalisation
de l’état terminal la matrice P¯ est généralement construite
tel que l’horizon de prédiction peut être étendu à l’infini par
l’introduction du terme ξk+N |k
T P¯ ξk+N |k dans (22). Néan-
moins ξk+N |k doit satisfaire quelques conditions matérial-
isés par la contrainte terminale qui force cette prédiction
d’atteindre un ensemble invariant prédéfini XN . Dans la
sous section 3.3, le choix de l’indexe de performance sera
discuté (en particulier les matrices Q¯, R¯ et indirectement
P¯ ) tel que la loi de commande calculée présente certain
degré de robustesse vis à via la variable de retard.
B. Programmation multiparamétrique
Après l’expression des prédictions comme fonctions de
l’état présent et les futures commandes, le problème
d’optimisation dans (22) peut être formalisé comme un
problème quadratique multiparamétrique ([9],[6],[10], [11])
k
∗
u(ξk) = argmin
ku
0.5kTuHku + k
T
uGξk
subject to : Ainku ≤ bin +Binξk
(24)
où ξk est le vecteur des paramètres.
La fonction coût est convexe et l’optimum est unique
si H ≻ 0, l’ensemble des contraintes linéaires décrivent
des polyèdres paramétrés tel que l’optimum sous con-
traintes peut être décrit par la combinaisons de som-
mets paramétrés ([11]). Des procédures géométriques uni-
verselles existe pour partitionner l’espace paramétré selon
l’ensemble des contraintes actives et exprimer analytique-
ment la valeur optimum comme une fonction affine par
morceaux de ξk pour chaque combinaison. Globalement
l’optimum k∗
u
(ξk) est une fonction affine par morceaux sur
une partition polyédrale de l’espace d’état.
De plus, la solution explicite pour la loi MPC peut être
obtenue en retenant la première composante de k∗
u
(ξk),
ainsi la commande prédictive est exprimé en terme d’une
loi de commande rétroaction affine par morceaux:
uk = K
MPC
i ξ + κ
MPC
i , with i s.t. x ∈ Di , (25)
pour Di, régions polyédrales dans ℜ
n+hm.
Remarque 1: Le modèle de prédiction est linéaire,
l’origine est un point faisable (dans le cas générale placé
à l’intérieur du domaine faisable) et représente un point
d’équilibre pour le système (12). Les problème (22), et
(24), sont faisables et en plus de ça, l’optimum associé sera
sans contraintes. La conséquence directe est que la loi de
commande affine correspondant à la région Di0 contenant
l’origine (0 ∈ Di0) n’a plus de partie affine (κ
MPC
i0
= 0)
et la loi de commande locale correspond à la commande
optimale sans contraintes (KMPCi0 = KLG ).
C. Réglage du MPC pour la robustesse
Considérons un problème de commande min-max sur un
horizon infini pour le système polytopique (18):
min
uk,uk+1,uk+2...
max
F∈Ωξ
J∞ (26)
où
J∞ =
∞∑
i=0
ξTk+iQξk+i + u
T
k+iRuk+i (27)
uk = Kξk (28)
où Q > 0, R > 0 sont des matrices de pondération con-
venable a priori et K, le gain de retour jouant le rôle
d’argument d’optimisation.
Utilisons l’idée dans [12], et en notant P = GS−1 et
Y = KS, pour S ≥ I, l’LMI suivante peut être construite:

S SFT + Y TGT SQ1/2 Y TR1/2
FS +GY S 0 0
Q1/2S 0 GI 0
R1/2Y 0 0 GI

 ≻ 0,
(29)
La loi de commande stabilisante est donnée par K =
Y S−1 où Y , S et le scalaire G sont les solutions du prob-
lème LMI (similaire avec la construction dans [13]):
min
G,S, Y
G

S SFi
T + Y TGTi SQ
1/2 Y TR1/2
FiS +GiY S 0 0
Q1/2S 0 GI 0
R1/2Y 0 0 GI

 ≻ 0,
for all i = 0, . . . , s
S ≥ I
(30)
Remarque 2: La LMI dans (30) n’est pas dépendante de
l’état et ainsi la loi de commande correspondante est un
gain de retour fixe.
La loi trouvée uk = Kxk représente une commande robuste
stabilisante dans le cas sans contraintes.
La procédure de réglage des paramètres MPC est la suiv-
ante: étant donné les matrices F¯ , G¯ et Y, S de (30), les
matrices Q¯ ≥ 0 et R¯ > 0 (et indirectement P¯ ≥ 0) seront
construite tel que la solution optimale du problème sans
contraintes (22) soit:
k
∗
u =


Y S−1
Y S−1(F¯ + G¯Y S−1)
...
Y S−1(F¯ + G¯Y S−1)N−1

 ξk (31)
La solution (non-unique) (Q¯, R¯) doit satisfaire:
Q¯ = P¯ − F¯T P¯ F¯ +
{
Y S−1
}T
(R¯+ G¯T P¯ G¯)Y S−1 (32)
R¯Y S−1 + G¯T P¯ G¯Y S−1 + G¯T P¯ F¯ = 0 (33)
Ce problème peut être résolu dans le cas général en em-
ployant la formulation LMI [14]:
minα
P¯ − F¯T P¯ F¯ +
{
Y S−1
}T
(R¯+ G¯T P¯ G¯)Y S−1 ≻ 0[
Z R¯Y S−1 +BT P¯BY S−1 +BT P¯A
I
]
≻ 0
Z ≺ αI, P¯ ≻ 0
(34)
Théorème 1: La loi de commande MPC nominale, cal-
culée en utilisant l’index de performance obtenu comme
probleme d’optimalité inverse en tenant compte d’une loi
de commande linéaire robuste dans le cas sans contraintes,
est robustement stabilisante pour le système (18) malgré les
contraintes dans une voisinage (nondegeneré) de l’origine
V .
La démonstration est constructive et suit les arguments
décrits dans cette section.
IV. ENSEMBLE INVARIANT ROBUSTE
A. RPI maximale
Le problème de synthèse étant résolu, on dispose d’une
loi de commande supposé stabiliser le système à retard vari-
able. La question est: quel est l’ensemble invariant pour le
système en boucle fermée?
Par la suite on va utiliser le fait qu’une approxima-
tion peut être obtenu par la construction de l’ensemble
invariant robuste (MRPI) pour un système affine par
morceaux (PWA) affecté d’incertitudes. En effet, un sys-
tème PWA (avec incertitudes polytopiques) est obtenu par
l’association du système LTI (affecté par des incertitudes
polytopiques) en boucle fermée avec la loi de commande
affine par morceaux:
ξk+1 = fPWA(ξk) = (F +GK
MPC
i )ξk + κ
MPC
i
for ξk ∈ Di
(F,G) ∈ Ωξ
Ωξ = Co {(F1, G1), (F2, G2), . . . , (Fs, Gs)}
(35)
où Di sont des partitions polytopiques D = ∪iDi.
Les dynamiques reliées à une réalisation extrême des in-
certitudes polytopiques du PWA seront décrites par:
ξk+1 = f
j
PWAi
(ξk) = (Fj +GjK
MPC
i )ξk + κ
MPC
i
for ξk ∈ Di, j ∈ {0, 1, . . . , s}
(36)
La description de l’ensemble MRPI pour un tel système
PWA n’est pas immédiate parce que la détermination en
temps fini de cet ensemble n’est pas garanti. Néanmoins,
par le fait que la partition de l’espace d’état est donné
par des régions polyédrales seront utilisées pour construire
l’approximation appropriée.
Pour décrire cette construction géométrique, les opéra-
teurs image et la préimage sur un ensemble Ψ ∈ ℜn+hm
définit comme:
ImfPWA(Ψ) =
⋃
j
{
ζ ∈ ℜn+hm|∃ξ ∈ Ψ, s.t.
ζ = (Fj +GjK
MPC
i )ξ + κ
MPC
i for ξ ∈ Di ∩Ψ}
(37)
PreImfPWA(Ψ) =
⋂
j
{ξ ∈ D|∃ζ ∈ Ψ, s.t.
ζ = (Fj +GjK
MPC
i )ξ + κ
MPC
i for ξ ∈ Di}
(38)
B. Procédure contractive
L’idée dans [15] est de soustraire de la partition d’état
D = ∪iDi qui définit le système PWA, ces régions pour
lesquelles une des dynamiques extrême évoluera en dehors
de D. C’est une procédure itérative tel que après chaque
itération, l’ensemble D est modifié, ainsi les évolutions pos-
sibles sont à revérifier.
La complexité de cette procédure réside dans le fait que
la soustraction d’ensembles convexes n’est pas forcément
convexe. En d’autre terme, si D est convexe, il n’y a pas
de garanties qu’il restera convexe après une itération de la
procédure contractive. Indirectement, cela nous ramène à
la déduction que l’ensemble MRPI set peut être non con-
vexe.
Procédure 1: Algorithme Contractif
V0 = D
k = 0
while (condition de précision)
Vk+1 = PreImfPWA (ImfPWA(Vk) ∩ Vk)
k = k + 1
C. Procédure expansive
Dans ce cas, au lieu d’exclure graduellement les régions
en dehors de l’ensemble MRPI, en commence par un en-
semble RPI et en ajoute les régions qui évolue dans un pas
à l’intérieur de l’ensemble RPI. L’ensemble résultant est
RPI et il est croisant d’une façon monotone (dans le sens
d’inclusion) et il est limité par MRPI.
Un avantage important de la procédure expansive et
que, les résultats intermédiaires sont robustement invari-
ant et peuvent être considérés comme candidats pour
l’approximation de l’ensemble MRPI.
Procédure 2: Algorithme Expansif
find σ > 0 s.t. E(σ) ⊂ Di0
V0 = E(σ)
k = 0
while (condition de précision)
Vk+1 = PreImfPWA (ImfPWA(D) ∩ Vk)
k = k + 1
D. Approximation intérieure
Notons l’ensemble invariant maximal Ψ et les itérations
obtenus avec les procédures expansive et contractive Ψei et
Ψci respectivement.
La procédure expansive Ψei ⊂ Ψ et la procédure con-
tractive Ψci ⊃ Ψ ne possèdent pas de mesure de con-
vergence vers l’ensemble invariant maximale. Néanmoins,
pour l’utilisation des deux procédures on obtient une ap-
proximation intérieur pour l’ensemble MRPI:
Ψei ⊂ Ψ ⊂ Ψ
c
i (39)
Considérons la distance de Hausdorff sur les polyè-
dres. La distance dH(Ψ
c
i ,Ψ
e
i ) peut fournir une mesure de
l’approximation de l’MRP donnée par Ψei et ainsi une con-
dition de précision:
Ψei ⊂ Ψ ⊂ Ψ
c
i ⊂ Ψ
e
i ⊕B0(dH(Ψ
c
i
,Ψe
i
)) (40)
V. Exemple
Considérons le procédé reporté dans [16]. L’objectif est
la commande du niveau de coulée dans une cuve, le schéma-
bloc est présenté dans la figure 1.
e
-sτ Φ
1
s
u(t) y(t)
Actuator Sensor
d(t)
Fig. 1. Schéma général du procédé à controlé.
Le système continu à contrôler est considéré comme un
double intégrateur avec un retard variable:
x˙t =
[
0 0
1 0
]
xt +
[
1
0
]
ut−τ , τ ∈ [0s, 0.3s] (41)
Le modèle discret est donné par:
xk+1 =
[
1 0
0.1 1
]
xk +
[
0.1
0.05
]
uk−i−
∆(uk−v − uk−v+1), with v ∈ {0, 1, 2}
(42)
Dans un premier temps on calcul la matrice ∆. Due au
fait, que dans la représentation originale, le vecteur d’état
xk est à deux dimensions, l’incertitude polytopique sera:
∆ ∈ Co
{[
0
0
]
,
[
0.05
0
]
,
[
0
0.013
]}
(43)
Dans la représentation d’état étendue, le modèle nominal
obtenu pour τ¯ = 0.3 est:
ξk+1 =


1 0 1 0 0
0.1 1 0.05 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

 ξk +


0
0
0
0
1

uk (44)
Une commande par retour d’état robuste et stabilisante est
obtenue pour le cas sans contraintes par la résolution d’un
problème LMI (30):
K =
[
−1.3188 −0.5408 −0.1292 −0.0157 −0.1511
]
(45)
R = 1, Q =


1.5204 0.6985 −0.0210 0.0247 0.1837
0.6985 0.5769 0.1856 0.1393 0.1024
−0.0210 0.1856 0.4259 0.0022 −0.1953
0.0247 0.1393 0.0022 0.1293 0.0488
0.1837 0.1024 −0.1953 0.0488 0.2139

 , P =


27.2258 9.1962 2.5071 2.5913 2.4945
9.1962 7.0818 1.0028 1.1254 1.0667
2.5071 1.0028 0.6747 0.2539 0.0309
2.5913 1.1254 0.2539 0.8035 0.2981
2.4945 1.0667 0.0309 0.2981 0.9723


(46)
Le problème d’optimalité inverse, nous mène après la réso-
lution du (34) au réglage de la loi MPC nominale avec les
matrices de pondération dans (46).
En imposant un ensemble de contraintes sur la com-
mande et sur l’état:
−0.1 ≤ uk ≤ 0.1[
−2
−2
]
≤ xk ≤
[
2
2
]
(47)
et en tenant compte, que le retard maximal est de 3 in-
stants d’échantillonnages, on choisit un horizon de prédic-
tion N = 5 afin d’avoir une solution explicite moins com-
plexe (47 régions dans la partition de l’espace d’état, voir la
figure 2). Néanmoins, il est à mentionner, qu’en général, le
domaine de faisabilité est d’autant plus grand si l’horizon
de prédiction est grand.
Fig. 2. Projection de la partition de la solution explicite sur les deux
premières composantes de l’espace d’état étendu.
Le modèle polytopique dans la représentation d’état
étendue qui englobe (utilisant 7 réalisations extrêmes) le
système à retard variable, va nous permettre d’employer la
procédure contractive pour l’approximation de l’ensemble
invariant maximal. Dans la figure (3) l’approximation du
MRPI est obtenue après 5 itérations.
Finalement dans la figure (4) une simulation temporelle
avec variation du retard est présentée (l’état initial à
(0;−2)).
VI. Conclusion
Une loi de commande prédictive a été calculée pour
des systèmes à temps de retard variable. Les con-
traintes sont prises en charge dès le stage de conception
et l’approximation itérative de l’ensemble invariant positif
maximal offre l’information sur la région de l’espace d’état
où la commande est viable.
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Fig. 5. Le signal de commande et la variation du retard.
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Fig. 3. La partition de la solution explicite et l’approximation de l’ensemble MRPI.
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Fig. 4. Evolution temporelle de l’état du système.
