ABSTRACT
INTRODUCTION
When choosing among a collection of potential feature sets for classification, estimating the errors of designed classifiers is a key issue; indeed, it is natural to order the potential feature sets according to the misclassification rates of their corresponding classifiers. Hence, it is important to apply error estimators that provide rankings that better correspond to rankings produced by the true errors. For phenotype classification based on gene expression, feature selection can be viewed as gene selection: find sets of genes whose expressions can * To whom correspondence should be addressed. be used for phenotypic discrimination. In recent years, gene selection has been heavily investigated (see the companion website for a list of papers on this topic).
A critical issue for classification via microarray data is the frequent presence of small samples and the consequences flowing therefrom (Dougherty, 2001) . For instance, with small-sample classifier design, one is typically limited to small feature sets to avoid overfitting (Jain and Chandrasekaran, 1982; Raudys and Jain, 1991; Devroye et al., 1996) . While this may be an impediment, small gene sets are advantageous relative to the very expensive and time-consuming analysis required to determine if they could serve as useful targets for therapy. In any event, since all feature-selection algorithms are subject to significant errors when samples are small, in the context of microarray experiments, it is prudent to approach feature selection as finding a list of potential feature sets, and not as trying to find a best feature set. Indeed, the entire matter of feature selection and classification in the context of small samples can be conservatively viewed as an exploratory methodology. This conservative position has been aticulated in the following manner: 'Most likely, it will not be possible to design a classifier from a single set of microarray experiments. Separation of the sample data by designed classifiers will likely have to be taken as evidence that the corresponding gene sets are potential variable sets for classification. Their effectiveness will have to be checked by large-replicate experiments designed to estimate their classification error, perhaps in conjunction with biological input or phenotype evidence. There may, in fact, be many gene sets that provide accurate classification of a given pathology. Of these, some sets may provide mechanistic insights into the molecular etiology of the disease, while other sets may be indecipherable' (Dougherty, 2001) . For instance, this approach has been explicitly taken in the case of discovering markers for different types of glioma, where the number of available tissue samples is severely limited (Kim et al., 2002) . This study states, ' We have identified robust classifier gene sets containing one to three genes that distinguish each type of glioma from the other three. This provides guidance for the development of pathological assays using a reasonable number of markers for clinical use'.
The raw data associated with microarray experiments usually contain an extraordinarily large number of gene expression measurements, in the order of tens of thousands. On any given microarray, many of these measurements fall below an acceptable quality level. In the case of the software provided with the Affymetrix platform, an unacceptable signal-to-noise ratio is quantified by a bad 'detection' P -value (Liu et al., 2002) . For spotted cDNA microarrays, the DeArray software of the National Human Genome Research Institute calculates a multi-faceted quality metric for each spot (Chen et al., 2002) . This quality problem is a result of imperfections in RNA preparation, hybridization to the arrays, scanning and also intrinsic factors, such as low expressed genes. Genes whose expressions fail to be effectively detected on a large number of microarrays are rejected from further consideration. Furthermore, many of the reliably detected genes possess expression values that do not change appreciably across the microarrays in the experiment-for instance, 'house-keeping' genes. These genes can also be removed from consideration, by means of a simple variance filter, since they clearly cannot contribute to discrimination. This pre-filtering process usually reduces the number of variables by an order of magnitude. One then proceeds to apply a feature selection algorithm to obtain small feature sets (combinations of genes). Feature selection can be either optimal, which requires that all possible feature sets of a given size are examined (Cover and van Campenhout, 1977) , or suboptimal. If pre-filtering reduces the number of potential features to around a thousand, it becomes computationally possible to employ optimal feature selection and examine all possible two-and three-gene feature sets. Larger numbers of potential features or larger feature sets are possible in an appropriate supercomputer environment. If the initial number of genes to be considered, after pre-filtering, is too large, or if the size of the feature sets is large, then a suboptimal method must be employed. It is not uncommon to apply a second filtering (say, by standard t-tests) to further reduce the number of features, and then follow this by an optimal or suboptimal selection process. We refer to the literature for issues concerning suboptimal feature selection, including small-sample considerations (Jain and Zongker, 1997; Kudo and Sklansky, 2000) .
A natural way to measure the performance of an error estimator relative to feature-set ranking is to measure the degree to which application of the estimator yields a ranking that reflects the ranking based on the true errors of the classifiers designed for the feature sets. Here we will consider two performance measures. The first counts the number of top feature sets based on the true error that are rated as top feature sets based on the estimated error. For feature (gene) discovery, this performance measure is critical because the features discovered based on the data will be the ones listed best based on error estimation, and we would like that list to contain a good supply of truly good feature sets. A second measure computes the mean deviation between the rankings of the top feature sets (based on true error) and their corresponding rankings based on error estimation.
A perusal of the literature shows that cross-validation methods (especially leave-one-out estimation) are often used for error estimation during feature selection; however, cross-validation estimators display high variance (Devroye et al., 1996) . This variance results in a widely dispersed deviation distribution (deviation between the true and estimated errors of a classifier), thereby making cross-validation unreliable for small samples (Braga-Neto and Dougherty, 2004b) . In a previous paper, it has been demonstrated that, for small samples, leave-one-out cross-validation-based feature ranking does not outperform resubstitution-based feature ranking on the best feature sets, these being the ones whose designed classifiers possess the smallest errors (Braga-Neto et al., 2004) . Owing to typical experimental methodology, the conclusions of that paper are too narrow. While it is theoretically revealing to know that a popular cross-validation procedure does not outperform resubstitution on the best feature sets, in practice we do not know the best feature sets and must draw our conclusions from feature sets ranked according to an error estimator. Thus, we are presented with a list of feature sets whose errors are estimated, and further investigation-for instance, laboratory analysis to determine the biological basis of discrimination-will proceed based on the list. Owing to imprecision in error estimation, an experimentally derived list is likely to contain among its best feature sets some that are not truly the best. Hence, in evaluating error estimators we cannot limit our view to the best feature sets; otherwise, we will not take into account the confusion created by mediocre (or even poor) feature sets appearing at the top of an experimentally derived list.
Going further, we do not want to limit ourselves to leave-one-out cross-validation and resubstitution. Admittedly, these are computationally efficient compared to replicated cross-validation and bootstrap, but as we will see, they are among the worst performers relative to ranking. Indeed, 0.632 bootstrap generally outperforms cross-validation methods (the performances of which vary widely), the exception being for the best feature sets, where the performances of all the tested estimators do not differ greatly. Owing to its high computational complexity, bootstrap is not feasible for ranking very large collections of feature sets; nonetheless, owing to its generally superior performance to cross-validation, it can serve as a benchmark. In this paper we demonstrate that the recently proposed bolstered error estimation (Braga-Neto and Dougherty, 2004a ) not only outperforms cross-validation for feature-set ranking, but also outperforms 0.632 bootstrap, even though the bootstrap takes tens of times longer to compute than the bolstered estimators.
We use simulation studies to analyze feature-set ranking for a number of cross-validation, bootstrap and bolstered error estimators. The use of simulation studies is commonplace for feature-selection analysis (Jain and Zongker, 1997; Kudo and Sklansky, 2000) . We conduct two large studies, one based on a Gaussian mixture model that allows us to vary a number of parameters, and the other based on patient data from a large microarray breast cancer study. In both studies we consider linear discriminant analysis (LDA), threenearest-neighbor (3NN) classification and classification trees. We present detailed analysis in the paper for one case from each study and provide the bulk of the results on the companion website.
ERROR ESTIMATION
In two-group statistical pattern recognition, there is a feature vector X ∈ R p and a label Y ∈ {0, 1}. The pair (X, Y ) has a joint probability distribution F, which is unknown in practice. Hence, classifiers are designed from training data, which consists of a set of n independent observations,
. In fact, a classification rule is actually a collection of mappings, one for each n; however, we follow the usual practice of using a single operator notation g to represent all of the individual mappings. The true error of a designed classifier is its error rate given the training data set:
where E F denotes expectation with respect to F. The expected error rate over the data is given by
F n is the joint distribution of the training data S n . Were the underlying feature-label distribution F known, the true error could be computed exactly via (1). In practice, one must use an error estimator. Ideally, this estimate should be fast to compute and as close as possible to the true error, for the given training data.
Classical error estimation
The simplest way to estimate the error of a designed classifier in the absence of independent test data is to compute its error directly on the sample data itself. This resubstitution estimator,ˆ resub , is very fast, but is usually optimistic (i.e. biased low) as an estimator of n [g]. For some classification rules, resubstitution can be severely low-biased, an extreme case being one-nearest-neighbor classification, in which the resubstitution estimator is identically zero. Typically, the more complex the classifier is, the more optimistic resubstitution is, since complex classifiers tend to overfit the data, especially with small samples (Vapnik, 1998) . Cross-validation removes optimism by using test points not used in classifier design. In k-fold cross-validation, the data set S n is partitioned into k folds S (i) , for i = 1, . . . , k (for simplicity, we assume that k divides n). Each fold is left out of the design process and used as a test set, and the estimate,ˆ cvk , is the overall proportion of error on all folds. The process may be repeated: several crossvalidation estimates are computed using different partitions of the data into folds, and the results are averaged. A k-fold cross-validation estimator is unbiased as an estimator of n−n/k [g] . The leave-one-out estimator,ˆ loo , in which a single observation is left out each time, corresponds to n-fold cross-validation. It is unbiased as an estimator of n−1 [g] . Cross-validation estimators are often pessimistic, since they use smaller training sets to design the classifier. Their main drawback is their variance (Braga-Neto and Dougherty, 2004b; Devroye et al., 1996) . They can also be slow to compute when the number of folds or samples is large.
Bootstrap error estimation (Efron, 1979 (Efron, , 1983 ) is based on the notion of an 'empirical distribution' F * , which replaces the original unknown distribution F. The empirical distribution puts mass 1/n on each of the n available data points. A 'bootstrap sample' S * n from F * consists of n equally likely draws with replacement from the original data S n . The basic bootstrap zero estimator (Efron, 1983 ) is written in terms of the empirical distribution asˆ 0 
In practice, the expectation E F * has to be approximated by a Monte-Carlo estimate based on independent replicates S * b n , for b = 1, . . . , B. The bootstrap zero estimator works like cross-validation: the classifier is designed on the bootstrap sample and tested on the original data points that are left out. It tends to be high-biased as an estimator of n [g], since the amount of samples available for designing the classifier is on average only (1 − e −1 )n ≈ 0.632n. The 0.632 bootstrap estimator (Efron, 1983) ,ˆ b632 = (1 − 0.632)ˆ resub + 0.632ˆ 0 , tries to correct this bias by doing a weighted average of the bootstrap zero and resubstitution estimators. It has low variance, but can be extremely slow to compute. In addition, it can fail when resubstitution is too low-biased (Braga-Neto and Dougherty, 2004b).
Bolstered error estimation
The resubstitution estimator is defined in terms of the empirical feature-label distribution F * byε
Relative to F * , no distinction is made between points near or far from the decision boundary. If one spreads the probability mass at each point of the empirical distribution, then variation is reduced because points near the decision boundary will have more mass on the other side of the boundary than will points far from the decision boundary. To take advantage of this observation, consider a probability density function f ♦ i , for i = 1, . . . , n, called a bolstering kernel, and define the bolstered empirical distribution F ♦ , with probability density function given by f 
Whereas (Braga-Neto and Dougherty, 2004a) treated the definitions, properties and comparisons of bolstering with classical error estimation relative to variance and deviation from the true error, this paper considers the ability of bolstering to provide accurate feature-set ranking. A computational expression for the bolstered resubstitution estimator is given bŷ
where A j = {x|g(S n , x) = j }. The integrals are the error contributions made by the data points, according to whether y i = 0 or y i = 1. The bolstered resubstitution error estimate is equal to the sum of all error contributions divided by the number of points. If the classifier is linear, then the decision boundary is a hyperplane and it is usually possible to find analytical expressions for the integrals; otherwise, Monte-Carlo integration can be employed:
where {x ij } j =1,...,M are samples drawn from the distribution f ♦ i . The experiments in Braga-Neto and Dougherty (2004a) indicate that a small number M of Monte-Carlo samples is needed (in our simulations, a value M = 10 was adequate, and increasing M beyond that did not substantially reduce the variance of the estimator). Figure 1 illustrates the situation where the bolstering kernels are given by uniform circular distributions and the classifier is linear. In this case, the bolstered resubstitution error estimate is given in terms of the areas of the shaded regions.
When resubstitution is strongly low-biased, it may not be good to spread incorrectly classified data points, as that increases optimism. Bias is reduced by using no bolstering for incorrectly classified points. The result is the semi-bolstered resubstitution estimator (Braga-Neto and Dougherty, 2004a) .
Bolstering can be applied to any error-counting error estimation method. For the leave-one-out estimation, let S i n−1 denote the data set resulting from deleting data point i from the original data set S n and A computed viâ
When the integrals cannot be computed exactly, a Monte-Carlo expression like (4) can be used. Although more general bolstering kernels may be considered, in keeping with the principle of not making complicated inferences from a limited amount of data, we only consider zero-mean, spherical bolstering kernels f i , with covariance matrices of the form σ 2 i I p . In each case there is a family of bolstered estimators, corresponding to the choices of the standard deviations σ 1 , . . . , σ n . These parameters determine the variance and bias properties of the bolstered estimator. If σ i = 0, for i = 1, . . . , n, then there is no bolstering and the bolstered estimator reduces to the original estimator. As a general rule, larger σ i s, i.e. 'wider' bolstering kernels, lead to lower-variance estimators, but after a certain point this advantage becomes offset by increasing bias. The choice of the standard deviations is critical. A non-parametric sample-based method to choose these parameters that is applicable in small-sample settings has been proposed (Braga-Neto and Dougherty, 2004a ). The method is described in the Appendix, which also describes in detail bolstering using Gaussian kernels, the kind used in this paper.
RANKING FEATURE SETS
We consider two performance measures concerning how well feature ranking using the error estimators agrees with feature ranking based on the true errors. Since our main interest is in finding good feature sets, say the best K feature sets, we wish to compare the rankings of the K best estimate-based feature sets with those of the K best based on the true errors. Moreover, in a similar vein to (Braga-Neto et al., 2004) , we want to make this comparison for feature sets whose true performances attain certain levels. For t > 0, let G K t be the collection of all feature sets of a given size whose true errors are less than t, where G K t is defined only if there exists at least K feature sets with true error less than t. Rank the best K feature sets according to their true errors and rank all features sets in G K t according to their estimated errors, with rank 1 corresponding the lowest error. We then have two ranks for each of the K best feature sets: k (true) and k * (estimated) for all feature sets in G K t . In case of ties, the rank is equal to the mean of the ranks. It should be noted that the selection of feature sets for inclusion in G K t is based on the true error and is therefore not subject to the kind of selection bias discussed in (Ambroise and McLachlan, 2002) . Moreover, any selection bias that might occur in the ranking based on error estimation is part of the estimationbased ranking process and its effect is ipso facto incorporated into the ranking analysis.
If our interest is in feature discovery, then a key interest is whether truly important features appear in the list of important feature sets based on error estimation. This is the list we obtain from data analysis, and good classification depends on discovering truly good classifying feature sets. Moreover, in gene discovery, the ultimate analysis is not that based on the classification data, but is instead the laboratory analysis of genes discovered via classification, and therefore we would like the classification methodology to produce key genes. The first performance statistic counts the number of feature sets among the top K feature sets that also appear in the top K using the error estimator,
where I A denotes the indicator function. For this measure, higher scores are better. Since k * is the estimate-based rank of the k-th trueranked feature set among the feature sets in G K t and since we only consider feature sets in G K t , the larger t, the larger the collection of ranks k * and the greater possibility that erroneous feature sets appear among the top K, thereby resulting in a smaller value of R K 1 (t). As will be seen in the experimental results, the curve of R K 1 (t) will flatten out for increasing t, which is reflective of the fact that, as we consider ever poorer feature sets, their effect on the top ranks becomes negligible owing to the fact that inaccuracy in the measurement of their errors is not sufficient to make them confuse the ranking of the best feature sets.
The second performance metric measures the mean absolute deviation in the ranks for the K best feature sets,
For this measure, lower scores are better. In analogy to R K 1 (t), the larger t, the larger the collection of ranks k * and the greater possible deviation between k and k * . When t is small, rank comparison is only being made between (truly) good feature sets, which was the interest in Braga-Neto et al. (2004) . Our interest here is broader. We interested in a wide variety of error estimators and are concerned with the pragmatic issue of having to rank feature sets based on error estimates without necessarily having any a priori restriction on the goodness of the feature sets being considered. Hence, we are interested in large t, and in analogy to R K 1 (t) the curve for R K 2 (t) will flatten out as t increases.
EXPERIMENTAL RESULTS
We consider two basic sets of experiments, one using synthetic data generated from a model based on Gaussian class conditional distributions, and another using microarray data categorizing breast-cancer patient prognosis. In both cases we consider three classification rules: LDA, 3NN, and classification and regression trees (CART). In all cases we consider a sample size of 30, do the analysis for two and three features, and consider top lists of sizes K = 20 and 40. We provide detailed analysis in the paper for one Gaussian case and one from the breast-cancer data. The results for all other cases appear on the companion website.
Synthetic data
The synthetic data used in our experiments is based on a Gaussian model, under which the classes are equally likely and the classconditional densities are spherical unit-variance Gaussians. The class means are located at δa and −δa, where δ > 0 is a separation parameter and a = (a 1 , a 2 , . . . , a n ) is a parameter vector with ||a|| = 1. The Bayes classifier is a hyperplane perpendicular to the axis joining the means, with Bayes error BAYES = 1 − (δ), where is the standard normal cumulative distribution function. Since δ = −1 1 − BAYES , one can find δ for a prescribed Bayes error. If a subset L of the original variables is selected, then again one has a standard Gaussian model, but now the separation between the classes is a function of which variables are selected. The Bayes error is a function of both the separation and the model parameters, specifically,
for a given number of selected variables, one should pick the variables corresponding to the largest parameters.
For the simulation, we let the total number of variables in the Gaussian model be 20 and consider feature sets of sizes 2 and 3. The separation parameter δ is chosen so that the Bayes error in the space of dimension corresponding to the feature-set sizes of 2 and 3 is 0.05 or 0.10, respectively. We consider equal or unequal (1 and 1.5) class-conditional standard deviations. The parameter vector a = (a 1 , a 2 , . . . , a n ) is picked from a sigmoidal distribution in order to favor a few of the feature sets and make the rest unimportant. We generate 200 independent sample sets of size 30. For each, we apply the three classification rules, LDA, 3NN and CART, with all possible feature sets, and apply the different error estimators to compute the statistics R K 1 (t) and R K 2 (t). The number of feature sets for which each statistic is computed depends on the maximum true error threshold t. For a given feature set size, classification rule and error estimator, we can compute the average R K 1 (t) and R K 2 (t). There is a proviso here: for small t there may not be K feature sets satisfying the threshold for all samples of size 30, and therefore we only consider those samples for which there are K sets satisfying the threshold. Figure 2a provides the mean R 40 1 (t) and R 40 2 (t) curves for the synthetic data, in the equal-variance case and with feature sets of size 3, for resubstitution (resub), leave-one-out cross-validation (loo), 10-fold cross-validation with replications (cv10r), 0.632 bootstrap (b632), bolstered resubstitution (bresub), semi-bolstered resubstitution (sresub) and bolstered leave-one-out (bloo), for the three assumed classification rules. The companion website contains the complete set of plots for all cases. In addition, the plots on the companion website include curves for 5-fold cross-validation, 10-fold cross-validation and the bias-corrected bootstrap (bbc) (Efron, 1983) . These have been left out in the paper for clarity of the graphical results (generally, cv10r outperforms cv5 and cv10, sometimes significantly, cv5 and cv10 outperforms loo, and the performances of b632 and bbc are often comparable, with b632 usually providing slightly better performance). Each plot in Figure 2 assumes a range of maximum true error threshold t = 0.25 through t = 0.50. Table 1 shows two statistics for a few values of t: s 1 is the average error for all feature sets having error < t, which is the average error among those feature sets for which the performance statistics have been computed, and s 2 is the average number of feature sets having error < t. A third statistic s 3 (not shown in the table) gives the number of sample sets for which there are at least K feature sets having error < t, which is the number of sample sets over which the performance statistics have been averaged. For this statistic, please see the companion web site.
For LDA, Figure 2a shows that bolstered resubstitution performs best over the entire range of t, with the other bolstered estimators also performing better than the 0.632 bootstrap. Both cross-validation estimators, loo and cv10r, perform about the same as resubstitution, with the latter three all performing much worse than the 0.632 bootstrap. On the companion website it is seen that cv10 is by far the poorest among all estimators considered. The quantitative interpretation of the difference in performance is that, on average, bolstered resubstitution will correctly discover two more feature sets among the top 40 than will 0.632 bootstrap, and the latter will discover two more than loo or the heavily computational cv10r, neither of which perform substantially better than resubstitution. Figure 2a shows that the pattern shown by LDA with respect to R 40 1 (t) also holds for the ranking-comparison statistic R 40 2 (t). We remark that not only does bolstered resubstitution outperform 0.632 bootstrap in terms of feature discovery, it does so with much less computation time. Table 2a provides computation times for the error estimators in this experiment, with all values normalized with respect to the resubstitution timing (meaning that, relative to the table, the resubstitution timing is 1 in each case). Tables for all experiments are given on the companion website.
For 3NN, Figure 2a shows the very bad performance of resubstitution as measured by R 40 1 (t). This results from the extreme low bias of resubstitution for the 3NN classification rule (indeed, for the 1NN rule resubstitution always yields zero error). Nonetheless, bolstered resubstitution still performs as well as 0.632 bootstrap, which also suffers on account of the low bias of resubstitution, and outperforms all cross-validation estimators. The best performance is exhibited by bolstered leave-one-out, which is consistent with the comments of Braga-Neto and Dougherty (2004) regarding bolstering in the case of 3NN classification. Similar comments apply to R 40 2 (t), the only difference being that bolstered resubstitution slightly outperforms 0.632 bootstrap.
For CART, Figure 2a shows that bolstered and semi-bolstered resubstitution significantly outperform 0.632 bootstrap, with bolstered-leave-one-out slightly outperforming 0.632 bootstrap, which itself outperforms the cross-validation estimators to about the same extent. Compared to the commonly employed cross-validation estimators, bolstered resubstitution finds on average five more top-40 feature sets among the top 40 based on error estimation, which means the discovery of substantially more features. Analogous relations among the estimators are found for R 40 2 (t). 
Patient data
We have conducted experiments based on patient data from a microarray-based classification study that analyzes microarrays prepared with RNA from breast tumor samples from 295 patients. Using a previously established 70-gene prognosis profile , a prognosis signature based on geneexpression is proposed in that correlates well with patient survival data and other clinical measures. Of the 295 microarrays, 115 belong to the 'good-prognosis' class and 180 belong to the 'poor-prognosis' class. Our experiments are set up in the following way. We use logratio gene expression values associated with the top 20 genes ranked according to van't Veer et al. (2002) . The true error for each sample of size n = 30 is approximated by a holdout estimator, whereby the 265 sample points not drawn are used as the test set (a very good approximation to the true error, given the large test sample). It should be noted that the samples are not fully independent on account of overlap resulting from choosing the 30 samples from among the same 295 sample points; however, as discussed in Braga-Neto and Dougherty (2004a) , the samples are only weakly dependent.
The results corresponding to Figure 2a are shown in Figure 2b for the patient data experiments, with feature sets of size 3. The associated sample information and computation times are given in Tables 1b and 2b , respectively. The companion website contains the other case (feature sets of size 2), as well as curves for 5-fold cross-validation, 10-fold cross-validation and the bias-corrected bootstrap. The values are relative to the resubstitution timing.
The trends regarding bolstering, bootstrap and cross-validation observed in the Gaussian model are closely reflected in the patient data. The performance measures are weaker in the patient data. This is because we are choosing feature sets from among the best correlated 20 genes, so that there are many good feature sets, and it is difficult to distinguish among them. Our goal is to see if bolstering would still prove superior to bootstrap and cross-validation in such a difficult scenario. Our results indicate it does so.
CONCLUSION
The results demonstrate, for the three classification rules and the data sets considered, that bolstering is superior to bootstrap, and bootstrap is better than cross-validation. Superior performance has been demonstrated with respect to two measures, one counting the number of the truly best feature sets appearing among the best feature sets discovered by the error estimator and the other computing the mean absolute error between the top ranks of the truly best feature sets and their ranks as given by the error estimator. A key issue is that bolstered error estimation is generally much faster than bootstrap and is therefore feasible for feature-set ranking when the number of feature sets is extremely large.
It should be recognized that the ranking results presented herein apply directly to only the specific classification rules and data sets presented and that more work is needed to determine the extent of the superiority of bolstering with regard to ranking. We mention two potential directions of future work. First, one could try to discover theoretical results regarding the comparison of error estimators for ranking. Given the paucity of such results to date, and the highly specialized hypotheses that theoretical results would likely require, a theoretical approach might not lead to a wide understanding of applicability. A second approach would be to find counterexamples where the trends of the current paper do not hold and to try to explain the reasons behind the varying behavior. This could lead to a broader set of conclusions that would state exactly what kind of classification problems can be expected to behave as those studied in the current paper.
APPENDIX
The appendix describes how to choose the amount of bolstering and it describes in detail the special situation of bolstering using Gaussian kernels, the kind used in this paper.
Choosing the amount of bolstering
When bolstering resubstitution, the aim is to select the parameters so that the bolstered resubstitution estimator is nearly unbiased. One can think of (X, Y ) in (1) as a random test point. Given that Y = y, this test point is at a 'true mean distance' δ(y) from the data points belonging to class y. This distance is determined by the underlying class-conditional distribution F (X|Y = y). One reason why plain resubstitution is optimistically biased is that the test points are all at distance zero from the training data. Since bolstered estimators spread the test points, the task is to find the amount of spreading that makes the test points to be as close as possible to the true mean distance to the training data points. The true mean distance can be estimated by its sample-based estimate:
The estimated(y) is the mean minimum distance between points belonging to class y. Let f ,1 i be a unit-variance bolstering kernel, and let D i be the random variable equal to the distance of a point randomly selected from f ,1 i to the origin. Let F Di (x) be the cdf of D i . In the case of the bolstering kernel f i with variance σ 2 i I p , all distances get multiplied by σ i . We find the value of σ y for class y such that the median distance of a test point to the origin is equal to the estimated true mean distanced(y), so that half of the test points will be farther from the center thand(y), and the other half will be nearer. Hence, σ y is the solution of the equation σ y F −1 Di (1/2) =d(y). Note that α p,i = F −1 Di (1/2) can be viewed as a constant 'correction' factor, which can be computed and stored off-line. The subscript p indicates explicitly that the correction factor is a function of the dimensionality. The estimated standard deviations for the bolstering kernels are thus given by σ i =d(y i )/α p,i , for i = 1, . . . , n. As the sample size increases, the standard deviations σ i decrease, and there is less bias correction introduced by the bolstered resubstitution. This is in accordance with the fact that resubstitution tends to be less optimistically biased as the sample size increases. 
where is the gamma function. For p = 2, this becomes the wellknown Rayleigh density. The cdf F D can be computed by numerical integration of Equation (13), and the inverse at point 1/2 can be found by a simple binary search procedure (using the fact that F D is monotonically increasing), which yields the correction factor α p . For instance, the values of the correction factor up to five dimensions are: α 1 = 0.674, α 2 = 1.177, α 3 = 1.538, α 4 = 1.832 and α 5 = 2.086.
