Being able to predict whether people agree or disagree with an assertion (i.e. an explicit, selfcontained statement) has several applications ranging from predicting how many people will like or dislike a social media post to classifying posts based on whether they are in accordance with a particular point of view. We formalize this as two NLP tasks: predicting judgments of (i) individuals and (ii) groups based on the text of the assertion and previous judgments. We evaluate a wide range of approaches on a crowdsourced data set containing over 100,000 judgments on over 2,000 assertions. We find that predicting individual judgments is a hard task with our best results only slightly exceeding a majority baseline. Judgments of groups, however, can be more reliably predicted using a Siamese neural network, which outperforms all other approaches by a wide margin.
Introduction
One of the most basic reactions when reading a sentence is to agree or disagree with it. 1 Mechanisms that allow us to express agreement (e.g. thumb-up, like, up-vote, ♥) or disagreement (e.g. thumb-down, dislike, down-vote) towards posts of other users can be found in almost all social networking sites. The judgments associated with posts that discuss controversial political or social issues, such as legalization of drug, immigration policy, or gun rights, are a rich source of information for those interested in the opinions of individuals or groups. For instance, public opinion regarding an issue is often illustrated by the number of retweets, likes, or upvotes that a politician or influential person receives.
Hence, especially for controversial issues, being able to predict how people judge posts has several applications: people at large could automatically anticipate if politicians, companies or other decision makers would agree or disagree with a new perspective on a problem or how they would evaluate a new possible solution. The method can also be used by journalists to more accurately analyze the homogeneity of opinions or to detect filter bubbles in social media. Decision makers themselves would be able to evaluate in advance how citizens, customers, or employees react to a press announcement, a new regulation, or tweet. Social media users could be enabled to search, sort or filter posts based on whether they are in accordance with or contrary to their personal world view. Such predictions could also be used to augment chat applications by indicating to a user if her recipients will agree or disagree with a message to be sent, enabling to choose a more or less confrontational discussion style.
In this paper, we describe how the outlined use cases can be framed as two inference tasks: predicting individual judgments and predicting judgments of whole groups. As a first step, we restrict ourselves to judgments on textual utterances that are explicit, relevant, and that do not contain multiple positions. We will refer to such utterances as assertions. For solving the tasks, we define the degree to which two assertions are judged similar as judgment similarity. This similarity allows us to predict a judgment based on other judgments that have been made on similar, known assertions.
Across both tasks, we compare this strategy against several baselines and reference approaches on a newly crowdsourced data set containing over 100 000 judgments on assertions. We find that, for predicting individual judgments, our best results only slightly exceed a majority baseline, but that judgments of groups can be more reliably pre- dicted using a Siamese neural network, which outperforms all other approaches by a wide margin.
Predicting Judgments
In order to predict if someone will agree with an assertion, we need knowledge about that person. Ideally, we would have access to a large set of other assertions which the person has already judged. We could then measure the similarity between previous assertions and the new assertion and hypothesize that the judgment on the new assertion should be the same as for a highly similar one. In Figure 1 , we show this case for binary (yes/no) predictions on individuals and argue that this can be also generalized to probabilistic predictions on groups of people. Thus, we formulate two prediction tasks:
In the first task, we want to predict judgments of individuals on assertions based on other judgments by the same person. Thus, the first task is formulated as follows: given a set of assertions a 1 , ..., a n relevant to an issue and the judgments of a person p i on a 1 , ..., a n−1 an automatic system has to predict p i 's judgment on the assertion a n .
In the second task, we want to predict judgments of groups on assertions based on averaged judgments of other assertions. Hence, this task can be formalized as follows: given a set of judgments of a group of persons p 1 , ..., p k on the assertions a 1 , ..., a n−1 , an automatic systems must predict the judgment on the assertion a n for the same group of persons. Judgments of groups can be expressed by an aggregated agreement score between -1 and 1, where -1 means that every person disagrees to an assertion and 1 that every person agrees to the assertion.
For measuring the similarity between two assertions, we propose to compare how a large group of people judges them. We define the degree to which two assertions are judged similarly by a large group as the judgment similarity of the two assertions. However, judgments of other persons are not easily available -e.g. if we want to predict a judgment on a new, unseen assertion. To overcome this limitation, we propose to use methods that consider the texts of the assertions to mimic judgment similarity and have thus the ability to generalize from existing data collections.
Related Work
Measuring the judgment similarity of two assertions is related to several NLP tasks such as the detection of semantic text similarity (STS) (Agirre et al., 2012) , paraphrase recognition (Bhagat and Hovy, 2013) , and textual entailment (Dagan et al., 2009) .
Unlike semantic text similarity, we do not use a notation of similarity based on the intuition of humans, but one that derives from the context of judgments. Hence, we define that the judgment similarity of two assertions is 1 if two assertions are consistently judged the same and are thus interchangeable in the context of our task.
There are several reasons why assertions are judged similarly: their text may convey similar semantics such as in the assertions 'Marijuana alleviates the suffering of chronically ill patients' and 'Marijuana helps chronically ill persons'. This type of similarity corresponds to what methods of semantic text similarity capture. However, a strong judgment similarity of two assertions can also be due to semantically entailed relationships between assertions. For instance, if people agree with 'Marijuana is a gateway drug for teenagers and damages growing brains' most of them also agree to 'Marijuana is dangerous for minors', despite the texts being different in content and having thus low semantic text similarity. In addition, two assertions can also have a strong judgment similarity because of underlying socio-cultural, political, or personal factors. For instance, the assertions 'Consuming Marijuana has no impact on your success at work' and 'Marijuana is not addictive' describe different arguments for legalizing marijuana, but judgments made on these assertions are often correlated.
Our work also relates to other attempts on predicting reactions to text, such as predicting the number of retweets (Suh et al., 2010; Petrovic et al., 2011) , the number of likes on tweets (Tan et al., 2014) , the number of karma points of reddit posts (Wei et al., 2016) , or sales from product descriptions (Pryzant et al., 2017) . What those works have in common is that they measure some kind of popularity, which differs significantly from our task: even if one agrees with a text, one might decide not to retweet or like it for any number of reasons. There are also cases in which one may retweet a post with which one disagrees in order to flag someone or something from the opposing community. Furthermore, there are effects such as the author's followers affecting the visibility of posts and thereby the likelihood of a like or a retweet (Suh et al., 2010) .
In addition, we relate to works that aim at predicting whether two texts (Menini and Tonelli, 2016) or sequences of utterances (Wang and Cardie, 2014; Celli et al., 2016) express agreement or disagreement with each other. More broadly, we also relate to works that analyze stance Xu et al., 2016; Taulé et al., 2017) , sentiment (Pang and Lee, 2008; Liu, 2012; , or arguments (Habernal and Gurevych, 2016; Boltuzic andŠnajder, 2016; BarHaim et al., 2017) that are expressed via text. In contrast to these works, we do not examine what judgment, sentiment, or claim is expressed by a text, but whether we can infer agreement or disagreement based on judgments which were made on other assertions.
Finally, we relate to work on analyzing and predicting outcomes of congressional roll-call voting. These works constantly find that votes of politicians can be explained by a low number of underlying, ideological dimensions such as being left or right (Heckman and Snyder, 1996; Rosenthal, 1997, 2001) . Our work is different from these attempts, as we do not consider politicians who might have incentives to vote in accordance with the ideological views of their party, and as we base our prediction on the text of assertions.
Data Collection
For exploring how well the two tasks can be solved automatically, we use the dataset Nuanced Assertions on Controversial Issues (NAoCI) created by Wojatzki et al. (2018) . The dataset contains assertions judged on a wide range of controversial issues. 2 The NAoCI dataset mimics a common situation in many social media sites, where people e.g. up-or downvote social media posts. However, it does not have the experimental problems of using social media data directly. These problems include legal reasons of scraping social media data and moderator variables such as the definition of issues, the influence of previous posts, or the question of whether someone is not judging an assertion because she does not want to judge it or because she did not perceive it.
The data was collected using crowdsourcing conducted on crowdflower.com in two steps. First, participants were asked to generate a large set of assertions relevant to controversial issues. The set of assertions was created using crowdsourcing, as a manual creation of assertions would be potentially incomplete and subject to personal bias. We provided instructions to make sure that the assertions are natural, self-contained statements about an issue. Next, a large number of people was asked to indicate whether they agree or disagree with these assertions.
The process was reviewed and approved by the institutional ethics board of the National Research Council Canada.
Generating Assertions In order to obtain realistic assertions, 69 participants were asked to generate assertions for sixteen predefined issues (see Table 1 ). For each issue, the subjects were given definition of the issue and a few example assertions. In addition, the instructions state that assertions should be explicit, relevant to an issue, self-contained, and only contain a single position. Specifically, the use of co-reference or hedging indicated by words such as perhaps, maybe, or possibly was not permitted. After a removal of duplicates and instances that did not follow the rules, this process resulted in about 150 unique assertions per issue (2,243 in total).
Judging Assertions Next, 230 subjects were asked to indicate whether they agree or disagree with an assertion, resulting in over 100 000 judgments (see Table 1 ). The participants were free to judge as many assertions on as many issues as they wanted. On average each assertion is judged by about 45 persons and each participant judged over 400 assertions. For each person, agreement is encoded with 1, disagreement with −1, and missing values with 0 (as not all subjects judged all assertions). Additionally, we can also compute the aggregated agreement score for each assertion by simply subtracting the percentage of participants that disagreed with the assertion from the percentage of participants that agreed with the assertion. Figure 2 shows the distribution of aggregated agreement scores (grouped into bins of size .05) across all issues. The mass of the distribution is concentrated in the positive range of possible values, which indicates that the participants more often agree with the assertions than they disagree. Consequently, baselines accounting for this imbalance perform strongly in predicting judgments on assertions. However, the distribution corresponds to what we observe in many social network sites, where e.g. the ratio of likes to dislikes is also clearly skewed towards likes. All data, the used questionnaires along with the directions and examples are publicly available on the project website. 2 5 Measuring Judgment Similarity Between Assertions
As mentioned above, we want to predict judgments on a previously unseen assertion based on judgments of similar assertions. For that purpose, we need to measure the similarity of assertions sim(a 1 , a 2 ) based on their text only. For measuring the similarity of two assertions we rely on the judgment matrix J, with j p,a as the judgment provided by participant p for assertion a, with j p as the row vector of all ratings of participant p, and j a as the column vector of all ratings provided for assertion a. We measure the gold similarity of two assertions by comparing their judgment vectors in the matrix. If the vectors are orthogonal, the assertions are maximally dissimilar (i.e. persons who agree to assertion a 1 disagree with a 2 ). If the vectors are parallel, the assertions have a perfect similarity. We compute the cosine similarity between the judgment vectors of two assertions. We calculate the gold similarity between all unique pairs (e.g. we do not use both a 1 with a 2 and a 2 with a 1 ) in our data and do not consider self-pairing.
Experimental Setup
As baselines for this task, we utilize wellestablished semantic text similarity (STS) methods that calculate overlap between the surface forms of assertions. We use the following methods as implemented by DKPro Similarity (Bär et al., 2013) 3 : (i) unigram overlap expressed by the Jaccard coefficient (Lyon et al., 2001 ), (ii) greedy string tiling (Wise, 1996) , (iii) longest common sub string (Gusfield, 1997) . Additionally, we use averaged word embeddings (Bojanowski et al., 2017) . Beyond the baselines, we apply two machine learning approaches: a conventional SVM-based classifier and a neural network. The SVM classifier is implemented using LibSVM (Chang and Lin, 2011) as provided by DKProTC (Daxenberger et al., 2014) . 4 We use a combination of various ngram features, sentiment features (derived from the system by Kiritchenko et al. (2014) 5 ), embedding features (averaged embeddings by Bojanowski et al. (2017) ) and negation features. We used a linear kernel with C=100 and the nu-SVR regression model. Iterative experiments showed that this configuration gave the most stable results across the issues. For the neural approach, we adapt Siamese neural networks (SNN), which consist of two identical branches or sub-networks that try to extract useful representations of the assertions and a final layer that merges these branches. SNNs have been successfully used to predict text similarity (Mueller and Thyagarajan, 2016; Neculoiu et al., 2016) and match pairs of sentences (e.g. a tweet to reply) (Hu et al., 2014) . In our SNN, a branch consists of a layer that translates the assertions into sequences of word embeddings, which is followed by a convolution layer with a filter size of two, max pooling over time layer, and a dense layer. To merge the branches, we calculate the cosine similarity of the extracted vector representations. The SNN was implemented using the deep learning framework deepTC (Horsmann and Zesch, 2018) in conjunction with Keras 6 and Tensorflow (Abadi et al., 2016) . In order to ensure full reproducibility of our results, the source code for both approaches is publicly available. 7 We evaluate all approaches using 10-fold cross validation and calculate Pearson correlation between the prediction and the gold similarity. Table 2 shows the correlation of all approaches averaged over all sixteen issues. 8 Overall, the STS baselines result in very low correlation coefficients between .02 and .07, while the trained models obtain coefficients around .6. This shows that the systems can learn useful representations that capture judgment similarity and that this representation is indeed different from semantic similarity. Since both models are purely lexical and still yield reliable performance, we suspect that the relationship between a pair of assertions and their judgment similarity also has a lexical nature.
Results
While STS baselines obtain consistently low results, we observe largely differing results per issues (ranging from .32 to .72) with SVM and SNN behaving alike. Detailed results for each issue are listed in Table 3 .
In order to better understand the results, we ex-6 https://keras.io/ 7 https://github.com/muchafel/judgmentPrediction 8 As Pearsons r is defined in a probabilistic space it cannot be averaged directly. Therefore, we first z-transform the scores, average them and then transform them back into the original range of values. Table 3 : Correlation coefficients of the similarity prediction by the SVM and the SNN, obtained in 10 fold cross-validation.
amine the scatter-plots that visualize assignment of gold to prediction (x-Axis: gold, y-Axis: prediction) and investigate cases that deviate strongly from an ideal correlation. Figure 3 shows the scatter plot for the issue Climate Change for both classifiers. For the SVM we observe that there is a group of pairs that is predicted inversely proportional, i.e. their gold value is positive, but the regression assigns a clearly negative value. We observe that these instances mainly correspond to pairs in which both assertions have high negative word scores. For instance the pair, 'There is not a real contribution of human activities in Climate change' and 'Climate change was made up by the government to keep people in fear', have a comparable high similarity of .20. The SVM, however, assigns them a similarity score of −.38. We suspect that this effect results from the distribution of similarity scores that is skewed to the positive range of possible scores. Therefore, the SVM probably assigns too much weight to ngrams that signal a negative score. Far less pronounced, for the neural approach, we find instances whose gold values are negative, but which are assigned a positive value. When inspecting these pairs we find that many of them contain one assertion which uses a negation (e.g. not, unsure, or unlikely). An example for this is the pair, 'There has been an increase in tropical storms of greater intensity which can be attributed to climate change' and 'Different changes in weather does not mean global warming', that have a low similarity in the gold data (−0.19), but get assigned a rather high similarity score (.20).
Predicting Judgments of Individuals
Now that we have means for quite reliably estimating the judgment similarity of assertions, we can try to predict judgments on individual assertions. We compare the judgment similarity methods against several baselines and collaborative filtering methods (that make use of judgments that are made by other persons to calculate person and assertion similarity).
Baselines (BL)
The random baseline predicts agree or disagree for each assertion. We also define the all agree baseline, which always predicts agree. As the data contains substantially more agree judgments than disagree judgments (c.f. Figure 2 ), this is a strong baseline. As a third baseline, we average all known judgments of a person and predict agree if this value is positive and predict disagree otherwise. We refer to this baseline as tendency.
Judgment Similarity (JS) We use the above defined judgment similarity methods to calculate the similarity between each of the assertions previously judged by that person and the assertion for which we want to make the prediction. Then we simply transfer the judgment of the most similar assertion to the assertion of interest. 9 To prevent leakage, the scores of the prediction are taken from the models that have been trained in the cross validation. This means, for predicting the score of a pair of assertions we use the model which does not include the pair in the training set. As the matrix is missing one entry for each prediction (i.e. the judgment on the assertion for which we want to make the prediction), one could theoretically form a new matrix for each prediction and then 9 Note that the subjects have all rated different numbers of assertions. Thus, for the sake of comparability, we restrict ourselves to the most similar assertion (as opposed to averaging a judgment over the n most similar assertions.) re-calculate all cosines. However, we find that the judgment similarity between assertions does not change significantly when a single entry in the vectors of the assertions is removed or added. Hence, due to computational complexity, the gold similarity was calculated over the entire matrix of judgments.
There are several assertions that do not have textual overlap, which is why the STS methods often return a zero similarity. In such a case, we fall back on the all agree baseline. We refer to strategies which are based on judgment similarity as most similar assertion (method), where method indicates how the similarity is computed.
All strategies use all available context. For instance, if we want to predict the judgment of the assertion a n and a prediction strategy considers other judgments, the strategy uses all the judgments on the assertions a 1 , ..., a n−1 .
Collaborative Filtering (CF) Collaborative filtering (Adomavicius and Tuzhilin, 2005; Schafer et al., 2007; Su and Khoshgoftaar, 2009 ) uses previously made judgments and judgments made by others to predict future judgments. Collaborative filtering has been successfully used in application areas such shopping recommendations (Linden et al., 2003) , or personalization of news (Das et al., 2007) . Note that collaborative filtering requires knowledge of how others judged the assertion for which the system tries to make a prediction. Therefore, these strategies are not applicable if we want to predict judgments on a previously unseen assertion. Nevertheless, they represent an upper bound for our text-based predictions.
As a simple collaborative filtering strategy, we predict how the majority of other persons judged an assertion. Therefore, we average the judgments of all other users and predict agree if this value is positive and disagree if the value is negative. This strategy will be referred to as mean other. In addition, we compute the similarity between pairs of people by calculating the cosine similarity between the vector that corresponds to all judgments a person has made. We use this person-person similarity to determine the most similar person and then transfer the judgment on a n of the user which is most similar to p i . We refer to this strategy as most similar user. We also use the (gold) judgment similarity between assertions to predict agree or disagree based on how the assertion that is most similar to a n has been judged. We call this Table 4 : Accuracy of different approaches for predicting judgments of individuals.
strategy most similar assertion (gold). Table 4 shows the accuracy of the strategies across all issues obtained using leave-one-out cross validation. We observe that all strategies are significantly better than the random baseline. On average, the all agree strategy is more than 20% above the random baseline and thus represents a highly competitive baseline. The tendency baseline, which is a refinement of all agree, is even 4% higher. Only the collaborative filtering strategies most similar assertion and most similar user beat this baseline. With an accuracy of about 85% the most similar user strategy performs best. The methods that use the learned judgment similarity beat the all agree but fall behind the tendency baseline. The fact that methods based on judgment similarity are already close to their upper-bound (most similar assertion (gold)) shows that their potential is limited, even if measuring judgment similarity can be significantly improved. One possible explanation for comparably low performance of most similar assertion is that the past assertions are not sufficient to make a meaningful prediction. For instance, if only a few assertions have been judged in the past and none of them is similar to a new assertion, then a prediction becomes guessing. As expected from their poor performance of approximating judgment similarity, the methods relying on STS measures fall behind the all agree.
Results

Predicting Judgments of Groups
We now turn to predicting judgments of groups, i.e. the task of estimating what percentage of a group of people are likely to agree to an assertion. We illustrate the prediction task in the following example: From the assertion 'Marijuana is almost never addictive' with an aggregated agreement score of 0.9 we want to predict a comparatively lower value for the assertion 'Marijuana is sometimes addictive'.
Direct Prediction (DP) As a reference approach, we train different regression models that predict the aggregated agreement score directly from the text of the assertion. We train each model over all issues in order to achieve the necessary generalization. Again, we compare more traditional models based on feature engineering and neural models.
For the feature engineering approach we experiment with the following feature sets: First, we use a length feature which consists of the number of words per assertion. To capture stylistic variations, we compute a feature vector consisting of the number of exclamation and question marks, the number of modal verbs, the average word length in an assertion, POS type ratio, and type token ratio. We capture the wording of assertions by different ngram features. For capturing the semantics of words, we again derive features from the pre-trained fastText word vectors (Bojanowski et al., 2017) . To capture the emotional tone of an assertion, we extract features from the output of the readily available sentiment tool NRC-Canada Sentiment Analysis System (Kiritchenko et al., 2014) .
As the neural approach on directly predicting aggregated judgments, we use a single branch of the Siamese network. However, since we are trying to solve a regression problem, here the network ends in a single node equipped with a linear activation function. Through iterative experiments we found out that it is advantageous to add two additional dense layers before the final node. As this model resembles a convolutional neural network (CNN), we label this approach as CNN.
Judgment Similarity (JS) In analogy to the prediction of judgments of individuals, we first calculate the judgment similarity of two assertions using the SVM and SNN approaches that take pair of assertions into account. We then take the nmost similar assertions and return the average of the resulting scores. As an upper bound, we also compute the judgment similarity that results from the gold data. Note, that this upper bound again assumes knowledge about judgments on the assertion for which we actually want to make a prediction. We make the code for both approaches publicly available. 10 Table 5 shows the performance of the different approaches for predicting judgments of groups. For the prediction based on judgment similarity, we observe large differences between the the SVM and SNN predictions. This is especially interesting because the performance of the similarity prediction is comparable. We attribute this to the systematic error made by the SVM when trying to 10 https://github.com/muchafel/judgmentPrediction Table 5 : Correlation coefficients for approaches on predicting judgments of groups.
Results
predict the similarity of assertions that have a negative agreement score. While the SVM only outperforms the plain regressions if the prediction is based on several assertions, we observe a substantially better performance for the judgment similarity based on the SNN. For the best judgment similarity model (SNN with n = 34), we obtain a coefficient of r = .74 which is substantially better than the direct prediction model (CNN, r = .40).
For the plain regression, we observe that the CNN outperforms all models based on feature engineering and that among the SVM models ngram features yield the best performance. While the sentiment feature alone has low performance, the model that combines sentiment and ngrams shows slight improvement over the trigrams alone. The length feature and the style features alone have a comparable low performance and models which combine these feature with lexical features show a lower performance than the lexical models alone.
Issue-wise analysis To better understand the differences between the judgment similarity methods, we inspect their performance depending on the number of given assertions. Figure 4 shows this comparison both for individual issues and averaged across all issues. The upper-bound reaches a correlation of up to r = .89 (n = 8). The strength of this correlation and the fact that even our best estimate is still 15 points less shows the potential of judgment similarity for predicting judgments of groups.
For the SNN, the predictions follow a similar pattern: resembling a learning curve, the performance increases rapidly with increasing n, but then plateaus from a certain number of assertions. However, the number of assertions for which we observe a plateau varies significantly. For the SVM we observe a similar pattern for most of the approaches, but the plateau is often reached much later. There are two issues (US Engagement in the Middle East and US Immigration) where we do not observe an increase in performance with increasing n. We suspect that the systematic error of the SVM is particularly strong here.
Conclusion & Future Work
In this paper, we examined whether an automatically measured judgment similarity can be used to predict the judgments of individuals or groups on assertions. We compare these judgment similarity approaches against several reference approaches on a data set of over 100,000 judgments on over 2,000 assertions. For the prediction of individual judgments reference approaches yield competitive results. However, for the prediction of group judgments the best approach using judgment similarity as predicted by a SNN outperforms other approaches by a wide margin. While the presented approaches represent a first take on predicting judgments on assertions, the proposed tasks also suggest several directions of future research. These include more advanced algorithmic solutions and experiments for obtaining a deeper understanding of the relationship between text and judgments. For improving the automatic prediction, we want to explore how robust the learned models are by examining whether they can be transferred between issues. In addition, we want to examine if knowledge bases, issue specific corpora, or issue specific word vectors can improve the current approaches. To better understand what textual properties of assertions cause judgment similarity, we want to annotate and experimentally control typed relationships (e.g. paraphrases, entailment) of pairs of assertions. Being able to predict the degree to which two assertions are judged similarly might also be helpful for NLP tasks in which one tries to predict opinions or stance of the author of an text. Hence, we want to examine if judgment similarity can be used to boost the performance of systems in these tasks.
