Abstract-Neural networks provide an alternative approach for the solution of complex non-linear data fitting problems. In this paper, we propose a novel technique using a multilayer perceptron neural network to fit high energy stopping power data, where the unknown stopping power functional form was fitted to experimental data by a set of linear combination of neurons. The projectiles of Li, B, N, O, Ne and P in the solid matters C, Si, Ti and Ni are illustrated as examples of the application. Using the resilient backpropagation algorithm, it can obtain more accurate fitting coefficients than conventional iterative methods. Our simulations show that a simple, accurate predictor based on neural network fitting can produce reliable predictions of stopping power values either at the energy position or for the projectile-target combination where no measured data currently exist.
INTRODUCTION
The fitting of using parameterized functional forms to a set of empirical data has been of interest to engineers and experimental scientists from industries and university laboratories. This process often requires selections of an appropriate functional form and determinations of fitting parameters. In the case with two-dimension data points, this is a curve fitting problem, while in the case of higher-dimension it refers to the surface or hypersurface fitting. The selections of a functional form rely on the understanding of the underlying science and the properties of the problem. The determination of optimized fitting parameters is usually conducted by a least-square procedure, in which the sums of the squares between the observed data values and those predicted by the function are minimized. When the functional form is linearly dependent on the parameters (such as the case of a polynomial fitting), the optimization problem of parameters is not difficult to solve. However, if a proposed functional form nonlinearly depends on the unknown parameters (like the case of a Gaussian), though a theoretical solution of optimized parameters may exist, the parameter determination normally needs a lengthy iterative process starting from an initial guess. The initial guess largely affects the convergence of the iterative procedure. Without a suitable initial guess the convergence is not guaranteed. In addition, it would be more challenging if the fitting occurs in the higherdimension space, as there may be no a visual figure as a reference for selecting a suitable functional form.
The study of fitting problem for stopping power data is driven by application requirements. Many applications in ionbeam material analysis and radiation therapy require accurate stopping power data [1] [2] [3] . In despite of plentiful measured data and constructive outcomes from theoretical modeling, data of stopping power for all heavier ions are still incomplete and unsystematic. A common scenario is when values of stopping power for a particular combination of the ion-target at a specific energy range are required for an application, it may simply be non-existent. It is evident that more data tabulations or an efficient and accurate fitting are needed for a variety of projectile and target combination. Over decades, considerable efforts have been made to introduce empirical methods into fitting stopping power data. Studies based on conventional nonlinear least-squares algorithm incorporated quantum physics model [3] [4] [5] enables to predict some stopping power data with varying level of agreement with measured data [6] . As an emerging intelligent data analysis method, not surprisingly, neural network technique is an alternative to these conventional methods.
In this article, an attempt was made by using neural networks to provide an empirical fitting for stopping power data, in which the projectiles Li, B, N, O Ne and P in the elemental matters C, Si, Ti and Ni are investigated. The stopping power is the mean energy loss per unit of path length when the energetic projectiles pass through matter. It depends on the projectile identity Z 1 , the target matter atomic number Z 2 , and the incident energy E (MeV/u).The neural network approach treats the stopping power to be fitted as a linear combination of neurons. To interpolate a stopping power value, a neural network doesn't need to know a priori the functional form that represents stopping power. Instead, the constructed network uses a set of activation functions of neurons to approximate the unknown functional form by accompanying a learning process. Due to the combination and transfer effect of activation functions that can be shifted, stretched, and added multiplied, the constructed network enables fitting to a given set of raw data. The learning process is equivalent to constructing a multiple-dimensional surface that fits to training data points, while generalization is considered as an interpolation for the test data on the constructed hypersurface. A trained-well neural network can be used to interpolate any stopping power value at the unknown data point (E, Z 1 , Z 2 ).
The organization of this paper is as follows: In Section II, the fitting problem is defined and a brief overview of the multilayer perceptron neural network applied to the current fitting problem is described. Section III discusses computer simulations and results. We show that stopping power can be computed by a simple, accurate fitting expression. Conclusions are presented in Section IV.
II. HIGH ENERGY STOPPING POWER DATA FITTING

A. Definition of the fitting problem
The stopping power has a complex relationship with the incident energy E, projectile identity Z 1 , and target atomic number Z 2 due to underlying microscopic interactions [1] . In fact, to our knowledge no any simple physics formula is available to describe such a complex relationship at the entire energy region for heavy ions in solid matters. The general stopping power fitting problem can be defined as finding a functional form 1 2 ( ; , ,...... )
where S is the stopping power to be fitted, f() is a functional form, x represents the independent variable vector {E, Z 1 , Z 2 }, and α 1 , α 2 ,….α N is a set of fitting parameters (ˆi α denoting the optimized value of α i ).
Early empirical fittings were focused on the effective charge theory and the observed data. Zielger presented an empirical formula as follows [3] , 
B. The neural network fitting
The neural network approach to data fitting described above involves the construction of a neural network with a learning process, in which a set of activation functions as basis are used to approximate the unknown multiple-variable function between the input variables x and the expected output y via a nonlinear mapping ( )
Instead of minimizing equation (1), the neural network method optimizes an error measure with respect to the weights in the network.
We consider a multilayer perceptron (MLP) network for our fitting problem, since Hornik et al [7] has proved that a three layer MLP neural network can approximate arbitrarily any continuous functional mapping from one finite-dimensional space to another, provided the number of hidden-layer node is sufficient. The network for our problem has the classical architecture [8] [9] as shown in Fig.1 , consisting of three layers: an input layer, a hidden layer and an output layer. The nodes within each layer are fully connected to the next layer. The relationship between input x and output y for such a MLP with one hidden layer having H nodes can be written as [8] [9] 1 1
where ψ and ϕ are the activation functions, ji a and c j denote the input-to-hidden layer weights at the hidden unit j, and the hidden-to-output layer weights respectively.
Based on our simulation experiments, we select the sigmoid and linear functions as the activation functions for neurons in hidden layer and output layer for simplicity, so that we have 
where the sigmoid function ϕ j (j=1, n) has the following universal expression:
The neural method fitting requires a two-phase handlingtraining and generalization. At the training stage, the network completes a learning process and a hypersurface that fits to the training data points is constructed, while at the generalization phase finding an unknown stopping power value is regarded as an interpolation on the constructed hypersurface. This also is fully equivalent to computing the stopping power values from equations (8) and (9), as the weights or fitting parameters have been determined after the completion of the training process. 
III. SIMULATION REUSLTS AND DISCUSSION
A. Network training and testing
We attempted to collate as many as possible available measured stopping power data within the energy range 0.1≤ E≤4.0 MeV/u for the projectiles Li, B, N, O, Ne and P in the solid matters C, Si, Ti and Ni [4] [6] [10] [11] . The time frame to perform these experimental measurements spans decades from different laboratories worldwide. To make the collected data more objective and consistent, a simple filtering principle was applied to exclude some experimental data with greater uncertainties, where independent measurements from different authors were compared. Data with too high or too low by 25% from different authors were rejected, while others were averaged arithmetically where applicable. After the filtering, the final data set comprised a total of 291 individual data points. Among them, we randomly selected 45 as the testing data set and used the remaining 246 for training.
We adopted the resilient backpropagation algorithm [12] to train our network as it has the feature of fast convergence. Using MATLAB, a repeating run with different number of hidden node shows that the 16-node hidden-layer MLP can produce the most satisfactory outcome for training and testing. The training and testing process typically ceased a further improvement after 300 epochs with the mean squared error (MSE) 0.000723. Fig.2 shows a typical diagram between MSE and number of epochs for both training and testing. This figure displays that the initial large errors are dramatically decreased after the first 100 epochs followed by a relatively long tail converging to a stable MSE value. The trained MLP network is able to simulate the target values of stopping power with a high correlation R in the linear regression as evidenced in Fig.3 . In addition, we also conducted the experiments that used 20 to 40 data points as a validation set by re-dividing the entire data set. No obvious change of the fitting results has been observed. 
B. The fitting parameters
Using the values of weights obtained by training process, the stopping power can be expanded in the following linear combination, Equations (10), (9), along with the parameters c j ( j=1,16), and a ji (j=1,16; i=1,3), can be used as a simple predictor to calculate the stopping power, given the energy position E, projectile Z 1 , and in the matter Z 2 . The values of fitting parameters c j and a ji are listed in table I and table II. 
C. Generalization
Generalization is a kind of interpolation process of learned values for input-output pairs which were not encountered during training. The trained network, with the fixed weights obtained at the training phase, was applied to a number of generalization cases, where we considered three possibilities (i) Stopping power versus energy E, fixed the projectile (Z 1 ) -target (Z 2 ) combination; (ii) Stopping power versus projectile Z 1, fixed energy value E and target Z 2 ; (iii) Stopping power versus target Z 2 , fixed energy value E and projectile Z 1 . This is equivalent to computing the stopping power values using the fitting equation (10), along with the parameters as tabulated in tables I and II. The predicted outputs are summarized in figures 4a, 4b, and 4c. The results of neural network fitting are compared with the experimentally measured data, as well as Paul's empirical fitting [4] . In most cases, the agreement is excellent, particularly for the stopping power curves varying with Z 1 and Z 2 at the fixed energy position; while the neural network results showed some underestimates with the energy variable. The maximum error is 8.8% approximately. Although both Paul's fitting and neural network fitting all use the sigmoid function as the functional basis, Paul's work only uses a single sigmoid function while the neural network approach utilizes a set of them as basis. In addition, in the conventional fitting, the procedure of determining fitting coefficients was performed by a minimization of the squared normalized residual between the data and the fit for any function chosen. It may be difficult to guarantee an optimization solution for coefficients. Unlike the conventional least-square fitting, a corresponding procedure in the neural network fitting is to obtain all weights of a set of interconnected neurons that have a massive parallel processing capability. The optimized weights could be achieved through a learning process, in which the learning algorithm plays a key role. The latter could produce more accurate fitting coefficients.
It should be pointed out that training data could be seen as examples to govern the underlying relations reflected a physical law. Since the stopping power data measurements have a great span in time frame, it is necessary to ensure the training stopping power data within tolerated errors. While we have applied a simple filtering principle for removing inconsistencies from the origianl data set, a further inverstigation by using more sophiscated data clean algorithms [13] is expected to improve the quality of training data and therefore enhance the performance of neural network fitting.
IV. CONCLUSION
This work explores the feasibility of using neural network approach -a common computational intelligence tool, to develop a simple and accurate empirical predictor for the stopping power for ions with energies in the range 0.1-4MeV/u. Our results show that the neural fitting can be used to predict the stopping power for projectile -target, and energy position combinations not already measured. It shows that this approach has a great potential to extend its applications for more projectile-target combinations in the wider energy range. It is also possible from results obtained using the neural approach to direct future stopping power measurements for experimental physicist so that they could save considerable measurement expenditure. 
