In this paper, we consider a low complexity identification system for highly distorted images. The performance of the proposed identification system is analyzed based on the average probability of error. An expected improvement of the performance is obtained combining random projection transform and concept of bit reliability. Simulations based on synthetic and real data confirm the efficiency of the proposed approach.
INTRODUCTION
The identification problem recently attracts a lot of attention in various applications that include but are not limited to copy detection, content management, biometrics, forensics of physical objects, and retrieval in large databases. This task is complicated by various intentional or non-malicious distortions or modifications that are introduced into the original content in security -related or multimedia applications, respectively [1] [2] [3] impacting the performance of identification systems.
Historically, solutions proposed to cope with the identification problem were based on assigning a specific index to every object or item by modifying its look like via a printed barcode [4] , invisible digital watermark embedding [5] , overprinted sparse set of dots (usually yellow) [6] or specially designed storage device such as magnetic stripe, electronic smart cards or RFID [7] . Evidently, such approaches have several drawbacks since allow uncontrolled read-out and duplication of the stored information and its improper use that is unacceptable for security and privacy preserving applications. Moreover, in certain circumstances, the abovementioned modifications are not allowed at all due to various application related constraints including cost or back tracking compatibility.
The mentioned drawbacks can be overcome by using inherit forensic features possessed by real world objects similarly to humans. Physical unclonable functions that are analogous to human biometrics are proven to uniquely represent such objects and can be successfully exploited for their identification. Recently, the first attempt of such system design was performed for identification of consumer electronics and real world objects [1, 2] .
The system in the latter case was based on the object surface microstructure image acquired by a particular imaging device. It was demonstrated [1] that the performance of the identification crucially depends on the quality of the extracted forensic features.
The second challenge that was tackled in the mentioned reference was identification complexity issue that was suboptimally resolved using the Reference List Decoding.
In this paper we consider the problem of image identification and seek for jointly highly accurate in terms of performance and computationally efficient solution for large databases. For this purpose we propose to involve into the identification the information about the identification channel output bit reliability as a probabilistic measure of the error presence in its particular bit. We demonstrate that this information has a twofold impact on the identification performance. First, it allows to significantly reducing the randomness of the channel output given its input leading to the enhanced probability of error behavior of the proposed system vs. existing analogues. Secondly, it permits significant reduction of the decoding space cardinality lightening the complexity of the method. The paper has the following structure. Identification problem formulation based on digital communication fundamentals is presented in Section 2. The identification system based on bit reliability concept is proposed in Section 3. Section 4 contains the results of experimental validation of the proposed identification system. Finally, Section 5 concludes this paper.
Notations. We use capital letters to denote scalar random variables X , X to denote vector random variables, corresponding small letters x and x to denote the realizations of scalar and vector random variables, respectively. We use
COMMUNICATION PARADIGM OF IDENTIFICATION
General structure of identification problem formulated based on the digital communication fundamentals is presented in Fig. 1 . At the enrolment stage a codebook of length-N feature vectors ( )
, that represents identifying objects, is generated and shared with the decoder. It is important to underline that oppositely to the classical communication scenario, there is no freedom in selection of the optimal distribution of X , which is considered to be fixed in identification. At the identification stage the decoder having the access to the distorted version y of the certain entry of the codebook ( ) m x modified according to a known and fixed transition probability ( ) p y x and the collection of ( )
, is trying to determine the index m of the transmitted codeword. In the case it is possible to generate a unique guess, m is declared as the identity of the observed object, otherwise, an error is asserted.
As it was mentioned in the Introduction, modern identification systems have to guarantee not only accurate performance (the probability of correct match of the query and a corresponding codeword), but also consistent level of complexity (average amount of computation efforts), secrecy (non-disclosure of information about system secrets/keys) and privacy (non-disclosure of the person/object-related information). 
, which consists of a set of basis vectors , 1 pairs of elements of these binary vectors can be modeled using binary symmetrical channels with certain cross-over probabilities.
Applying dimensionality reduction techniques ( N L → ), some systems attempt at reducing the complexity to ( ) ML . However, the considerable dimensionality reduction from N to L is accompanied with high b P and does not allow to perform the reliable identification due to the data processing inequality [8] .
PROPOSED SOLUTION OF IDENTIFICATION PROBLEM
To resolve the trade-off between the performance and complexity of identification we propose a new approach, based on the random projections and the concept of bit reliability. The main ideas behind the proposed approach consist in: 1) generation of multiple random projections (RP); 2) selection among them only those which correspond to reliable bits; 3) design of a special structure of the decoder to reduce identification complexity. The schematic diagram of the proposed approach is shown in Fig. 3 . In order to introduce the concept of bit reliability, one can readily note that not all random projections outputs are leading to the bit error with equal probabilities (Fig. 4) . Indeed, those projections that are almost orthogonal with their inputs (Fig. 4,c) are more likely to lead to a bit error than collinear ones (Fig. 4,b) . As it was pointed out [8] for the Gaussian case, this error happens with probability equal to ( ) Under the assumption of an additive communication model y is generated based on the channel input x as follows:
= + y x z , where z defines channel noise, the special design of projecting matrix
, ,..., . With some freedom in the projection choice it is possible to select ones with negligibly small chances of the bit flipping in the binary data representation (reliable bits), while redundant projections (nonreliable bits) can be simply revoked from the consideration.
The analysis of the average probability of bit error b P for the Gaussian data and observation distortions is explained in Fig. 4 , where different bit constellation patterns are investigated to evaluate the probability of bit flipping. Errors appear in the areas marked by light gray. Non-reliable bits that are excluded from consideration correspond to the dark area, while white zones are related to the correct bit transmission. The average bit error probability can be found as: 
and it can be known that [8] ( ) 
where the threshold Th is defined as
Performance analysis of the classical (Fig. 2) and proposed bit reliability-based (Fig. 3) identification systems in terms of probability of bit error is presented in Fig 6, a. Results for b P were also validated by the experimental simulation for the same setups, where probability of bit error was averaged over more that 10 9 bits. It is possible to conclude that decreasing the size of the block by keeping only most reliable bits the average probability of bit error can be drastically reduced. Similarly, analysis of the average number of errors per block as a function of SNR for different block lengths is presented in Fig.6 , b. The obtained dependences reveal that the blocks composed of the most reliable bits only can be identified without errors for rather low SNRs, e.g., for the block with 12 most reliable bits it is possible for SNR >5dB. The possibility to identify at least part of the bits in a codeword without error makes it possible to drastically reduce the complexity of identification algorithm. The graphical interpretation of the complexity reduced identification is depicted in Fig. 7 .
(a) (b) Figure 7 . Graphical interpretation of existing (a) and proposed (b) identification methods: (o is a query, * is the sought codeword, x are neighbors of the sought codeword, and ∏ are the rest of codewords).
For the given codebook, in order to find a match with a channel output the existing identification methods perform exhaustive search over the entire codebook. Usually this approach is implemented by a maximum likelihood (ML) decoder
This solution is optimal in terms of performance, but characterized by complexity ( ) MN . Contrarily, such a codeword matching will be performed only in a subset of the codewords in the proposed approach. Since such an extraction is performed based on the most reliable bits, one can conjecture about the presence of the sought codeword in the subset with high probability.
The structure of proposed decoder is shown in Fig. 8 . First, the given query is decomposed onto magnitude and sign parts. The sign part, which is equivalent to the bit representation, is preserved for the further matching, while magnitude components are used to evaluate bits reliability. Then, based on the L′ most reliable bits of query the sets of codewords indexes with exact matching of corresponding bits are composed. At the end, the final list of the sought codeword and its neighbors can be obtained by the exclusive combination of the mentioned above sets. Subsequently the ML decoding in the neighbor subspace finalizes the identification procedure.
The following section contains the results of the existing and proposed identification systems comparison.
EXPERIMENTAL VALIDATION
The first experiment was dedicated to the analysis of complexity reduction of the proposed solution vs. classical identification. For this purpose complexity of the proposed identification method, which utilizes a subspace extraction based on the L′ = 12 most reliable bits, was compared with the complexity of the ML decoder. The complexity was evaluated as a time to process the query by each identification method. Under the assumption of the AWGN distortions the synthetic Gaussian codebooks ( Fig. 9 , a. Both the ML decoder and proposed method have shown exponential dependence of the complexity of the size M of the codebook. However, being almost similar for small M s, for M = 2 20 the proposed identification method is significantly outperforming the existing one (about 150 times). Also, only about 0.60s is required by the proposed identification method to identify a query in a 1Mo database. The second part of simulations addresses to the impact of complexity reduction on the identification system performance in terms of the average probability of error. The results of simulation are shown in Fig. 9 , b and c for both synthetic and real data. For the fixed size database ( M = 2 14 , N = 4096) degradation of the average probability of error of the proposed method was compared with performance of the ML decoder. While a gap in performance of the proposed identification vs. the exhaustive search was observed (~10 dB), it is important to note that the working SNR range of the proposed technique was moved to lower SNRs with respect to existing identification technique. Furthermore, for SNR>5dB, the proposed method demonstrates errorless performance.
Finally, a set of experiments was done with real images. The assumed distortion model was the degradations introduced due to the JPEG lossy compression. The obtained results allow to conclude about similar performance of the ML decoder and proposed identification method for highly distorted images (JPEG QF<60%). The same behavior (with small degradation of proposed method performance) is observed for higher QF. 
CONCLUSIONS
In this paper we considered the problem of the accurate and computationally efficient image identification based on the bit reliability concept. The identification framework is developed for the Gaussian formulation of the identification problem. The framework applicability to real images is justified by the proper design of the random projection operator that maps arbitrary statistics to the Gaussian. It is demonstrated that the bit reliability information can significantly enhance the system performance by reducing probability of bit error vs. existing identification systems and improve computational complexity by reducing the cardinality of the decoder search. While a significant performance gap between the proposed system and the ML decoder-based one still exists, it is possible to admit the enlargement of the operating SNR range towards low SNRs. Finally, a set of computer simulations was performed that confirmed our theoretical findings.
