The classical modular equations involve bivariate polynomials that can be seen to be univariate with coefficients in the modular invariant j. Kiepert found modular equations relating some η-quotients and the Weber functions γ 2 and γ 3 . In the present work, we extend this idea to double η-quotients and characterize all the parameters leading to this kind of equation. We give some properties of these equations, explain how to compute them and give numerical examples.
Introduction
Let η denote Dedekind's function. When N > 1 is an integer, η-quotients of the form f = d|N η(z/d) r d are functions for Γ 0 (N ) when the integer r d 's satisfy some properties known as Newman's Lemma [12] . In other words, there exists a bivariate polynomial Φ[f ](X, J) such that Φ[f ](f (z), j(z)) = 0 for all z, where j is the classical modular invariant.
In some cases, there exist equations of the form Φ[f ](X, G 3 , G 2 ) where Φ[f ](f (z), γ 3 (z), γ 2 (z)) = 0 for the Weber function γ 3 , γ 2 . Kiepert was the first to compute modular equations of this type for f = w p = η(z/p)/η(z) for p ≤ 29 (see [9] ). Weber cites some examples in [14, §72] and Antoniadis [1] extended this to p ≤ 61.
In the present work, we study such equations for the double η-quotients w e p 1 ,p 2 , as introduced in [5] . We give all parameters (p 1 , p 2 , e) leading to equations in γ 2 and γ 3 .
Section 2 recalls known facts on Weber and η functions. Section 3 deals with the case of w p where we introduce a faster variant of the classical algorithm to compute the modular equation via series expansions. Section 4 proves the necessary results for w p 1 ,p 2 , gives algorithms to compute the equations in the spirit of Section 3, and we add numerical examples.
Notations: If u is some function, we will note Φ[u](X, J) the corresponding modular equation. If u = j(nz), we will note Φ n to simplify. If n is an integer, we note ζ n = exp(2πi/n). Remember that j is invariant through T and S and that
Moreover, we have [14, §55] Theorem 2.1 (a) Any function invariant by T and S is a rational function of j. Let us precise this result in a special case. Proposition 2.2 Let T (q) be invariant as in Theorem 2.1. Suppose that T (q) ∈ q −a/b Z[ [q] ] for an irreducible fraction a/b > 0 with b | 6. When b = 1, T (q) is a polynomial in j(q). When b = 2, T (q)/γ 3 (q) is a polynomial in j(q). For b = 3, T /γ i 2 is a polynomial in j(q) where i ≡ −a mod 3. For b = 6, T /(γ i 2 γ 3 ) is a polynomial in j(q), where i ≡ −(a + 3)/2 mod 3. In all cases, the polynomial in j(q) has integer coefficients.
Proof: in all cases, the integer i is chosen in such a way that the resulting series T ′ is invariant through S and T , therefore a rational function in j. Noting that T ′ has integer coefficients, by the Hasse principle, so does the polynomial.
From the algorithmic point of view, we have to recognize a polynomial with integer coefficients applied to j(q), given the first terms of the series T (q). Note that we need the order of this series to be > 0. We proceed step by step.
function RecognizePolyInJ(T )
Input: a series T = c v q v + · · · + O(q 1 ) with integer coefficients, v ≤ 0 and c v = 0. Output: a polynomial P (X) of degree −v such that T = P (j(q)).
while
Note that we can precompute the powers of j(q) whenever needed, so that each call to the function requires O(v 2 ) operations. In large cases, computations can be done using results computed modulo small primes and reconstructed via the CRT (as done by Atkin, see [10] ).
Formulas for the η-function
The following is taken from [6] and will be our main tool in the computations of Section 4. 
where the square root is chosen with positive real part.
We can decompose the formula into several parts:
where we distinguish the Jacobi symbol part and the exponent of ζ 24 ; then, we have the squareroot part Q(M ) and the η-part N (M ). When dealing with a η-quotient, the aboves formulas are applied by multiplicativity on the different pieces η(z/d) (see below).
Generalized Weber functions

Definition and properties
Let N > 3 be an odd integer. For all factorizations N = ad, let e = gcd(a, d) and consider the functions
for 0 ≤ c < a with gcd(c, e) = 1. These functions were introduced in [14, §72] . It is easy to see that
where the function w N was studied in [4] . Weber proves that in all cases, P 24 c,d,a are roots of a modular equation. In some cases, the results are better, for instance:
are roots of a modular equation.
Computations in the prime order case
For a prime N = p > 3, this setting simplifies to
The numbers x c,d,a γ 2 (z) p−1 γ 3 (z) (p−1)/2 are roots of a modular equation whose coefficients are rational functions of j(z). In particular, the constant term is (−1) (p−1)/2 p.
Antoniadis extended the results of Kiepert to p ≤ 61 and gave more properties of the polynomials [1] . He computed the equation by solving a linear system in the unknown coefficients of the equation, using the q-expansion of j(q) and the fact that x 0,p1 must be a root of the equation.
A standard approach (already known to Enneper [7, §52] ) is to compute the powers sums of the roots of the equation, recognize them as polynomials in our variables, and then terminate using the classical Newton relations. Inspecting our roots, we see that the q-expansion of x 0,p,1 has positive order, and all x 12h,1,p have negative order. So the power sums can be computed using the x 12h,1,p only; we can find formulas for the q-expansion of p−1 h=0 x k 12h,1,p if needed. A better approach is to look at the reciprocal polynomial, whose roots are the 1/x 0,p,1 and 1/x 12h,1,p and only the first one contributes to the power sums. Write (p − 1)/12 = e ′ /δ as an irreducible fraction with 6 | δ. Noting that
we see that all powers are expressible as functions whose expansions satisfy Proposition 2.2. The algorithm is: 1. compute S k = p/x k 0,p,1 and recognize it as a polynomial in the usual variables. 2. use Newton's formulas. 3. Remove the powers of p. Note that the largest power is (p/x 0,p,1 ) p+1 = q −(p 2 −1)/12 (1 + · · · ) where the exponent is an integer as soon as p > 3. Therefore, we need up to (p 2 − 1)/12 terms in the j-series.
We have
Dividing by γ 2 γ 3 , we find
which must be a polynomial in j(q), hence the constant 1. The other coefficients are given in Table 1 . We have replaced γ 2 (resp. γ 3 ) by G 2 (resp. G 3 ). The corresponding polynomial is (after reductions between variables)
Taking its reciprocal and removing the spurious powers of p yields:
−4368737795118764J 3 + 669619352632925750J 2 −33921007872189625000J + 233702090524237500000) 11 q −55/6 − 22q −49/6 + 209q −43/6 − 1078q −37/6 + 2926q −31/6 − 1672q −25/6 − 15169q −19/6 +47234q −13/6 − 31350q −7/6 − 107426q −1/6 + 218680q already computed by Weber. Note that one drawback of the approach is the large degree and sizes of the coefficients before reduction via Newton formulas. However, if computations are performed using CRT primes, this is not a problem, since we compute the final polynomial modulo the primes.
The smallest cases are
Remark. We concentrated here on the prime index case. The same work can be done on composite ones. Note also that we could use resultants for that task, noting the following. Suppose p is prime and M is an integer prime to p; write N = pM . Write
On the other hand:
, the different quantities are related via the algebraic equations:
and the variables can be eliminated via resultants to get a modular equation in Z and J, that needs to be factored to get the correct polynomial.
Double η-quotients
Definition and statement of the result
For primes p 1 and p 2 , let
) is the smallest integer such that sr is an integer, where r = (p 1 − 1)(p 2 − 1)/24. Note that s | 24; and s | 6 when p 1 and p 2 are odd primes. It is shown in [6] that the function w s p 1 ,p 2 is a function on Γ 0 (p 1 p 2 ); properties of the classical modular equation are also given.
We can now state the result that we will prove in this Section.
), e = s a divisor of s and δ = s/e. If N ≡ 1 mod δ and the parameters are chosen in Table 2 The following Lemma is used in the Theorem.
Lemma 4.1 Let δ ∈ {2, 3, 6} be as above and suppose
Proof: For δ = 2, N ≡ 1 mod 2 gives the answer. When 3 | δ, we cannot have p i = 3 since N ≡ 1 mod δ. For δ to be equal to 3 (resp. 6), surely we cannot have p i ≡ 1 mod 3 (resp. 6). This leaves p i ≡ −1 mod 3 (resp. 6).
The proof of the Theorem will take use several intermediate results that we will present in as much a compact way as possible. When p 1 = p 2 , we will make the convention that p 1 is odd (so that we may have p 2 = 2). Moreover, we let u and v be two integers such that up 1 + vp 2 = 1. To simplify the proofs, we will be mostly looking at properties using p 2 , this case being complicated when p 2 = 2. Reciprocally, using p 1 and p 2 supposes that p 1 = p 2 . The results and proofs are of course symmetrical by exchanging p 1 and p 2 . In case of equality, we will write p 1 = p 2 = p.
The conjugates of
In [6] are given the conjugates of w s p 1 ,p 2 (with some minor typos). Here, we need precise the expansions of w p 1 ,p 2 . In view of Theorem 2.3, the value of w p 1 ,p 2 • M can be composed as
where the first part cumulates Jacobi symbols, the second the exponents of ζ 24 , the third one is the product of the squareroots and the last one the η quotient. To ease notations, we also put φ = ζ 24r 24 = ζ
. We use the notations and philosophy of computations from [6] .
Proposition 4.2 Let p 1 and p 2 be two primes. In all cases, we have the N + 1 following conjugate functions:
The remaining p 1 + p 2 conjugates are:
where in the case of C 2,ν , we set ν ≡ −(
Also,
When p 1 = p 2 = p, we must consider the p − 1 following conjugate functions:
Proof: the cases of the A ν matrices and of B are treated without difficulty, as in [6] . The value of Q(M ) is 1, unless we are dealing with the case p 1 = p 2 = p. The computations for the C matrices involve non-zero exponents for ζ 24 .
In the same lines as in [6] , we first prove the result for C 2,ν when ν > 0. Iterate over 1 ≤ µ < p 2 and define ν = −(µp 1 ) −1 mod p 2 ∈ {1, . . . , p 2 − 1}, v 2 = (1 + µνp 1 )/p 2 . Note that ν → µ is an involution and the corresponding v 2 's are equal. Moreover, iterating over 1 ≤ µ < p 2 is the same as iterating over 1 ≤ ν < p 2 . We find
(a) Assume first p 2 = 2. We compute Jac(M 2,µ ) =
, and the total exponent of ζ 24 is
where we have used p 2 v 2 = 1 + µνp 1 twice. When p 2 = 2, we find Jac(M 2,µ ) = 1 and the total exponent of ζ 24 is
Since ν is odd, µ = 1 and the exponent reduces to
and the exponent of ζ 24 is
When p 2 = 2, we find Jac(M 2,0 ) = 1 and the total exponent of ζ 24 is
In all cases:
where 1 = −µν + vp.
When p = 2, we find Jac(M µ ) = µ p and the exponent given by θ(ν). When p = 2, Jac(M µ ) = 1 and the exponent given by v − 1 = 0.
Action of T and S
This section is devoted to the proofs of the actions of T and S on our basic functions as stated in the following two propositions.
(
C ν .
Proof of Proposition 4.3: (i), (ii) and (iv) are direct applications of Theorem 2.3.
Proposition 4.4 For all primes p 1 and p 2 , one has
(ii) When 0 < ν < p 1 p 2 and gcd(ν, p 1 p 2 ) = 1:
Suppose from now on that p 1 = p 2 . The following hold: (iii) When 0 < ν = p 1 ρ < p 1 p 2 :
where 1 = −̟ν + wp 2 , and
Proof: (i) We first get:
and the case ν = 0 yields immediately A 0 • S = B. On the other hand, we also have the reassuring result that
(ii) When gcd(ν, p 1 p 2 ) = 1, we write 1 = −ων + v 12 (p 1 p 2 ), and find
When p 2 = 2, Jac(M 2,µ • S) = 1 and the total exponent of ζ 24 is
When p 2 = 2, we also have Jac(M 2,µ • S) = 1 and the exponent of ζ 24 becomes
The same type of computations show that the results also holds for p 1 = p 2 = 2.
(iii) Suppose now that ν = ρp 1 , 1 ≤ ρ < p 2 . We write 1 = −̟ν + wp 2 . In all cases
. The partial exponent is given by
yielding the final result. When p 2 = 2, we find Jac(M 2,µ • S) = 1 and
(iv) For 1 ≤ ν < p 2 , we compute µ ≡ −1/(νp 1 ) mod p 2 and
(v) In all cases, we compute
When p 2 = 2, this yields
The exponent of ζ 24 is
When p 2 = 2, the exponent of ζ 24 becomes
so that the final answer is
(ii) For all p, and all 1 ≤ ν < p, one has C ν • S = A µp where µ ≡ −1/ν mod p.
Proof:
(i) When p = 2:
When p = 2, ρ = 1 implying ̟ = w = 1 and
(ii) In all cases, we get
Finding invariant functions
The idea is simple. Using the explicit actions given above, we need to find suitable modifications of the functions B, A ν , C 1,ν , C 2,ν such that the action of T and S on any power sum coincides with the action on γ 2 , γ 3 or the product γ 2 γ 3 , as given in Section 4.3.
Note that B e • T = ζ −24re 24 B e . Write re = t/δ and remark that this fraction is irreducible (s being prime to t implies δ is). This leads to set χ = φ −e = ζ −24re 24 = ζ −t δ , a primitive δ-th root of unity.
The aim of this Section is to prove the following Theorem from which Theorem 4.1 will follow.
Theorem 4.6 Assume we are in the conditions of Theorem 4.1. Define the functions
where µ ≡ −1/ν mod p and
Then, for all integers k, the quantity
With these notations, we have Proposition 4.7 The following hold:
Proof: (a) and (c) follow easily from Proposition 4.3.
(b) We first obtain A e N −1 • T = χA e 0 . Let us explain how the choice A ′ ν comes from. For some function α to be precised later, let us put A ′ ν = χ α(ν) A e ν , for which C ′ ν . A glance at Table 2 shows that p 2 − 1 ≡ 0 mod (24/e), which implies 2e(p − 1) ≡ −(p − 1) 2 e mod 24 and therefore ζ 2e(p−1) 24 = χ. The actual value of α is in fact dictated by the other invariance properties that follow.
Remark. This proposition shows at the same time that we cannot expect some nice T -action when N ≡ 1 mod δ.
Let us turn our attention to the S-action on our candidate functions, using the notations of Proposition 4.4.
Proof: 
and we simplify the exponent using 1 = −ων + v 12 mod δ, which leads to:
When p 2 = 2, we use χ −3 = χ α 0 . The p 2 = 2 can occur only for δ = 3, in which case p 1 ≡ −1 mod 3 and the exponent is χ is 0.
(iii) For ν = ρp 1 : we use 1 = −̟ν + wp 2 to get
and we need simplify:
Using the definition of θ 4 , we get
and we conclude using p i ≡ −1 mod δ.
Simplifying the exponent gives
where for p 2 = 2, we used ν = µ = 1. We conclude as in (iii).
and the exponent is
This quantity is ≡ u + v − 2 mod δ since p i ≡ −1 mod δ. Moreover 1 ≡ p 1 (u + v) mod δ and finally the exponent is −3 mod δ. When p 2 = 2, we have
, and this is χ 0 since this can only happen when δ = 3.
(vi) Since 1 = −̟ρ + wp, we can write
and the result comes from the definition of κ.
, and we conclude as in (vi).
Properties of the modular equation
From the preceding sections, we see that
is a modular equation whose coefficients can be expressed in terms of j, γ 2 or γ 3 depending on the value of δ. Before doing this, we may express these coefficients as Puiseux series.
Proposition 4.9 With the usual notations: (a) the coefficient of smallest order of Φ is q −2re ; (b) the trace has order re; (c) when
when p is odd and 2 4 when p = 2.
Proof: (a) the coefficient of smallest order comes from the coefficient of F ψ(N )−N −1 which has the order of
Note that all other terms have orders stricly less than this bound.
As an example, when s = e, the degree of the equation in J is 2rs and the corresponding term is J 2rs F ψ(N )−N −1 .
Moreover
using N ≡ 1 mod δ. When N is odd, this reduces to
(b) The dominant term in the sum of the conjugates is that of B ′ , namely q −re .
(c) For p 1 = p 2 :
Multiplying all together, we find the norm to be of valuation 0, hence a constant
.
When p 2 = 2 (with p 1 odd), we have δ = 3 always, meaning α 0 = 0 and N ≡ 1 mod 3. Therefore, noting that e is always even:
When p 2 = 2, both p i being odd, we may use the quadratic reciprocity law to find
Since p 1 + p 2 − 2 is even, we obtain
and by inspection, this is always 1.
The quantity p−1 ν=1 ε(ν) is 1 for p = 2; when p is odd
When p is odd
. Now:
where S 0 = p−1 ν=1 ν. Using 1 = −µν + vp, the sum becomes
in all cases: when p > 3, p 2 ≡ 1 mod 24; when p = 3, ν = 1 (resp. ν = −1) leads to µ = −1, v = 0 (resp. µ = 1, v = 0). Therefore, the exponent of ζ 24 is
For instance, when p = 3, e = 3, δ = 2, we find ϑ = (−1)3 3 (−1) 1−31 = −3 3 . More generally, as soon as p > 3,
since p 2 ≡ 1 mod 24 and the fact already used that χ α 0 = χ −3 .
Computing the modular equations using series expansions
There a variety of methods to compute the modular equations. For large computations, it is possible to use suitably modified versions of [3] or [2] . Also, we can use resultants in the same spirit as in the remark at the end of Section 3, noting that w s p 1 ,p 2 = (w p 1 (z)/w p 1 (z/p 2 )) s . Here, we content ourselves to use series expansions and nice formulas that can help us for small cases. Also, this will add new properties to our equations.
Looking carefully at the expression for S k , we see that the terms in C 1 , C 2 or C cannot contribute to the modular equation, since they have positive order. Therefore, we need only consider the expansions of B ′ k and S A,k . Doing this, we see that the useful terms for S A,k are for j ≤ −ktN ′ /N . Since B ′ k = q −rek (1+· · · ) and 1 ≤ k ≤ ψ(N ). We need at least reψ(N ) terms in the last coefficient. Since B ′ is the product and quotient of very sparse series, it might be worthwhile to compute its powers by successive applications of special routines handling this kind of computations. It is possible to compute nice formulas for the S A,k , in the spirit of the ones to come, but we do not need them.
A second algorithm consists in grouping
and to compute P A (resp. P C 1 and P C 2 ) via its power sums that are given in the preceding propositions.
Inspired by the approach of section 3.2, the third algorithm uses the reciprocal polynomial, whose powers sums will depend on the C ′ 1,ν and C ′ 2,ν only:
which is a process involving p 1 + p 2 . We will prove two useful results (propositions 4.10 and 4.11 below) to help us compute these quantities.
Proposition 4.10 For all integers k = 0,
where (p 2 + 1)/δ = p ′ 2 and the c k,i are explicitly given in the proof.
Proof: put w = q 1/p 2 , ζ = ζ p 2 and write
(which is symmetrical in p 1 and p 2 ), from which
Writing C 12 (w) ek = ∞ i=0 c k,i w i (remark this is valid irrespective of the sign of k), the inner sum becomes
in which the root of unity is χ −k ζ kre = ζ 24kre
. Now, we use the fact that p 2 ≡ −1 mod δ, so that re(p 2 + 1) = tp ′ 2 where p ′ 2 = (p 2 + 1)/δ. The above sum is now
leading to the result.
Proposition 4.11
In case p 1 = p 2 = p, for all k = 0,
where all series are explicited in the proof.
Proof: One uses ζ = ζ p in remark on the sign of k) , the inner sum of the preceding relation is now
Let's treat the case p = 2 first, with e = 8. We get
For p odd, the root of unity in the inner sum of (3) is When k is odd, remarking that e is always odd from Table 2 , the sum is now = (−1) (3+ek(p−1)/2)/2 . As a last point, the dominant term of S C,k is q ke(p−1)/12 . When p = 2 and e = 8, this is 2k/3, whereas re = 1/3; when p = 3, e = 3, we get k/2, whereas re = 1/2. For p > 3, we have e = 1 and we compare (p − 1)/12 and re = (p − 1)/2 · (p − 1)/12. Looking at the valuation of 2 and 3, we deduce that re = t/δ and (p − 1)/12 = p ′ /δ. 
Tables of equations for double η-quotients
