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Abstract
In this paper we study some aspects of the nondegenerate center problem for analytic and, in particular,
for polynomial vector fields. The relation between the existence of an inverse integrating factor and the cen-
ter problem is studied. The relationship between the conditions for a center using the Poincaré formal series
and the inverse integrating factor formal series for systems with a linear center perturbed by homogeneous
polynomials is proved.
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1. Introduction
One of the classical problems in the qualitative theory of planar analytic differential systems is
to characterize the local phase portrait at an isolated singular point. This problem has been solved
except if the singular point is of focus-center type, see [1,2,13]. Recall that a singular point is said
to be of focus-center type if it is either a focus or a center. The problem of distinguishing between
a center or a focus is called the center problem. Of course, if the linear part of the singular point
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J. Giné / Bull. Sci. math. 130 (2006) 152–161 153in nondegenerate (i.e. its determinant does not vanish) the characterization is well known. The
problem has also been solved when the linear part is degenerate but not identically zero, see [4].
However, its resolution is difficult to implement. Another problem is to know if there exists or
not a local analytic first integral defined in a neighborhood of a singular point, see [9,10].
If an analytic system has a nondegenerate singular point at the origin of focus-center type,
then after a linear change of variables and a rescaling of the time variable it can be written into
the form:
x˙ = −y + X(x,y),
y˙ = x + Y(x, y),
where X(x,y) and Y(x, y) are analytic functions without constant and linear terms defined
in a certain neighborhood of the origin. These nonlinearities can be written as X(x,y) =∑∞
s=2 Xs(x, y) and Y(x, y) =
∑∞
s=2 Ys(x, y) where we have that Xs(x, y) =
∑s
k=0 askxkys−k
and Ys(x, y) = ∑sk=0 bskxkys−k and ask and bsk are arbitrary constants. Let X := (−y +
X(x,y), x + Y(x, y)) be the vector field associated to system (1). The divergence of this vector
field is divX := ∂x˙/∂x + ∂y˙/∂y.
The characterization of the nondegenerate centers is due to Poincaré [27] and to Liapunov
[20], see also [25].
Nondegenerate Center Theorem. System (1) has a center at the origin if and only if there exists
a local analytic first integral of the form H = (x2 + y2) + F(x, y) defined in a neighborhood of
the origin, where F starts with terms of order higher than 2.
This theorem shows the narrow relationship between the local analytic integrability and the
center problem for nondegenerate centers. The relation between a local analytic first integral and
a nondegenerate center is also consequence of a deeper theorem due to Malgrange about the
integrability of a germ at a singularity of a holomorphic 1-form, see [22] and also [24]. Using
the Nondegenerate Center Theorem, Poincaré and Liapunov [20,27] constructed an algorithm
which solves the center problem for nondegenerate analytic centers, see Section 2. The reso-
lution of the center problem goes through the computation of the so called Poincaré–Liapunov
constants. During the first half-part of the last century the mathematicians were losing interest on
this problem due to the computational problems that it involves, but after the facilities of using
computers for the calculations, these problems become of maximal interest, see [29]. To have a
fast and easy method for the computation of the Poincaré–Liapunov constants and the Poincaré
series is of great usefulness in order to study the center problem and other problems related
with it. In the last years many papers have been published giving different methods to compute
the Poincaré–Liapunov constants. There are different ways to compute them. The algorithm of
Poincaré–Liapunov consists in constructing a Poincaré’s formal power series, see for instance
[18,26] and Section 2. The technique used by Andronov et al. [2], Bautin [3] and Frommer [15]
is based on the computation of the derivatives of the return map from a nonlinear system of
recursive differential equations, see also [21] and Section 3. Another algorithm to compute the
Poincaré–Liapunov constants is developed by Françoise in [14] where the method is based in the
calculation of the successive derivatives of the first return map associated to the perturbations
of some planar Hamiltonian systems. An important generalization of this last method is given
in [16].
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integrating factor, for analytic vector fields. The main result is given by the following theorem
which is analogous to the Nondegenerate Center Theorem.
Reeb’s Criterion for the Center problem. System (1) has a center at the origin if and only if
there is a nonzero analytic integrating factor in a neighborhood of the origin.
The proof of this result is a particular case of a theorem that was given by Reeb [28] (see also
Mattei and Moussu [23] and Moussu [24]). For a proof using elementary methods see [12]. From
Reeb’s Criterion, another form to find conditions to have a center is given in Section 4. It comes
from the construction of a formal inverse integrating factor. Françoise’s algorithm (initially called
the algorithm of the successive derivatives) is indeed an algorithm to compute an inverse in-
tegrating factor which is a function of the parameter ε of the perturbation, see [14]. Cherkas
transformation (see [11]) yields to a version of the Poincaré center problem for trigonometric
Abel equations. In [5], the authors consider the same problem for polynomial Abel equations.
They show the existence of an integrating factor whose coefficients satisfy a linear recurrence
relation and Reeb’s Criterion is recovered for a trigonometric Abel equation. The aim of this
paper consists in giving the relationship between the Poincaré–Liapunov method and this new
method based on Reeb’s Criterion.
2. Characterization of the nondegenerate centers by the Poincaré–Liapunov method
Poincaré [27] developed an important technique for the resolution of the center problem for
systems having a nondegenerate center. More precisely, his solution consists in determining when
a system of the form (1) has a local analytic first integral at the origin, and consequently a center
at this point. Poincaré’s method consists in finding a formal power series of the form
H(x,y) =
∞∑
n=2
Hn(x, y), (1)
where H2(x, y) = (x2 + y2)/2, and for each n, Hn(x, y) = ∑nk=0 Cnk xkyn−k so that H˙ =∑∞
k=2 V2k(x2 + y2)k , where V2k are called the Poincaré–Liapunov constants. The Poincaré–
Liapunov constants are polynomials whose variables are the coefficients of system (1).
The algorithm involves the solution of a system of linear equations for the coefficients of Hn
in terms of the coefficients of Xs , Ys and Hk for k = 2, . . . , n − 1, see for instance [26]. In [18]
a formula to compute the Poincaré–Liapunov constants and the Poincaré series is presented, and
an algorithm to compute them is described, see also [19]. Another parallel method is to construct
a Poincaré’s formal power series in polar coordinates and the Poincaré–Liapunov constants can
be computed from recursive linear formulas as definite integrals of trigonometric polynomials,
see for instance [7].
In polar coordinates x = r cosϕ, y = r sinϕ, system (1) becomes into a system of the form
r˙ =
∞∑
s=2
Ps(ϕ)r
s, ϕ˙ = 1 +
∞∑
s=2
Qs(ϕ)r
s−1, (2)
where Ps(ϕ) and Qs(ϕ) are homogeneous polynomials of degree s. The formal power series (1)
written in polar coordinates becomes H(r,ϕ) =∑∞n=2 Hn(ϕ)rn, with H2(ϕ) = 1/2, and Hn(ϕ)
a homogeneous trigonometric polynomial of degree n, verifying H˙ (r, ϕ) =∑∞k=2 V2kr2k .
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is no asymptotic stability for any time, see for instance [2]. In this last case, we have a center at
the origin, i.e. there is an open neighborhood of the origin where all orbits are periodic, except
of course the origin. The origin is said to be a fine focus of order k if V2k+2 is the first non-zero
Poincaré–Liapunov constant. In this case at most k limit cycles can bifurcate from this fine focus
[6]; these limit cycles are called small-amplitude limit cycles. Therefore to obtain the maximum
number of limit cycles which can bifurcate from the origin for a given system, one has to find
the maximum possible order of a fine focus. It is known that this maximum number is three for
quadratic system [3] and it has been recently shown that it is greater or equal than eleven for
cubic systems [31].
We consider the system x˙ = A(x,y), y˙ = B(x, y), where A(x,y) and B(x, y) are formal
power series over an algebraic closed base field k of characteristic zero. By a solution of
this system we mean an analytic branch centered at the origin which satisfies the equation
A(x,y) dy − B(x, y) dx = 0; more explicitly, there is a pair x = ∑ ci t i , y = ∑dit i of for-
mal power series in t with c0 = d0 = 0 and not both x and y are identically zero, which satisfies
the differential equation. A linear branch centered at the origin is an analytic branch having an
expression of the form x = c1t + · · ·, y = d1t + · · ·, with c21 + d21 = 0. Now, we present a result
of Seidenberg [30] which we will need later on.
Theorem 1. Consider the formal power series system x˙ = λx + P(x, y), y˙ = µy + Q(x,y),
where P(x, y) and Q(x,y) start with terms of order higher than 1 and with λ/µ = 0. If λ, µ are
rationally independent or λ/µ < 0, then there are exactly two solutions given by linear branches.
For the nondegenerate center problem for analytic vector fields of the form (1) we prove the
following result.
Theorem 2. If system (1) has a formal first integral of the form H = (x2 + y2)k +G(x,y) where
G(x,y) starts with terms of order higher than 2k, then it has a formal first integral of the form
H = (x2 + y2) + F(x, y) where F(x, y) starts with terms of order higher than 2.
Proof. Suppose that system (1) has a formal first integral H = (x2 + y2)k + G(x,y) where
G(x,y) starts with terms of order higher than 2k. Doing a linear complex change of variables
and applying Theorem 1, system (1) has exactly two linear branches passing through the origin
and the lowest terms of these solutions are x + iy and x − iy, and no other branches. Then the
first integral H is analytically reducible to H = H1H2, where H1 = ((x + iy) + F¯1(x, y))k and
H2 = ((x − iy) + F¯2(x, y))k . Therefore system (1) has a formal first integral with k = 1. 
In short, if we take as formal series a series of the form H = (x2 + y2)k + G(x,y) where
G(x,y) starts with terms of order higher than 2k with k > 1, then the center conditions that we
would find would be the same that the center conditions found by the Poincaré series of the form
H = (x2 + y2) + F(x, y) where F(x, y) starts with terms of order higher than 2. This theorem
is not contained in the Nondegenerate center theorem because we deduce another formal series
which gives the center conditions and this formal series can be not convergent.
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Consider the general expression of a planar analytic system (1). System (1) can be written, in
polar coordinates, as system (2) and also in the form
dr
dϕ
=
∞∑
k=2
Rk(ϕ)r
k, (3)
where Rk(ϕ) are homogeneous trigonometric polynomials. Denote by r(ϕ,ρ) the solution of (3)
such that r = ρ when ϕ = 0. For r small enough, we can write
r(ϕ,ρ) = ρ +
∞∑
k=2
uk(ϕ)ρ
k,
with uk(0) = 0 for k  2 because r(0, ρ) = ρ. The Poincaré return map is defined as
Π(ρ) = r(2π,ρ) = ρ +
∞∑
k=2
uk(2π)ρk.
Furthermore, when u2(2π) = · · · = un−1(2π) = 0, the value of Wn = un(2π) is the nth Poincaré
return map constant of system (1). Recall the well-known property that the first n such that Wn =
0 is always odd, see [2]. The following theorem gives the relationship between the Poincaré–
Liapunov constants V2k and the Poincaré return map constants W2k+1 and it is proved in [15].
Theorem 3 (Frommer). If the Poincaré–Liapunov constants V2 = V4 = · · · = V2k = 0 and
V2k+2 = 0 then the Poincaré return map constants W3 = W5 = · · · = W2k+1 = 0 and W2k+3 =
2πV2k+2.
4. Characterization of the nondegenerate centers via inverse integrating factors
The definition of integrating factor is standard and well-known, we recall here the definition
of inverse integrating factor of system (1). A function V (x, y) is an inverse integrating factor
of system (1) in an open subset U ⊆ R2 if V ∈ C1(U), V ≡ 0 in U and x˙∂V/∂x + y˙∂V/∂y =
V (∂x˙/∂x +∂y˙/∂y), or V˙ −V divX = 0. The first integral H associated to the inverse integrating
factor V is given by H(x,y) = ∫ x˙/V dy + f (x), satisfying ∂H/∂x = −y˙/V . We note that
{V = 0} is formed by orbits of system (1). The function µ := 1/V defines an integrating factor
in U \ {V = 0} of system (1) which allows us to compute a first integral for (1) in U \ {V = 0}.
In [9] and [28] the fact that the inverse integrating factor plays a fundamental role in the center
problem and in the determination of the limit cycles has been shown. In [17] it is proved that
{V = 0} contains the limit cycles of system (1) which are in U .
If we have an inverse integrating factor analytic in a neighborhood of the origin and such
that V (0,0) = 0, we can consider the integrating factor µ = 1/V which is nonzero and analytic
in a neighborhood of the origin and therefore, by the Reeb’s Criterion the origin is a center.
Conversely, if the origin is a center, then by Reeb’s Criterion, there exists an integrating factor
µ which is nonzero and analytic in a neighborhood of the origin and we have that V = 1/µ is
an inverse integrating factor analytic in a neighborhood of the origin and such that V (0,0) = 0.
Consequently, from Reeb’s Criterion for the center problem another form to find conditions to
have a nondegenerate center for system (1) is deduced. The method consists in finding a formal
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constant different from zero which we can take equal to 1 without loss of generality), and for
each n Vn(x, y) =∑nk=0 Dnk xkyn−k , so that V˙ − V divX =∑∞k=2 v2k(x2 + y2)k , where v2k are
called the inverse integrating factor constants.
We are going to see the relationship between the Poincaré–Liapunov constants and the inverse
integrating factor constants for the planar polynomial differential systems with a linear center
perturbed by homogeneous polynomials i.e., systems of the form (1) with X(x,y) ≡ Xs(x, y)
and Y(x, y) ≡ Ys(x, y), where Xs(x, y) and Ys(x, y) are homogeneous polynomials of degree s,
with s  2. Therefore, we consider the two-dimensional autonomous differential system
x˙ = −y + Xs(x, y),
y˙ = x + Ys(x, y), (4)
where Xs(x, y) and Ys(x, y) are homogeneous polynomials of degree s, with s  2. From now
on, we call these systems homogeneous systems. In the study of the center problem for systems of
the form (4) we have used polar coordinates. In Lemma 4 we give the expression of system (1) in
polar coordinates. In Proposition 5 we give the evaluation of the formal power series (1) in polar
coordinates for system (5). In Proposition 6 we give the evaluation of an inverse integrating factor
formal power series for system (6). Propositions 5 and 6 are proved in [7] and [8], respectively.
Before the statement and proof of the main result of this paper, Theorem 8, we first establish the
technical Proposition 7.
Lemma 4. In polar coordinates x = r cosϕ, y = r sinϕ we can write system (1) as
r˙ = Ps(ϕ)rs, ϕ˙ = 1 + Qs(ϕ)rs−1, (5)
where Ps(ϕ) and Qs(ϕ), are trigonometric polynomials. Moreover, if we do the change R =
rs−1, we can write system (5) as
R˙ = (s − 1)Ps(ϕ)R2, ϕ˙ = 1 + Qs(ϕ)R. (6)
Proposition 5. In polar coordinates the formal power series (1) for the system (5) is H(r,ϕ) =∑∞
m=0 Hm(ϕ)rm(s−1)+2 where H 0(ϕ) = 1/2 and Hm(ϕ), m = 0,1, . . . , are homogeneous
trigonometric polynomials of degree m(s−1)+2, satisfying the differential recurrence equations
dHm+1
dϕ
+ (m(s − 1) + 2)Ps(ϕ)Hm(ϕ) + Qs(ϕ)dHm
dϕ
=
{
0, if m + 1 is odd;
Vm+1, if m + 1 is even; (7)
where Vm+1, for m = 0,1, . . . , are the Poincaré–Liapunov constants.
Proposition 6. An inverse integrating factor formal power series for system (6) is V (R,ϕ) =∑∞
k=0 V k(ϕ)Rk , where V 0(ϕ) = 1 and V k(ϕ) are homogeneous trigonometric polynomials of
degree k(s − 1), verifying the recurrence
dV m+1
dϕ
+ m(s − 1)Ps(ϕ)V m(ϕ) + Qs(ϕ)dV m
dϕ
= V m
(
(s + 1)Ps(ϕ) + dQs
dϕ
)
+
{
0, if m + 1 is odd;
vm+1, if m + 1 is even; (8)
where vm+1, for m = 0,1, . . . , are the inverse integrating factor constants.
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transformation of system (4) to the associated trigonometric Abel equation.
Proposition 7. If system (5) has a formal power series H(r,ϕ) =∑∞m=0 Hm(ϕ)rm(s−1)+2 where
H 0(ϕ) = 1/2 and Hm(ϕ), m = 0,1, . . . , are homogeneous trigonometric polynomials of degree
m(s − 1) + 2, verifying recurrence (7) and has an inverse integrating factor formal power se-
ries of the form V (r,ϕ) =∑∞k=0 V k(ϕ)rk(s−1), where V 0(ϕ) = 1 and V k(ϕ) are homogeneous
trigonometric polynomials of degree k(s − 1), verifying the recurrence (8), then the following
equality holds V m+1(ϕ) = −∑m+1i=1 (2 + i(s − 1))Hi(ϕ)V m−i+1(ϕ) for m = 1,2, . . . .
Proof. If V (r,ϕ) is an inverse integrating factor formal power series, then r/V (r,ϕ) is an inte-
grating factor formal power series of the equation (1 + Qs(ϕ)rs−1) dr − (Ps(ϕ)rs) dϕ = 0, see
for instance [7]. And we have that the following formal equations must be verified
∂H(r,ϕ)
∂r
= r(1 + Qs(ϕ)r
s−1)
V (r,ϕ)
,
∂H(r,ϕ)
∂ϕ
= Ps(ϕ)r
s+1
V (r,ϕ)
. (9)
Substituting the expressions of H(r,ϕ) and V (r,ϕ) in first one of the two equations (9) and
developing in power series expansion of r , we obtain
V 1(ϕ) +
(
2 + (s − 1))H1(ϕ) = Qs(ϕ),
V 2(ϕ) +
(
2 + (s − 1))V 1(ϕ)H1(ϕ) + (2 + 2(s − 1))H2(ϕ) = 0,
V 3(ϕ) +
(
2 + (s − 1))V 2(ϕ)H1(ϕ)
+ (2 + 2(s − 1))V 1(ϕ)H2(ϕ) + (2 + 3(s − 1))H3(ϕ) = 0,
and it is easy to see by induction that V m+1(ϕ) = −∑m+1i=1 (2 + i(s − 1))Hi(ϕ)V m−i+1(ϕ) for
m = 1,2, . . . . 
The following theorem gives the relationship between the Poincaré–Liapunov constants and
the inverse integrating factor constants for homogeneous systems.
Theorem 8. Let {Hm(ϕ)}m∈N a succession of homogeneous trigonometric polynomial of degree
m(s − 1) + 2, verifying recurrence (7). Consider the succession {V m(ϕ)}m∈N of homogeneous
trigonometric polynomial of degree m(s−1), where V 0(ϕ) = 1, V 1(ϕ) = Qs(ϕ)− (s+1)H 1(ϕ)
and V m+1(ϕ) = −∑m+1i=1 (2 + i(s − 1))Hi(ϕ)V m−i+1(ϕ) for m = 1,2, . . . . If the Poincaré–
Liapunov constants Vk = 0 for k = 1, . . . ,m and Vm+1 = 0, then the succession {V m(ϕ)}m∈N
verifies the recurrence (8) with vm+1 = −((m + 1)(s − 1) + 2)Vm+1.
Proof. We are going to prove the claim by induction. Let m = 0. We have that V 1(ϕ) = Qs(ϕ)−
(s + 1)H 1(ϕ) and therefore we obtain
V ′1(ϕ) = Q′s(ϕ) − (s + 1)H ′1(ϕ). (10)
From the recurrence (7) for m = 0 we have that H ′1(ϕ) + Ps(ϕ) = V1. Therefore, we have
H ′1(ϕ) = V1 −Ps(ϕ). Substituting in (10) we have V ′1(ϕ) = (s + 1)Ps(ϕ)+Q′s(ϕ)− (s + 1)V1.
Hence, taking v1 = −(s + 1)V1 the theorem is verified for m = 0. Let m = 1 and assume that
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we obtain
V ′2(ϕ) = −(s + 1)
[
H ′1(ϕ)V 1(ϕ) + H 1(ϕ)V ′1(ϕ)
]− 2sH ′2(ϕ). (11)
From the recurrence (7) for m = 1 we have that H ′2(ϕ) = V2 − (s + 1)H 1(ϕ)Ps(ϕ) −
H ′1(ϕ)Q′s(ϕ). Substituting in (11) and taking into account that H ′1(ϕ) = −Ps(ϕ) and
(s + 1)H 1(ϕ) = Qs(ϕ) − V 1(ϕ) and V ′1(ϕ) = (s + 1)Ps(ϕ) + Q′s(ϕ) because v1 = V1 = 0,
we have
V ′2(ϕ) = −(s − 1)Ps(ϕ)V 1(ϕ) − Qs(ϕ)V ′1(ϕ) + V 1(ϕ)
(
(s + 1)Ps(ϕ) + Q′s(ϕ)
)− 2sV2.
Hence, taking v2 = −2sV2 the theorem is verified for m = 1. Now, we suppose that it is true for
m = n and we are going to prove that is true for m = n + 1. From recurrence (8) we have
vn+1 = V ′n+1(ϕ) + n(s − 1)Ps(ϕ)V n(ϕ) + Qs(ϕ)V ′n(ϕ) − V n(ϕ)d(ϕ), (12)
where d(ϕ) := ((s + 1)Ps(ϕ)+Q′s(ϕ)) is the divergence of system (5). Taking into account that
V m+1(ϕ) = −
m+1∑
i=1
(
2 + i(s − 1))Hi(ϕ)V m−i+1(ϕ),
the equality (12) takes the form
vn+1 = −
n+1∑
i=1
(
2 + i(s − 1))(H ′i (ϕ)V n−i+1(ϕ) + Hi(ϕ)V ′n−i+1(ϕ))
− n(s − 1)Ps(ϕ)
n∑
i=1
(
2 + i(s − 1))Hi(ϕ)V n−i (ϕ)
− Qs(ϕ)
n∑
i=1
(
2 + i(s − 1))(H ′i (ϕ)V n−i (ϕ) + Hi(ϕ)V ′n−i (ϕ))
+ d(ϕ)
n∑
i=1
(
2 + i(s − 1))Hi(ϕ)V n−i (ϕ),
that we can rewrite into the form
vn+1 = −
(
2 + (n + 1)(s − 1))H ′n+1(ϕ) −
n+1∑
i=1
(
2 + i(s − 1)){H ′i (ϕ)V n−i+1(ϕ)
+ Qs(ϕ)H ′i (ϕ)V n−i (ϕ) + i(s − 1)Ps(ϕ)Hi(ϕ)V n−i (ϕ)
+ Hi(ϕ)
[
V ′n−i+1(ϕ) + (n − i)(s − 1)Ps(ϕ)V n−i (ϕ)
+ Qs(ϕ)V ′n−i (ϕ) − d(ϕ)V n−i (ϕ)
]}
,
where the expression inside the brackets is zero because Vk = vk = 0 for k = 1, . . . , n. Now,
rewriting the above expression we obtain
vn+1 = −
(
2 + (n + 1)(s − 1))H ′n+1(ϕ) −
n+1∑(
2 + i(s − 1)){H ′i (ϕ)V n−i+1(ϕ)i=1
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+ [H ′i+1(ϕ) + (i(s − 1) + 2)Ps(ϕ)Hi(ϕ) + Qs(ϕ)H ′i (ϕ)]V n−i (ϕ)},
where the expression inside the brackets is zero for i = 1, . . . , n − 1 and for i = n its value is
Vn+1. Hence we have that
vn+1 = −
(
2 + (n + 1)(s − 1))H ′n+1(ϕ) −
n+1∑
i=1
(
2 + i(s − 1)){H ′i (ϕ)V n−i+1(ϕ)
− 2Ps(ϕ)Hi(ϕ)V n−i (ϕ) − H ′i+1(ϕ)V n−i (ϕ)
}− (n(s − 1) + 2)Vn+1.
Again, we can rewrite this last expression as
vn+1 = 2Ps(ϕ)
n∑
i=1
(
2 + i(s − 1))Hi(ϕ)V n−i (ϕ) − (s − 1) n+1∑
i=2
H ′i (ϕ)V n−i+1(ϕ)
− (s + 1)H ′1(ϕ)V n(ϕ) −
(
n(s − 1) + 2)Vn+1.
Taking into account that H ′1(ϕ) = −Ps(ϕ) and V n(ϕ) = −
∑n
i=1(2 + i(s − 1))Hi(ϕ)V n−i (ϕ)
we obtain that
vn+1 = −(s − 1)
n+1∑
i=1
H ′i (ϕ)V n−i+1(ϕ) −
(
n(s − 1) + 2)Vn+1
= (s − 1)
n∑
i=1
[(
2 + (i − 1)(s − 1))Ps(ϕ)Hi−1(ϕ) + Qs(ϕ)H ′i−1(ϕ)]V n−i+1(ϕ)
+ (s − 1)[(2 + n(s − 1))Ps(ϕ)Hn(ϕ) + Qs(ϕ)H ′n(ϕ) − Vn+1]
− (n(s − 1) + 2)Vn+1
= (s − 1)Ps(ϕ)
[
V n(ϕ) +
n∑
i=1
(
2 + i(s − 1))Hi(ϕ)V n−i (ϕ)
]
+ (s − 1)Qs(ϕ)vn −
(
(n + 1)(s − 1) + 2)Vn+1.
Finally, if we recall that V n(ϕ) +∑ni=1(2 + i(s − 1))Hi(ϕ)V n−i (ϕ) = 0 and for the hypothesis
of the theorem Vn = 0 which implies vn = −(n(s − 1) + 2)Vn = 0 we arrive to
vn+1 = −
(
(n + 1)(s − 1) + 2)Vn+1,
which completes the proof of Theorem 8. 
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