Introduction
Recently, methods of approximations by particles systems have been widely studied. For an incompressible, inviscid, two dimensional fluid a natural approximating scheme follows the point vortex method. The basic idea of the point vortex method is to approximate the vorticity of a fluid by a "gas of vortices" which is represented by a linear combination of dirac measures R i δ x i . The investigation of the 2 dimensional turbulence by this method has been initiated by Onsager [13] .
Onsager notices that the gas of vortices exhibits 3 different regimes. When the inverse of the temperature β is positive and large the vortices are mostly next to the boundary whereas they will be more or less uniformly distributed for smaller but positive β. But also, Onsager argued that there is no reason to consider only positive temperatures: when the energy of the system is increasing the vortices of the same sign are forced to be close to each other. This can be interpreted as a negative temperature state. This tendency to create local clusters of the same sign has been observed in numerical experiments by Joyce and Montgomery [10] . Since then, many attempts have been made to understand this phenomenon. In the standard thermodynamic limit, Fröhlich and Ruelle [8] showed that this negative temperature regime does not exists. Nevertheless, it was then argued in [3] , [9] that the mean field scaling is relevant for the study of this negative temperature phase. In [3] , it was proven that the weak limit of the Gibbs measures associated to the N vortex systems converges towards some measure concentrated on particular stationnary solution of the 2-D Euler equation. They also compute the behavior of these solutions as β converges to the critical temperature −8π.
Viewing the vortex method as a way to approximate these solutions, it is natural to wonder what is the speed of this convergence. Our goal is to precise it by proving large deviations and central limit results. Also, we will investigate more precisely the role of the signs of the vortices.
We follow the discretization procedure described in [5] . The vorticity field is approximated by a linear combination of N dirac measures concentrated in points x i of Λ with intensity R i . Then, the N-vortex system in a bounded domain Λ is described by the Hamiltonian :
where X = (x 1 , . . . , x n ) and V Λ is the Green function of the Laplacian in Λ. More precisely ∀x, y ∈ Λ, V Λ (x, y) = − 1 2π log |x − y| + γ Λ (x, y), where γ Λ is symmetric and harmonic in each variable. Moreover, W Λ (x) = γ Λ (x, x).
In the following, we will assume that the intensities are bounded. Without loss of generality we can assume that they are bounded by 1. In [3] , Caglioti et al. consider all the vorticities equal to +1 and in [8] , half −1 and half +1. Here, we wish to consider general {−1, 1} valued intensities. First, we shall assume that the R i 's have a fixed ratio of −1 and 1. We will refer to this setting as quenched. On the other hand we wish to consider as well the case where the intensities are randomly distributed, we will assume that they are independent and identically distributed (i.i.d.) with Bernoulli law Q N = Q ⊗N . We denote by dP (x) = 1 Λ dy 1I x∈Λ dx and dP
the product of Lebesgue measures on Λ N . In the following, Σ will be either Λ or Ω = Λ ⊗ {−1, 1}. We denote by M(Σ) the space of measures on Σ and by M + 1 (Σ) the space of probability measures on Σ. We define M Q = {ν ∈ M 1 + (Ω) : π 2 • ν = Q} the set of probability measures with intensities marginal Q.
Let β be the inverse of the temperature. For a given sequence (R i ) i∈N of intensities, we introduce the canonical quenched Gibbs measures on M
where
We consider as well the averaged Gibbs measures on M
To state our large deviation principles we need to introduce the following energy functional
where H(ν|P ⊗ Q) is the relative entropy of ν with respect to the product measure P ⊗ Q. In section 3, it will be proven that F β is a good rate function with a unique minimum if β > 0 or β negative and sufficiently small.
Then, we have the following quenched large deviation result
converges to a measure Q, the law of the empirical measureμ
under ν R β,N satisfies a large deviation principle with rate function :
Moreover, the following averaged large deviation principle holds Theorem 1.2. For any β in ] − 8π, ∞[, the law of the empirical measureμ N under ν β,N obeys a large deviation principle with action functional
This range of temperature β ∈] − 8π, ∞[ is optimal in the case where all the intensities R i = 1 (see [3] ). In fact, it could be extended for instance to β ∈] − 16π, ∞[ for the neutral case where #{R i = 1} = #{R i = −1}. On the other hand, for β ∈] − 8π, 8π[, our proof mainly depends on the uniform bound on the intensities so that the generalization of our results to any [−1, 1] valued R i is straightforward.
TCL, difficulte du Log, passer juste 2. Large deviation 2.1. Existence of the Gibbs measures. First we need to compute the range of temperature for which the Gibbs measures are defined.
Proposition 2.1.
[CLMP] For any β in ] − 8π, 8π[ and any sequence of intensities with values in {−1, 1}, there is a constant C such that the following holds for all N sufficiently large
This lemma is similar to the one proven by Caglioti et al. (see Lemma 2.1 [3] ). The same statement holds also for any positive β Proposition 2.2. For any β in ]0, ∞[ and any sequence of intensities with values ±1, there is a constant C such that the following holds for all N sufficiently large
Note that the previous results imply that the same bounds are also valid for the averaged partition function.
Proof. In order to study the case of positive temperatures, we adapt the argument used by Deutsch and Lavaud [12] (see also Fröhlich [11] ). By using Hölder inequality, we first note that
The term containing W is bounded by C N , where C is some positive constant. Since there is some constant C ′ such that
It is enough to control the logarithmic part of the interaction to get a bound on Z R N (β). If we assume that there are n intensities equal to 1 and m equal to -1, our goal is to bound
where we denote by (z i ) i≤n the vortices with intensities equal to 1 and by (y j ) j≤n the vortices with intensities equal to −1.
Let us recall the following formula from [12] valid for any complex numbers (
where the sum is over all the permutation σ of {1, .., n} and ǫ(σ) is the signature of σ. In the neutral case n = m, Fröhlich [11] used the above result by identifying R 2 with C in order to prove
for some constant C. Let us adapt this argument in order to derive (4) . Denote a n p (y) the coefficients so that
Expanding both sides of (5) and identifying the coefficient of the polynom corresponding to z
From (7), we deduce, for any m ≤ n
Recall that a n p (y) = (−1)
Plugg in this result in (8) yields
With Stirling formula, we conclude
n−m n 0 x log xdx , and integrating both sides of (9), we find 2 finite constants c 1 and c 2 so that
. (10) This implies that for any (m, n) so that
This completes the Proposition.
2.2.
A large deviation principle. To derive the large deviation principle we have to control the singularities of the Hamiltonian. We define the new functional
We note that for any probability measure ν with finite entropyÊ(ν) = E(ν). Therefore, the main point in the proof of theorem 1.1 is to show that the energyÊ is quasi-continuous i.e. for any probability measure ν in M + 1 (Ω) with finite entropy, any δ positive and for all R i 's,
whereμ N was defined in (2) and B(ν, ε) is the ball of radius ε around ν for the distance d defined by
where C 0 (Λ) is the set of continuous functions on the compact Λ.
Before going on, we explain briefly how to recover the large deviation principle from the quasi-continuity (12) . Since the space M + 1 (Ω) is compact, it is enough to prove a weak large deviation principle. We fix ν a probability measure with finite entropy. We first compute the denominator of ν R β,N μ N ∈ B(ν, ε) and we will deal with Z R N (β) in a second step. As it has been noticed in the previous section, the term
W (x i ) do not contribute in the limit, so that we omit it in the computations.
In order to get rid of the first term of the RHS we use Hölder inequality with a coefficient α > 1 such that αβ belongs to ] − 8π, ∞[
Propositions 2.1 and 2.2 and inequality (12) tells us that the above quantity vanishes exponentially fast
It remains to control the last term of the RHS. Well known large deviations results imply
To prove the lower bound we note that
By using inequality (12), we derive the lower bound
Finally, we will check that
Since M + 1 (Ω) is compact, we cover it with a finite number of open balls of radius ε and we get from (13)
The reverse inequality follows immediately from (14) . Combining the previous results, we have proven a weak large deviation principle
According to Theorem 4.1.11 of [6] the large deviation principle follows from (16).
Similarly, Theorem 1.2 can be derived from
This can be proved in the same way as (12) so that in the following we will focus on the proof of (12) . In fact, the quasi-continuity property does not depend on the intensities R i . Indeed, let us denote
and define an error energy
Then (12) 
We postpone the proof of Lemma 2.3 and we derive (12) .
In fact the potential V Λ is singular on {x = y} because of the logarithmic term but also near the frontier of Λ because of the logarithmic divergence of γ Λ . First we control the singularity on the diagonal.
Let us be given δ > 0 and a probability measure ν in M + 1 (Ω) with finite entropy. We introduce the functional
is continuous. Therefore, there exists a constant ε M small enough such that
Since ν has a finite entropy, we know that E(ν) is finite (cf (??)). By dominated convergence Theorem, there is a constant M large enough such that
Combining (17) and (18) we get for all
As E M does not depend on the sign of the vortices, we obtain an upper bound which depends only on µ
The measure ν has finite entropy, so that ρ ν satisfies also the same property; this enables us to apply lemma 2.3. Therefore for any M large enough there exists a constant ε M such for all ε less than ε M the following holds lim sup
Letting ε tends to 0 and M go to infinity, we derive the quasi-continuity of the logarithmic part of the interaction
It remains to control the interaction term which depends on γ Λ
where the functional ν
Noticing that γ Λ is harmonic in the interior of Λ and has a logarithmic singularity in the boundary of Λ, there is some constant C such that
Therefore we can derive (20) by the same arguments as the ones used to control the logarithmic singularity. Combining (19) and (20), we complete Theorem 1.1.
Proof of Lemma 2.3.
Let m be a probability measure with finite entropy. To control the singularity of the logarithm, we partition the compact set Λ into cubes {Q i } i≤k with side length exp(−M). For any ε positive, we define the set A ε (m) by
For any ε ′ sufficiently small B(m, ε ′ ) is included in A ε (m), so that by Tchebyshev inequality, we have for any positive T
Any empirical measure in A ε (m) is associated to configurations such that the number n i of particles in the cube Q i satisfies
Therefore, summing over all the K-uplets {n 1 , . . . , n K } which satisfy (21), we get
The number of K-uplets {n 1 , . . . , n K } is less than exp(K log N) so that we have just to compute the upper bound of the RHS for a given uplet {n 1 , . . . , n K } which satisfies (21).
By using Stirling formula, we get that
Noticing that x log x ≥ −e −1 ≥ −1, we get
where |Q i | denotes the area of the cube Q i . Finally, we derive the upper bound
Let us now consider the last term in the RHS of (22). By definition of E M , we have
Thus in the above sum, only the terms where Q i and Q j have a common side (including the case Q i = Q j ) contribute. Let us denote by Q i the union of the cubes which have a face in common with Q i and by n i the number of particles in Q i . We are going to show that for any T > 0 there exist a finite constant M(T ) and a positive constant ε(T ) such that for any M > M(T ) and ε < ε(T ) the following uniform bound holds
where the supremum is taken over all the configurations y = {y 1 , . . . , y n i } in Q i .
Combining 
Proof. For any cube |Q i |, we get from Jensen inequality applied to x → x log x log 1
Noticing that Λ dx m(x) and Λ dx m(x) log m(x) are finite we deduce that the RHS goes uniformly to 0 as M grows. This completes the Lemma.
By using Hölder inequality, we split (24) into two terms. The first term contains the interaction energy of the particles in Q i
the second one bounds the interaction energy between Q i and
The next step is to estimate (26). From Hölder inequality we get
where c ′ is a constant. According to (25), we know that when M goes to infinity and ε tends to 0, n i N goes to 0 uniformly. Hence for M sufficiently large and ε small enough, we get
By definition of n i (see (21)) and Lemma 2.3, we check that for M sufficiently large and ε sufficiently small
Therefore, we get
Let us now consider (27).We recall that n i is the number of vortices in Q i . Since each cell interacts only with its nearest neighbors, the number n i is of the same order as n i . By using again Lemma 2.3, if M is sufficiently large and ε sufficiently small such that
Finally, combining (29) and (30), we complete the Lemma.
Study of the rate function
In this section, we study the quenched rate function F β which, up to a normalizing constant, is defined by (1) . We first show that F β is a good rate function and then study the minima.
3.1. F β is a good rate function if β > −8π. Our purpose here is to show that, in the range of temperature β > −8π, F β is a good rate function, or, in other words that the sets
are compact subsets of M Q for any non negative real number M. Since Ω is compact, M Q is compact so that this is equivalent to prove that the sets K M are closed.
The first step of this study is to get a lower bound of F β in terms of the entropy which is crucial to insure that K M is made of probability measures absolutely continuous with respect to P ⊗ Q.
By definition of the Green function V Λ , if p Λ is the heat kernel in Λ with Dirichlet condition, the energy functional is given by
Therefore, E is non negative which yields, if β ≥ 0,
To establish such a bound in the negative temperature setting, we use the definition of the relative entropy H. Indeed, by the definition of the relative entropy and monotone convergence theorem, we have, for any η > 0 and y ∈ Λ,
But the exponent in the second term diverges as (1/2π) log |x − y| −1 . Hence, if η < 4π, the last term is uniformly bounded independently of y ∈ Λ. Therefore, we get that, for η < 4π, there exists a finite constant C(η) = sup y log exp{ηV Λ (x, y)}dP (x) so that ηE(ν) ≤ H(ν|P ⊗ Q) + C(η). As a consequence, for any η < 4π,
where 1 − (β/2η) is positive if β ∈] − 8π, 0[. Thus, according to (32) and (34), if β > −8π, we know that there exists M β finite so that
Hence, any ν in K M is absolutely continuous with respect to P ⊗ Q. Let us denote ρ ν the density of the first marginal of ν with respect to P
Observe as well that, for any continuous function φ which vanishes in a neighborhood of {(x, y) ∈ Λ 2 : x = y}, the truncated energy
is bounded continuous in M Q . Thus, in order to prove that F β is lower semi-continuous, it is enough to show that
vanishes when ǫ goes to zero uniformly on K M . In view of the singularity of V Λ , this is also equivalent to prove this property for
Following [CLMP] (Proposition 2.1 ) we split this integral into 2 parts
The first term goes to zero with ǫ. For the second term we notice that
Moreover, by property of the relative entropy, we know that
so that we deduce
But, by convexity of the relative entropy
so that we deduce from (36) that there exists δ ǫ going to zero with ǫ so that
This term goes uniformly to zero with ǫ on {H ≤ M β } so that E is continuous on this set. Thus, according to (35), K M is closed.
3.2.
Existence and uniqueness of the minimum of F β . We first tackle the positive temperature regime where the rate function satisfies the following
Rdν(x, R) and
3) As a consequence, there exists a unique measure ρ on Λ so that
4) F β achieves its minimal value at a unique probability measure on M Q which is defined by the nonlinear equation
Proof.Since both the entropy H and the energy E are convex, it follows that F β is convex if β is non negative. Moreover, one sees easily that if (ν, ν ′ ) ∈ M Q are as in 2), (31) implies
so that F β enjoys the same property if β > 0. Furthermore, we have shown in the last section that F β is a good rate function so that it achieves its minimum value. Thus, (37) implies that there is a unique m on Λ such that any minimum ν of F β satisfies
Rdν(x, R) = dm(x).
On the other hand, as well because F β achieves its minimum value, it is not hard to check that the minima are described, on M Q , by the nonlinear equation
Therefore, according to 3) by
Of course, in the negative temperature case, the convexity of the rate function is not so clear. We can nevertheless prove Property 3.2. There exists a negative temperature β 0 , −8π ≤ β 0 < 0 so that, for any β ∈]β 0 , 0[, F β achieves its minimum value at a unique probability measure ν * so that
Proof.
The proof now follows a fixed point argument. Namely, let us assume that we have two minima ν and ν ′ . As before, both of them satisfy the non linear equation (38). We are going to show that, if
is null. According to (38), it implies that ν = ν ′ and therefore gives the uniqueness of the minima. To prove the existence ( which is already known in view of our construction ), we could also apply a fixed point argument based on the estimation of D(ν, ν ′ ). We leave it to the reader.
We begin our argument giving a bound on ||U ν || ∞ uniform on the minima of F β and which will be crucial later on. Indeed, using (33) and (34), we find that, for any η ∈]0, 4π[, for any
Notice that F β (ν) and F β (ν ′ ) are non positive when β ≤ 0. Hence,
Let us notice that we can choose η = η β so that c(β) = 2 2η β +β C(η β ) decreases with |β|. To estimate D(ν, ν ′ ), note that (38) shows that for any x in Λ
Therefore, it is not hard to check that
Taking the supremum over the x's, we conclude that
Since (2c(β)e 2c(β)β )|β| decreases to zero with |β|, we find a positive β 0 so that it is smaller than one for β ∈ (−β 0 , 0). In that range of temperature, we deduce that D(ν, ν ′ ) = 0 so that ν = ν ′ .
Central limit Theorem
In this last section, we study the fluctuations of the empirical measure :
around the limit law ν * (dx, dR). Of course, the problems due to the logarithmic singularity of the potential become even more accurate than for the study of the large deviations. It is the reason why the strategy followed in [1] seems to fall. We propose here to follow an approach developped in [?] for strongly interacting particles. This method allows to study fluctuations as soon as the empirical measure converges. Its advantage is that it can easely deal with a logarithmic singularity of the interaction. Its weakness is that it describes the fluctuations of < f,μ
The proof is performed in two steps : first we apply our strategy to get a biased central limit theorem where the fluctuations are shifted by a remaining term, secondly, we show that this remaining term goes to zero in probability to obtain the standard central limit result.
4.1.
where λ R is the density
Then, Lemma 4.1. For any function f in L, there exists a random variable R N (f ) so that :
converges in law to a centered Gaussian variable with covariance :
2) Quenched convergence of R N : There exists a finite constant C f so that, if, for α > (1/2) and for N large enough, we have
then, for any positive ǫ we have
3) Averaged convergence of the rest : There exists a finite constant C f so that for any positive ǫ we have
Let us also notice that :
where :
Thus, we deduce from Lemma 4.1 that
Indeed, these assumption allows us, by Hölder inequality, to compare ν We will see in the next subsection that the assumption of Lemma 4.2 are fulfilled in various cases.
Proof.
Let us first notice that, according to our large deviations principle, the term in the density of ν N β,R containing W Λ is converging almost surely. Therefore, we can easily approximate it by its averaged value and neglect it. In the following, we will assume that this term disappears. We want to prove fluctuations in the scale (1/ √ N ) as a consequence of the sensitivity to perturbations in the scale (1/ √ N ). To this end, let us consider a smooth function k = (k 1 , k 2 ) and the change of variables x i → y i where :
which is possible as soon as (||∇k|| ∞ / √ N) < 1. Doing this change of variables in the partition function, we find that, if k is null at the boundary of Λ so that φ k is a bijection of Λ,
where, if ∂ i is the derivative with respect to the i th variable ( do not forget
Furthermore, expanding the first term in the exponent, it is not hard to see that, since if k is continuously differentiable,
is bounded continuous, there exists a function ǫ N going to zero when N goes to infinity, so that :
where all the terms in the expansion are bounded continuous. Here, we have denoted :
andD (2) :=DD. Notice that :
where ∂ i j denotes the derivation with respect to the j th coordinate in the i th variable. Therefore, (42) gives :
where, if we denote
and
In other words, (42) reads :
Let us interpret (48) in terms of central limit Theorem. We define
where ν * is the limiting law of the empirical measure. Recalling thatDV Λ (y, x)[k(y); k(x)] is bounded continuous and denoting r f the continuous extension of (β/2)RR ′D V Λ (y, x)[k(y); k(x)] to Λ ⊗ Λ, we find :
We prove in the Appendix, Lemma 5.2(i) that the last term in (50) is null. It is clear that the third term in (50) is of order (1/ √ N). The second term correspond to R N (f ) if we let :
It is well known ( see [?] for instance), that, for δ small enough,
Hence Chebyshev's inequality shows that R N (f ) satisfies (3) in Lemma 4.1. To get the quenched analogue (2) of this result, one needs to replace ν * by the
Once this is done, the same result holds. The price is of order ||r f || ∞ d(
. Thus, we find also that R N (f ) verifies (2) .
Hence, the main contribution in (50) is given by the first term which is on the scale of the central limit theorem and describes the fluctuations of < f,μ N − ν * >. Let us consider the second term Λ N 2 in our expansion and denote :
If k is continuously differentiable, it is not hard to see that F (x, y, R, R ′ ) is bounded continuous. Moreover,
Thus, the second term in (48) is governed by the Law of large numbers since we almost surely have, if F is bounded continuous :
As a consequence, we have proved that :
Extending our computation to αk for real numbers α, our result shows that the moment generating functions of :
converge so that X N (f ) converges in law to a centered Gaussian variable with covariance 2 F (x, y, R, R ′ )dν * (x, R)dν * (y, R ′ ). Moreover, according to Lemma 5.1 in the appendix, k and f are related by
Finally, we prove in Lemma 5.2(ii) in the appendix that :
which achieves the proof of Lemma 4.1.
4.2.
Control on the remaining terms.
4.2.1. The neutral case. Let us assume that the medium is neutral, i.e that there are as many positive vortices than negative vortices. In this case, we have seen that, at least when the temperature is not to negative, the positive and negative vortices are both distributed according to P . Thus,
Hence, the hypotheses of Lemma 4.2 is fulfilled. Proof.Indeed, the control (??) we proved previously shows that this control holds for the singular logarithmic part of V Λ . Therefore, it holds for V Λ ( see ..)
About the averaged setting, we can prove the following Lemma 4.4. Let Q = (1/2)(δ +1 + δ −1 ) and assume that I + βΞ is non degenerate. Then, there exists a finite constant C and a positive q so that, for any integer number p, for N ≥ N p large enough
Clearly, this result also implies, in view of Lemma 4.1, the C. L. T. stated in Theorem 4.2 since we get, for any integers p and q and N large enough :
which goes to zero. Also, Borel Cantelli Lemma implies that, under the hypotheses of Lemma 4.4, for Q ⊗∞ almost all vortices, |R N (f )| goes to zero. Proof of Lemma 4.4.
For the averaged setting, let us first notice that Jensen's inequality implies Z N (β) ≥ 1. Furthermore, if the R i 's are ±1 with probability (1/2), let us recall the result from Borel( see [?] ) which reads
if, for a given matrix a,
To apply this result, let us first cut V Λ into its singular and its smooth part : 
Denote
The first term in the R. H. S. of (53) goes to zero faster than any polynomial if C > (
For the second term in the R. H. S. of (53), let us use Hölder inequality twice with conjuguate exponents (α, γ) and (p, q) so that :
Following [1] , for αp − 1 small enough, there exists ǫ(αp) so that, for any ǫ ≤ ǫ(αp), the first term in the R. H. S. of (54) is uniformly bounded. Moreover, if (αqβ √ C) < (1/e), Borel's result bounds uniformly the second term. Therefore, if we first fix αp and ǫ ≤ ǫ(αp) conveniently, then we can choose ǫ small enough so that ( W ǫ Λ )
2 dµ * dµ * < (1/eαqβ). Then, we can choose C so that the first term in the R. H. S. of (53) goes to zero. With (53), we get Lemma 4.4.
Appendix
Lemma 5.1. If f is defined by (49), then :
Proof.Indeed, the following algebra due to integration by parts formula holds :
f (x, R)dν * (x, R) = β 2 RR ′D V Λ (x, y)[k(x); k(y)]dν * (x, R)dν * (y, R ′ )
(ii) σ(f ) = 2 F (x, y, R, R ′ )dν * (x, R)dν * (y, R ′ ) = f (I + βΞ) −1 f dν *
Proof.
Again, we could apply integration by parts formula to get our result. A short cut ( but equivalent way ) is to do again a perturbation x → x + ǫk(x) in the partition function of the limit law ν * . Expending in ǫ and writing that the second term in the expansion is null yields (1) . Writing down that the third term is null gives :
Writing down the definition ofD and of f , we then get, by definition of F :
where D i is the usual derivation on Λ on the i th coordinate. Moreover, by integration by parts, one sees that :
Thus, according to Lemma 5.1,
