: In this paper we describe a procedure for calibration of Bragg crystals used for X-ray spectroscopy of laser plasmas. The method uses a relatively inexpensive commercially available X-ray source. By using the source to pump a metallic foil such as vanadium or titanium we were able to create a K-α emission source with minimal background radiation outside the desired photon energy. By using photon counting techniques with a CCD detector we were able to get absolute calibrations of curved and flat Bragg crystals in the 4-5 keV region. An important advantage of our method is that absolute calibration was not necessary either for the commercial source or the detector.
Contents 1 Introduction
Bragg crystals are widely used in x-ray spectroscopy of plasmas for identifying X-ray lines generally in the 1-20 (roughly 0.5 -10 keV) range , e.g. [1] [2] [3] . As well as being used to identify information on electron temperature and density from line ratios and widths it is often desirable to measure the absolute number of photons emitted, especially in many laser-plasma experiments where X-rays are used to drive a plasma. The ability to readily obtain absolute calibration of integrated reflectivity of crystals with some reasonable accuracy is therefore useful but not always cheap or easy. In this paper we describe how we have achieved this with relatively inexpensive and easily used equipment for both flat and curved crystals.
Generation of a K-α source
The first part of the experiment was to generate a photon source with a narrow spectral range suitable for a photon counting experiment with a CCD detector. To do this we use a commercial x-ray source (Amptek, mini-X) with a Au cathode. With a maximum voltage of 50 kV this produces a spectrum of X-rays with photon energy up to 50 keV but with characteristic peaks due to the L-shell of Au in the 9-11 keV range. The beam is partially collimated and is specified to give 1.3×10 6 counts/sec/mm 2 at 30 cm from the cathode. The full specified x-ray beam parameters and spectrum can be obtained from the manufacturer. In figure
In the first stage of the calibration we placed the CCD 140 mm from a 10µm V foil with the Pb screen 70 mm in front of the source. The experiments need to be carried out with crystals set away from the main beam direction and so we wished to test the sensitivity to angle. Figure In analysing this data we can see that the K-α peak stretches from around 100-150 counts/pixel due to the thermal width of the peak. However, as can be seen, this means that there is some merging at the lower end with the "split events" where the charge cloud created by an absorbed photon is shared between two or more adjacent pixels [4] . To account for this, after background subtraction (average of 160-180 counts/pixel range) we assume symmetry of the K-α peak and use the area under the peak from the maximum at 125 counts/pixel to 160 counts/pixel. Since this should include half of the K-α peak but most of the K-β peak, this means the we use a correction factor of ∼ (1 + 2γ K )/2 to approximately account for the latter. A more precise approach, that allows us to take account of the difference in filter transmission and quantum efficiency for the different photon energies, is described below for the crystal calibration work. In figure
The stability of the source is important in carrying out calibration work. To test this, we took data for a fixed CCD position every 15 minutes for over 2 hours. Each measurement consisted of 200 accumulations of 0.3s integration time and accumulated approximately 10 5 photons. We established that the standard deviation in signal level was 0.7% with a maximum excursion from the average of ∼ 1.3%. This is well within the overall accuracy of our measurements and stability of the X-ray source is not a principal source of error.
Calibration of flat crystals
In this section we present the data for two types of flat Bragg crystal. The first type is HOPG, which is of great utility in Bragg spectrometers for laser plasma X-ray sources. They have a large integrated reflectivity [6, 7] in the regime of a few mrad compared to other typical crystals which have values one or two orders of magnitude lower. This makes them of particular use in X-ray Thomson scattering experiments. A particular feature of their deployment is that in order to maintain good spectral resolution they need to be operated with roughly equal distances from the crystal to the source and detector. This is due to the mosaic spectral focussing effect as discussed in Glenzer et al [8] . With this arrangement resolutions of E/δE ∼1000 can be readily achieved. The experiment was carried out using the configurations in figure
where α air is the x-ray absorption coefficient in air and L ccd is the total distance in air from foil to camera in the direct case and L cr ys for the Bragg crystal case. For the direct case, Ω ccd is the solid angle subtended by the CCD and Ω cr ys is the effective solid angle for the Bragg crystal case. This latter quantity contains the integrated reflectivity, R int . In our case we can say;
where w is the height of the CCD chip and L cr ys is the total distance to the chip via the crystal. The ratio of these latter two parameters defines the opening angle of the fan of rays that are intercepted as shown in figure
where y i is a data point and Y i is the fitted value. We fit values from the peak of the K-α at 116 counts/pixel to 135 counts/pixel as this is the region we expect out Gaussian approximation to be valid in. The error bars for the amplitude and width of our fitted peaks are determined with 95% confidence by varying each independently about the best fit to achieve χ 2 = χ 2 min + 4.0 as described by Hughes and Hase [1] . The resultant error bars in amplitude and width for the direct measurements and the Bragg reflected measurements were combined in quadrature to give an error bar of order 5%. Combined with estimated systematic error due to measurement of distances we estimate our total error bar in reflectivity to be ∼ 10%. In the table below, we show the results of measurements using the Kα lines of Ti (4.51 keV) and V (4.95 keV) for a HOPG crystal and a Si (111) crystal. We can see that error bars are in the ∼ 10-20 % range, which is sufficient for many applications. For HOPG these results are in the expected range, which can vary according to the manufacture technique e.g. [6] . For Si(111) the results are in between the expected results [9] for a perfect crystal and a mosaic crystal. 
Curved crystals
We have applied the technique described above to a curved HOPG crystal in the Von-Hamos configuration. For the purposes of this work, we placed the CCD detector surface normal to the X-rays coming from the crystal to make for easier alignment. The method is the same as for flat crystals except that the effective solid angle for the measurements from the crystal is given by;
where w cr ys is the width of the crystal along the curved direction and the factor of 2 appears because the it is the distance from source to crystal alone that is needed. In our case the curved HOPG crystals are 30 mm long and 20 mm wide along the direction that is curved (radius, R = 50 mm). They are manufactured by coating ∼ 100 µm of HOPG onto a glass substrate. The distance from source to ccd is determined by the focussing distance for the appropriate Bragg angle; L cr ys = 2R/sin(θ B ) = 244 mm for the Ti K-α case. We have measured the integrated reflectivity for two such crystals and the results are summarised in the table below. 
Conclusions
In this paper we have described a relatively straightforward method for absolute calibration of the reflectivity of Bragg crystals used in X-ray plasma spectroscopy. The most expensive item is the 16-bit X-ray CCD used for photon counting. The signal measurement method is the same in both the direct and crystal reflection measurements, meaning that the absolute quantum efficiency of the detector does not need to be known as it is the same in both cases. The high reflectivity of HOPG crystals has allowed us to obtain data with error bars better that 10% for the curved crystals aided perhaps by the much shorter total integration times made possible by the focusing geometry that enhanced the effective solid angle. For the flat crystals, although smaller errors have been obtained with a double crystal technique [1] but our errors in the range ∼ 10% are small enough to be useful still and could in principle be improved up by taking a longer time to collect the data.
