It is shown that the dynamic differential scalar polarisability of the S 1/2 −D 5/2 transition in 138 Ba + can be determined to an inaccuracy below 0.5% across a wide wavelength range (λ > 700 nm). This can be achieved using measurements for which accurate determination of laser intensity is not required, and most of the required measurements are already in the literature. Measurement of a laser-induced ac-stark shift of the clock transition would then provide an in situ measurement of the laser's intensity to the same 0. The dynamic differential scalar polarisability ∆α 0 (ω) of a clock transition is an important quantity to determine. The dc value ∆α 0 (0) quantifies the blackbody radiation (BBR) shift, and contributes to micromotion shift assessments in ion-based clocks. For ions, the accurate determination of ∆α 0 (0) is in general difficult. When ∆α 0 (0) < 0, second-order Doppler and ac-Stark shifts arising from micromotion can be cancelled by operating at a specific trap drive frequency, which depends on ∆α 0 (0) [1] . As demonstrated with Sr + and Ca + , this has allowed accurate determination of ∆α 0 (0) through suppression of clock frequency shifts arising from induced micromotion [2, 3] . Other ion-based clocks have needed to rely on some form of extrapolation from measurements in the near-infrared (NIR) [4, 5] and/or by measurement at infrared (IR) wavelengths near to the center of the blackbody spectrum [6] [7] [8] .
The dynamic differential scalar polarisability ∆α 0 (ω) of a clock transition is an important quantity to determine. The dc value ∆α 0 (0) quantifies the blackbody radiation (BBR) shift, and contributes to micromotion shift assessments in ion-based clocks. For ions, the accurate determination of ∆α 0 (0) is in general difficult. When ∆α 0 (0) < 0, second-order Doppler and ac-Stark shifts arising from micromotion can be cancelled by operating at a specific trap drive frequency, which depends on ∆α 0 (0) [1] . As demonstrated with Sr + and Ca + , this has allowed accurate determination of ∆α 0 (0) through suppression of clock frequency shifts arising from induced micromotion [2, 3] . Other ion-based clocks have needed to rely on some form of extrapolation from measurements in the near-infrared (NIR) [4, 5] and/or by measurement at infrared (IR) wavelengths near to the center of the blackbody spectrum [6] [7] [8] .
The accuracy of polarizability measurements at NIR or IR wavelengths is limited to the accuracy by which the intensity of the laser at the ion can be determined. This is primarily limited by detector calibration. Depending on the wavelength, detector calibration at the 1-2% level can be difficult, expensive or practically impossible. Even if the detector is accurately calibrated, the mode of the laser field at the ion must be equally well-calibrated, which is complicated by beam aberration and etaloning effects. Consequently, the ability to accurately calibrate ∆α 0 (ω) through intensity-independent measurements is an attractive alternative, which would also allow subsequent in situ calibration of laser intensities for measurements against other ions. Here it is shown that the simple atomic structure of alkaline-earth ions allows just such an approach. Moreover, most of the required measurements have already been reported in the literature. Although the discussion is focussed on 138 Ba + , the idea is equally applicable to 88 Sr + and 40 Ca + .
For the S 1/2 to D 5/2 transition in 138 Ba + , ∆α 0 (ω) is predominately determined by three transitions at 614, 493, and 455 nm with all other contributing transitions having wavelengths below 240 nm. For wavelengths above 700 nm, the ultraviolet (uv) contributions can be well represented by a weak quadratic correction. Consequently, accurate determination of the matrix elements associated with the three dominant poles, together with a characterisation of an overall dc offset, should provide a reasonably accurate representation of ∆α 0 (ω) over a wide frequency range.
In table I, contributions to ∆α 0 (ω) are tabulated using matrix elements calculated by a linearized coupledcluster method described in Ref. [9] with the exception of the 6s − 6p transitions which are taken from experiment [10] . The contributions labeled other are obtained using the approach from Refs. [11, 12] , after subtracting off leading contributions. Not given in the table are the core polarizability terms as these are the same for the two states and cancel for a differential polarizability. However, valence-core correction terms, α vc , which compensate for Pauli-principle-violating excitations from the core to the valence shell [13] , are included. Theoretical calculations of matrix elements, polarizabilities and their accuracy are discussed in the Supplemental Material [14] .
The actual values of the matrix elements and correction terms are not crucial. More important is that the dominant contributions are determined by the three poles at 614, 493, and 455 nm and the rest can be approximated by a weak quadratic form. This is illustrated in Fig. 1 tributing terms used as the pole position in each case. As is evident from the figure, in the region ω 0.065 a.u. Solid curve is calculated using matrix elements given in table I. Dashed curve is the contribution from the transitions at 455, 493, and 614 nm. Both axes are given in atomic units.
(λ 700 nm), the remaining contributions provide an essentially constant offset.
For ω 0.065 a.u., contributions from the uv transitions and α vc terms can be well approximated by an even-order quadratic polynomial, as can the positive sum of such terms. From the parameterisation
it is readily seen that the single pole
has the same quadratic expansion as a sum of poles. Thus, a single pole can well approximate the uv contributions and α vc terms up to second order. Additionally, the single pole will partially capture contributions from higher order terms. Provided there is no significant cancellation of poles, this argument also holds for a differential polarisability. This is the case for Ba + , as the uv terms are dominated by the D 5/2 to 4f 2 F 7/2 transition and there is only a few percent contribution from transitions connected to the ground state [15] . It therefore follows that, in the region ω 0.065 a.u., ∆α 0 (ω) can be well approximated by a sum of four poles:
where ∆α over the frequency range of interest. The agreement only relies on the validity of the single pole approximation to the uv and α vc terms, which is not dependent on exact values of matrix elements. The practical limitation is set by how well the approximation can be realized.
To experimentally characterize the approximation, the procedure would be to first fix the three main contributions, by determining directly the matrix elements associated with the transitions at 455, 493, and 614 nm, and then to locate the zero crossing to determine the offset. Since the quadratic correction is weak, the quality of the approximation is insensitive to ω 0 , so it can be fixed to a value determined by theory. With ω 0 fixed, c 0 would then be chosen so that the zero crossing for the approximation matches the measured position of the zero crossing at ω ≈ 0.07 a.u. (λ ≈ 653 nm). It then remains to determine how good the approximation is, taking into account reasonable experimental measurements and theoretical estimates of ω 0 .
High accuracy determination of individual matrix elements has been achieved in a number of different ways. + , resonant excitation stark ionisation spectroscopy has been used to determine matrix elements for the 493 and 455 nm transitions with reported inaccuracies of 0.05% [10] . The latter measurements, combined with branching fractions given in [20] , would determine the matrix element P 3/2 r D 5/2 to an inaccuracy of ∼ 0.3%.
Improved accuracy of P 3/2 r D 5/2 should be readily achievable. Optical pumping into D 3/2 followed by depumping with 585 nm light, which couples D 3/2 to P 3/2 , would optically pump the atom into S 1/2 and D 5/2 with probability p ∼ 0.66 and 1 − p, respectively. Measurement of p would then provide the desired matrix element via the relation
The fractional inaccuracy in the determination of P 3/2 r D 5/2 due to projection noise in a measurement of p is then ∼ 1/ √ N , where N is the number of measurements. This method is insensitive to laser intensities, polarisation, and detunings. Since D 5/2 has a lifetime of ∼ 30 s, state detection errors can be negligibly small and accuracy would be ultimately limited by the accuracy of P 3/2 r S 1/2 . Thus it is not unreasonable to suggest that this contribution could also be determined to an inaccuracy of 0.1%.
For a given value of ω 0 , c 0 can be set by determining the zero crossing near 653 nm. In this region there is a large contribution from the tensor polarisability, but this can be heavily suppressed by appropriate orientation of the magnetic field with respect to the laser polarisation, as done in recent experiments with Lu + [6] , and by averaging over Zeeman pairs, as done with Sr
. Also, determination of the zero crossing does not require an accurate assessment of laser intensity. At ±500 GHz from the zero crossing, ∆α 0 (ω) ≈ ±3 a.u., which should enable a readily measurable stark shift. Linear interpolation of the two points would then give an estimate of the zero point. Provided the intensity was stabilised to a fixed value for both measurements, accuracy of this approach would be limited by the curvature of α 0 (ω) within this region, which would bias the result by an estimated ≈ −10 GHz. Based on this, 20 GHz should be an achievable uncertainty for the zero crossing.
Determination of ω 0 would rely on theoretical calculations. From Eq. 3, the zero crossing ∆α 0 (ω ) = 0 gives
Since ∆α vis 0 (ω) can be determined accurately by independent measurements, locating the zero crossing constitutes a measurement of ∆α uv 0 (ω ). Extrapolating this measurement to dc based on the theoretical representation of ∆α uv 0 (ω) determines c 0 , and the above equation can be then used to determine ω 0 . This is very similar to the assessment procedure for the blackbody radiation shift in the Al + clock [5, 24] . However, in this case, the accuracy of the measurement ∆α uv 0 (ω ) can be assumed sufficiently precise that it does not contribute to the uncertainty in the extrapolation.
The procedure used for Al + is problematic in this case as it is not clear how to choose the expansion parameter used in that approach. Instead, the measurement is treated as a projection to constrain the allowable variation of matrix elements. Specifically, ∆α uv 0 (ω) is first written in the vector form
where the k
. Since transition frequencies are generally well-known, f (ω) is practically exact. The coefficients c have theoretical estimates c 0 , with an uncertainty δc. To find the allowable variation in ∆α uv 0 (0) consistent with the measurement ∆α uv 0 (ω ), f (0) is written as a projection onto f (ω ) and an orthogonal unit vectorn, i.e. f (0) = a 1 f (ω ) + a 2n , which gives
The first term is the contribution determined from the measurement, the second term is the theoretically estimated offset between measured and dc values, and the final term determines the error due to the uncertainty in c. Assuming that the uncertainties in the matrix elements are independent, this is simply a weighted sum of independent random variables. Using the above approach and the values in table I, the position of the approximating pole is found to be 222(5) nm, where we have used a 4% uncertainty in the two 4f contributions and a 100% uncertainty in all others. As before, the contributions labelled 'other' have been treated as single poles. Consequently, the errors in the contributions from these terms are assumed correlated. Correlation is also assumed for the errors in the nF 5/2 and nF 7/2 contributions as these are expected to be related. The assumed frequency dependence of the 'other' terms does not significantly affect the uncertainty derived in ω 0 . Therefore, ±5 nm is taken as a reasonable uncertainty for the pole placement.
It should be noted that location of the zero crossing would need to be consistent with that estimated from theory, which we calculate to be 653.0(1.3) nm. If this were not the case, there would be no justification for asserting the validity of an estimate of ω 0 . However, such an inconsistency would be rather surprising, given the agreement between theory and experiment for matrix elements [10], branching ratios [20, 21] , and even ∆α 0 (0) [25] , although the latter does have a large uncertainty.
To illustrate the sensitivity to the various error contributions, the fractional difference between ∆α 0 (ω) calculated using all contributions and the approximation given in Eq. 3 for various errors is plotted in Fig. 2 . The solid curve is the error introduced with a fractional decrease of 10 −3 in the 614-nm contribution, the dashed curve is the error contribution if the uv pole is shifted to 217. 5 As already noted, the reduced matrix elements P 3/2 r S 1/2 and P 1/2 r S 1/2 have already been reported in the literature with inaccuracies of ∼ 0.05% [10] . Hence, all that remains is an improved measurement of the branching fraction p and location of the zero crossing near 653 nm. In addition, ∆α 0 (0) < 0, which should allow a high accuracy measurement of ∆α 0 (0) as done with Sr + and Ca + [2, 3] . This would provide a rigorous consistency check among multiple precision measurements and an experimental assessment of ω 0 . In summary, we have shown that the dynamic differential scalar polarisability, ∆α 0 (ω), of the S 1/2 − D 5/2 transition in 138 Ba + can be determined to an inaccuracy below 0.5% across a wide wavelength range (λ > 700 nm). Moreover, the determination can be obtained using measurements that do not require accurate determination of laser intensities and some of the required measurements have already been reported in the literature. Although the method relies on a theoretical estimate of an effective pole position ω 0 , the resulting approximation to ∆α 0 (ω) is relatively insensitive to this value such that this is unlikely to be a significant limitation.
The methodology proposed here would also be applicable to Sr + and Ca + . For these cases, uv transitions are deeper in the uv making the approximation less sensitive to the choice of ω 0 . In the case of Ca + , an accurate measurement of the P 1/2 r S 1/2 matrix element has been reported [22] and P 3/2 r S 1/2 can be wellapproximated by P 1/2 r S 1/2 √ 2 [26]. Together with the branching fractions reported in [27] , and the recent high accuracy determination of ∆α 0 (0) [3] , a calibration of the polarizability curve to 1% could be done. Determination of the zero crossing, which we estimate to be at 297.5(2) THz, would provide a consistency check of the methodology.
The case of Ca
+ is of particular relevance to the Al + clock, for which the uncertainty in ∆α 0 (0) is now a significant contribution to the error budget. Measurement of this quantity has only been carried out twice and both rely on extrapolation from a single measurement point [5, 24] . It is therefore desirable to provide an independent assessment. Clock implementations utilizing Ca + as the logic ion would allow accurate calibration of a laser intensity at multiple wavelengths and improved measurements of ∆α 0 (ω) for Al + . For wavelengths above 780 nm, the differential scalar polarizability of the Al + clock transition is well approximated by a quadratic form and even two measurements of ∆α 0 (ω) in the NIR would allow a more accurate extrapolation to dc.
Measurements proposed in this work will also provide benchmarks for matrix elements involving 4f states, as needed in calculations for highly-charged ions. In addition, they will provide a precision test of methods to compute polarizability contributions from highly-excited states, which will be useful in establishing theoretical uncertainties of predicted polarizabilities in other systems. 
Supplemental Material Calculations of Ba
+ polarizabilities
The valence parts of the scalar, α 0 , and tensor, α 2 , polarizabilities of Ba + levels may be calculated using the sum-over-states expressions [2] :
where C is given by
Here, δ E = E k − E v , i D j are reduced electric-dipole matrix elements and the sum over intermediate k states includes contributions from all transitions allowed by the electric-dipole selection rules. We use a finite B-spline basis set which make this sum finite. The first few terms give dominant contributions and respective matrix elements have to be calculated with the highest possible accuracy. We use a linearised coupled-cluster (LCC) method [3] that includes dominant classes of correlation corrections to all orders of perturbations theory. This method was used for the prediction of the Ca + [4] and Sr + [5] differential clock state scalar polarizabilities and subsequent measurements confirmed the accuracy of this approach.
Four different LCC calculations were carried out: two ab initio calculations that include single-double excitations (SD) and additional partial triple contributions (SDpT), and two other calculations, labeled SD sc and SDpT sc , where higher excitations are estimated using a scaling procedure. Details of the method and a description of the scaling procedures is given in [3] . The all-order results are given in Table I . We also list lowest order Dirac Hartree-Fock (DHF) and random phase approximation (RPA) values to demonstrate the size of the correlations corrections. In addition, the matrix elements that include RPA and corrections to the one-body part of the Hamiltonian (Σ 1 ) are included. Two (Σ 1 ) calculations were carried out; one to second order of perturbation theory, and the other to all orders. These calculations follow the methods described in [6] , with the valencevalence part of the calculations omitted, as Ba + has a single valence electron. We use these methods to evaluate polarizability contributions from the higher states and it is important to compared these results to the final LCC values. The uncertainties of the 5d 5/2 − np 3/2 and 5d 5/2 − 4f j matrix elements are determined as the maximum difference of the final and three other LCC values.
Correlations corrections are very large for the nf Ba + states, which causes convergence issues in the LCC calculations that cannot be fixed with usual stabiliser methods [7] . We use additional fitting for the nf states to resolve this issue ensuring correct energies after the termination of the LCC calculations. We still find very large differences between the SD and SDpT 5d 5/2 − 5f j and 5d 5/2 − 6f j values. As a result, we assign a 100% uncertainty to the corresponding 5d 5/2 polarizability contributions based on the spread of LCC matrix element values. The contributions to the 6s static and dynamic polarizabilities at λ = 653 nm are given in Table II . Experimental values from [1] obtained using the resonant excitation Stark ionization spectroscopy technique are used for the 6s − 6p matrix elements. Experimental energies are used in the calculation of main contributions for all polarizability calculations. The contribution of states with n > 8 is very small and is calculated in the RPA. A maximum difference of the DHF and RPA tail values for the np 1/2 and np 3/2 cases is taken to be the tail uncertainty. The ionic core polarizabilty and small correction accounting for the occupied valence orbital (α vc ) are also calculated in the RPA.
Because of significant contributions from the higher nf 7/2 states to the 5d 5/2 polarizability, we use a more accurate method to evaluate the tail for the 5d 5/2 polarizability. The tail includes the contribution of the (n > 8)p 3/2 and (n > 7)f j states. Instead of using the sum-over-states approach we solve the inhomogeneous equation of perturbation theory in the valence space, which is approximated as
for a state v with the total angular momentum J and projection M [8] and then use resulting wave functions for the polarizability calculations. The H eff term includes either second-order (Σ
1 ) or the all-order (Σ
) corrections as described in [6] , the effective dipole operator D eff includes random phase approximation (RPA) corrections. Tail results, calculated in various approximations, are listed in Table III . We find results to be very stable with the approximation and assign the spread of the values as the uncertainty.
The crossing of the 6s and 5d 5/2 static polarizabilities is found to be 653.0(1.3) nm, where the uncertainty is predominately due to the uncertainty of the 5d 5/2 contributions. As seen in Table IV , the uncertainty is almost entirely from the 5d 5/2 −6p 3/2 contribution. Thus we can expect this to be improved once a more accurate determination of the 5d 5/2 − 6p 3/2 matrix element is made. For completeness we note that the static tensor polarizability and the dynamic tensor polarizability at 653 nm are calculated to be −29.8(7) a.u. and −225(5) a.u., respectively.
