For a nonempty closed set C in a normed linear space X with uniformly Gâteaux differentiable norm, it is shown that the distance function d C is strictly differentiable at x ∈ X\C iff it is regular at x iff its modified upper or lower Dini subdifferential at x is a singleton iff its upper or lower Dini subdifferential at x is nonempty iff its upper or lower Dini derivative at x is subadditive. Moreover if X is a Hilbert space, then d C is Fréchet differentiable at x ∈ X\C iff its Fréchet subdifferential at x is nonempty. Many characteristics of proximally smooth sets and convex closed sets in a Hilbert space are also given.
Introduction
Let X be a normed linear space whose dual space is X * . A norm · of X is said to be Fréchet differentiable if for each nonzero point x ∈ X there exists ξ ∈ X * such that lim t→0 +
x + tv − x t = ξ, v ∀v ∈ X and the convergence is uniform for all v ∈ X with v = 1. We say that a norm · of X is uniformly Gâteaux differentiable if for each v ∈ X the above limit holds uniformly for all x with x = 1. For example, the norm induced by the inner product of a Hilbert space is both Fréchet differentiable and uniformly Gâteaux differentiable.
For a nonempty closed subset C in a normed linear space X, the distance function d C associated with C is defined by d C (x) = inf{ c − x : c ∈ C} ∀x ∈ X and the metric projection P C is given by
If P C (x) is nonempty for each x ∈ X\C then P C is a multivalued mapping from X into C. The metric projection P C is said to be continuous at x ∈ X provided P C (x)
is single-valued and x n → x ∈ P C (x) whenever x n → x and x n ∈ P C (x n ). A sequence
x n ∈ C is said to be a minimizing sequence for x ∈ X if x n − x → d C (x). A closed set C in X is said to be proximally smooth of radius r if there exists r > 0 such that d C is continuously differentiable on the open set U (r) := {x ∈ X : 0 < d C (x) < r}.
One of issues about the distance function is to reveal the relations among its strict, Gâteaux, Fréchet differentiabilities and regularity. (We can refer to [3] for these concepts in the more general case of Lipschitz continuous functions.) For a nonempty closed subset C in space X with uniformly Gâteaux differentiable norm and x ∈ X\C, Borwein, Fitzpatrick and Giles showed that d C is strictly differentiable at x iff it is Gâteaux differentiable at x ([1, Corollary 9] ). Fitzpatrick pointed out in [8] that if also the norms of X and X * are Fréchet differentiable then d C is Fréchet differentiable at x ∈ X\C iff the Gâteaux derivative d C (x) exists with d C (x) = 1 iff P C is continuous at x iff every minimizing sequence in C for x converges. On a proximally smooth closed set C in a Hilbert space X, Clarke, Stern and Wolenski proved that d C is continuously differentiable on U (r) for some r > 0 iff P C (x) is nonempty and d C is Gâteaux differentiable at each x ∈ U (r) iff the proximal subdifferential
is nonempty on U (r) (see [4, Theorem 4 .1]). They also indicated that, in R n , d C is continuously differentiable on U (r) for some r > 0 iff d C is Gâteaux differentiable on U (r) iff d C is strictly differentiable on U (r) iff d C is regular on U (r) ([4, Corollary 4.14]). They further showed that a closed set C in a Hilbert space X is convex iff it is proximally smooth of radius r for all r > 0 ( [4, Corollary 4.6] ).
The purpose of this paper is to continue the above study. We prove that if a function −f on a normed linear space X is Lipschitz near x ∈ X and regular at this point, then f is strictly differentiable at x iff it is regular at x iff it is Gâteaux dif- or the lower Dini derivative f − (x; ·) is subadditive. Applying this result to a space X with uniformly Gâteaux differentiable norm and the distance function d C we obtain more equivalent statements about its strict derivative at x ∈ X\C. In a Hilbert space X, it is showed that the inf-convolution f α of a lower semicontinuous function
is nonempty from which it follows that d C is Fréchet differentiable at x ∈ X\C iff
is nonempty. These results are extension and complement to the existing ones stated in the preceding paragraph. Accordingly more equivalent statements on proximally smooth sets and closed convex sets are naturally derived.
Basic Concepts
We briefly review some basic notions we will use. Let X be a normed linear space and f : X → R be Lipschitz near x ∈ X.
• The Clarke derivative of f at x in the direction v is
•
• The upper Dini derivative of f at x in the direction v is
while the lower Dini derivative of f at x in the direction v is
• [7] The modified upper Dini derivative of f at x in the direction v is
while the modified lower Dini derivative of f at x in the direction v is
By replacing
It is easy to see that for each v ∈ X we have
Therefore the above subdifferentials have the following relationships:
and
In particular, if f is in addition convex, then it is regular at x, i.e., for all v ∈ X, the usual one-sided directional derivative
exists and equals f • (x; v), and hence f satisfies f − (x; v) = f • (x; v) ∀v ∈ X. This means that these subdifferentials are the same as the Clarke subdifferential
which in turn reduces to the subdifferential ∂f (x) in the sense of convex analysis given by
In addition to the above subdifferentials, we often use the following two generalized subdifferentials.
• The proximal subdifferential of f at x is the set
for some M > 0, δ > 0 and any y in x + δB}, where B is the closed unit ball of X.
• The Fréchet subdifferential of f at x is the set
Obviously we have the following inclusions
so if f is convex and Lipschitz near x then both ∂ P f (x) and ∂ F f (x) coincide with ∂f (x).
Since if f is Lipschitz near x then the function v → f ∧ (x; v) is finite, positively homogeneous and subadditive for each f
it follows from the Hahn-Banach Theorem that the corresponding generalized subd-
It is easy to check that
and ∂ P f (x) may be empty. The function f is said to be lower Dini and Fréchet subdifferentiable at x if ∂ − f (x) and ∂ F f (x) are nonempty respectively.
Since for any two functions f and g there hold
a function f is Fréchet differentiable at x iff f and (−f ) are both Fréchet subdifferentiable at x while f is Gâteaux differentiable at x iff both f and −f are lower Dini subdifferentiable at x.
Note that f + (x; ·) and f − (x; ·) are positive homogeneous. If they are subadditive then ∂ + f (x) and ∂ − f (x) must be nonempty. In this case ∂ + f (x) and ∂ − f (x) coincide
Proof. We only prove part (a) since the proof of part (b) is similar. Let f + (x; ·) be subadditive. Then for any fixed v ∈ X there holds
Taking the supremum of the left-hand side of the above inequality over all u in X, we
The strict differentiability of a function
Recall that a function f on X is strictly differentiable at x ∈ X iff f is Lipschitz near
.4]). Applying this fact to a locally
Lipschitz function, we obtain the following characterization of the strict differentiability.
Proposition 3.1 Let f be Lipschitz near x ∈ X. Then f is strictly differentiable at x iff both f and −f are regular at x.
Proof. If f is strictly differentiable at x, then −f is also strictly differentiable at x, and hence by [3, Proposition 2.3.6 (a)] they are both regular at x.
Conversely, if f and −f are both regular at x, then by using [3, Corollary 3 to Proposition 2.3.3] we have
Therefore f is strictly differentiable at x.
To derive more characteristics for the strict differentiability of a locally Lipschitz function f , we need the next two propositions.
Proof. By definition, f is regular at
But, according to Proposition 2.1, this holds if and only if f − (x; ·) is subadditive and
Proposition 3.3 Let f be Lipschitz near x ∈ X and −f be regular at x. Then
Proof. Suppose that f is Lipschitz near x ∈ X and −f is regular at x. Then (−f ) (x; v) exists and equals (−f )
exists. And hence
Since for all v ∈ X there hold the following inequalities
Note that
For each v ∈ X we have
These two equalities imply that
holds since
is always true when f is Lipschitz near x.
With the above propositions it is easy to prove that if −f is Lipschitz near x and regular at x then the strict differentiability, the regularity and the Gâteaux differentiability of f at x are all equivalent.
Theorem 3.4 Let f be Lipschitz near x ∈ X and −f be regular at x. Then the following are equivalent:
Proof. We prove this theorem in the following route:
Since −f is regular at x, for each v ∈ X, (−f ) (x; v) exists and hence f (x; v) exists, i.e., f − (x; ·) coincides with f + (x; ·). Hence if f is regular at x then, by Proposition 3.2, both f − (x; ·) and f + (x; ·) are subadditive. Therefore (b) ⇒ (f ) holds.
(f ) ⇒ (e) follows directly from Proposition 2.1 and the fact that both
and ∂ D f (x) are nonempty.
To show (e) ⇒ (c), since, by Proposition 3.
, we only need to prove that the nonemptiness of ∂ − f (x) implies the Gâteaux differentiability of f at x. But this is obvious as long as we note that f is Gâteaux differentiable at x iff both ∂ − f (x) and ∂ − (−f )(x) are nonempty and that
the regularity of −f at x.
(c) ⇒ (d) follows from Propositions 3.3 and the fact that
is also immediate from Proposition 3.3. The proof is complete.
Recall that a norm · of a normed linear space X is said to be smooth if
is a singleton for each nonzero point x ∈ X while a normed linear space is said to be smooth if its norm is smooth. As a function the norm · is Lipschitz and convex and hence it is regular at each point x ∈ X. So upon applying Theorem 3.4 to the function f (x) = − x , we obtain the following equivalent statements of a smooth norm.
Corollary 3.5 Let X be a normed linear space with norm · . Then the following are equivalent:
(a) · is smooth.
(b) · is strictly differentiable at each nonzero point x ∈ X.
(c) − · is regular at each nonzero point x ∈ X. Theorem 4.1 Let C be a nonempty closed set in a normed linear space X with uniformly Gâteaux differentiable norm. Then for any x ∈ X\C the following are equivalent: (ii) Under the condition that X be smooth and P C (x) be nonempty, Burke, Ferris
Theorem 16]). Even though the space in Theorem 4.1 is more special, we do not need the condition that P C (x) be nonempty.
We now give an example to illustrate Theorem 4.1.
At each point x ∈ R 2 with x > 2, since for each v ∈ R 2 and t > 0 (small enough)
we have
However, d C is not strictly differentable at x = (0, 0). Indeed, it is easy to check
is not subadditive. And hence d C is indeed not strictly differentable at x = (0, 0) by virtue of Theorem 4.1.
From the above example we see that d C is not always strictly differentable on X\C for a closed subset C in X. However, if C is a nonempty closed convex set in X stated in Theorem 4.1, then d C must be strictly differentable on X\C. Then for each nonempty closed set C in X and each point x ∈ X\C the following are equivalent: To present more equivalent statements, we need the following proposition: Proposition 4.4 Let C be a nonempty closed subset of a normed linear space X and for x ∈ X\C with x ∈ P C (x) the norm of X be Gâteaux differentiable at x − x. Then there hold the following statements:
Next we prove the sufficiency. Since the norm of X is Gâteaux differentiable at x − x, by [1, Corollary 2], it suffices to prove that d C is Gâteaux directionally differentiable at x in the direction x − x, i.e.,
so we only need to show
Now for any t > 0 there holds the inequality
from which it follows that d
(ii) For each y ∈ (x, x) we must have x ∈ P C (y). Otherwise, if x were not in P C (y) for some y = λx + (1 − λ)x for some λ ∈ (0, 1), then there would exist y ∈ C such that y − y < y − x . Thus
This contradicts the inclusion x ∈ P C (x). Therefore x ∈ P C (y) for each y ∈ (x, x).
To prove that d C is Gâteaux differentiable at y, according to part (i), we only need to show that d − C (y; y − x) = d C (y). Now since, for y ∈ (x, x), there exists δ > 0 such that y + t(y − x) ∈ (x, x) for all t with 0 < t < δ,
Remark 4.3 From Proposition 4.4, if x ∈ P C (x) for x ∈ X\C and the norm of X is Gâteaux differentiable on (x, x), then d C is Gâteaux differentiable on (x, x). But this does not mean that d C is also Gâteaux differentiable at x. In fact the statements "d C is Gâteaux differentiable at x" and "P C (x) is nonempty" usually do not imply each other. Fitzpatrick [8] has proved that if X = l 2 , C 1 = {e 1 , (1 + 2 −1 )e 2 , · · · , (5) P C (x) is nonempty and d C is strictly differentiable at x.
(6) P C (x) is nonempty and d C is regular at x.
(7) P C (x) is nonempty and d C is Gâteaux differentiable at x.
is nonempty, and
(9) P C (x) is nonempty, and
(10) P C (x) is nonempty, and d
(11) P C (x) is nonempty and d
Proof. The equivalences (5) ⇔ (6) ⇔ (7) ⇔ (8) ⇔ (9) ⇔ (10) ⇔ (11) are the direct consequences of Theorem 4.1 and Proposition 4.4. And since statements (2) and (3) in Theorem 4.3 are equivalent, (2) implies (7) . Therefore it suffices to show (11) ⇒ (2).
for some x ∈ P C (x), then, by Proposition 4.4, d C is Gâteaux differentiable at x and the Gâteaux derivative d C (x) satisfies
This with d C (x) ≤ 1 implies d C (x) = 1. Thus (11) ⇒ (2). Then for a nonempty closed set C in X the following are equivalent:
(1) C is convex and P C (x) is nonempty for each x ∈ X\C.
(2) The Gâteaux derivative d C (x) exists and satisfies d C (x) = 1 for each x ∈ X\C.
(3) The metric projection P C is continuous at each x ∈ X\C.
(4) Every minimizing sequence in C for each point x ∈ X\C converges.
(6) P C (x) is nonempty and d C is strictly differentiable at each x ∈ X\C.
(7) P C (x) is nonempty and d C is regular at each x ∈ X\C.
(8) P C (x) is nonempty and d C is Gâteaux differentiable at each x ∈ X\C.
for each x ∈ X\C.
(10) P C (x) is nonempty, and
is nonempty for each x ∈ X\C.
(11) P C (x) is nonempty, and d
(12) P C (x) is nonempty for each x ∈ X\C and, for some x ∈ P C (x), (2) contains not only the convexity of C but also the existence of a closest point in C for each x ∈ X\C as well and has more equivalent statements.
(ii) Borwein, Fitzpatrick and Giles have proved that in a Banach space X with rotund dual X * (that is, for every ξ, η ∈ X * with ξ = η and ξ * = η * = 1 we have ξ + η * < 2.) if P C (x) is nonempty for each x ∈ X\C then the statement " d C is Gâteaux directionally differentiable at each x ∈ X\C in the direction x − x with x ∈ P C (x)" means that d C is a convex function Gâteaux differentiable on X\C (see [1, Theorem 17] ). Since this statement is equivalent to that d − C (x; x − x) = d C (x) holds at each x ∈ X\C with x ∈ P C (x), our result implies that in a Banach space X stated in Theorem 4.6 if P C (x) is nonempty for each x ∈ X\C then this statement is equivalent to the convexity of d C and the Gâteaux differentiability of d C on X\C respectively.
(iii) Of course, if X is a Hilbert space, then the convexity of a nonempty closed set C already implies the existence of a closest point in C for each x ∈ X\C. In this case statements (2) − (12) are all equivalent to the convexity of C. In particular, if C is a weakly closed subset of a Hilbert space X, then the nonemptiness of P C (x) in statements (6) − (12) is automatically satisfied and hence can be omitted.
Fréchet subdifferentiability of d C
In this section X denotes a Hilbert space. Let f : X → (−∞, +∞] be lower semicontinuous (l.s.c.) and bounded below by some constant c with dom f := {x ∈ X :
f (x) < +∞} being nonempty. For α > 0, the inf-convolution of f and the quadratic function x → α x 2 is defined as follows:
The function f α is bounded below by c and Lipschitz on each bounded subset of X (see [6, Theorem 5 
.1, p. 44]).
A sequence {x i } ⊂ X is said to be minimizing for an infimum of the type inf x∈C g(x) if the points x i all lie in C and satisfy lim i→+∞ g(x i ) = inf x∈C g(x).
For the function f α , Clarke, Ledyaev, Stern and Wolenski have showed that if ∂ P f α (x) is nonempty then f α is Fréchet differentiable at x (see [6, Theorem 5.1, p. 44]). We prove that ∂ P f α (x) in this statement can be replaced with ∂ F f α (x).
Hence f α is Fréchet differentiable at x iff it is Fréchet subdifferentiable at x.
Theorem 5.1 Let f be a lower semicontinuous function on a Hilbert space X and bounded below by some constant c. Suppose that x ∈ dom f is such that the Fréchet subdifferential ∂ F f α (x) is nonempty. Then there exists a point x ∈ dom f satisfying the following:
converges to x.
(b) The infimum in f α (x) is attained uniquely at x.
(c) The Fréchet derivative f α (x) exists and equals 2α(x − x).
Proof. Let ζ ∈ ∂ F f α (x). Then for any > 0 there exists δ > 0 such that for any y ∈ X with 0 < y − x < δ we have
(a) If {x i } is a minimizing sequence for the infimum in f α (x), then there exists a
and 0 < i < δ for any i greater than some i 0 .
Since f α is defined as an infimum over X, for any v ∈ B with v = 1,
Taking y = x + tv in inequality (1) and then inserting inequalities (2) and (3) with
from which it follows that
Since v ∈ B with v = 1 is arbitrary,
, dividing the above inequality by 2α and then letting i → +∞, we obtain the following inequality lim sup
By the arbitrariness of we have lim sup
This means that x i converges to x.
(b) To show that the minimum in f α (x) attains at x, we use the lower semicontinuity of f to obtain
where the last equality is from the definition of minimizing sequence. Clearly, x is in dom f and it is the unique minimizer since if there were another minimizerx in the definition of f α (x) then the constant sequence x i :=x would be minimizing, and hence would converge to x by (a). This would lead to a contradiction.
(c) We observe that for any y ∈ X there holds the following inequality
with equality holding for y = x. So we have
For any x = y ∈ X, we have
from which we have
This together with the inequality
implies that f α is Fréchet differentiable at x with the Fréchet derivative f α (x) = ζ. 
which means that 2α(x − x) ∈ ∂ P f (x).
From Theorem 5.1 the next result follows immediately. 
, where I C is the indicator function defined by
+∞ if x ∈ X\C.
Proof. Let C be nonempty and closed. Then the indicator function I C is lower semicontinuous and bounded below by 0 and the following function
is the inf-convolution of I C (·) and the quadratic function · 2 . If we prove that
is nonempty, then parts (a) and (b) of this theorem will follow from parts (a) and (b) of Theorem 5.1 since minimizing sequences and minima of (4) are those for the infimum defining d C (x).
Now we prove that if
implies that for any > 0 there exists δ > 0 such that
This proves that 2d
is indeed nonempty. To show part (c), we note that 2d C (x)ζ = 2(x − x) is the Fréchet derivative of Hence
converges to ζ as t → 0 + with the convergence being uniform for v in bounded sets.
Therefore d C (·) admits the Fréchet derivative ζ at x, i.e.,
Finally, by part (d) of Theorem 5.1, we have
This means that ζ ∈ ∂ P I C (x) since I C = I C /(2d C (x)) for any x ∈ X\C.
From the above theorem we see that d C is Fréchet differentiable at x iff d C is Fréchet subdifferentiable at x. Hence we obtain the next result.
Theorem 5.4 Let C be a nonempty closed subset of a Hilbert space X and x ∈ X\C.
Then statements in Theorem 4.5 (including statements (1) − (4) in Theorem 4.3) are equivalent to each of the following:
(13) There exists x ∈ C such that every minimizing sequence {x i } in C for x weakly converges to x.
Proof. By Theorem 5.3, (1) of Theorem 4.3 is equivalent to (12) which implies that there exists x ∈ C such that every minimizing sequence {x i } ⊆ C of inf c∈C c − x converges to x. Thus (12) ⇒ (13) since the norm convergence implies the weak convergence. It suffices to show (13) ⇒ (4) of Theorem 4.3.
Let {x i } be a minimizing sequence in C for x. If (13) holds, then there exists
x ∈ C such that x − x i weakly converges to x − x. Since x ∈ C and the norm is weakly lower semi-continuous,
which means that lim i→+∞ x − x i = x − x . Thus x − x i converges to x − x. And hence x i converges to x. Therefore (4) of Theorem 4.3 follows.
Proximally smooth sets and convex sets
For a proximally smooth set of radius r > 0 in a Hilbert space, Clarke, Stern and
Wolenski [4] have presented many equivalent statements. We list those we need in this paper. 
Mainly based on Theorems 5.4 and 6.1, we summarize the characterizations of a proximally smooth set of radius r as follows.
Theorem 6.2 Let C be a nonempty and closed subset in a Hilbert space X. Then for given r > 0 the following are equivalent:
(2) For each x ∈ U (r) the Gâteaux derivative d C (x) exists with d C (x) = 1.
(3) The metric projection P C is continuous on U (r).
(4) For each x ∈ U (r) every minimizing sequence in C for x converges.
(5) For each x ∈ U (r), P C (x) is nonempty and d C is strictly differentiable at x.
(6) For each x ∈ U (r), P C (x) is nonempty and d C is regular at x.
(7) For each x ∈ U (r), P C (x) is nonempty and d C is Gâteaux differentiable at x.
(8) For each x ∈ U (r), P C (x) is nonempty, and
(9) For each x ∈ U (r), P C (x) is nonempty, and
(10) For each x ∈ U (r), P C (x) is nonempty, and d
(11) For each x ∈ U (r), P C (x) is nonempty and d
(13) For each x ∈ U (r) there exists x ∈ C such that every minimizing sequence {x i } in C for x weakly converges to x.
, that is, the Fréchet derivative d C exists and is locally Lipschitz on U (r).
Proof. For given r > 0, (b) in Theorem 6.1 is the same as (7) Note that P C (x) is nonempty whenever C is a nonempty weakly closed subset in a Hilbert space X. In this case the condition in statements of Theorem 6.2 that P C (x) be nonempty is naturally satisfied and hence can be omitted. Furthermore we can add one more equivalent statement into it.
Remark 6.1 (i) When C is a nonempty weakly closed subset in a Hilbert space X, P C (x) must be nonempty for each x ∈ U (r). In this case, we can omit the statement "P C (x) is nonempty" in (5) − (11) of Theorem 6.2. In addition, we will get one more equivalent statement: P C (x) is a singleton for each x ∈ U (r) (according to [4, Theorem 4 .11] which states that d C is continuously differentiable on U (r) iff P C (x) is a singleton for each x ∈ U (r)).
(ii) For a closed subset C of R n , [4, Corollary 4.14] states that, for r > 0, d C is continuously differentiable on U (r) iff d C is strictly differentiable on U (r) iff d C is regular on U (r) iff d C is Gâteaux differentiable on U (r). We note that a closed set of R n is also weakly closed. Thus Theorem 6.2 extends [4, Corollary 4.14] from R n to a Hilbert space.
Clarke, Stern and Wolenski pointed out in [4, Corollary 4.6 ] that a closed set in a Hilbert space is convex iff it is proximally smooth of radius r for every r > 0. To conclude this paper, we use this relation to give more equivalent statements for a closed set in a Hilbert space to be convex. (1) C is convex.
(2) − (12) in Theorem 4.6 hold.
(13) C is proximally smooth of radius r for every r > 0.
(14) d C is continuously differentiable on X\C.
(15) d C is C 1+ on X\C.
(16) ∂ P d C (x) is nonempty for each x ∈ X\C.
(17) ∂ F d C (x) is nonempty for each x ∈ X\C.
(18) For each x ∈ X\C there exists x ∈ C such that every minimizing sequence {x i } in C for x weakly converges to x.
(19) C is weakly closed and d C is regular on X\C.
(20) C is weakly closed and d C is strictly differentiable on X\C.
(21) C is weakly closed and d C is Gâteaux differentiable on X\C.
(22) C is weakly closed, and
(23) C is weakly closed, and
(24) C is weakly closed, and d Proof. It is well known that the convexity of a nonempty convex closed subset C in a Hilbert space X implies the nonemptiness of P C (x) for each x ∈ X\C. Thus a closed set C is convex iff it is convex and P C (x) is nonempty for each x ∈ X\C. And hence (1) holds iff (2) − (12) in Theorem 4.6 hold.
In addition, the equivalences (1) ⇔ (13), (13) Next we show (1) ⇔ (19). If C is closed and convex then it is weakly closed and the distance function d C is convex. Hence d C is regular and (19) follows. Conversely, if C is weakly closed and d C is regular at each x ∈ X\C, then P C (x) is nonempty and d C is regular at each x ∈ X\C, i.e., (7) in Theorem 4.6 holds. This implies that C is convex.
Finally it is easy to see ( 
