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1. INTRODUCTION 
The existence of non-zero periodic solutions of the generalized Lienard 
equation 
Z+f(x)i+ g(x)=0 (1) 
and of its further generalization 
2 + j-(x, i)i + g(x) = 0 (2) 
has been established by constructing annuli, free of singularities in the phase 
(x, i) plane, into which all trajectories enter and none leave. (See Cesari [l] 
for an extensive treatment and bibliography, and Villari [2] for a recent 
discussion of Eq. (l).) The outer boundaries of the annuli have also served to 
determine upper bounds on the amplitudes of the periodic solutions of 
Eq. (1). Here we resurrect and refine functions, the “contours of zero slope” 
first used for finding these amplitude bounds [3-51 to obtain new conditions 
for, and simple proofs of, the existence of periodic solutions of Eqs. (1) and 
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(2) in the phase plane, in Section 2, and in a modified Lienard plane, in 
Section 3. 
Our conditions overlap only in part the sufficient conditions for 
periodicity advanced by Levinson and Smith [6], and by others [ 11. We 
employ, in our proofs, several different arcs to establish annuli and avoid, 
thereby, a detailed examination of the behavior of individual trajectories of 
Eqs. (1) and (2) [6, 11. 
2. PERIODIC SOLUTIONS: THE PHASE PLANE 
The system 
i=v 
2; = -j-(x, v)v - g(x) 
(3) 
is equivalent o Eq. (2). 
We first assume, for Eq. (3), that 
Wl> (a) f(O, 0) c 0, 
(b) f(a, v) = f(b, v) = 0 a < 0, b > 0, Vu, 
(c) j-(x, v) > 0, x < a, x > b, 
(d) f(x, v) is locally Lipschitz in x and v, 
(e) for v > 0 and every fixed x < u, vf(x, v) is a strictly increasing 
function of v, with lim,,, co vf(x, v) = +co, 
(Hz) (a> -4x> > , x Z 0, 
(b) g(x) is locally Lipschitz, 
(c) for G(x) & 1: g(t) dt, G(kco) = +a; 
(H3) u:(x) = max ssx uL(s) exists for every x < a, where 
%(X1 f(x, %,(x)) + g(x) = 0, x < a. 
THEOREM 1. Equation (2), and thus Eq. (l), has at least one non-zero 
periodic solution if (H 1 )-(H3) are satisfied. 
ProoJ We establish an annulus in the phase plane free of singularities 
into which all trajectories of Eq. (3) enter, and none leave. 
The closed nested ovals (the contours of constant energy) 
A(x, v) = G + G(x) = const. > 0 
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are crossed outward in the (x, v) plane by trajectories of Eq. (3) if 
f(x, a) < 0 and inward if f(x, v) > 0 since 
d/l 
- = -f(x, v)v’. 
dt 
It follows from the continuity of f(x, v) and (Hi)(a) that there exist ovals 
lying entirely within the region where f(x, v) < 0 such that 
bound exterior trajectories of Eq. (3) away from the origin. Any one of these 
ovals serves as an inner bound for the annulus. 
Before constructing the outer bound we re-write Eq. (3) as 
dv v-(x, VI + g(x) -=- 
dx V 
and observe that the slope of trajectories is negative for v > 0 and 
[v!(x, v) + g(x)1 > 07 and positive if v > 0 and [vf(x, v) + g(x)] < 0. Thus 
in the second quadrant of the phase plane trajectories have negative slope 
above the curve, if it exists, given by vf(x, v) = -g(x), and positive slope 
below this curve. 
The existence of a “contour of zero slope” that is the continuous function 
uL(x) is guaranteed by our hypotheses ince uL(x) is, for v > 0 and x < a, the 
solution of 
UL(X> f(x, %(X)) = -g(x)* (6) 
Note that u,(x)+ +co as x+ a-. 
The function U, is not necessarily monotone but its convex hull u:(x) is a 
monotone increasing function of x. 
Now define 
a = min uL*‘@> -+G(x) . Xi0 2 I 
Recall that [u;(x)*/2 + G(x)] -+ + co as x + -co, since G(-co) = +a~, and 
as x+a- since U:(X) -+ +co. Hence u; */2 + G(x) has a minimum at some 
x=x0 < 0, say; 
a = G!‘(xo> 
2 + Wo). 
409/104/l-9 
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FIG. 1. The phase plane annulus described in the proof of Theorem 1. 
The oval u2/2 + G(x) = a is an outer bound in x < a and meets ZI = U;(X) 
at x=x0. It is the smallest oval which has a single point in common with 
?J = 2.4: (x). 
Now define r, in x < a, as 
fiv= I x <x<a (8) 0, 1 * 
(See Fig. 1.) 
We start our outer bound at the point P, at x = a, on r with 
v(Pi) =d2[a - G(a)]. The unique solution of Eq. (5) passing through Pi 
continuing to the point P, : x(Pz) = b, u(P2), and represented by the arc PT2 
can serve as an outer bound on trajectories. The oval going through P, 
; + G(x) = “F) ~ + G(b) 
will intersect he x axis at P,, and the line x = b again at P,. One has that 
x(P3) = B, u(P3) = 0, where 
v’(P*> 
G(B)= 2 ~ + G(b), 
x(PJ = b, v(PJ = -u(P2). The arc Px4 is an outer bound on trajectories 
of Eq. (5). 
Proceeding as before, using the solution of Eq. (5) from P, to P,, 
x(P5) = a, u(P,), the arc Pp6 of the oval 
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to the x axis with x(P& = A, v(P,J = 0, and the vertical segment P, to P,, a 
point on r, completes the outer bound. 
Observe that the vertical line segment at x = A may not meet u?(x) but 
may meet the oval v2/2 + G(x) = CI instead, if A > x0 ; however, it will meet 
I-. I 
Let 
(Hl)(e’) for v < 0 and every fixed x > b, vf(x, v) is a strictly increasing 
function of v with lim,,+, vf(x, v) = -co. 
(H3’) U;(X) = min S.+ z+(s) exists for every x > b with 
u,(x) J-(x, u,(x)) + g(x) = 03 x > b. 
COROLLARY 1. Let (Hi)(e) and (H3) be replaced by (Hl)(e’) and 
(H3’), respectively, all other hypotheses of (H 1 )-(H2) remaining unchanged; 
then Eq. (2) has at least one non-zero periodic solution. 1 
The assumptions (H 1 )-(H3) are unnecessarily restrictive. It is sufficient o 
assume for Eq. (2) as we now do, that the hypotheses hold only in a strip, 
namely that there exist A <x0 < a < b < x, <B with 
@l)(a) f(O, 0) < 0, 
(b) ./-(a, v) = f(b, v) = 0, V v, 
(c) j-(x, v) > 0, x < a, x > b, 
(d) f(x, v) is Lipschitz in x and v, A <x <B, 
(e) for v > 0 and every fixed x, A <x < a, vf(x, v) is a strictly 
increasing function of v, with lim,,,, vf(x, v) = +co, and for v < 0 and 
every fixed x, b < x <B, v.(x, v) is a strictly increasing function of v with 
lim,, --oo q-(x, v) = --Co. 
(h2)(a) xg(x) > 0, x # 0 A < x <B, 
(b) g(x) is Lipschitz for A < x < B; 
let uL (x), uR(x) be the continuous functions satisfying 
let 
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(c) for G(x) = si g(r) d& that 
min p+ G(x) = ‘fp,, G%) 
A<x<o 2 1 + G(x,) & a, 
min 
b<x<B 
-..wv-+ G(x) = uR*2(x1) G%> 
2 I 2 
+ G(x,) hB; 
(d) letting 
f(x, v> > -fv in a<x<b, 
I &)I G m in a<x<b 
c*=dq=qq, c* = vq=m, 
that 
G(A))G(a)++ lc*+ [M+tj (b-a)/* 
G(B)>G(b)++ /,c,+ [M+tj (b-a)!*. 
THEOREM 2. Equation (2) has at least one non-zero periodic solution if 
(h 1 )-(h2) are satisfied. 
ProoJ: The proof is much the same as in Theorem 1. The inner boundary 
of the annulus remains unchanged. The curve r’ is defined by 
for A<x<x, 
for xo<x<a 
for b<x<x, 
for x,<x<B. 
We start the outer boundary as before at the point Pi = P, : x = a, v(Pi) = 
dm = cr. Consider the line 
a<x<b. 
The slope of any solution curve of Eq. (5) which crosses this line in [a, b] 
will satisfy 
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since ZJ > c, on the line in [a, b]. Hence any trajectory of Eq. (5) crossing 
this line will cross from above, that is with a smaller slope; the line then 
serves as an outer bound, in [a, b]. 
At Pk : x = b, v(Ph) = v(Pi) + [M + (m/v(Pi))] (b - a) we pass the oval 
; + G(x) = ‘(;i)* ___ + G(b) 
through Pi. This oval intersects the x axis at Pi : x(P;) = B’, u(P;) = 0 with 
~W’ G(B’) = G(b) + 2. 
Observe that B’ <B. 
From B’ we drop a vertical line segment o r’ and proceed as above, 
completing the outer boundary. @ 
3. PERIODIC SOLUTIONS: THE MODIFIED LIBNARD PLANE 
The “damping term” f(x, u) u was not used in obtaining the confining arcs 
Pm4, PT,, which are portions of the ovals described by Eqs. (9) and 
(1 l), respectively. For large damping much smaller confining curves, 
corresponding to the arcs Pz,, P2,, can be established readily using a 
new hypothesis and coordinates. The new coordinate system is of 
independent interest. 
The pair of equations 
4’ = -g(x) - {“f-(x, u> - .I-(& O)lo 
is equivalent not only to Eq. (1) but also to Eq. (2). Equation (12), a 
generalization of the standard Lienard system, reduces to that system 
whenever f(x, V) is independent of V. 
Let 
(H 1 “)(e) f(x, V) is monotone increasing in n for every fixed x < a, x > b. 
Observe that (Hl “)(e) is a stronger condition than the pair (Hi)(e), 
(H 1 ‘>W 
THEOREM 3. Let (H;)(e), (H3) and (H3’) hold, the other hypotheses 
(Hl)-(H2) remaining unchanged; then Eqs. (1) and (2) have non-zero 
periodic solutions. 
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Sketch of a proof: Although Theorem 3 is an immediate consequence of 
Theorem 1 one can obtain Theorem 3 directly from Eq. (12) and the listed 
hypotheses. 
First, an inner boundary for an annulus in the (x, y) plane is established 
by showing that closed nested ovals 
2 
x(x, y) = f + G(x) = const. 
are crossed outward by trajectories of Eq. (12) starting suffkiently close to 
x = 0, y = 0. 
The only significant change in the derivation of the outer boundary occurs 
in obtaining the arcs PE, PFy, PFl in the (x, y) plane corresponding to 
Pm4, P’;-i6 in the phase plane. 
We only determine P?{, Pzy; Pp; is determined similarly. 
Note that in the first quadrant of the (x, y) plane 1= [y -F(x)] > 0 
whenever a trajectory of Eq. (12) is above the curve y = F(x). Furthermore, 
3 = -g(x) - If (4 0) - f (x, O)}u < 0 for x < b 
since 
f (x, u) > f (x, 0) when u > 0 by (H 1 “)(e). 
Thus 
dv x < 0 for a trajectory, 
as shown in Fig. 2. 
An outer boundary for the annulus starting at Pi :x = b, y = y(Pi) is 
y = y(P;) from x = b to y = F(x). 
Hence 
F(x(Ps’)) = y(P;) = F(B”). 
lY,= F(x)+ufRM 
I/ 
FIG. 2. The Liinard plane construction used in the proof of Theorem 3. 
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(Observe that the horizontal line segment y = y(Pi) from x = b to x = I?” 
becomes, in the (x, v) plane, 
u = y(ly) - F(x) = F(b) + v(fy) - F(x) 
or 
u = - 
I 
; f(s, 0) ds + II(Pf) 
and replaces the oval of Theorems 1 and 2.) 
One drops a vertical line segment from P;: x = B”, y = y(Z’y) to r,, = 
F(x) t u:(x), fixing Py, and then continues as before. ! 
We now state, and give a sketch of a proof of, a theorem concerning 
Lienard equations with the “damping function” f(x, v) positive in only one 
region. Let 
(Hl*) (a) f(0, 0) < 0, .I@, 0) < 0, x 2 0 V v, 
(b) f(a, V) = 0, a < 0 V ZJ 
(c) j-(x, 0) > 0, x < 6 
(d) f(x, v) is locally Lipschitz in x and u 
(e) f(x, u) is monotone increasing in u for every fixed x < a, x > 0, 
(f) f(x, V) > --&I, A4 > 0 a < x Q 0. 
(H4) (a) There exists a unique solution, x =x* > 0 of 
y,=c,-u iv+; =F(x)tq(ij [ I 
(c, given in the proof of Theorem 2), 
(b) f(x,v)>--M,,M,>OforO<x<x*. 
THEOREM 4. If (Hl *), (H2), (H3) and (H4) hold, then Eqs. (1) and (2) 
have non-zero periodic solutions. 
Sketch of a proof: The inner boundary is obtained as before. The outer 
boundary, in the left half of the modified Lienard plane, is given as in 
Theorem 3, with x = 0, y = y, a point on the outer boundary on the positive 
y axis. 
Consider the shifted oval 
x(x, y, F(x*)) = f [ y - P(x*)]* + G(x) = G(x*). 
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Now 
i= [y-F(x*)] i,+ g(x)i 
= 1Y-e*)l[-g(x)- v(x~~)-f(x~o)~~l+ &NY-F(x)1 
On that portion of the boundary of the oval from (0, y,) to (x*, F(x*), 
i < 0. Thus trajectories cross this oval from the exterior to the interior, and 
the arc from (0, y,,) to (x*, F(x*)) is an outer boundary. 
The unique trajectory of Eq. (12) from (x*,F(x*) to a point on the 
negative y axis can serve as an outer bound. Alternatively, an explicit outer 
bound can be derived easily using n < -d2[G(x*) - G(x), and 
f(x,v)>--MO, in O<x<x*. 1 
Remark 1. The hypotheses of Theorem 3 can be altered, of course, by 
using asymmetric onditions which ensure the existence of just one of u,*(x), 
U:(X) as was done for Theorem 1, and for Corollary 1. Similarly, Theorem 4 
will hold for hypotheses which include f(x, U) < 0 when x ( 0. 
Remark 2. Having established the existence of a confining annulus lying 
in the strip A ” < x < B” one can weaken the hypotheses of Theorem 3 so 
that they are satisfied only for A <x <B, say, where A <A” and B” <B; a 
corresponding modification is possible for Theorem 4. 
Remark 3. Note that B’, B”, and A’, A” yield upper and lower bounds, 
respectively, on a periodic solution of Eq. (1). It is interesting to compare the 
estimates of the amplitude of this periodic solution provided by Theorems 2 
and 3. We choose the best known example, the van der Pol equation, f(x) = 
,4x* - 11, g(x) = x, for the comparison. The unique non-zero periodic 
solution of the van der Pol equation is known to have an amplitude slightly 
greater than 2 for all p > 0. 
We use B’ = -A’ or B” -A” as estimates for the amplitude and find the 
results listed in Table I. 
TABLE I 
Amplitude Estimates 
P B’: Theorem 2 B”: Theorem 3 
0.5 4.06 3.18 
10 23 2.35 
1000 2004 2.28 
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