[1] The year-to-year variability in the timing, duration, and spatial extent of the surface phytoplankton bloom over the winter-spring period is examined in the southern Adriatic Sea using Sea-viewing Wide Field-of-view Sensor (SeaWiFS)-derived chlorophyll images for three years (1998, 1999, and 2000). Each year's image time series shows that blooms were intermittent and differed in onset, duration, and intensity with relatively low values observed in 2000. The relation between atmospheric forcing and interannual variability of the bloom timing and intensity is investigated using a coupled physical-biological model. The simulations focus on the effect of cumulative buoyancy loss on convective depths and its implications on surface nutrient availability, chlorophyll concentrations, and other ecosystem components during the study period. We test the hypothesis that the south Adriatic bloom is essentially controlled by the local winter climatic conditions (i.e., maximum convective depth), as suggested by recent findings, rather than the available nutrient pool at the intermediate depths (200-800 m), which also varies from year to year. For all three years the simulations produced convective depths that were in good agreement with in situ observations. However, the fluctuations in SeaWiFS phytoplankton biomass could be reproduced only if the particular year's nutrient pool was also taken into account. Thus the most probable explanation for the low SeaWiFS phytoplankton biomass observed in 2000 is the reduced nutrient pool because of the return from the transient phase to the pretransient regime of the Mediterranean Sea. Our results indicate that the south Adriatic bloom is a complex phenomenon and cannot simply be explained by interannual changes in convective depth.
Introduction
[2] Open ocean deep convection is associated with deep and intermediate water formation. Deep mixing can extend down several hundreds up to thousand meters, which is much greater compared to the seasonal winter overturn. Interannual variability in the extent of deepwater formation is driven by meteorological conditions; thus the convective penetration depth is principally determined by the year-toyear variability in local heat fluxes [e.g., Mertens and Schott, 1998; Visbeck et al., 1995; Lascaratos et al., 1993] . The extraction of the buoyancy occurs over the preconditioning phase (which extends from autumn to the violent mixing event in winter) and determines the maximum penetration depth and the T-S properties of the newly formed dense water. The physical process of deep convection is reviewed in detail by Marshall and Schott [1999] . The deep overturning process also brings up an additional supply of nutrients and ''seed'' phytoplankton complementary to that furnished by seasonal convection, thus modulating the spring bloom. Within the mixed convective patch, the water mass sinking down to thousands of meters is compensated by a weaker upward motion that brings up to the surface algal spores and cells that have sunk to the deep pycnocline [Backhaus et al.,1999] . Thus year-to-year variations in springtime nutrient availability and chlorophyll concentrations may be explained to a large extent by variations in meteorological forcing through its effect on convective penetration depth. However, vertical mixing can also retard productivity because of the transport of phytoplankton below Svedrup's critical depth [Dutkiewicz et al., 2001; Follows and Dutkiewicz, 2002] .
[3] Even after the deep convection phase, development of the spring bloom continues to be affected by physical processes. Lévy et al. [1999] use an eddy-resolving primitive equation model driven by a constant atmospheric forcing to show that mesoscale features associated with water column restratification interact with the spring bloom, thereby determining the spatial pattern of primary production and of chlorophyll concentrations. In a subsequent work, Lévy et al. [2000] perform numerical experiments to isolate the effects of wind from that of progressive seasonal warming on phytoplankton distributions. On a basin and seasonal scale, their results reaffirm the classical scenario that the onset of spring bloom results from thermal restratification induced by the progressive increase of solar radiation, while shorter-term bloom fluctuations are explained by the high-frequency variability in the meteorological forcing that acts principally on the dynamical restratification driven by Ekman transport and other mesoscale processes.
[4] In the predominantly oligotrophic Mediterranean Sea, atmospheric forcing does not favor winter basin-wide upward mixing of nutrient-rich intermediate and deep waters. However, orographically forced local winds often reach gale force and, when combined with oceanographic preconditioning, can result in deep convection and surface nutrient enrichment. Thus, away from areas affected by river runoff in the Mediterranean, high productivity occurs mainly at sites of local deep convection [Antoine et al., 1995] . In fact, unlike the more classic North Atlantic situation, the Mediterranean spring bloom does not occur as a distinct or extended event. In the western Mediterranean basin, the spring bloom is most pronounced in the northern part [Morel and André, 1991] , where the Gulf of Lion, a wellknown site of dense water formation is located [MEDOC Group, 1970; Leaman and Schott, 1991] . Away from the coastal areas, the eastern Mediterranean basin is generally characterized by low annual productivity and a weak seasonal chlorophyll signal, with local exceptions such as the Rhodes Gyre and the southern Adriatic Gyre [Antoine et al., 1995] . High pigment concentrations and enhanced nutrient availability in the surface layer have been observed in these gyres following deep convection events [e.g., Zavatarelli et al., 1998; Sur et al., 1993; Crispi et al., 1999; Civitarese and Gacic, 2001; Napolitano et al., 2000] .
[5] This paper focuses only on the south Adriatic Gyre (SAG), a well known site of dense water formation [Pollak, 1951] , but the methodology and results are applicable to other sites of deep convection. The SAG is small (diameter of 100 Km) relative to the dimensions of the Mediterranean basin and is formed by the inflow of surface and subsurface water of Ionian origin. It is topographically constrained by the Italian and Dalmatian coasts and the presence of a 1200 m depression which is bounded by a 250 m Palagruza sill to the north and an 800 m sill at the Otranto Straits to the south ( Figure 1 ). Dense water is formed in the SAG during winter time by excess cooling and evaporation [Artegiani et al., 1997a] . The presence of this permanent cyclonic gyre provides a main precondition for dense water formation analogous to almost all open ocean convention regimes [Killworth, 1983] . An important factor is the presence of salty Levantine Intermediate Water (LIW) at 200-800 m. Formation occurs during strong Bora events (cold and dry wind from northeast) that persist for several days during which significant heat is lost. The diameter of the area of convection (mixed patch) is about 50 Km and vertically extends down to the bottom (1200 m) [Artegiani et al., 1997a] .
[6] Interannual changes in subsurface nutrient availability in the SAG and inflowing Ionian intermediate water within the last decade reported by Civitarese and Gacic [2001] has drawn great interest because it suggests that SAG biogeochemistry was not greatly affected by the East Mediterranean Transient (EMT) [see Malanotte-Rizzoli et al., 2003] . Before the last decade, deep water formed in the SAG was considered the principal source of Eastern Mediterranean Deep Water [Wüst, 1961] . During the EMT, the Adriatic Deep Water contribution was greatly reduced relative to the Aegean, with consequences on the Mediterranean deep thermohaline circulation [Roether et al., 1996] . The data of Civitarese and Gacic [2001] show an increased nutrient availability below 200 m from 1987 to 1995 during the EMT and a decrease after 1997 indicating a return to pretransient conditions [see also Klein et al., 2000] . Civitarese and Gacic [2001] found that this increase of the SAG internal nutrient pool was not effective in determining a significant increase in the new production because of the concomitant relaxation of the winter vertical convection, and conclude that the interannual variability the surface nutrients and new production in the SAG is strongly controlled by deep convection penetration depth rather than the nutrient content of the intermediate waters. This idea is further developed by Gacic et al. [2002] in their analysis of vertical carbon flux data for 1998 with remotely sensed algal biomass and in situ nutrient data.
[7] In this paper, we examine SeaWiFS imagery of south Adriatic Gyre to characterize the year-to-year variability in timing and duration of the surface spring bloom from January to April over three years (1998 -2000) . We tested the hypothesis that the south Adriatic bloom is controlled by local winter climatic conditions that determine the convective mixing and the amount of nutrients available to the autotrophs Civitarese and Gacic, 2001] . Thus the surface bloom progression can be explained principally by mixed layer deepening and restratification. The relation between atmospheric forcing and interannual variability of bloom timing and intensity is investigated using a one-dimensional (1-D) coupled physical-biological model discussed in the next paragraph. The model is used to demonstrate the effect of cumulative buoyancy loss on convective depths and its implications on surface nutrient availability, chlorophyll concentrations, and other ecosystem components during the study period.
[8] Satellite imagery has provided many useful insights about deep convection in the southern Adriatic Sea. Using AVHRR imagery, Gacic et al. [1997] found that the SAG temperature minimum was prominent from late autumn to early winter (corresponding to the preconditioning and deepwater formation phases) and exhibited strong interannual variability. Buongiorno-Nardelli and Salusti [2000] estimated the SAG deep convection feature's horizontal space scale in thermal images, which permitted them to compute the depth of the convective chimney from theoretical criteria. Barale et al. [1986] noted the co-occurrence of relatively high CZCS pigment levels (0.6 -0.7 mg m À3 ) with meteorological conditions associated with dense water formation. Variability in the extent of Adriatic dense water formation has been invoked to explain differences between years (1998 and 1999) in satellite-derived monthly temperature and chlorophyll fields [Banzon et al., 1999] .
[9] The use of the ecosystem model to estimate the main characteristics of deep convection and biological response is not novel. Even if deep-convection phenomena are fairly complex, the main characteristics (such as mixed layer depth, T-S properties of the new formed dense water) can be estimated with a mixed layer model forced by surface fluxes at the center of the convective area [e.g., Mertens and Schott, 1998, Visbeck et al., 1995] . Similarly, the ecological response to the deep convection has been successfully simulated with a 1-D coupled physical-biological model in the Mediterranean and was able to explain the observed seasonal cycle of nutrients and chlorophyll derived from CZCS climatology [e.g., Lévy et al., 1998; Napolitano et al., 2000] . Concerning the Adriatic Sea and particularly the SAG, to our knowledge, the only 1-D modeling study was conducted by Allen et al. [1998] with climatologic forcing functions. Here we use the one dimensional ecosystem model since it is an essential prerequisite to understand and quantify the relative roles of different physical and biological processes on the general ecosystem characteristics, in anticipation of a three-dimensional basin-wide implementation.
[10] The paper is organized as follows. Section 2 presents the data and processing. Section 3 describes the physicalbiological model and its implementation. In section 4, the SeaWiFS imagery time series is described. Then the role of atmospheric forcing on vertical water column structure and the biochemical response is examined year by year using the model results in section 5. A comparison between the SeaWiFS observations and the model results is presented in section 6. In section 7 we discuss the effect of physical and biological factors affecting the bloom events by means of modeling sensitivity experiments and theoretical analysis. Conclusions are given in section 8.
Data and Calculations

SeaWiFS Data
[11] The 1 km resolution SeaWiFS data for the period 1 January to 30 April 1998-2000 used for this study was collected by the receiving station at the Istituto di Scienze dell'Atmosfera e del Clima (ISAC), Rome, Italy. SeaWiFS Level 2 chlorophyll a maps were generated using the twoband Ocean Color algorithm version 2 (OCv2) [O'Reilly et al., 1998 ] implemented on SeaDAS software, and mapped to a 1 km resolution (University of Miami DSP software). The OCv2 is an empirical equation based on a relating remote sensing reflectances in the 490 and 555 nm bands to chlorophyll a concentration measurements. Analysis of SeaWiFS satellite postlaunch data (distributed world wide) indicates that OCv2 performs well for case 1 waters [Maritorena and O'Reilly, 2000] . For the Mediterranean Sea, D'Ortenzio et al. [2002] found the OCv2 algorithm to be reliable for concentrations above 0.2 mg m À3 but tended to overestimate below 0.2 mg m À3 .
[12] A total of 298 remapped chlorophyll images was produced for the Adriatic Sea using all the available SeaWiFS passes. Chlorophyll maps were flagged for clouds or other contamination factors using a sequence of mask criteria [McClain et al., 1995] : land, cloud, sun glint, atmospheric correction failure, high total radiance, large solar zenith angle (70°), large spacecraft zenith angle (56°), coccolithophores, negative Lw, and Lwn (555) . Table 1 shows the availability of the images per month and the monthly mean cloud cover in the south Adriatic area based on the SeaWiFS cloud masks.
Surface Heat Fluxes
[13] The net surface heat flux at the air-sea interface (Q tot ), consists of the absorbed solar radiation (Q s ) minus the back radiation (Q b ), latent (Q e ) and sensible (Q h ) heat flux:
Each component of the heat budget can be computed using the so-called bulk formulae that are based on knowledge of some meteorological parameters. In this work we obtained sea level atmospheric pressure, air temperature at 2m, dew point temperature, cloud cover, zonal and meridional wind components from European Centre for Medium-Range Weather Forecasts (ECMWF). Sea surface temperature at the same location was extracted from daily AVHRR Pathfinder data [Kilpatrick et al., 2001] . The SST data voids were interpolated in space and time using objective analysis . The low resolution of the ECMWF data (0.5625°) precludes a bidimensional analysis of the atmospheric forcing over the SAG (which is only 100 km in diameter). Therefore here we selected the ECMWF grid point located in the center of the gyre (41.5°N, 18.0°E) which can be considered representative of the meteorological conditions of the gyre.
[15] The Reed's [1977] relation was used to estimate mean daily insolation including cloud attenuation. The shortwave radiation budget including the effect of the sea surface albedo is:
where Q 0 is the clear sky radiation, C is the mean daily cloud clover, h is the solar elevation at noon and A is the sea surface albedo.
[16] The latent heat flux was computed using:
where r a is the air density, C e = 1.14 Â 10 À3 is the Dalton number, w is the wind intensity, q is the specific humidity, q s is the saturation humidity and L = 2.456 Â 10 6 J kg À1 is latent heat of water [Gilman and Garrett, 1994] . The specific humidity and saturation humidity were computed from water vapor pressure and saturated water vapor pressure [Gill, 1982, pp. 40-41] that in turn were calculated from the ECMWF dew point temperature and AVHRR sea surface temperature, taking into account atmospheric pressure correction and salt correction [Gill, 1982, p. 606] .
[17] The sensible heat flux was computed using:
where C p = 1005 J kg À1 K À1 is the specific heat of air, T s is sea surface temperature and T a is air temperature. The Stanton number C h was estimated as a function of the wind intensity:
[18] The infrared radiation budget was computed using the formula of Bignami et al. [1995] :
where e is the water vapor pressure, e is surface emissivity and s is the Stefan-Boltzman constant and C the cloud cover. To drive the model, daily values for each component of the heat flux are computed using the above parameterizations for the October to April of each year.
Model Description
Model Equations
[19] The general characteristics of the model used in this study has been described previously by Oguz et al. [1996] and Napolitano et al. [2000] , who used similar versions to examine annual plankton dynamics in the Black Sea and in the eastern Mediterranean, respectively. In this coupled physical -biological model, the upper layer dynamical processes are dealt with in a one-dimensional form of the Princeton Ocean Model [Mellor, 1998 ] including the level 2.5 Mellor-Yamada turbulence parameterization for vertical mixing. The biological state variables considered are phytoplankton biomass P, herbivorous zooplankton biomass H, and labile pelagic detritus D. Nitrate N and ammonium A constitute the other two state variables. The use of a nitrogen-based model in south Adriatic is justified by the findings of Zavatarelli et al. [1998] . The relative roles of nitrogen and phosphate limitation in this basin are still under active investigated. On the basis of the Redfield ratios, however, Zavatarelli et al. [1998] concluded that the Adriatic Sea is generally a phosphorus-limited basin, except for the surface waters in the Middle and the southern Adriatic which tend to be nitrogen-limited. Therefore the present model will predict upper limits of the biological production for the region. When the phosphate limitation is included, production values are expected to decrease to some extent.
[20] The local changes of the biological variables are expressed by a time and depth-dependent advection-diffusion equation for transport, sources and sinks in a onedimensional vertical water column. The general form of the equation is given by
where X represents any of the five biological variables, K h is the vertical eddy diffusion coefficient computed in the model from the Mellor-Yamada level 2.5 turbulence parameterization (see Oguz et al. [1996] for details) and u h is its background value, t is time, z is the vertical coordinate, @ denotes the partial differentiation. F x represents the biological interaction terms expressed for the phytoplankton, herbivore detritus, ammonium and nitrate equations, respectively as
A more extensive definition of the function in the equations is given by Napolitano et al. [2000] . The parameters used for this study are enumerated in Table 2 .
[21] It should be noted that equation (2) implies that the variations of phytoplankton stock are governed by a balance between primary production and losses due to herbivore grazing and mortality. A certain fraction of the food grazed by herbivores is assimilated (represented by the first term in equation (3)) and the rest is egested as fecal pellets to the detrital pool (the first term in equation (4)). Mortality and excretion are two forms of herbivore losses from the system (the second and third terms of equation (3)). The dead planktonic material (the second and third terms of equation (4)) constitutes an additional detritus source. This material sinks with a speed w s and, at the same time, is remineralized and converted to ammonium. These two processes are represented by the last two terms in equation (4). The zooplankton excretion and remineralization of detritus form the ammonium sources in equation (5). Ammonium is consumed by phytoplankton growth and converted to nitrate by the nitrification processes. The nitrate equation (equation (6)) represents a balance between nitrate input through the nitrogen recycling mechanism and its uptake for phytoplankton growth.
Boundary Conditions
[22] The momentum equation and the temperature and salinity equations are subject to following boundary conditions at the air-sea interface:
where K m,h are the mixing coefficients obtained using the level 2. 5 Mellor and Yamada [1982] turbulence closure scheme, Q tot is the total air-sea interface heat budget, t u and t v are the wind stress components, r 0 is water density and S 0 is surface salinity. The last boundary condition means that the salinity is restored to S 0 in the top grid layer with an infinite restoring time.
[23] The surface heat fluxes were computed from ECMWF data using bulk parameterization formulas as described in section 2.2. Wind stress time series were calculated from ECMWF winds using the following wind intensity-dependent parameterization:
where r a is the air density, W is the wind vector, and the drag coefficient is [after Smith, 1980] :
As a surface boundary condition, the time-dependent sea surface salinity was used. To obtain a suitable boundary condition, climatological monthly averages of surface salinity were computed using all MED6-MODB salinity profiles in the SAG. Sensitivity experiments performed by varying salinity by one standard deviation indicated no substantial effects on the year-to-year mixed layer deepening.
[24] Concerning the biochemical model no-flux conditions described by
are specified both at the surface and the bottom boundaries of the model for the variables X = P,H,N and A. For detritus it is modified to include the contribution of downward sinking flux
[25] The bottom boundary of the model is taken at the 1000 m depth, which is well below the euphotic zone comprising only the upper 100 m of the water column. Following previous works we choose moderate detritus sinking rates (see Table 2 ). The advantage of locating the bottom boundary at considerable distance away from the euphotic layer is to allow complete remineralization of the detrital material prior to reaching the lower boundary of the model. This approach avoids prescription of the nonzero flux boundary condition in order to compensate the loss of detritus (if any) to the deep interior from the boundary. The assumption of complete mineralization is introduced here as a convenience. Within the framework of one-dimensional model, if it is relaxed, particulate matter export flux to deeper parts of the sea must be compensated by influx of nitrate at the base of the model at each time step. This is almost identical to converting all particulate matter into nitrate form within the lower part of the water column.
In the three-dimensional case, the situation is different and particulate matter loss may be compensated by lateral fluxes. The complete remineralization was ensured by setting appropriate decomposition and sinking rates of detrital material in the model. We note that equations (2) - (6) together with the boundary conditions (7) and (8) provide a closed, fully conserved system. The state of the system at time t is governed solely by internal dynamical processes without any contribution from external sources.
[26] The PAR is taken as the half of the incoming solar irradiance by ECMWF (see section 2). It is introduced in the model by the light limitation parametrization as described by Napolitano et al. [2000] .
Initial Conditions
[27] The October climatological temperature and salinity profile from MED6-MODB [Brankart and Pinardi, 1980] was used to initialize the model. The initial profile is relevant to deepwater formation because the density distribution determines the amount of surface buoyancy loss required to destabilize the water column, and as a consequence, the mixing depth and density-compensated temperature/salinity variations that influence the properties of the newly formed deep water [Mertens and Schott, 1998 ]. However, since preconditioning profiles for each study year were not available, all runs were performed using the same initial temperature and salinity profile. Consequently, we can only investigate the year-to-year variability of the vertical mixing and water properties due to the variability of the local atmospheric forcing.
[28] In the biological model, the initial nitrate amount drives the system as it is entrained and diffused upward and utilized ultimately for the biological production. In the absence of any external source and sink as implied by the boundary conditions (see equations (7) and (8)), the model simply redistributes the initial nitrogen source among the living and nonliving components of the system. Thus specification of the initial phytoplankton, zooplankton, detritus, and ammonium distribution is unimportant as they will be generated by the model during its transient evolution (adjustment phase). The initial subsurface nitrate structure however will govern, to a large extent, the level of productivity in the euphotic zone. Accordingly, the state of variables except nitrate are initialized by a vertically uniform small, nonzero value within the euphotic layer. The initial vertical nitrate structure (Figure 2 ) are specified according to the data given by Zavatarelli et al. [1998] and adjusted in accordance with observations made during our study period by Civitarese and Gacic [2001] . Their data shows that from 1995 -1997, nitrogen concentration below the nutricline (integrated from $200 to 800 m) is about $5.2 in the SAG center.
Numerical Procedure
[29] The model equations are solved using the finite difference procedure described by Mellor [1998] . A total of 71 layers are used to resolve the water column. The grid spacing is compressed toward the surface to increase the resolution within the euphotic zone. The vertical grid spacing is almost 10 m. This resolution is found to be quite adequate to represent properly steep gradients of density and nitrate between the seasonal thermocline/pycnocline and the base of euphotic zone. The numerical scheme is implicit to avoid computational instabilities due to small grid spacing and is fully documented by Mellor [1998] . A time step of 5 min is used in the numerical integration of the equations, and provides a stable solution without introducing numerical noise. The biological model is first integrated in constant October conditions (30 days) in order to reproduce a distribution of the state variables such as P, H, D, A consistent with the initial nitrates profiles. The physical model run is performed from October to the end of April using each year's forcing. Then the biological model is run coupled with the physical model forward in time for seven months from October to April for the three respective years: 1997-1998, 1998 -1999, and 1999 -2000 , within the temporal window covering the deep convection mechanism and the spring bloom events.
Choice of the Parameters
[30] The parameters used in the simulations (Table 2) are chosen from the available data and from the literature relating to either general Mediterranean ecosystem modeling [Crise et al., 1998; Lévy et al., 1998; Napolitano et al., 2000] or specific to Adriatic Sea modeling [Zavatarelli et al., 2000; Allen et al., 1998] . The values of extinction coefficient (Kw, Kc) that are used in the model represent typical optical properties observed in Mediterranean offshore waters and have been used in previous ecosystem modeling studies. The phytoplankton parameters chosen are typical of diatoms: 1 d À1 for the maximum growth rate, 0.04 d À1 for the overall contribution of natural mortality and excretion. The parameters for the herbivores are adjusted according to mesozooplankton physiological parameters. Hence the maximum grazing, mortality and excrection rates are taken as 1, 0.04, and 0.04 d À1 , respectively. As discussed later (section 7), our sensitivity experiments suggest the choice of a phytoplankton growth rate that is equal to the maximum zooplankton grazing rate seems to be Figure 2 . Initial temperature (dots), salinity (triangles), and nitrate (stars) profiles used to initialize model. appropriate for representing the overall response of the SAG system. The effect of the use of grazing rates as a fraction of phytoplankton growth rate is also discussed in section 7. The detritus breakdown rate is 0.1 d À1 being more appropriate for the small-to-moderate size particles sinking with a constant rate of 10 m d
À1
. The nitrification rate is 0.05 d À1 . Assumption of constant nitrification rate is more appropriate for the deeper part of the water column. In the euphotic zone, nitrification is light limited, and does not play a major role. The nitrogen pool in the phytoplankton stock is then converted in chlorophyll a values using the typical Redfield ratio (C:N = 6.5) and C:Chla = 100 as suggested in SAG.
Year-to-Year Variability of SeaWiFS Chlorophyll Imagery
[31] In this section, we examine the time series of satellite images by year in order to describe the chlorophyll pattern from the beginning of the year to the end bloom period. Rather than showing images at regular intervals, significant phases of the bloom and its rapid evolution are shown in Figures 3, 4 , and 5. common pattern present in each year is the occurrence of low chlorophyll concentrations immediately preceding the bloom onset (see Figure 6 ), but the timing and intensity of these events vary from year to year.
Year 1998
[32] The chlorophyll concentrations in the SAG were moderate for January (Figure 3 ), i.e., on the order of 0.4 mg m À3 . For most of January, it is difficult to observe the SAG in its entirety, but areas between the clouds were characterized by unchanging chlorophyll values except for low values on 23 January, when strong winds from the northeastern induced significant heat losses over the area (Figures 7a and 8a) . Advection of chlorophyll-rich Albanian coastal water is observed in 9 -10 February, which probably contributed to the phytoplankton increase (>0.6 mg m À3 ) in the SAG interior by 14 February. This early bloom is dispersed by another brief wind event (19 February), but high-chlorophyll patches rapidly reform (21 February). The southerly patch becomes better developed with pigment concentrations reaching 2.0 mg m À3 (27 -28 February). Small-scale features probably associated with the cyclonic flow of the SAG form (2 -6 March), after which the bloom weakens. The next days are cloudy (7 -11 March) but areas visible through cloud gaps suggest the feature has been smeared by winds.
[33] In the next sequence of images, an asymmetric lowchlorophyll area (<0.1 mg m À3 ; referred to as a ''hole'' hereafter), appears (17 -28 March). The ''hole'' is initially not well-defined but becomes highlighted as pigment concentrations increase on the eastern meandering edge (23 -28 March; see Figure 6b for an enlargement). The maximum chlorophyll concentration at the border of the ''hole'' is consistent with in situ observations and simulations of convective areas [Nival et al., 1972 [Nival et al., , 1975 Lévy et al., 1999] . These meanders are on the order of 30-40 km, which are comparable to those typically occurring at the edge of deep convective regions immediately after the violent mixing phase [Marshall and Schott, 1999; Lévy et al., 2000] . According to Killworth [1983] , these meanders play and important role in the sinking and spreading of water masses by sinking dense water out of the convective zone and by upwelling lighter peripheral water toward the center. Thus these mesoscale instability is responsible for the collapse of the dense water patch and restratification of the water column [Jones and Marshall, 1997] . Within 2 days, the ''hole'' has disappeared (30 March), consistent with the idea that the propagation of the mesoscale instabilities lead to the rapid closure of the convective area. By 1 April, a large central bloom (>1.5 mg m
À3
) covers most of the SAG. It is more spatially extensive than the February bloom, and high pigments are observed until 5 April. The bloom is no longer visible a week later (15 April) and no further increases occur over the rest of the month.
Year 1999
[34] Unlike the previous year, the low-chlorophyll ''hole'' is observed from the start of the year and persists for several weeks in the 1999 imagery (Figure 4 ; 7 -27 January). Minimal chlorophyll patches discernible on 7 January quickly develop into a large ''hole'' with meandering edges by 16 January. The shape of the ''hole'' varies over the next few weeks (5 -27 February). In 27 February ( Figure 6a ) the ''hole'' is more than 50 km across which is the consistent with the size of a mixed convective patch [Marshall and Schott, 1999] . The 2 month persistence of the ''hole'' resulted in much lower chlorophyll concentrations compared to that of the previous year for the same dates. Chlorophyll concentrations above 0.5 mg m À3 were not observed in the central area until 3 March, when mesoscale patches of high chlorophyll appear. Because of a sequence of wind effects, these patches become smeared and almost completely disappear in the next few days (5 -10 March), then reform but shift around, eventually stabilizing in a more northerly position (12 -21 March). The interruption and redistribution of a bloom by wind bursts has been observed in other locations and reproduced in simulations [Townsend et al., 1994 [Townsend et al., , 1992 Lévy et al., 2000] . The bloom is initially more intense in the northern part of the SAG (24 March), then becomes more widespread, covering most of the center, highlighted by the contrasting oligotrophic Ionian Seawater inflow (25 March to 7 April). The asymmetrical development of the bloom area (see also Figure 6c for a zoom) can be induced by wind forcing, because Ekman transport has a wider extent and is more efficient in the direction perpendicular to the wind relative to ongoing baroclinic processes, as demonstrated by Lévy et al. [2000] . The surface chlorophyll concentrations reach a maximum around 30 March (Figure 4) , then slowly decline even though the meandering structure is preserved (1 -7 April). Although the structure dissipates by 12 April, traces of elevated chlorophyll ($0.5 mg m À3 ) remain (26 April).
Year 2000
[35] The image time series for 2000 differs from the previous years in that, except for a few days, pigments levels were below 0.2 mg m À3 from January to March ( Figure 5 ). Although a low-chlorophyll area was easily identifiable in the images, the location was neither central nor fixed. Instead, the ''hole'' shifted around. First, the asymmetric ''hole'' developed in the SAG center (20 -29 January). Then, the minimal chlorophyll area briefly disappeared (1 February), reappearing east along the Croa- PBE tian coast (4 February), then becoming less distinguishable again (5 -25 February). By 28 February, the ''hole'' was centrally located but southward toward the Otranto Straits. These changes in location were probably linked to a shifting wind field. The subsequent clear images (28 February to 14 March) show rapid closure of the ''hole'' and chlorophyll concentrations increasing toward the center over time. However, the bloom onset, marked by an increase in chlorophyll concentrations above 0.6 mg m À3 (11 -14 March), was interrupted by the appearance of another . By 29 March, the bloom has resumed but, unlike the previous years, concentrations do not exceed 0.6 mg m
À3
. The highest chlorophyll patch was located at a very southerly location and later propagated northward inside the SAG following the rotation of the gyre (30 March to 23 April). By 27 April the bloom has dissipated.
Simulated Interannual Variability of the Mixed Layer and Ecosystem Dynamics
[36] In this section, each year's convective conditions are described by examining net heat fluxes (Figure 8 ) from the preceding fall to early spring, and their effect on the vertical water column structure as simulated by the mixed layer model. The temporal evolution of modeled density profiles ( Figure 9 ) make it possible to examine the progressive deepening of the mixed layer over the preconditioning phase (November -February), the depth and timing of maximum convective penetration during the violent mixing phase, and the restratification process, both ephemeral and seasonal. The ecological response to physical process is described mainly in terms of the nitrates and phytoplankton which can easily be related to SeaWiFS data and other previous in situ measurements in the study area. The zooplankton, ammonium and detritus components are also shown even though there is no data available to validate the model results (Figures 11 -13 ).
October 1997 to April 1998
[37] The heat fluxes (Figure 8a ) illustrate the daily variability superimposed on seasonal behavior (positive or negative flux). Negative fluxes predominate from November to March, followed by mostly positive heat exchange after the vernal equinox. Net heat fluxes from fall 1997 to winter 1998 (upper panel) show the smallest airsea exchanges of the three years. Over the preconditioning period (from November to mid-February), the daily Q tot rarely went below À250 W m À2 and averaged about À120 W m À2 d
À1
. This moderate preconditioning heat loss resulted in the progressive homogenization of the modeled water column down to only $200-250 m (Figure 9a) , which reaches the nutricline. By the end of February, the modeled water column restratifies as fluxes become positive. However, between 10 and 23 March, the most significant heat losses for this year occur, with northerly cold and dry winds inducing heat losses of up to 300 W m À2 in single day. Corresponding to this event, the modeled water column again is mixed down to about 200-250 m (Figure 9a April, predominantly positive heat fluxes result in reconstruction of the modeled thermocline.
[38] In agreement with vertical mixing and stratification evolution, the nitrate structure undergoes considerable variations from autumn to spring (Figure 10a ). Starting with nutrient poor conditions (<0.25 mM) the mixed layer becomes progressively enriched as it deepens. At the beginning of January nitrate concentrations are less the 1.0 mM and increase to 2.0 mM at the end of month, in agreement with in situ measurements made in the center of the gyre on 3 and 28 January by Civitarese and Gacic [2001] . The highest nitrate concentration occurs in middle February ($2.25 mM) after which nutrients are used up as the phytoplankton bloom begins (Figure 11a ). The second mixing event replenishes the upper layer nitrate, which supports a second but smaller bloom. For the end of March, Gacic et al. [2002] reports homogenization of the water column to 300 m. Maximum nitrate concentration were about 4 mM and surface density was s $ 29.10 -29.15 [Civitarese and Gacic, 2001; Manca et al., 2002] . Compared to these observations, the model produced slightly shallower mixing depths but smaller density values (s $ 29.04), and lower surface nitrate concentrations.
[39] The characteristics of two phytoplankton blooms produced by the model (Figure 11a ) are largely determined by the nutrients, light availability and stability of the water column. The first bloom lasts for 2 weeks and reaches a maximum surface concentration of >2 mM N in the first 20 m. The bloom initiates other biological processes within the living and nonliving components of the pelagic ecosystem. The meso-zooplankton biomass increases about a week after the bloom starts. An increase in detritus and ammonium concentration occurs because of the excretion and mortality of phytoplankton and zooplankton communities. Detritus initially accumulates near the surface, then becomes dispersed to greater depth as zooplankton grazing becomes more important.
[40] The second bloom is limited to first 20 m and lasts for only a week with maximum biomass of $0.75 mM N. Compared to the zooplankton biomass during the first bloom, grazers are more abundant at the onset and during the second bloom, and tended to be restricted to the upper 40 m. The detritus also has a more limited vertical extent.
The role of remineralization for transforming the particulate N to inorganic dissolved N is indicated by the increase of ammonium concentrations (0.12 for the first bloom and much greater for the second bloom).
October 1998 to April 1999
[41] In 1998-1999, net heat fluxes were about double that of the previous year. Over the preconditioning period (November 1998 to February 1999), daily Q tot averaged À155 W m À2 (Figure 8b ). Significant heat loss events ) after a sequence of intense N-NE wind bursts. This forcing resulted in a continuous mixing of the modeled water column, with a surface density field reaching 29.13 -29.14 and a maximum penetration depth of 500 m, about twice that of the previous year's simulation (Figure 9b ). The deepest mixing occurred after mid-February. In situ observation made in mid-February in SAG showed the outcropping of the isopycnal 29.15 suggesting a vertical mixing in the core of gyre up to 500 m [Manca et al., 2002, Figure 12 ]. The results of our model are in close agreement with this scenario (Figure 9 ). The integrated buoyancy flux (not shown) at the time of the convective event was À0.9 m 2 s
À2
, about 33% more than that of the previous year, is responsible of the greater vertical mixing.
[42] During early March, fluxes decrease to near zero and some surface restratification is present in the upper few meters. However, as a consequence of another heat loss event (300 W m À2 ) in mid-March the water column is rehomogenized again down to 500 m. Subsequently, fluxes become predominantly positive and spring restratification progresses without interruption.
[43] Because of the greater atmospheric forcing and consequent deeper and prolonged vertical mixing, the surface layer has much more nitrate (up to 3.75 mM) during the period of deepest convection (February -March) compared to the previous year (Figure 10b ). The phytoplankton increase begins mid-March and lasts about a month, using up almost all of the available nitrate. Elevated pigment concentrations (>2.0 mM) occur down to over 40 m depth, with maximum values at the surface (>3.0 mM). The rapidly increasing zooplankton become abundant (maximum >1.5 mM N) within two weeks after the bloom onset, then slowly decline in April. Soon after the bloom onset, detritus begins to accumulate at the base of the phytoplankton layer, then begins to extend deeper when zooplankton are at a maximum. At about the same time, a secondary maximum occupies the first 10 m of the water column. An increase in ammonium in mid-April follows the zooplankton increase suggesting their importance in nutrient recycling (Figure 12 ).
October 1999 to April 2000
[44] Net heat fluxes for 2000 indicate more severe cooling compared to the previous two years (Figure 8c ). In particular, over the preconditioning period (November 1999 to February 2000 , the daily Q tot averaged À185 W m À2 . The heat losses of >200 W m À2 d À1 were frequent, and on at least in four occasions, exceeded 400 W m
À2
. The model mixed layer progression was quite similar to that of the previous year (Figure 9c [45] An opportunity to compare our physical model results with observations was provided by an XBT transect performed every two weeks in the year 2000 in the framework of the Mediterranean Forecasting System Pilot Project (MFSPP). Figure 9 (bottom) shows excellent agreement between the model and mixed layer depth derived by the XBT data http://doga.ogs.trieste.it/mfspp_ogs/index. html), not only from the preconditioning to the deep convection phase when the water column mixed down to >600 m, but also during restratification. XBT data from the gyre center confirm the occurrence of deep convection down to 600 m between February 8 and 22, the persistence of vertical mixing until the end of March, and restratification of the upper layer in April. This quantitative and qualitative agreement with experimental data reaffirms that the model well reproduces the year-to-year vertical structure. Mertens and Schott [1998] underlined that such agreement between a meteorologically forced mixed layer model with observation essentially implies that the local heat flux plays the dominant role in driving deep convection. Our results indicate that in the SAG region, the role of air-sea fluxes is dominant and can explain most of the year to year variability of the depth and time of vertical mixing.
[46] Similar to the previous year's simulation, the deep convective penetration introduced a significant amount of nitrate in the upper layer (Figure 10c ). During the entire months of February and March, surface concentrations were high, approximately 4 mM. Because of prolonged mixing, phytoplankton increases in April, later than the previous years. The phytoplankton bloom is confined to the first 40 m for the first two weeks with a surface maximum >3 mM. Later, the bloom becomes weaker and develops a subsurface pigment maximum. The zooplankton behavior follows that of phytoplankton with a lag of about a week. The detritus has a similar pattern as the previous year, with accumulation initially in the vicinity of the bloom then extending deeper as zooplankton become more important, and form a secondary surface maximum. Like the other components, ammonium begins to form later than in previous years, in mid April when zooplankton increase (Figure 13 ).
Comparison of SeaWiFS Observation and Model Results
[47] In this section, model results are compared with SeaWiFS observations of the bloom. Unfortunately no in situ chlorophyll data are available for the examined period apart from observations made in March 1999 by Boldrin et al. [2002] . To facilitate comparisons and to better visualize the timing of bloom events, chlorophyll concentrations along a transect (shown in Figure 1 ) were interpolated in time and space using a weighted Gaussian function with e-folding of 3 days in time, and 10 km in space. The temporal progression of chlorophyll along the transect is compared with the model evolution of the density structure and chlorophyll profile in the surface layer (upper 60 m) from January to April of each year to investigate the correspondence in timing of events (Figure 14) . The model chlorophyll concentration integrated over the euphotic layer is plotted against the SeaWiFS average chlorophyll in the gyre.
[48] The transect summarizes the bloom development for the three years and clearly shows differences in timing, spatial extent and intensity. The timing of the bloom is clearly reproduced by the model, indicating the main role of meteorological forcing in determining onset and evolution of the bloom. In correspondence to decreased wind stress and the increased solar radiation over the area, the heat fluxes become positive (Figure 8 ) and the simulations show density restratification and increased phytoplankton biomass in the upper layer. The period of low chlorophyll observed in the SeaWiFS transect corresponds to deepening of the mixed layer up to its maximum extent (see also Figure 9 ). The low pigment concentrations can explained by the shorter residence time of individual phytoplankton cells in the euphotic zone, which is a consequence of the extended length of the vertical pathway of individual cells being transported by the velocity field [Wehde et al., 2001] .
[49] In the chlorophyll transect of 1998 (Figure 14a ), the two main bloom events described in section 3, as well as the appearance of the minimal chlorophyll ''hole'' in between, are easily recognized. The first well-developed bloom occurs shortly after the progressive mixed layer deepening has ceased at the end of February. In the simulation we observed a density restratification in the first 10 m which allowed the phytoplankton concentration to increase down to %40 m. This model result is consistent with Townsend et al. [1992 Townsend et al. [ , 1994 , who demonstrated that winter blooms can occur before the seasonal thermocline develops because of restratification in the upper few meters of the water column. In March, a series of intense wind bursts lasting for 20 days interrupts the initial bloom, and destroys the stratified layer, also leading to maximum mixing penetration (Figure 14d and Figure 9a ). This minimum in chlorophyll concentration (in Figure 14a) which appears as the ''hole'' in the image time series (Figure 3) suggests that the minimum area in pigment concentrations correspond to the deep convective patch. The model also shows a sudden decrease of phytoplankton. By April, a net heat gain in the upper ocean (Figure 8a ) permits the seasonal pycnocline to develop. With the onset of restratification, the second bloom occurs, lasting for about two weeks in the imagery. By mid-April, the bloom declines, because the upwelled nutrients have been consumed and grazing has set in (Figures 10a and 11b) .
[50] The chlorophyll transect (Figure 14b) shows that 1999 is characterized by a single significant bloom event, preceded by a prolonged period of minimal chlorophyll. The period of depressed pigment concentration is associated with continuous penetrative mixing (Figure 9b ). During these first two months, recurrent wind events and significant heat losses (Figures 7b and 8b) contribute to the absence of restratification and injects nutrients into the euphotic zone. Chlorophyll reaches its minimum value in mid-February (Figure 14b ) when the penetration depth extends to maximum of 500 m, which is much greater than the previous year ( Figure 9) . Chlorophyll values moderately increase in early March and reaches a maximum (>2.0 mg m À3 ) after 20 March (Figure 14b ). In this period the seasonal thermocline begins to be reestablished ( Figure 14e ) and a well defined phytoplankton increase is observed in the model (Figure 14h ). The main bloom lasts for over three weeks and is more intense compared to the other years for both SeaWiFS and the model. The model shows high chlorophyll concentration up to $40 m with maximum values at the surface. Experimental evidence of this bloom is provided by Boldrin et al. [2002] , who report a surface maximum of 1 mg m À3 in the center of SAG in early March. Their data show that the bloom propagates with a quasi-homogeneous distribution in the upper 40 m in agreement the model results.
[51] For 2000, Figure 14c shows generally low pigment conditions for most of the entire period examined, with two very moderate bloom events (<0.7 mg m À3 ). The first chlorophyll increase occurs around 10 March, much later than the previous two years. This bloom delay can be attributed to strong wind events and prolonged mixed layer deepening down to 600 m (Figures 7c and 9c) . The brief chlorophyll increase corresponds to positive heat fluxes and low winds, but these conditions did not last long and were not sufficient to induce either stratification or a chlorophyll increase in the model (Figure 14f and 14i) . In mid-March, an intense cooling event results in minimal chlorophyll values along the transect and the reappearance of the ''hole'' in the imagery. At end of March, seasonal stratification began as heat fluxes became positive (Figure 14f ). These conditions favored the development of a bloom which was definitely less intense than that 1998 or 1999. The wind regime in early April shows many frequent wind events of moderate intensity mainly from southeast (Figure 7c ). The combination of wind and cloud cover variability contributed to the negative/positive heat flux oscillations, thereby modulating the restratification process in the model. In the simulation, the onset of the bloom corresponds to the beginning of restratification (Figures 14f and 14i) . The highest pigments levels are at the surface and decrease to background values below 20 m. The timing agrees with the SeaWiFS transect but the model algal biomass is much higher. After the first week of April, the SeaWiFS chlorophyll decreases below 0.4 mg m À3 coinciding with a destabilization of the water column not observed in previous years. When the water column restratifies, instead of a surface bloom, a deep chlorophyll maximum develops in the model (Figure 14i) .
[52] The comparison between SeaWiFS and model can be summarized by Figures 14j -14l . The base line of SeaWiFS is higher then the model by 0.2 -0.3 mg m
À3
. This is not surprising since for the Mediterranean Sea, the SeaWiFS algorithms tends overestimate chlorophyll by a factor of two in very oligotrophic conditions (<0.2 mg m À3 ) [Bricaud et al., 2002; D'Ortenzio et al., 2002] . This implies that the background values should be halved while the peaks should remain unchanged. The model satisfactorily reproduced the timing, duration and intensity of the chlorophyll peak in 1999, and less accurately for the other years. In 1998, the first model peak is in good agreement with the data, but the second peak is much smaller and of shorter duration than observed. The year 2000 shows the least successful simulation because the large peak produced by the model was not observed in SeaWiFS. The model failed to reproduce the small blooms preceding the maximum deep mixing event.
In the next section, some of these disparities between the satellite data and model results are examined in sensitivity experiments to provide an idea of what other mechanisms might need to be considered and hopefully measured in future research efforts.
Model Sensitivity Experiments
[53] SeaWiFS-derived chlorophyll images for three years (1998, 1999, and 2000) show that the southern Adriatic phytoplankton bloom occurred generally between the second half of February to the end of April but differed in timing, spatial extent and intensity. The first year, 1998 was characterized by two peaks, i.e., an early bloom onset which was interrupted in mid-March, then became reestablished. The following year, the bloom starts later but reached the highest surface chlorophyll concentrations and covered the most extensive area of the three years. The third year, 2000, also had a late bloom initiation and the chlorophyll increase was much less intense and less extensive compared to the two other years.
[54] We tested whether the observed interannual variability is controlled by local winter meteorological conditions that determine the convective mixing and the amount of available nutrients as proposed by Gacic et al. [2002] and Civitarese and Gacic [2001] . The year-to-year variability of the mixed layer deepening was investigated using the ecosystem model (section 3) forced with variable air-sea heat and momentum fluxes and PAR (section 2.2). In order to isolate the effect of atmospheric forcing, the same initial conditions were used for each year, for both physical and biological parameters (herein referred to the ''control'' run).
The results of the physical model indicate that mixed layer deepening is directly driven by intensity of the preconditioning phase during autumn and by the strong air-sea interaction events in winter. In particular, the modeled mixed layer depths extended to about 200 m in 1998, 500 m in 1999, and 650 m in 2000, in agreement with the available in situ measurements. Thus air-sea fluxes can explain most of the year-to-year variability in depth and timing of convective mixing in the south Adriatic Gyre.
[55] The difference in observed bloom intensity between 1998 and 1999 is consistent with the hypothesis that greater mixing results in a larger bloom, but the difference between 1999 and 2000, when the mixing depths were comparable, apparently contradicts the hypothesis. The biological model successfully simulated the timing and duration of the bloom for all three years. However, the magnitude of chlorophyll concentration is reproduced well only in 1999. In 1998 the first bloom event is in agreement with the SeaWiFS observation, but the second is much smaller. In the case of 2000, the model produced a much larger peak than observed. Even though the simulated mixing depth and surface nitrate concentrations in 2000 were the highest of the three years, the bloom produced by the model is less intense compared to that 1999. All these indicate that bloom intensity does not depend solely on maximum mixing depth and its effect on nutrient availability, and that other factors such as turbulence, light limitation, grazing, may be important.
[56] First, we examine the effect of an increased maximum phytoplankton growth rate (s = 1, 1.5, 2 d
À1
) on the 1998 simulation ( Figure 15 ). By increasing s, we increased the magnitude of the second peak and induced an earlier initiation of the bloom. Using s = 1.5 d À1 , produced the most similar pattern to the satellite data which showed two peaks of comparable magnitude. In contrast, the control run produced a very small second peak. For the other two years (not shown), the s >1 results in the unrealistic initiation of the bloom onset by over a month, indicating that this value was inappropriate. It is more instructive to view this result in the context of the delicate balance between growth and grazing, since phytoplankton biomass is the net result of both processes. A more realistic simulation of the 1998 bloom (late winter to early spring) the grazing rate (= 1.0 in all numerical experiments) is proportionally less relative to the growth rate. Were its contribution increased, (i.e., grazing pressure exerted too soon and too intensely), there would be insufficient time for the development of strong secondary phytoplankton bloom even though nutrients are abundant. Whereas in 2000, the phytoplankton response was severely limited by vertical mixing (the ''deep-mixing limitation of the bloom'' of Lévy et al. [1998] ), the reduced role of this physical limitation in 1998 allowed biological interactions such as grazing pressure to control phytoplankton abundance.
[57] Obviously the results of the model depend greatly on the initial nutrient budget of the water column. In the ''control'' simulations, all years were run with the same initial nutrient profile. In reality, Civitarese and Gacic [2001] observed nitrate concentrations (averaged from 200-800 m depth) of 5.5, 4.5, and 3.5 mM for the fall of 1997, 1998, and 1999, respectively. To explore the effect of this interannual variability of the nutrient pool on the SAG bloom, we performed sensitivity experiments using the values in Table 3 . The initial fall nutrient profiles were adjusted to reflect the decrease in nitrate content of intermediate waters. Relative to the control run, these represent unchanged initial conditions for 1998, but reduced nutrient availability for the next two years. Compared to the control results, the resulting pigment concentrations are lower by <10% for 1999 (EXP A; Figure 16a ). For the year 2000, lowering nitrate by 67% and 50% results in a decrease of the chlorophyll peak by 30% and 50% respectively. The decrease in 1999 is not very significant given the variability associated with the SeaWiFS spatial averaging, while the diminished model chlorophyll peak in 2000 approaches 0.8 mg m À3 closer to the observed value of 0.60 mg m
À3
(EXP C; Figure 16b ).
Discussion and Conclusions
[58] The results show that the maximum convective depth is not the only factor controlling the production in the SAG. It does determine nutrient availability in the euphotic zone, but in combination with the actual nutrient pool over the entire water column. Thus, contrary to Civitarese and Gacic [2001] , who assert that the variability in the internal nutrient pool in the SAG does not determine carbon production because productivity in the basin is more controlled by Figure 15 . Results of modeling experiment for 1998 with varying phytoplankton maximum growth rate (s). Bold line, s = 1 (control experiment); thin line, s = 1.5; dashed line, s = 2; and crosses with vertical bars, SeaWiFS mean chlorophyll and minimum-maximum values over the region bounded by horizontal line in Figure 14a . convective mixing events, the SeaWiFs data show that for 1999 and 2000 when the convective depths are increasing, the productivity is much lower during the latter year. Our model experiments, inspired by in situ and satellite observations, indicate that the most probable explanation for the low SeaWiFS phytoplankton biomass observed in 2000 is the reduced nutrient pool because of the return from the transient phase of the Mediterranean Sea.
[59] We should also consider that the effect of atmospheric forcing on the bloom is not limited to convective penetration depths but also extends to the mixing rates. In the framework of the Sverdrup's critical depth theory, Dutkiewicz et al. [2001] proposed a simple model to examine the interannual variability in spring time chlorophyll concentration as a response to these factors. They suggested that the plankton production is a function of the mixing rates and identified regimes in which enhanced mixing can either increase or decrease bloom intensity.
The extent of these regimes was defined simply throughout the nondimensional parameter (h c /h m ): the ratio of spring critical layer depth and winter mixed layer depth. They found that, in subtropical regime (0.6 < h c /h m < $1), the vertical mixing can promote surface productivity through enhanced nutrient supply while in subpolar regime (h c /h m < 0.4) the vertical mixing can retard the bloom because of transport of phytoplankton below Sverdrup's critical depth.
[60] In Table 4 , we show the year-to-year variability of h c / h m for the SAG for our study period. The h c was calculated as described by Follows and Dutkiewicz [2002] and the winter mixed layer depth and turbulent kinetic energy (TKE) was provided by our model output and published in situ observations. During our study period, all h c /h m fall within the subpolar regime and show a steady decrease from 1998 to 2000. The ratio for 1999 and 2000 is very similar to the climatological value while that for 1998 is distinctly greater. Thus a difference in biological response to physical forcing can be expected. Actually, the SAG exhibits a much greater variation in the critical depth ratio if other years are considered. For example, Gacic et al. [2002] report that in 1997, there was almost no winter convection, and phytoplankton production, as inferred from sediment trap data, was low. The h c /h m ratio for this year is well within the subtropical regime. The shifting from subtropical to subpolar regimes (as defined by the h c /h m ratio)in the SAG implies that this ecosystem's sensitivity to mixing can change dramatically. On the basis of theoretical limits, the transition between regimes occurs when mixing exceeds $76-115 m. During the transient, generally characterized by milder winters and therefore limited capability to form dense water [Klein et al., 2000] , the mixed layer is typically shallower and tends toward a subtropical regime. Thus a strong convective mixing rate leads to enhanced phytoplankton production. In contrast, during pretransient and posttransient conditions, the system falls within the subpolar regime where the mixed layer is deeper h c /h m ( 1, the sensitivity to convective mixing is weaker, and the increase of mixing can lead to a lower phytoplankton abundance [Dutkiewicz et al., 2001] . Now that the transient has ended, the nutrient pool in the SAG should stabilize around the Figure 16 . Results of the sensitivity experiments examining the effect of changing the initial nitrate budget (concentrations are listed in Table 3 Here h c was computed as the depth at which vertically averaged flux of photosynthetically active radiation (PAR derived from ECMWF shortwave radiation budget) is reduced to 21 W m À2 and averaged over the bloom period [Follows and Dutckiewicz, 2002] .
b Mixed layer depth estimated from the mixed layer model. climatological value, i.e., 3.5 mM. Under this subpolar regime, a large bloom could occur only if springtime mixing rates are very low [see Follows and Dutkiewicz, 2002, Figure 2] .
[61] All these considerations suggest that the intense blooms observed in 1998 and 1999 are the episodic signatures of the returning phase from EMT, when deep mixing events occurred, typical of the subpolar pre-EMT regime, and nutrient concentration at intermediate levels were still higher than climatological levels. This hypothesis was further tested by examining the whole CZCS time series from 1979 to1985. During these years only very moderate spring blooms (chlorophyll concentration between 0.3 and 0.5 mg m À3 ) were observed. The most intense bloom occurred in March 1982 when chlorophyll concentrations reached 0.7 mg m À3 . This agrees with the previous analysis by Antoine et al. [1995] , who found that the spring average chlorophyll in SAG is 0.3-0.4 mg m À3 . Even if the frequency of the CZCS observations was not as high as that from SeaWiFS, the number of available scenes and the typical duration of the event strongly support the hypothesis that the 1998 and 1999 blooms were ''special events'' while the weaker 2000 bloom can be considered the normal south Adriatic situation. These additional analyses provide additional support to the idea that the SAG bloom is a complex phenomenon and cannot simply be explained by interannual changes in convective depth.
[62] While our numerical model results are encouraging and useful for the scope of our study, several uncertainties are present. First of all, the ECMWF atmospheric forcing could differ from the reality in many cases, with consequences on the modeled mixed layer evolution. For example, during intense evaporative events, it is known that ECMWF wind intensities are not always as strong as in situ values [Cavaleri and Bertotti, 1997] , and could thereby cause an underestimate of buoyancy loss. Also, the ECMWF modeled cloud cover can differ significantly from in situ measurements, thereby affecting the shortwave and longwave radiation budget. Another consideration is the use of bulk formulae, which introduce other uncertainties in the final net budget estimate. Although freshwater input and its variability over the study period was ignored, the effect is probably small. For similar calculations in the Gulf of Lion, Mertens and Schott [1998] estimated that buoyancy fluxes would change by 2% if actual precipitation data were used.
[63] Concerning the numerical physical-biological model used, it is necessary underline the following aspects. The use of nitrates as the sole limiting nutrient in the SAG was briefly discussed in section 3. Although recent studies indicate that the SAG is strongly nitrogen-limited [e.g., Civitarese and Gacic, 2001] , others suggest that both phosphorus and nitrate are important [Zavatarelli et al., 2000; Allen et al., 1998] . Our model results therefore may overestimate the primary production and phytoplankton biomass to some extent. Even though our simulations dealt specifically with the autumn to winter to early spring periods, the response of phytoplankton biomass, and consequently the primary production (not computed in this context), may be modified by several processes not included within a one-dimensional approach. In the SAG, the upward advective flux of nitrates associated with the permanent cyclonic circulation system is expected to promote stronger subsurface production during the stratification phase and the development of a seasonal thermocline. The atmospheric input and nitrogen fixation might be responsible for triggering biological activity by enhancing nitrogen concentration inside the mixed layer. Furthermore, lateral advection of flow through eddy fluxes might provide additional nitrate supply which enhances primary production. Since field observations in the SAG indicate that typical average current velocities in the gyre center are in the order of only 1 cm s À1 [Civitarese and Gacic, 2001] , the horizontal contribution might be unimportant at the SAG center. Representation of phytoplankton and zooplankton by single aggregated compartments introduces strong limitation on the phytoplankton-zooplankton interaction during the year. While introducing size fractionation for these groups enhances the subsurface production during the summer and autumn seasons, this complication should not be necessary for our study since it focuses on the bloom mechanism only. Moreover, this is not yet feasible for the Mediterranean Sea and particularly, for the SAG, where there are insufficient data to represent the specific details of complicated trophic interactions.
[64] The modeling study has been useful in investigating interannual variability in the SAG, but the SeaWiFS time series also reveal intriguing 2-D aspects of the chlorophyll distributions that can be explained in the context of deep convective processes. A recurring pattern in the image time series is the appearance of a well-organized area of minimal chlorophyll concentrations sometime in the January to March period, in correspondence to a bloom delay or interruption. The low-chlorophyll area subsequently contracts as chlorophyll-rich peripheral eddies form and propagate to the center. The sequence observed in the satellite imagery is consistent with Lévy et al. [1999 Lévy et al. [ , 2000 , who simulated bloom development during restratification following wintertime deep convection in the Gulf of Lion. These patterns are also similar to those observed in dye experiments and modeling simulations of baroclinic instability process associated with deep convection [see Marshall and Schott, 1998 ]. While there are no in situ chlorophyll data to validate any of these relationships, the time series demonstrates the potential usefulness of ocean color imagery for monitoring convective processes not only in the SAG, but in other regions.
