We found that by assuming that the density of dislocations in an irradiated material varies as a function of the distance to grain boundaries and that mobile interstitial defect clusters perform three-dimensional diffusional motion it is possible to achieve significantly better agreement with experimental observations of profiles of heterogeneous void swelling than in the model where defects diffuse purely one-dimensionally. This approach explains the origin of several distinct features characterising the effect of heterogeneous void swelling, including the variation of the shape of swelling profiles as a function of irradiation dose, the formation of peaks of swelling and void denuded zones, and the occurrence of anomalously large voids in the regions adjacent to grain boundaries.
I. INTRODUCTION
The development of mathematical models describing materials driven far from equilibrium by irradiation 1 has recently become an important element of the international program on the development of a prototype fusion power station. 2 Modeling the evolution of microstructure of materials in a hostile irradiation environment 3 requires investigating processes occurring simultaneously on several different time and length scales, and comparing theoretical predictions and experimental observations.
On one hand, processes occurring at grain boundaries play an important part in determining the stability of a material under irradiation. This was highlighted by recent molecular dynamics simulations of cascades occurring in a nanocrystalline metal, 4 where it was found that the network of nanoscale grain boundaries remained stable even after crystalline order in a part of a grain was temporarily destroyed. On the other hand, by observing the evolution of microstructure in the vicinity of a grain boundary it is possible to investigate how the presence of a perturbation ͑in this case, a planar sink͒ affects the dynamics of this evolution. By studying how the microstructure of an irradiated material varies as a function of a variable introduced into the problem ͑here this variable is the distance to the grain boundary͒ one should hope to be able to understand those aspects of dynamics of microstructual evolution that cannot be addressed in the case of a spatially homogeneous system.
Spatially heterogeneous void swelling occurring in the vicinity of grain boundaries under irradiation was observed experimentally in many materials. [5] [6] [7] [8] Foreman et al. 9 investigated whether the observed effects could be described using the so-called standard rate theory ͑SRT͒ approach proposed by Brailsford and Bullough. 10 In the SRT it is assumed that single interstitial atoms and vacancies generated by irradiation in the form of Frenkel pairs diffuse three dimensionally and that the rate of absorption of interstitials by dislocations is higher than the rate of absorption of vacancies. Foreman et al. 9 found that by following the SRT approach it was not possible to explain the effect of heterogeneous void swelling. Below we shall show that in fact a model formally similar to the SRT, although based on different assumptions and addressing a broader range of phenomena, is able to describe experimentally observed swelling profiles in a more satisfactory way than alternative models studied in recent years.
The alternative approach, proposed by Trinkaus et al. 11 and investigated in considerable detail in Refs. 12 and 13, is based on the assumption that the effect of heterogeneous void swelling observed in the vicinity of grain boundaries is associated with purely one-dimensional diffusion of interstitial clusters generated by irradiation. This assumption is consistent with results of molecular dynamics simulations, 14 -17 showing that interstitial defect clusters formed in collision cascades occurring in body centered cubic ͑bcc͒ metals and in fcc metals characterized by high values of the stacking fault energy, are highly mobile. Interaction of an interstitial atom cluster with thermal phonon excitations gives rise to one-dimensional Brownian motion ͑diffusion͒ of the cluster. 18, 19 The terms ''Brownian motion'' and ''diffusion'' used in this context are equivalent. The first term refers to the motion of a single defect while the second refers to the evolution of an ensemble of defects. Detailed investigation of the model shows 11, 19 that cross-sections of reaction of mobile interstitial clusters with voids or dislocations in the material depend strongly on the dimensionality of the problem of scattering, and the predicted microstructure varies significantly depending on whether the interstitial clusters are assumed to diffuse one or three dimensionally.
The effect of heterogeneous void swelling near grain boundaries has so far been thought of 20 as providing a direct confirmation of the occurrence of one-dimensional diffusion of interstitial defect clusters in irradiated materials. Despite the fact that achieving quantitative agreement with experimentally observed swelling profiles proved difficult, 21 no alternative model has been investigated so far that would stimulate carrying out more rigorous verification of concepts underlying the existing understanding of the phenomenon. The recent experimental observation 8 of the fact that spatially heterogeneous void swelling near grain boundaries also occurs in concentrated alloys shows that at least in some cases the concept of long-range one-dimensional diffusional transport of interstitial clusters may be difficult to justify.
Indeed, the presence of compositional disorder in the crystal lattice may have a dramatic effect on the transport of interstitial defects leading to either immobilization of clusters by solute atoms through the attractive long-range elastic interactions or to the three-dimensional percolation mode of motion of clusters 22, 23 occurring in the case of repulsive elastic interaction between interstitial clusters and impurities. The tendency toward more three-dimensional diffusion of interstitial clusters in an alloy, as opposed to the purely onedimensional diffusion occurring in a pure crystalline material, was noted in recent molecular dynamics simulations of motion of self-interstitial iron clusters in iron-copper systems. 24, 25 The significance of interaction of mobile interstitial atoms with solute atoms and impurities follows from a simple observation that the average distance that a one-dimensionally diffusing interstitial cluster can travel in a lattice does not exceed Lϭ(n i r 0 2 ) Ϫ1 , where n i is the concentration of impurity ͑solute͒ atoms and r 0 is the effective range of elastic interaction between a mobile cluster and a solute atom. For example, in the case of a 99.99% pure material ͑the 0.01% concentration of helium, sodium, and magnesium impurities results from transmutation reactions in the initially 99.9999% pure aluminum irradiated by 600-MeV protons to the dose of 1 dpa 6 ͒, where n i ϳ10 19 cm Ϫ3 , we find that L Ϸ1.3ϫ10
Ϫ5 cm for the fairly modest choice r 0 ϳ0.5 nm. This value of L is between one and two orders of magnitude smaller than the spatial scale (10 Ϫ4 -10 Ϫ3 cm) characterising the effect of heterogeneous void swelling near grain boundaries in irradiated materials.
This analysis has stimulated the study described below where we found that better agreement with experimental observations can be achieved by using a model that is formally very similar to the rate theory approach. 10, 26, 27 The model does not require going beyond the assumption that radiation defects ͑this includes both single interstitials and interstitial atom clusters͒ perform three-dimensional diffusion. We note that this assumption does not contradict molecular dynamics simulations 14 -17 showing the occurrence of one-dimensional motion of defect clusters in pure materials on short time and length scales. The three-dimensional diffusion referred to in the model described below occurs on the submicron scale and results from the interaction of interstitial clusters with impurities and solute atoms giving rise to frequent random changes of the direction of the Burgers vector of diffusing clusters. 22, 23 Golubov et al. 12 gave a detailed analysis of features of microstructural evolution of a spatially homogeneous material that may result from constantly occurring changes in the direction of one-dimensional diffusion of interstitial clusters. The interesting aspect of our model is that, in agreement with experimental observations, we do not assume that the density of dislocations is a quantity independent of the distance to the grain boundary. Instead, we take it as a continuous monotonic function that vanishes at the grain boundary and reaches its asymptotic bulk value at some distance away from the boundary. The fact that '' . . . few dislocations occur in the cavity denuded zone . . . '' was noted by Foreman et al. 9 ͓a similar observation was also reported in Ref. 6 where it was noted that '' . . . practically no dislocations ͑loops or line segments͒ were observed in the cavity denuded zone along the grain boundaries . . . ''͔ but the conclusions drawn from the treatment developed in Ref. 9 do not agree with the solution given below.
The origin of variation of the dislocation density near grain boundaries may be either associated with elastic forces acting between a dislocation and a grain boundary 28 or with kinetic processes ͑e.g., fluctuations of the shape of dislocation lines giving rise to their attachment to grain boundaries during annealing, 29 or with emission and absorption of dislocations by grain boundaries 30, 31 ͒. The occurrence of a dislocation denuded zone also correlates well with dislocation dynamics simulations showing that interacting dislocations have the tendency toward forming network structures on the micron scale. 32 We note that the development of spatially heterogeneous microstructure can also occur as a result of instabilities developing in the material under irradiation. 33, 34 In our phenomenological model we do not address the dislocation dynamics aspect of the problem and instead take the profile of the density of dislocations as an arbitrary monotonic function, the shape of which may depend both on the type of the material and on the history of preparation of specimens before irradiation.
II. MODEL AND ITS SOLUTION
In this section we investigate solutions of self-consistent equations describing the evolution of concentrations of vacancies and interstitial atoms, and also the nucleation and growth of voids, in the vicinity of a grain boundary in the presence of a spatially inhomogeneous distribution of dislocations. In our model we treat vacancies and interstitial type defects ͑i.e., both single interstitials and self-interstitial clusters͒ as three-dimensionally diffusing objects. We assume that a planar grain boundary is situated at xϭ0 ͓i.e., that the plane of the grain boundary coincides with the (y,z) plane͔ and that concentrations c v (x,t) and c i (x,t) of vacancies and interstitial atoms, which are functions of distance x from the boundary, satisfy the system of two equations
where index ␣ refers to either vacancies (␣ϭv) or interstitial type defects (␣ϭi). Note that in this equation c i (x,t) does not refer to the concentration of individual interstitial atoms. Instead, c i (x,t) represents the effective concentration of interstitial atoms that diffuse in the lattice both individually ͑as single interstitial defects͒ and collectively ͑as interstitial clusters͒. In Eq. ͑1͒ K is the effective ͑inclusive of intra-cascade recombination͒ rate of generation of both types of defects, D v and D i are the effective diffusion coefficients ͑in the case of interstitial defects D i is a parameter that describes both the ''conventional'' three-dimensional diffusion of single interstitial defects and the ''forced'' threedimensional diffusion of clusters of interstitial atoms result-ing from the interaction of clusters with solute atoms͒ and (x,t) is the density of dislocation lines. The term in square brackets describes spatial distribution of sink strengths, where (x,) is the void nucleation rate, is the nucleation time and a(x,t,) is the radius of a void nucleated at time at distance x from the grain boundary. The integration over is performed over the interval of time between the incubation time t 0 ͑which is the time required to start nucleating the voids͒ and the moment of observation t. Z i and Z v are the dislocation bias factors. 10, 27 These factors describe the fact that, due to the larger formation volume of an interstitial atom defect and the resulting larger energy of its elastic interaction with a dislocation, the rate of absorption of mobile interstitials by edge dislocations is higher than the rate of absorption of vacancies. The fact that Z i ϾZ v gives rise to the positive net flux of vacancies D v c v ϪD i c i Ͼ0 to voids and leads to their nucleation and growth. Dislocation bias factors are effective parameters that enter Eqs. ͑1͒ only in the form of the product Z ␣ (x,t). For convenience we normalize the value of Z v to 1. Profiles of concentration of vacancies and interstitial defects considered as a function of time t are assumed to follow adiabatically the time dependence of the density of voids and dislocation lines. The grain boundary is treated as a perfect sink for both vacancies and interstitial atoms giving rise to the homogeneous boundary condition c v (0,t)ϭ0 and c i (0,t)ϭ0. We assume that the grain boundary does not migrate under irradiation, although in some cases migration may occur. 35 Equations ͑1͒ do not take into account the recombination of migrating vacancies and interstitial defects. This approximation is valid in the limit of low dose rates ͑i.e., in the limit where K is small͒, where the terms that are quadratic in K may be neglected.
The growth of a void situated at a distance x from the grain boundary and nucleated at time tϭ is described by the equation
where ⌰(tϪ)ϭ1 for tϾ and ⌰(tϪ)ϭ0 for tϽ. This formula is equivalent to the conventional equation describing the growth of a void due to the attachment and detachment of three-dimensionally diffusing radiation defects to the surface of the void ͓see, e.g., Eq. ͑8.29͒ of Ref. 27 or Eq. ͑5͒ of Ref.
This latter equation is less convenient for carrying out numerical integration than Eq. ͑2͒. In some simple cases Eqs. ͑1͒ can be solved analytically. Unfortunately, these simplified solutions do not describe actual experimental observations. We therefore need to develop a numerical procedure suitable for finding solutions of Eqs. ͑1͒ in the case where (x) is an arbitrary monotonic function of the distance x between a given point and the grain boundary. The requirement that the numerical procedure should retain stability in the limit of large x proves to be very significant, since in the limit x→ϱ the two linearly independent solutions of Eqs. ͑1͒ have the form c ␣ ϳexp(ϮͱZ ␣ x), and the presence of the exponentially growing term gives rise to instabilities similar to those known in the treatment of reflection of waves from the surface of an absorbing medium. 36 To solve Eqs. ͑1͒, we define a function ⌸͑x͒ϭD ␣ c ␣ (x,t) and the spatial distribution of sink strengths
In the case Kϭ0 this equation has two linearly independent solutions ⌸ ϩ (x) and ⌸ Ϫ (x) satisfying asymptotic condi-
/dx͔ of these two solutions is a quantity that is independent of x for any continuous distribution of sink strengths ⍀ 2 (x). Indeed, by differentiating W(x) we find that
and this proves that W(x)ϭconst for any continuous function ⍀ 2 (x). We now consider a solution of the inhomogeneous equation ͑3͒. Using the above property of the Wronskian, we observe that the following combination of solutions ⌸ ϩ (x) and ⌸ Ϫ (x) of the homogeneous equation ͑3͒
satisfies the necessary boundary condition ⌸ (0)ϭ0. Furthermore, by substituting this solution into Eq. ͑3͒ we find that
Taking into account the fact that W(x)ϭconst we see that Eq. ͑3͒ can be satisfied if we choose the normalization of functions ⌸ ϩ (x) and ⌸ Ϫ (x) in such a way that W(x)ϭϪK.
The two solutions ⌸ ϩ (x) and ⌸ Ϫ (x) of the homogeneous equation ͑3͒ required in order to construct ͑4͒ can be found by using the R-matrix algorithm, 36 which is described in detail in Appendix A. This completes the formal mathematical procedure that we now apply to finding profiles of concentration of interstitial atoms and vacancies in the vicinity of a grain boundary in the presence of inhomogeneously distributed dislocations. Figures 1 and 2 show profiles of concentration calculated using the method described above for a steplike ͑see Fig. 1͒ and for an arbitrary continuous ͑see Fig. 2͒ distribution of the density of dislocations. These figures show that changes in the shape of the profile of the density of dislocations (x) affect the profiles of concentration of mobile vacancies and interstitial defects. In the case of a step-like profile (x) shown in Fig. 1 the net flux of vacancies to voids varies linearly as a function of x in the dislocation-free zone. This agrees with the analytical solution of the problem given in Appendix B. On the other hand, in the case where (x) is a smooth monotonic function of variable x ͑see Fig. 2͒ , the shape of the net vacancy flux profile depends on the distribution of the density of dislocations in a more complex way, which is difficult to describe using analytical approximations.
Further study of kinetics of inhomogeneous swelling requires introducing a model describing the nucleation and growth of voids. Experimental data discussed in previous publications 9, 13, 21 refer to the interval of relatively low irradiation doses where voids continue to nucleate over the entire period of observations. The experimental data described in Ref. 9 show that the visible volume concentration of voids increases approximately linearly with the irradiation dose. This suggests that in this interval of irradiation doses nucleation is almost unaffected by the presence of existing voids. Moreover, since the observed nucleation rate remains relatively high over the interval of doses studied experimentally, we can assume that thermal emission of vacancies from 
where R is a rate factor that remains constant over the interval of irradiation doses studied experimentally. We now investigate self-consistent solutions of Eqs. ͑1͒, ͑2͒, ͑4͒, and ͑5͒, and study the evolution of the spatially inhomogeneous distribution of voids nucleating and growing in the vicinity of a grain boundary.
III. RESULTS AND DISCUSSION
We start by summarising the experimental findings. There are several significant features characterising the phenomenon of heterogeneous void swelling that a suitable theoret- ical model should be able to address. They are ͑i͒ the relatively large spatial scale of void swelling profiles, ͑ii͒ the occurrence of void denuded zones in the regions adjacent to grain boundaries ͑see for example Fig. 3 of Ref. 6͒, ͑iii͒ the nearly symmetric shape of void swelling peaks ͑this point is particularly difficult to address using the existing models 21 ͒, and ͑iv͒ the origin of rare but unusually large voids often observed near grain boundaries in the void denuded zones ͑these large voids can be clearly seen in Fig. 3 of Ref. 5 , and in Fig. 3 of Ref. 6͒. We should also note that in some cases peaks of void swelling were not observed at all 39 and the spatial scale characterizing the effect was fairly small.
We begin by arguing that the assumption that the density of dislocation lines can be approximated by a function independent of the distance to the grain boundary ͑this approximation was adopted in a recent study 40 ͒ does not represent the best possible starting point for the treatment of the problem. Indeed, the presence of image forces acting between a grain boundary and a dislocation ͑see Ref. 28 for a comprehensive review of the subject͒ should inevitably lead to the formation of zones denuded of dislocations ͑not voids yet͒ in the vicinity of grain boundaries in well annealed materials. This conclusion does not depend on whether the interaction is attractive or repulsive, since in the first case the dislocations will be absorbed by the grain boundary while in the second case they will pushed away from the boundary in the interior region of the grain. Note also that the weakness of elastic forces acting between a dislocation and a grain boundary is compensated for by the very long time available during the annealing process for the development of the microstructure ͑the experimental data described in Ref. 9 were obtained using well annealed samples, and the authors of Refs. 9 and 6 confirmed that only few dislocations were observed in the cavity denuded zone͒. Fluctuations of the shape of dislocation lines at high temperatures should also lead to the formation of zones free from dislocations as a result of attachment of dislocations to grain boundaries. 29 It is therefore natural to treat the problem of void swelling starting from a monotonic profile of the density of dislocations (x), where function (x) vanishes at xϭ0 and where (x) reaches its asymptotic bulk value at a certain distance away from the grain boundary. It is also reasonable to assume that the overall density of dislocation lines should increase under irradiation as a result of growth of dislocation loops. Also, it is likely that the climb of dislocations should give rise to dislocations propagating from the interior region of the grain towards grain boundaries during irradiation.
Following these arguments, we approximate the density of dislocation lines by a simple analytical formula ͑in qualitative terms the results reported below are not sensitive to the particular choice of the shape of this profile͒
where 0 (t) and x 0 (t) are assumed to vary slowly as a function of irradiation time. The function given by Eq. ͑6͒ vanishes in the limit x→0 and reaches its bulk asymptotic value (x)→ 0 (t) in the limit x→ϱ. The irradiation time t is related to the dose via ϭKt. Figure 3 shows the distribution of the volume density of voids calculated for the three values of irradiation dose for which experimentally observed values were reported in Ref. 9 . The incubation dose 0 corresponding to the onset of void growth t 0 is assumed to be equal to 0.08 dpa. Values of the density of voids at swelling peaks observed experimentally were N v (ϭ0.13dpa) ϭ5. Profiles of the density of dislocations ͓Eq. ͑6͔͒ are assumed to evolve with irradiation dose as shown in Fig. 4 . Given the overall functional form of the dislocation density profile ͓Eq. ͑6͔͒, the parameters x 0 , w and the rate of increase of the asymptotic bulk density of dislocations 0 (t) have been chosen to reproduce the experimentally observed profiles of void swelling shown in Fig. 5 . Other choices of input parameters of the model give rise to profiles qualitatively similar to those shown in Fig 5. Here, void swelling was calculated by using Eqs. ͑2͒ and ͑5͒, where the concentrations c v and c i were evaluated self-consistently via Eqs. ͑1͒. The comparison of calculated and observed profiles shows that by using the present model it is possible to achieve good agreement with experiment both in terms of the shape of the profiles and also in terms of the calculated and observed values of void swelling in the interior region of the grain. None of this was possible within the framework of models considered previously. 11, 21 Note that profiles shown in Fig. 4 and representing the variation of the density of dislocations as a function of the distance to the grain boundary agree reasonably well with experimental measurements ͑The authors are grateful to Pro- fessor M. Victoria for giving us access to these experimental data͒ reported in Ref. 41 . In the case of aluminum irradiated to the dose of 1.1 dpa by 590 MeV protons at Tϭ390 K the observed density of dislocations was found to be 0 ϭ7.0 ϫ10 13 m Ϫ2 , which is equal to 0 ϭ70 micron Ϫ2 . This value compares very well with the value of 0 (t)ϭ125 micron Ϫ2 corresponding to ϭ0.65 dpa found using our model. Indeed, at higher doses the density of dislocations does not increase as rapidly as it does in the limit of small doses ͓the calculated value of 0 (t) at 0 ϭ1 dpa is 140 micron Ϫ2 ]. Moreover, we should emphasize that the density of dislocations enters Eqs. ͑1͒ only in the form of the product Z, where Z is the bias factor. In our treatment we choose to normalize the vacancy bias factor to unity Z v ϭ1.0. In practice the values of bias factors Z may vary in the range between 1 and 5 ͑Ref. 27͒ ͑indeed, it is not the absolute value of Z i or Z v but the ratio Z i /Z v that plays the main part in determining the rate of void swelling͒ and the choice of normalization Z i ϭ2.44 and Z v ϭ2.0 would bring the values of 0 (t) used in our model calculation into exact agreement with experimental measurements.
A particularly important feature characterizing the effect of inhomogeneous void swelling is the occurrence of unusually large voids in the void denuded zones adjacent to grain boundaries. The rarely distributed large voids situated very close to grain boundaries can clearly be seen in electron microscope images given in Refs. 5 and 6. None of the models investigated so far was able to explain the very striking observation that the rate of growth of voids can be higher in the regions where the nucleation of voids is suppressed. Figure 6 shows how this phenomenon can be understood using Eqs. ͑1͒. The average radius ā of a void is a quantity related the local value of void swelling S v and the local density of voids
A comparison of profiles shown in Figs. 3 and 5 shows that a substantial part of each swelling peak is situated in the region where the density of voids is low. The fact that values of local swelling remain high in the region where the density of voids is low shows that the average size of voids in this region can be substantially greater than the size of voids growing in the interior of the grain. The occurrence of large voids in the vicinity of grain boundaries is associated   FIG. 4 . Snapshots of profiles of the density of dislocation lines used in the study of solutions of Eqs. ͑1͒. The profiles are described by analytical expression ͑6͒, where the width of the transition region w, the distance between the centre of the transition region x 0 and the grain boundary, and the asymptotic bulk value of the dislocation density 0 were assumed to vary slowly as a function of the irradiation dose. Note that the density of dislocations shown in this figure represents an effective parameter consistent with the choice of normalization of the bias factor Z v ϭ1. Other possible choice of values of bias factors will require simple re-scaling of curves shown in this figure. The model considered above makes it possible to comment on cases where the effect of inhomogeneous void swelling near grain boundaries was not observed, see, e.g., the case of void swelling under electron irradiation described in Ref. 39 . On the one hand, in the model where we assume that interstitial defects perform three-dimensional diffusion, the presence of a dislocation denuded zones near grain boundaries prior to irradiation is necessary to explain the formation of the peak of void swelling situated at a certain distance from the grain boundary. In the case where the distribution of the density of dislocations is homogeneous across the grain, no peak of void swelling are expected to occur, and this may explain their absence in experiments described in Ref. 39 . There are other even more fundamental reasons that can be responsible for the difference between experimental observations corresponding to cases of electron and neutron/ion ͑cascade͒ irradation. It is often assumed that the main difference between the two cases is associated with the fact that electron irradiation produces Frenkel pairs of defects while cascade irradiation generates clusters of defects, and the difference between scenarios of microstructural evolution occurring in the two cases is associated with the occurrence of one-dimensional diffusion of interstitial clusters. A more thorough examination shows that there are other significant differences, namely, ͑i͒ the presence of transmutation reactions in the case of neutron irradiation giving rise to the accumulation of helium and other impurities in the material, 42 ͑ii͒ the presence of new mechanisms of nucleation associated with the direct formation of nanovoids in cascades as opposed to nucleation occurring via the sequential accumulation of vacancies in vacancy clusters, and ͑iii͒ the difference in the magnitude of the dislocation bias factors ͑the effective value of the ratio Z i /Z v describing the interaction of mobile interstitial clusters with dislocations may be significantly higher than that characterizing the case of single interstitial atoms 12 ͒. Furthermore, ͑iv͒ we should expect that in the case of electron irradiation the high concentration of single interstitial atoms will give rise to the rapid climb of dislocations. In the case of neutron irradiation pinning by interstitial clusters investigated in Refs. 43,44 impedes the motion of dislocations, and the resulting evolution of the dislocation component of the microstructure, as well as void swelling profiles, should be expected to differ significantly from the case where pinning of dislocations by interstitial clusters does not occur.
Results described above show that the conclusion drawn in Ref. 9 regarding the point that a rate theory-type approach assuming the dominance of three-dimensional diffusion of defects could not describe heterogeneous void swelling near grain boundaries, is incomplete. In fact, by using a model formally very similar to the rate theory it is possible to describe experimental observations reasonably well. It is interesting that our conclusion agrees fully with the original formulation of the production bias model ͑PBM͒ by Woo and Singh 45, 46 who highlighted the significance of segregated coalescence of defects in collision cascades. Both the fact that in our model we use high values of the dislocation bias factor Z i and that the expression for the rate of nucleation ͓Eq. ͑5͔͒ was derived 38 using the PBM shows that our results fit squarely into the PBM framework. The fact that here the concept of one-dimensional diffusion of clusters was not used does not come as a surprise since the concept of PBM refers equally to pure materials and alloys, where in the first case the one-dimensional transport of interstitial clusters probably dominates the microstructural evolution while in the latter case the occurrence of long-range one-dimensional transport of interstitial defects is unlikely.
Finally, we would like to note the phenomenological aspect of the study described in this paper. The model proves to be capable of describing the experimentally observed phenomenon of heterogeneous void swelling in a somewhat better and more comprehensive way than other models currently available in the literature. The model shows that the origin of spatially heterogeneous void swelling may be associated with the heterogeneity in the distribution of dislocations near a grain boundary. This shows that the spatial distribution of the dislocation component of microstructure probably plays a determining part in the formation of the distribution of voids. Without a proper investigation of the evolution of the dislocation network it is difficult to draw conclusions about the actual cause of the large-scale spatial inhomogeneity of the void swelling profile in the vicinity of a grain boundary.
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APPENDIX A
In this appendix we describe a numerical approach to solving equations ͑3͒ and ͑4͒. We assume that we need to find these solutions on an interval ͓0,L͔, where L is sufficiently large, so that L⍀ ϱ ӷ1. We split the entire interval of integration into Nӷ1 slices of equal length lϭL/N. Within each slice function ⍀ 2 (x) can be approximated by its value corresponding to the middle of the slice, so that for x i Ͻx Ͻx iϩ1 we have
where ⍀ i 2 ϭ⍀ 2 (͓x i ϩx iϩ1 ͔/2) and x N ϭL. Function ⍀ 2 (x) is now approximated by a discontinuous set of steplike segments. The solution of Eq. ͑A1͒ is a function that is continuous and differentiable everywhere on the interval ͓0,L͔. Values of the derivative d⌸/dx and the solution ⌸(x) at both sides of every slice ͓x i ,x iϩ1 ͔ are related via
ϩ⍀ i sinh͑⍀ i l ͒⌸͑ x iϩ1 ͒,
ϩcosh͑⍀ i l ͒⌸͑ x iϩ1 ͒. ͑A2͒
Introducing the R-matrix by the relation R i ϭd ln͓⌸(x)͔/dx͉ x i and using Eqs. ͑A2͒, we find
or, conversely,
In the limit x→ϱ we retain only the solution that falls off exponentially as a function of coordinate x. This corresponds to the boundary condition R N ϭϪ⍀ ϱ . ͑A5͒
Using this boundary condition and Eq. ͑A4͒, we find values R NϪ1 , R NϪ2 . . . R 0 . Solution ⌸ ϩ (x) that remains regular in the limit x→ϱ can now be found recursively as
Boundary condition for ⌸ ϩ (x) at xϭ0 is ⌸ ϩ (0)ϭ1.
Finding solution ⌸ Ϫ (x) is somewhat more difficult. We choose the boundary condition on the derivative of ⌸ Ϫ (x) at xϭ0 in the form d ln͓⌸ Ϫ (x)͔/dx͉ xϭ0 ϭϪR 0 , where R 0 equals the boundary value of the R-matrix found previously from Eqs. ͑A4͒ and ͑A5͒. We now impose the requirement following from Eq. ͑4͒ that the Wronskian of solutions ⌸ Ϫ (x) and ⌸ ϩ (x) must be equal to ϪK. We write
ϭϪK. ͑A7͒
Taking into account that ⌸ ϩ (0)ϭ1, from ͑A7͒ we find the boundary condition on ⌸ Ϫ (x)
Now values ⌸ Ϫ (x 1 ), ⌸ Ϫ (x 2 ), . . . ,⌸ Ϫ (x N ) can be found using Eq. ͑A6͒. Finally, we write solution ͑4͒ in the form
that contains no exponentially divergent terms and provides a convenient numerical representation of function ⌸ (x).
APPENDIX B
In the case of a steplike distribution of the density of dislocations equation ͑3͒ has the form d 2 dx 2 ⌸͑x ͒ϩKϪZ⌸͑ x ͒⌰͑ xϪx 0 ͒ϭ0. ͑B1͒
In the interval 0ϽxϽx 0 this equation has solution ⌸(x) ϭϪKx 2 /2ϩAxϩB. For xϾx 0 the solution is ⌸(x) ϭ(K/Z)ϩC exp(ϪͱZx). Using the boundary condition ⌸(0)ϭ0 we find that Bϭ0. Conditions of continuity of the solution and its first derivative at xϭx 0 give rise to two more equations, using which it is possible to find constants A and C. By carrying out calculations, we arrive at ⌸͑x ͒ϭϪ Kx for xϾx 0 . In the case shown in Fig. 1 this solution is indistinguishable from the solution found using the numerical algorithm described in Appendix A.
