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Abstract. Scrambling in interacting quantum systems out of equilib-
rium is particularly effective in the chaotic regime. Under time evolu-
tion, initially localized information is said to be scrambled as it spreads
throughout the entire system. This spreading can be analyzed with the
spectral form factor, which is defined in terms of the analytic continu-
ation of the partition function. The latter is equivalent to the survival
probability of a thermofield double state under unitary dynamics. Using
random matrices from the Gaussian unitary ensemble (GUE) as Hamil-
tonians for the time evolution, we obtain exact analytical expressions
at finite N for the survival probability. Numerical simulations of the
survival probability with matrices taken from the Gaussian orthogo-
nal ensemble (GOE) are also provided. The GOE is more suitable for
our comparison with numerical results obtained with a disordered spin
chain with local interactions. Common features between the random
matrix and the realistic disordered model in the chaotic regime are
identified. The differences that emerge as the spin model approaches a
many-body localized phase are also discussed.
1 Introduction
The study of information loss in black hole physics has motivated the investigation
of the rate at which quantum correlations can be scrambled [1,2,3,4,5,6]. In the con-
text of the AdS/CFT correspondence, which connects gravity in a negatively curved
spacetime (anti-de Sitter, AdS) with a strongly coupled field theory on the boundary
of that spacetime (a conformal field theory, CFT) [7,8,9,10], black holes are predicted
to exhibit a very rapid mixing dynamics under unitary evolution [1,2], approaching a
bound on the exponential growth of out-of-time-ordered correlators [11,12,13]. The
bounded quantity is analogous to a Lyapunov exponent in quantum chaotic systems,
where properties of the energy spectrum are described by random matrix theory.
Within AdS/CFT, an eternal black hole is equivalent to a particular entangled
state between two non-interacting copies of a CFT, a state referred to as the ther-
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mofield double (TFD) [14]. Scrambling is the redistribution of quantum information,
initially localized in a subsystem, over the entire system under time evolution. More
specifically, scrambling has been linked to certain out-of-time order four-point func-
tions, as well as quantum information theoretic measures such as mutual information.
It is natural to assess the spreading of information in a black hole via the sur-
vival probability of a TFD state, that is via the fidelity between the TFD state and
its unitary time evolution [6,15]. This quantity is directly related to the analytic
continuation of the partition function of the CFT [16,17,18] and ultimately, to the
complex Fourier transform of the density of states. It is an extensively studied object
in quantum chaotic systems [19,20,21,22,23,24].
The connection between black hole physics and randommatrix theory has prompted
theoretical [25,26,27] and experimental [28,29] efforts towards the investigation of in-
formation spreading in chaotic quantum systems in the laboratory. Realistic physical
Hamiltonians generally are not described by full randommatrices (FRM). FRM never-
theless successfully capture certain phenomena of realistic Hamiltonians [30,31]. This
motivates our search for properties that are common to FRM and realistic models
with local interactions.
Recently a quantum many-body system of interacting fermions, the so-called
Sachev-Ye-Kitaev (SYK) model [32,33], has been proposed as a candidate for de-
scribing the physics of low dimensional quantum black-holes in holographic settings.
The SYK model has quenched disorder with random all-to-all couplings, is maximally
chaotic in the sense of [11,12] and connections with Random Matrix Theory [17] and
Eigenstate Thermalization Hypothesis [34] have been established. The simplicity of
the model has enabled several proposals for its study in the laboratory [35,27]. Mod-
els that are yet closer to experimental systems include disordered spin chains, such
as the one explored here.
In this work we focus on the characterization of information spreading via the
dynamics of the survival probability of a TFD state. After identifying the salient
features obtained with FRM, we compare the results with those of a one-dimensional
(1D) spin-1/2 model with onsite disorder. This system is similar to the interacting
fermionic system with quasi-random disorder experimentally implemented in [36]. We
verify that the long-time dynamics of the FRM and of the spin model in the chaotic
regime are very similar.
2 Survival Probability of the Thermofield Double State
Consider a quantum system described by the Hamiltonian H and a complete set of
eigenstates |n〉, such that H |n〉 = En|n〉. The spectral form factor g(β, t), defined in
terms of the analytic continuation of the partition function Z(β, t), is written as
g(β, t) = |Z(β, t)|2 =
∑
n,m
e−β(En+Em)−it(En−Em), (1)
where β is the inverse temperature. The spectral form factor has been used [6,11,
16,17] to investigate the spectral properties of black holes and their information loss.
Recently, g(β, t) has been associated with the survival probability of a TFD state [15].
The TFD formalism for quantum systems is a strategy to treat a thermal mixed
state, ρ = e−β H , as a pure state in a bigger Hilbert space. This is done by considering
two identical copies (labelled by 1 and 2) of the original quantum system. The degrees
of freedom of these two copies are not coupled in any way. The states in the tensor
product of the two system copies are |m〉1|n〉2. The TFD state is a particular entangled
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state of the degrees of freedom of the two copies given by
|Ψ(β)〉 = 1√
Z(β)
∑
n
e−βEn/2|n〉1 |n〉2 , (2)
from which it follows that ρ = ρ1 = Tr2 |Ψ(β)〉〈Ψ(β)| = e−βH .
The evolution of the TFD state under the Hamiltonian H = H1 ⊗ I2, where
H1 ≡ H , is written as
|Ψ(β, t)〉 = e−itH|Ψ(β)〉 = 1√
Z(β)
∑
n
e−(β/2+it)En |n〉1 |n〉2. (3)
The survival amplitude of the TFD state is then defined as the probability amplitude
for the time-dependent state (3) to be found in the initial state, i.e., the overlap
A(β, t) = 〈Ψ(β, 0)|Ψ(β, t)〉 = 1
Z(β)
∑
n
e−(β+it)En . (4)
The survival probability for this state is then
S(β, t) = |A(β, t)|2 = 1
Z(β)2
∑
n6=m
e−β(En+Em)−it(En−Em) +
Z(2β)
Z(β)2
, (5)
which, from definitions above, relates to the spectral form factor as
S(β, t) =
∣∣∣∣Z(β, t)Z(β)
∣∣∣∣
2
=
g(β, t)
Z(β)2
. (6)
This formulation allows to map unitarity constraints on the decay of general quan-
tum systems, often expressed in terms of a survival probability (fidelity) decay, to the
spectral properties of quantum systems. In Ref. [15] bounds on the decay of the sur-
vival probability of the TFD at short times were derived that follow from unitarity
constraints in conjunction with very general properties of the density of states (DOS).
2.1 General features of quantum decay
Exploiting the power-series expansion of the time-evolution operator, it is straight-
forward to show that under unitary evolution, the initial decay of the survival proba-
bility is quadratic in time and controlled by the energy uncertainty ∆E0 of the initial
state [37,38],
S(β, t) = 1−
(
t
τZ
)2
+O(t3), τZ ≡ 1
∆E0
, (7)
where τZ is the Zeno time. The definition of the specific heat cV = kBβ
2∆E20 for the
TFD state [6,15] leads to the equality τZ = β
√
kB
cV
.
Subsequently, the decay of the survival probability depends on the shape of the
energy distribution of the initial state. This distribution is often referred to as local
density of states (LDOS) and is given by
ρldos(E) =
∑
n
pnδ(E − En), (8)
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where pn is the absolute square of the overlap between the initial state and the
energy eigenbasis. When the initial state is a TFD state, pn = |〈Ψ(β)|n〉1 |n〉2|2 =
e−βEn/Z(β). These components are the Boltzmann factors that define the occupation
probability in the canonical thermal density matrix. They work as a filter function,
enhancing the weight of the low energy eigenstates as β increases.
The survival probability is the absolute square of the Fourier transform of the
LDOS. For TFD states, S(β, t) can also be written in terms of the density of states
(DOS), ρ(E) =
∑
nNEδ(E − En), with NE being the degeneracy. We have
S(β, t) =
∣∣∣∣∣
∫ Eu
El
dEρldos(E)e
−iEt
∣∣∣∣∣
2
=
∣∣∣∣∣
1
Z(β)
∫ Eu
El
dE ρ(E)e−(β+it)E
∣∣∣∣∣
2
, (9)
where El and Eu are the lower and upper bounds of the spectrum.
The usual exponential decay of the survival probability is caused by a Lorentzian
LDOS. However, any other shape of ρldos(E) necessarily leads to non-exponential
decays [39,37,40]. Different behaviors have been characterized, ranging from power-
law to superexponential decay [15,39,37,40,41,42,43,44,45,46,47,48].
2.2 Long-time power-law decay
Due to the existence of a ground state El in the energy spectrum, the long-time decay
of the survival probability is characterized by a slower than exponential decay [38,
39]. Mathematically, this is explained as follows. If the spectral density ρ(E) vanishes
for E < El, the Paley-Wiener theorem implies that [15]
S(β, t) ≥ C exp (−γ tq) , (10)
with C, γ > 0 and q < 1. In physical terms, the origin of this slower decay can be
traced back to the possibility that the time-evolving state reconstructs the initial
state [38,49,50].
The specific form of the long-time decay depends on the behavior of the LDOS
near any edges. Under quite general conditions, a power-law decay holds. Indeed, if
ρ(E) ∼ Ek near the edges El and Eu, in the case above, the survival probability at
long times is given by
S(β, t) ∝ (t2 + β2)−(k+1). (11)
2.3 Long-time asymptotics: plateau
For systems with a continuum spectrum, the survival probability of an arbitrary
initial state vanishes identically at t → ∞ [51]. For finite systems with a discrete
spectrum and not too many degeneracies, S(β, t) eventually saturates to its infinite
time average S(β), simply fluctuating around this value. Using Eq. (5), one sees that
the value of this plateau for the TFD state is
S(β) = lim
T→∞
1
T
∫ T
0
dt S(β, t) =
Z(2β)
Z(β)2
. (12)
This average is set by the purity of the canonical thermal density matrix, P(ρ1) =
Tr1ρ
2
1. More generally, it coincides with the inverse participation ratio, IPR =
∑
n p
2
n,
which measures the level of delocalization of the initial state in the energy eigenbasis,
or equivalently, with e−S
(2)
where S(2) = − ln (Tr1 ρ21) is the second Re´nyi entropy.
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2.4 Correlation hole and ramp
The behavior of the survival probability between the power-law decay and the plateau
depends on the level of correlations between the eigenvalues. Probing the dynamics at
these late times amounts to probing short- and long-range correlations between the
eigenvalues. If the eigenvalues are correlated, as we find in chaotic systems, S(β, t)
reaches values below S(β). This dip is known as the ‘correlation hole’ and was first
explored in the context of FRM for initial states corresponding to random vectors [19,
20,21,22]. The hole comprises the entire region where S(β, t) is below S(β), includ-
ing the ramp to finally achieve the plateau. If the eigenvalues are uncorrelated, the
correlation hole does not exist.
3 Full Random Matrix Theory Models
We consider a TFD state evolving under a FRM taken from the Gaussian Unitary
Ensemble (GUE). In the asymptotic limit of matrices with large rank N , the DOS
obeys Wigner’s semicircle law ρ(E) = 2Npiε
√
1− (Eε )2 in the interval E ∈ [−ε, ε] and
ρ(E) = 0 everywhere else [30]. We choose random entries so that ε =
√
2N . The
Fourier transform of the semicircle then leads to [15,44]
S(β, t) =
4N2J1[ε(t+ iβ)]J1[ε(t− iβ)]
ε2(t2 + β2)Z(β)2
, (13)
where J1(x) is the Bessel function of the first kind.
For t ≪ 1/ε, Eq. (13) shows the quadratic decay mentioned in Sec. 2.1. The
asymptotic expansion, on the other hand, reveals a power-law behavior ∝ t−3 [15,
52,53,54]. When the temperature is high (β small), t−3 governs the envelope of a
set of decaying oscillations. These oscillations fade away as β increases. In the light
of the Paley-Wiener theorem, the cause of the power-law behavior is the compact
support of Wigner’s semicircle law. Near the edge of the spectrum, the DOS scales
as ρ(E) ∼
√
E, which, following Eq. (11), gives S(β, t) ∝ t−3.
Equation (13) does not explain the behavior of S(β, t) beyond the power-law de-
cay. By relying only on the Fourier transform of the semicircle, we neglect the fact
that the spectrum is discrete. The semicircle is merely the envelope of the DOS; it
does not take into account the internal structure of the distribution and the existence
of correlations between the eigenvalues. At long times, the effect of these correlations
becomes relevant, causing the correlation hole, which is later followed by the satura-
tion of the dynamics to S(β). We can explore these aspects analytically in the GUE
and to this end we now present an exact expression for S(β, t) in the GUE, valid for
any N and any β.
3.1 Exact analytical expression for finite N
All the distinct features of the survival probability associated with the aforementioned
time scales are captured by an exact analytical expression for S(β, t) valid for arbitrary
N and inverse temperature β [15]. The derivation uses the method of orthogonal
polynomials and focuses on the spectral form factor,
〈g(β, t)〉 = 〈Z(ν)Z(ν∗)〉 =
∫
dE1dE2
〈
ρ(2)(E1, E2)
〉
e−νE1−ν
∗E2 + 〈Z(2β)〉, (14)
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where 〈·〉 denotes the GUE ensemble average, ν = β+ it, and ρ(2)(E1, E2) is the GUE
two-level correlation function. The latter can be decomposed [30] into the two-level
cluster function, ρ
(2)
c (E1, E2), and the DOS, as
〈
ρ(2)(E1, E2)
〉
=
〈
ρ
(2)
c (E1, E2)
〉
+
〈ρ(E1)〉〈ρ(E2)〉. The spectral form factor can now be written in terms of three terms,
each dominating the dynamics at a different time scale [15,17],
〈g(β, t)〉 = |〈Z(β, t)〉|2 + gc(β, t) + 〈Z(2β)〉. (15)
The initial decay of 〈g(β, t)〉 is controlled by the DOS through
〈Z(β, t)〉 =
∫
R
dEe−νE〈ρ(E)〉. (16)
The DOS for any value of N and averaged over the GUE is given by 〈ρ(E)〉 =∑N−1
j=0 ϕj(E)
2, where ϕj(E) =
1
(2jj!
√
pi)1/2
e−
E
2
2 Hj(E) are the harmonic oscillator
eigenfunctions and Hj(E) are Hermite polynomials [30]. After some manipulations,
one obtains
〈Z(β, t)〉 = e ν
2
4 L1N−1
(
−ν
2
2
)
, (17)
where L1N−1(x) is a generalized Laguerre polynomial. Equation (17) leads to the
quadratic decay of the survival probability at very short times and the power-law
decay ∝ t−3 at longer times.
The second term in Eq. (15) takes over at yet longer times. It corresponds to the
double complex Fourier transform of 〈ρ(2)c (E1, E2)〉 and was computed exactly in [15],
gc(β, t) = e
1
4 (ν
2+ν¯2)
N−1∑
j,k=0
(ν
ν¯
)k−j ∣∣∣∣Γ (j + 1)Γ (k + 1)Lk−jj
(
−ν
2
2
)∣∣∣∣
2
. (18)
The third term in Eq. (15) is the infinite time average. These two terms together
cause the dip of S(β, t) below the plateau, which then rises approximately linearly
(ramp) up to S¯(β).
Analytical results for the GUE at large N have been obtained previously [55],
essentially via an expansion in 1/N . Here, we emphasize that Eq. (18) is exactly
valid even for small or moderate values of N . Figure 1 (a) provides a comparison
between numerical averages of samples drawn from the GUE and the analytical result
for N = 15. The convergence of the numerical results to the analytical curve as
the number of realizations Nreal increases is evident. A quantitative measure of this
convergence can be assessed with the aid of
r = max
t
|Sexact(t)− Snumerical(t)|
|Sexact(t)| (19)
i.e, through the maximum mismatch between the exact solution and the numerical one
that can occur for all times. The inset of Fig. 1 (a) shows how this measure of residual
goes to zero as a power of the number of realizations, r ∼ N−0.44real , implying that
indeed the numerics converge uniformly to the exact result. The inset also provides
the residual measure r¯ = |(Sexact(t)− Snumerical(t))/Sexact(t)|, which converges to
zero with a faster power law r¯ ∼ N−0.98real .
In Figs. 1 (b) and (c), we show numerical results for the survival probability using
the Gaussian Orthogonal Ensemble (GOE). The outcomes are very similar to those
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Fig. 1. (Color online) Survival probability for TFD states evolving under GUE (a) and
GOE (b,c) FRM. In (a): Numerical vs analytical result, β = 0, N = 15, and data for
15, 150, 1500, 15000 realizations. As quantified in the inset, the numerical result uniformly
converges to the exact result with the number of realizations: circles are for r and trian-
gles for r¯. In (b): Numerical results for β = 0 and different values of N = 5, 15, 50, 150
(top to bottom). In (c): Numerical results for fixed N = 50 and varying values of
β = 0, 0.1, 0.15, 0.2, 0.25 (bottom to top), each curve averaged over 1500 realizations.
for GUE, but the GOE is more suitable for our comparison with the spin model.
In Fig. 1 (b), β = 0 and the curves are obtained for different values of N . The
oscillations before the ramp fade away as N decreases. In Fig. 1 (c), we fix N = 50
and let β vary. The oscillations die out as β increases. The gradual vanishing of
the oscillations for smaller N or lower temperature is a consequence of the reduced
number of levels participating on the dynamics. The dependence of the oscillations
on N and temperature is observed also for the spin model, as we show next.
4 Spin Systems
Spin-1/2 models are frequently employed to describe systems investigated experimen-
tally with magnetic compounds [56,57], nuclear magnetic resonance platforms [58],
ion traps [59,60], and optical lattices [61], among others. The particular disordered
Hamiltonian that we use here has been extensively studied in the context of many-
body localization [62,63,64] and is given by
H =
L∑
k=1
hkS
z
k + J
L∑
k=1
(
SxkS
x
k+1 + S
y
kS
y
k+1 + S
z
kS
z
k+1
)
, (20)
where ~ = 1, L is the number of sites k, Sx,y,zk are the spin operators on each site,
and the exchange interaction J = 1. The amplitudes of the Zeeman splittings are
random numbers hk from a uniform distribution in [−h, h], where h is the disorder
strength. Closed (periodic) boundary conditions are assumed. The Hamiltonian above
commutes with the total spin in the z-direction, Sz = ∑Lk=1 Szk . We assume that L
is even and use the subspace that has L/2 spins pointing up in z, so the dimension
of the Hamiltonian matrix is N = L!/(L/2)!.
4.1 Onset of chaos and LDOS
When h = 0, Hamiltonian (20) is integrable and solved with the Bethe ansatz [65].
When h is above a critical point hc (estimated to be ∼ 3.8), the system transitions
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to a spatially many-body localized phase. In these two extremes, h = 0 and h > hc,
the eigenvalues are uncorrelated and can cross. The distribution P of the spacings s
of neighboring unfolded levels is Poissonian, PP (s) = exp(−s).
In the region where 0 < h < hc, the energy levels become correlated and repel
each other [62,66,67]. For L = 16, the strongest level repulsion occurs for h ∼ 0.5
[68], where we find excellent agreement with the Wigner-Dyson distribution. Since the
Hamiltonian matrix for Eq. (20) is real and symmetric, the shape of this distribution
is the same as that obtained for GOE FRM, PWD(s) =
pi
2 s exp
(−pi4 s2). Figures 2
(a), (b), and (c) illustrate the changes in the level spacing distribution as h increases
from 0.5 to 4.0.
0 2 4
s
0
0.5
1
P
0 2 4
s
0 2 4
s
-5 0 50
0.1
0.2
0.3ρldos
-5 0 5 -5 0 5
-15 0 15
E
0
0.05
0.1
0.15ρldos
-15 0 15
E
-15 0 15
E
0
0.2
0.4
(a) (b) (c)
(d)
(h)
(e) (f)
(g) (i)
Fig. 2. (Color online) Level spacing distribution (a)-(c) and LDOS (d)-(i) for the spin
model with different disorder strengths and TFD states at different temperatures; L = 16.
Disorder strengths: h = 0.5 in (a), (d), (e), (f); h = 2.5 in (b); h = 4.0 in (c), (g), (h), (i).
Temperatures: β = 0.0 in (d) and (g); β = 0.4 in (e) and (h); β = 0.8 in (f) and (i). The
level spacing distributions are averaged over 70 random realizations; curves for the Poisson
and Wigner-Dyson distribution are presented for comparison. The LDOS are shown for a
single realization.
Contrary to FRM, where the DOS is semicircular, the DOS for the spin model has
a Gaussian shape, as is typical of realistic systems with two-body interactions [31]. The
form of the LDOS depends on both the DOS and the initial state. It becomes similar
to the DOS when the initial state is highly delocalized in the energy eigenbasis [44,
45]. In the case of TFD initial states, the LDOS coincides with the DOS when β = 0
[see Eq. (8)].
In Fig. 2, we show some examples of the shape of the LDOS for h = 0.5 [(d)-(f)]
and h = 4 [(g)-(i)] for different values of the temperature (decreasing from the left to
the right panels). The Gaussian shape for β = 0 is evident in Fig. 2 (d) and Fig. 2
(g). As the temperature decreases and the energy of the initial state, E0 =
∑
n pnEn,
is pushed closer to the low edge of the spectrum, the LDOS becomes asymmetric
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and more fragmented. The fragmentation is stronger for larger disorder strengths
[compare Fig. 2 (f) and Fig. 2 (i)].
4.2 Survival probability
The Fourier transform of a Gaussian LDOS leads to a Gaussian decay of the survival
probability [44,45,46] that persists beyond the universal quadratic behavior of Eq. (7).
We obtain S(β, t) ∝ exp(−∆E20 t2), where ∆E0 =
√∑
n pn(En − E0)2 is the width
of the LDOS. In Fig. 3 (a), we show the survival probability for the TFD state with
β = 0 evolving under the spin model with h = 0.5. The circles indicate the Gaussian
decay. The agreement with the numerics is excellent.
After the Gaussian decay, the curves in Fig. 3 (a) show oscillations that take us
back to those seen for the GOE FRM in Fig. 1 (b). For the spin model, however, they
take longer to develop and have smaller frequencies. For L = 16, three oscillations are
visible, while for L = 12, the second one fades away. The disappearance of the oscilla-
tions as N decreases also occurs for the FRM, which suggests that more oscillations
should become discernible for larger spin chains than those considered here.
100 103 106
t
10-6
10-3
1
S
100 103 106
t
(a) (b)
Fig. 3. (Color online) Survival probability for TFD states evolving under chaotic spin model
with h = 0.5. In (a): β = 0 and the solid lines from bottom to top are for L = 16 (average
over 70 random realizations), L = 14 (200 realizations), and L = 12 (1000 realizations).
The circles represent exp(−∆E20t
2). The horizontal dashed lines correspond to S(β). In (b):
L = 16 and β = 0.4, 0.6, 0.8, 1 from bottom to top.
As discussed in Sec. 3, the oscillations of the survival probability shows a power-
law decay determined by the tails of the LDOS 1. For a Gaussian LDOS, when the
ground state El ≪ ∆E0, ρldos(E) near El is approximately constant. Using Eq. (11),
we therefore expect S(β, t) ∝ t−2. This behavior is not clearly identified in Fig. 3 (a),
but a hint of it can be noticed for initial states other than the TFD state (see [53,
54]).
The oscillations in Fig. 3 (a) are followed by a ramp all the way to the saturation
of the evolution at S¯(β) =
∑
n p
2
n. This value is indicated with horizontal dashed
1 This holds when the initial state is very much delocalized in the energy eigenbasis,
as it happens for TFD states at high temperatures. In contrast, in studies of many-body
localization, where the initial states are eigenstates of the Ising part of H (20), as h increases
above 1, the LDOS becomes very sparse and the value of the power-law exponent gets smaller
than 1. The dominating cause of the algebraic decay in this case is no longer the tails of the
LDOS, but correlations between multifractal eigenstates [69,53,54].
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t
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Fig. 4. (Color online) Survival probability for the disordered spin model. TFD states with
β = 0.0 (a), β = 0.4 (b), and β = 0.8 (c). Disorder strengths from bottom to top: h =
0.5, 1, 2, 3, 4. L = 16; average over 70 random realizations.
lines. The function that describes the ramp is the same for the GOE FRM and for
the chaotic spin model [24], being given by the Fourier transform of ρ
(2)
c (E1, E2) in
Eq. (15). At such long times, the evolution depends mostly on the level of correlations
between the eigenvalues, which is similar for both models.
Figure 3 (b) shows the survival probability for the chaotic spin model for TFD
states at different temperatures. Since deep in the chaotic region, the width of the
LDOS does not change much as a function of β [see Figs. 2 (d), (e), and (f)], the
initial Gaussian decay is equivalent for all given curves. The plateau, on the other
hand, naturally increases with β. Contrasting Fig. 3 (a) and Fig. 3 (b), we can make
an analogy with the results in Fig. 1 (c) for FRM, where the oscillations are washed
out as β increases. For the spin model, the oscillations observed for β = 0 before the
ramp [Fig. 3 (a)] are no longer seen already for β = 0.2 [Fig. 3 (b)].
In Fig. 4, we compare the numerical results for the spin model with different values
of the disorder strength. The correlation hole gradually vanishes as h increases and
the correlations between the energy levels diminish [compare Fig. 4 with the level
spacing distributions in Figs. 2 (a), (b), and (c)]. The correlation hole is a direct
dynamical manifestation of the presence of level repulsion. It disappears when the
eigenvalues become uncorrelated. The depth of the hole can therefore be used as a
signature of the integrable-chaos transition and, as a consequence, of the transition
to a many-body localized phase, as explored in Ref. [23].
Contrasting Fig. 4 (b) and Fig. 4 (c), one also verifies that for the same h, the
dip below S¯(β) becomes less pronounced for larger β. This occurs because for low
temperatures, the TFD state predominantly samples the low-energy part of the spec-
trum, where the energy levels are less correlated than those closer to the middle of
the spectrum.
5 Conclusions
We have analyzed the scrambling of information of strongly interacting quantum
systems via the survival probability of a thermofield double state. The comparison
between the decay dynamics generated by FRM Hamiltonians and by a realistic spin-
1/2 model in the chaotic regime reveals common properties, which suggests that they
are generic to chaotic many-body quantum systems out of equilibrium.
The general properties identified include a very fast initial decay of the survival
probability, a later power-law behavior determined by the tails of the LDOS, and the
onset of a correlation hole that shows similar depth and an equivalent ramp up to
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the final plateau. For both models, we also see that the oscillatory behavior of the
survival probability decreases as the temperature or the system size decreases.
We stress that the correlation hole, which is the main dynamical signature of
quantum chaos, is not exclusive to the survival probability. It appears also in other
experimentally observable quantities [24], such as the density imbalance and out-of-
time-ordered correlators [28,36].
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