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We consider a q-ary quasi-cyclic code C of length m and index ,
where both m and  are relatively prime to q. If the constituents
of C are cyclic codes, we show that C can also be viewed as a 2-D
cyclic code of size m×  over Fq . In case m and  are also coprime
to each other, we easily observe that the code C must be equivalent
to a cyclic code, which was proved earlier by Lim.
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1. Introduction
Two-dimensional (2-D) cyclic codes are generalizations of usual cyclic codes. Ikai et al. and Imai
introduced 2-D cyclic codes in the 70’s [6,7]. Decoding problem for 2-D cyclic codes was studied by
various authors [15–17]. In [4], the ﬁrst author gave a trace representation for a large class of 2-D
cyclic codes, related weights of codewords to number of rational points on certain families of Artin–
Schreier curves and estimated their weights by the Hasse–Weil bound for curves over ﬁnite ﬁelds.
Later in [5], we extended this work to a general multidimensional cyclic code (a class of codes that
contain 2-D cyclic codes), related weights of codewords to Artin–Schreier type hypersurfaces over
ﬁnite ﬁelds and used Deligne’s bound on exponential sums to write an alternative weight estimate
for multidimensional cyclic codes.
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124 C. Güneri, F. Özbudak / Finite Fields and Their Applications 18 (2012) 123–132Quasi-cyclic (q.-c.) codes are also generalizations of cyclic codes and they have been studied more
extensively than 2-D cyclic codes. There are q.-c. codes with good parameters [2,3]. Moreover, q.-c.
codes are asymptotically good [8,18]. Algebraic structure of q.-c. codes has been studied more recently
and detailed accounts can be found in [9] and in a series of articles [11–14].
For m relatively prime to q, a q.-c. code C of length m and index  over Fq can be decomposed
into linear codes, each of length  and deﬁned over various ﬁeld extensions of Fq (see [11, Section IV]).
We call these shorter cyclic codes the constituents of C . It can easily be seen (cf. Remark 2.4) that any
2-D cyclic code of size m ×  over Fq is a q-ary q.-c. code of length m and index . In this article
we show a partial converse of this fact. Namely, if m and  are both relatively prime to q and the
constituents of the q.-c. code C (of length m and index ) are all cyclic codes, then C is a 2-D
cyclic code. If we further assume that m and  are relatively prime to each other, then our result
easily implies that a q.-c. code C with cyclic constituents is equivalent to a cyclic code. This fact was
observed for binary q.-c. codes of length 5 ( is odd and relatively prime to 5) by Bracco et al. [1]
and for a general q.-c. code by Lim [10].
Unless otherwise stated, we consider a q.-c. code which is deﬁned over the ﬁnite ﬁeld Fq , with
length m and index , where m and  are relatively prime to q. On the other hand, a 2-D cyclic
code is also deﬁned over Fq with size m× . Organization of the article is as follows. In Section 2
we recall facts about 2-D cyclic codes and q.-c. codes. In particular, we state trace representations
of both classes of codes using the relevant results in [4] and [11]. These representations are crucial
for our results in the next section. We ﬁrst show that a q.-c. code, whose nonzero constituents are
equal to their ambient spaces, is equivalent to a direct sum of  copies of a certain q-ary cyclic
code of length m (Theorem 3.2). We further prove that if the nonzero constituents of a given q.-c.
code are all proper cyclic codes in their ambient spaces, then such a q.-c. code is in fact a 2-D
cyclic code (Theorem 3.5). An immediate corollary of the latter result is the main theorem of Lim
[10, Proposition 9]. In both Theorems 3.2 and 3.5, we explicitly describe the relevant cyclic and 2-D
cyclic codes by writing their duals’ zero sets.
2. Background on 2-D cyclic and quasi-cyclic codes
We refer to [4] and [11] as general references on 2-D cyclic and q.-c. codes, respectively. Proofs of
the results stated in this section, and much more, can be found in these two articles. We would like
to remind that both m and  are assumed to be relatively prime to q, unless otherwise stated.
Let C be a linear code over Fq of length m whose codewords are viewed as m× arrays, i.e. c ∈ C
is written as
c =
⎛
⎜⎜⎝
c00, . . . , c0,−1
c10, . . . , c1,−1
...
cm−1,0, . . . , cm−1,−1
⎞
⎟⎟⎠ . (2.1)
If C is closed under row and column shift of codewords, then we call C a 2-D cyclic code of size
m× . As in the case of cyclic codes, we have a polynomial (ideal) representation for 2-D cyclic codes.
For this, consider the following Fq-space isomorphism
F
m×
q −→ Fq[x, y]/
(
xm − 1, y − 1),
(aij) −→
m−1∑
i=0
−1∑
j=0
aijx
i y j, (2.2)
where Fm×q denotes the space of all m ×  arrays. Via this identiﬁcation we can conclude that a
linear subspace C of Fm×q is 2-D cyclic if and only if C is an ideal when viewed as a subset of
Fq[x, y]/(xm − 1, y − 1).
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observation will be useful in Section 3.
Let η be a primitive -th root of unity and ξ be a primitive m-th root of unity for the rest of this
article. We take both of these elements in some extension F of Fq . Consider the following set:
Ω = {(ξ i, η j); 0 i m − 1, 0 j   − 1}. (2.3)
We deﬁne the Fq-conjugacy class containing (ξ i, η j) to be
[(
ξ i, η j
)]= {(ξ i, η j), (ξ iq, η jq), . . . , (ξ iqδ−1 , η jqδ−1)}, (2.4)
where δ is the least common multiple of the degrees of ξ i and η j over Fq .
Since a 2-D cyclic code C is an ideal of Fq[x, y]/(xm − 1, y − 1), we can write it as J/(xm −
1, y − 1) for some ideal J of Fq[x, y]. We deﬁne the zero set Z(C) of C as the set of zeros of the
ideal J over the algebraic closure F¯q . Note that an Fq-conjugacy class of an element (ξ i, η j) ∈ Ω can
be described by any member of the class [(ξ i, η j)]. The set formed by picking exactly one represen-
tative from each conjugacy class in Z(C) is called a basic zero set for C and denoted by BZ(C). Since
J contains the ideal (xm −1, y −1), its zeros lie in the set Ω . It can be shown that Z(C) is a disjoint
union of some Fq-conjugacy classes of elements in Ω . Moreover, Z(C) (hence BZ(C)) uniquely deter-
mines the code C and dim(C) = |Ω \ Z(C)|. It is easy to observe that the dual C⊥ (with respect to the
usual Euclidean inner product) of a 2-D cyclic code is also 2-D cyclic. The zero set of C⊥ is related to
that of C by the formula Z(C⊥) = Ω \ Z(C)−1, where
Z(C)−1 := {(ξ−i, η− j): (ξ i, η j) ∈ Z(C)}.
We now state a trace representation for 2-D cyclic codes.
Theorem 2.2. (See [4, Theorem 4.3].) Let C be the 2-D cyclic code of size m ×  over Fq whose dual’s zero set
is the disjoint union of the following Fq-conjugacy classes:
Z
(
C⊥
)= [(ξ i1 , η j1)]∪ · · · ∪ [(ξ is , η js)].
Let F be an extension of Fq such that the primitive m-th and -th roots of unity, ξ and η, lie in F. Then we have
C =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎝
(TrF/Fq (λ1η
hj1 + · · · + λsηhjs ))0h−1
(TrF/Fq (λ1ξ
i1ηhj1 + · · · + λsξ isηhjs ))0h−1
(TrF/Fq (λ1ξ
2i1ηhj1 + · · · + λsξ2isηhjs ))0h−1
...
(TrF/Fq (λ1ξ
(m−1)i1ηhj1 + · · · + λsξ (m−1)isηhjs ))0h−1
⎞
⎟⎟⎟⎟⎟⎠ : λ1, . . . , λs ∈ F
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
,
where each row in the expression above consists of  entries by evaluating the corresponding trace expression
for 0 h  − 1.
Remark 2.3. The above trace representation was obtained in [4] for a 2-D cyclic code of size (qt −
1) × (qt − 1), for some t > 1. The same proof works for size m ×  codes.
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A linear code C ⊂ Fmq is called quasi-cyclic of index  if it is invariant under shift of codewords by 
units. The assumption that the q.-c. code’s length is a multiple of its index does not bring any loss of
generality (see [10, Section 2.4]). Note that a q.-c. code of index 1 is nothing but a usual cyclic code.
Remark 2.4. It is advantageous to think of length m codewords of a q.-c. code as m ×  arrays as in
(2.1) since one immediately realizes that being closed under shift by  units amounts to being closed
under row shift. Hence, we also see clearly that any 2-D cyclic code of size m ×  is a q.-c. code of
length m and index .
Deﬁne the ring R := Fq[Y ]/(Ym −1) and recall that a linear code of length  over R is nothing but
an R-submodule of R . Consider the map
φ : Fmq −→ R,
c =
⎛
⎜⎜⎝
c00, . . . , c0,−1
c10, . . . , c1,−1
...
cm−1,0, . . . , cm−1,−1
⎞
⎟⎟⎠ −→ (c0(Y ), c1(Y ), . . . , c−1(Y )), (2.5)
where
c j(Y ) :=
m−1∑
i=0
ci jY
i = c0 j + c1 jY + c2 jY 2 + · · · + cm−1, jYm−1 ∈ R
for each 0  j   − 1. In other words, we construct an element of R from each column of c. The
map φ induces a one-to-one correspondence between index  q.-c. codes of length m over Fq and
linear codes of length  over R . For the case  = 1, this amounts to the well-known polynomial (ideal)
presentation of cyclic codes over Fq .
Next, we try to understand the structure of the ring R better. Since m is relatively prime to
char(Fq), polynomial Ym − 1 is separable. Let
Ym − 1 = f1 f2 . . . fr (2.6)
be its unique factorization into irreducible polynomials in Fq[Y ]. Taking reciprocal polynomials of
both sides above we obtain
Ym − 1 = − f ∗1 f ∗2 . . . f ∗r , (2.7)
where f ∗i denotes the reciprocal of f i . Using the fact that the reciprocal of an irreducible polynomial
is also irreducible, we see that Eqs. (2.6) and (2.7) are two factorizations of the same polynomial into
irreducibles. We rewrite Ym − 1 as
Ym − 1 = δg1g2 . . . gsh1h∗1 . . .hth∗t , (2.8)
where gi ’s are those f j ’s which are associate to their own reciprocals and hi , h∗i ’s are the remaining
f j ’s grouped in pairs (so, 2t + s = r). Note that for a primitive m-th root of unity ξ , the roots of
irreducible factors in (2.8) are powers of ξ .
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R =
(
s⊕
i=1
Fq[Y ]/(gi)
)
⊕
(
t⊕
j=1
Fq[Y ]/(h j) ⊕ Fq[Y ]/
(
h∗j
))
. (2.9)
We will use the following notation for the direct factors above:
Gi = Fq[Y ]/(gi), H ′j = Fq[Y ]/(h j), H ′′j = Fq[Y ]/
(
h∗j
)
.
Since the polynomials are irreducible, each of the quotients above are ﬁnite ﬁelds (e.g. [Gi : Fq] =
deg gi).
Note that (2.9) implies
R =
(
s⊕
i=1
Gi
)
⊕
(
t⊕
j=1
(
H ′j
) ⊕ (H ′′j )
)
. (2.10)
Hence, any linear code C of length  over R can be decomposed as
C =
(
s⊕
i=1
Ci
)
⊕
(
t⊕
j=1
C ′j ⊕ C ′′j
)
, (2.11)
where Ci , C ′j , C
′′
j are linear codes of length  over the ﬁelds Gi , H
′
j , H
′′
j , respectively. These length 
linear codes over various extensions of Fq are called the constituents of C .
Next result gives a trace representation for q.-c. codes.
Theorem 2.5. (See [11, Theorem 5.1].) Let m be an integer such that gcd(m,q) = 1 and let ξ be a primitive
m-th root of unity over Fq. Assume that Ym − 1 factors into irreducibles as in (2.8) and adopt all the notation
above. Let Ui , V j , W j denote the q-cyclotomic cosets mod m corresponding to Gi , H ′j , H
′′
j , respectively (i.e.
corresponding to the powers of ξ among the roots of gi , h j , h∗j , respectively). Fix representatives ui ∈ Ui ,
v j ∈ V j , w j ∈ W j from cyclotomic cosets for each i and j.
Let Ci over Gi , C ′j over H
′
j and C
′′
j over H
′′
j be linear codes of length  for all i, j. For codewords λi ∈ Ci ,
β j ∈ C ′j , γ j ∈ C ′′j and for each 0 g m − 1, let
cg = cg(λi,β j,γ j) :=
s∑
i=1
TrGi/Fq
(
λiξ
−gui )
+
t∑
j=1
(
TrH ′j/Fq
(
β jξ
−gv j )+ TrH ′′j /Fq(γ jξ−gw j )), (2.12)
where the traces are applied to vectors coordinatewise so that cg is a vector of length  over Fq for all 0 g 
m − 1. Then the code
C = {(c0(λi,β j,γ j), . . . , cm−1(λi,β j,γ j)): λi ∈ Ci, β j ∈ C ′j, γ j ∈ C ′′j } (2.13)
is a q.-c. code over Fq of length m and index .
Conversely, every q.-c. code of length m and index  is obtained through this construction.
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(cf. Eq. (2.1) and Remark 2.4), then each cg (for 1 g m) as in (2.12) corresponds to the g-th row
of the array.
In the case of  = 1 (i.e. index 1 q.-c. codes or equivalently cyclic codes), representation in
Theorem 2.5 coincides with the usual trace representation of q-ary cyclic codes of length m
[19, Proposition 2.1]. We will use the following formulation of the trace representation of cyclic codes
in the next section.
Theorem 2.7. (See [19, Proposition 2.1].) Let n be relatively prime to q and β be a primitive n-th root of
unity in some extension E of Fq. Let C be a q-ary cyclic code of length n whose dual’s basic zero set is
BZ(C⊥) = {β i1 , β i2 , . . . , β is } (i.e. the generator polynomial of C⊥ is ∏ j m j(x) where m j(x) ∈ Fq[x] is the
minimal polynomial of β i j over Fq). Then we have
C = {(TrE/Fq(c1βti1 + · · · + csβtis))0tn−1: c1, . . . , cs ∈ E}. (2.14)
3. Results
In this section, we consider q.-c. codes whose nonzero constituents are either full ambient spaces
or proper cyclic codes. Our results are presented in Theorems 3.2 and 3.5. The main tool will be the
trace representations presented in Section 2. We continue with the assumptions and notation so far.
In particular, m,  are both relatively prime to q and ξ,η are primitive m-th and -th roots of unity,
respectively, in some extension F of Fq .
Note that the trace representation in Theorem 2.5 involves traces down to Fq from various exten-
sions. If the nonzero constituent codes involved in Theorem 2.5 are equal to their ambient spaces (i.e.
they are full/maximal codes: Ci = Gi , C ′j = (H ′j) , C ′′j = (H ′′j ) for some i, j), then coordinates of the
codewords will be arbitrary elements from those extensions of Fq . In this case, all of the traces in
(2.12) can be taken from a single extension of Fq as we see now. Note that having all constituents
Ci , C ′j , C
′′
j equal to their ambient spaces would mean C = R (equivalently, C = Fmq ), which is not
interesting.
We will use the following simple observation.
Lemma 3.1. Let Fq ⊂ F˜ ⊂ F′ be ﬁeld extensions. For any λ ∈ F˜, there exists δ ∈ F′ such that
Tr
F˜/Fq
(λx) = TrF′/Fq (δx)
for all x ∈ F˜.
This lemma enables us to conclude the following.
Theorem 3.2. Suppose C is a q.-c. code over Fq of length m and index  whose nonzero constituents are full
ambient spaces. Namely, let
C = (Gi1 ⊕ · · · ⊕ Gie )⊕ ((H ′j1) ⊕ · · · ⊕ (H ′j f ))⊕ ((H ′′k1) ⊕ · · · ⊕ (H ′′kh)), (3.1)
where {i1, . . . , ie} ⊂ {1, . . . , s} and { j1, . . . , j f }, {k1, . . . ,kh} ⊂ {1, . . . , t} (cf. Eqs. (2.10) and (2.11)). Let
ui1 , . . . ,uie , v j1 , . . . , v j f , wk1 , . . . ,wkh denote ﬁxed representatives of q-cyclotomic cosets mod m corre-
sponding to the ﬁelds appearing in (3.1) (cf. Theorem 2.5). Then
dim(C) = dim(D) and d(C) = d(D),
C. Güneri, F. Özbudak / Finite Fields and Their Applications 18 (2012) 123–132 129where D is the q-ary cyclic code of length m whose dual’s basic zero set is
BZ
(
D⊥
)= {ξ−ui1 , . . . , ξ−uie , ξ−v j1 , . . . , ξ−v j f , ξ−wk1 , . . . , ξ−wkh }.
Proof. Let F′ be an extension of Fq that contains the ﬁelds Gi1 , . . . ,Gie , H ′j1 , . . . , H
′
j f
, H ′′k1 , . . . , H
′′
kh
.
Codewords of the constituent Gi1 are all possible vectors of length  with coordinates in Gi1
i.e. Gi1 =
{
(a1, . . . ,a): a j ∈ Gi1 for all j
}
.
The same holds for the codewords in other constituents of C as well. Hence, by Lemma 3.1, we
can unify the trace map in the trace representation of C (cf. Theorem 2.5). So, any block of length
 corresponding to g ∈ {0,1, . . . ,m − 1} in a codeword c ∈ C (alternatively, the g-th row of c (cf.
Remark 2.6)) is of the form
cg =
(
TrF′/F
(
λi1,1ξ
−gui1 + · · · + λie,1ξ−guie + β j1,1ξ−gv j1 + · · · + β j f ,1ξ−gv j f
+ γk1,1ξ−gwk1 + · · · + γkh,1ξ−gwkh
)
, . . . ( − 2 similar coordinates in between) . . . ,
TrF′/F
(
λi1,ξ
−gui1 + · · · + λie,ξ−guie + β j1,ξ−gv j1 + · · · + β j f ,ξ−gv j f
+ γk1,ξ−gwk1 + · · · + γkh,ξ−gwkh
))
(3.2)
where the coeﬃcients λa,b , βa,b , γa,b are arbitrary elements of F′ .
Consider the ﬁrst coordinates in each block of length , corresponding to 0 g m− 1, among all
codewords of C . In the array notation, this amounts to considering the ﬁrst column in each codeword.
This forms the following set of m tuples:
C (1) = {(TrF′/F(λi1,1ξ−gui1 + · · · + λie,1ξ−guie + β j1,1ξ−gv j1 + · · · + β j f ,1ξ−gv j f
+ γk1,1ξ−gwk1 + · · · + γkh,1ξ−gwkh
))
0gm−1: λa,b, βa,b, γa,b ∈ F′
}
. (3.3)
For any 2  u  , one can form the set C (u) of m tuples formed by collecting the u-th coordinates
from each of the m blocks of length  among the codewords of C (equivalently, the u-th column of
the codewords). It is clear that C (u) = C (1) for all u = 2, . . . ,  (by (3.2)), since the coeﬃcients run over
all elements of F′ as they do in the set C (1) . Since m is relatively prime to the characteristic and the
exponents ui1 , . . . ,uie , v j1 , . . . , v j f , wk1 , . . . ,wkh are representatives of distinct q-cyclotomic cosets
mod m, each C (u) is nothing but the q-ary cyclic code D (cf. Theorem 2.7). Hence, the dimension of
the q.-c. code C is dim(D) and its minimum distance is d(C) = d(D). 
We now consider q.-c. codes C with cyclic constituents in (2.11). Recall that both m and  are
relatively prime to q and ξ , η are primitive m-th and -th roots of unity, respectively, in the extension
F of Fq . We consider the q.-c. code C of length m, index  over Fq such that
C = (C1 ⊕ · · · ⊕ Ce) ⊕ (D1 ⊕ · · · ⊕ D f ) ⊕ (E1 ⊕ · · · ⊕ Eh), (3.4)
where Ca ⊂ Gia (1  a  e), Db ⊂ (H ′jb ) (1  b  f ), Ed ⊂ (H ′′kd ) (1  d  h) are all cyclic codes of
length  over various extensions of Fq . We deﬁne these cyclic codes by their duals’ basic zero sets:
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C⊥1
)= {ηx1,1 , . . . , ηx1,k1 } BZ(D⊥1 )= {ηy1,1 , . . . , ηy1,m1 } BZ(E⊥1 )= {ηz1,1 , . . . , ηz1,n1 }
...
...
...
BZ
(
C⊥e
)= {ηxe,1 , . . . , ηxe,ke } BZ(D⊥f )= {ηy f ,1 , . . . , ηy f ,m f } BZ(E⊥h )= {ηzh,1 , . . . , ηzh,nh }. (3.5)
Remark 3.3. Note that all of the exponents xi, j , yi, j , zi, j of η in (3.5) lie in the set {1, . . . , − 1}. Also
note that the elements in the same basic zero set are in distinct cyclotomic cosets mod  relative
to the ﬁeld in consideration. For instance, ηx1,u ’s (for 1  u  k1) are in distinct q[Gi1 :Fq]-cyclotomic
cosets mod  whereas ηy f ,u ’s (for 1 u m f ) are in distinct q
[H ′j f :Fq]-cyclotomic cosets mod .
Using Theorem 2.7, we have the following trace representations for the constituents:
C1 =
{(
TrF/Gi1
( k1∑
ι=1
λ1,ιη
tx1,ι
))
0t−1
: λ1,ι ∈ F
}
D1 =
{(
TrF/H ′j1
( m1∑
ι=1
β1,ιη
ty1,ι
))
0t−1
: β1,ι ∈ F
}
.
.
.
.
.
.
Ce =
{(
TrF/Gie
(
ke∑
ι=1
λe,ιη
txe,ι
))
0t−1
: λe,ι ∈ F
}
D f =
{(
TrF/H ′j f
( m f∑
ι=1
β f ,ιη
ty f ,ι
))
0t−1
: β f ,ι ∈ F
}
E1 =
{(
TrF/H ′′k1
( n1∑
ι=1
γ1,ιη
tz1,ι
))
0t−1
: γ1,ι ∈ F
}
.
.
.
Eh =
{(
TrF/H ′′kh
( nh∑
ι=1
γh,ιη
tzh,ι
))
0t−1
: γh,ι ∈ F
}
. (3.6)
Let ua be ﬁxed representatives from q-cyclotomic cosets mod m corresponding to the ﬁelds Gia
(1  a  e), vb be ﬁxed representatives from q-cyclotomic cosets mod m corresponding to the
ﬁelds H ′jb (1 b  f ) and wd be ﬁxed representatives from q-cyclotomic cosets mod m correspond-
ing to the ﬁelds H ′′kd (1 d  h). Then by (2.12), a block cg of length  (for any 0 g m − 1) in a
codeword c of C is of the form
cg =
(
e∑
a=1
TrGia /Fq
[
TrF/Gia
(
ka∑
ι=1
λa,ιη
txa,ι
)
ξ−gua
]
+
f∑
b=1
TrH ′jb /Fq
[
TrF/H ′jb
( mb∑
ι=1
βb,ιη
tyb,ι
)
ξ−gvb
]
+
h∑
d=1
TrH ′′kd /Fq
[
TrF/H ′′kd
( nd∑
ι=1
γd,ιη
tzd,ι
)
ξ−gwd
])
0t−1
=
(
TrF/Fq
(
e∑
a=1
ka∑
ι=1
(
λa,ιη
txa,ι ξ−gua
)+ f∑
b=1
mb∑
ι=1
(
βb,ιη
tyb,ι ξ−gvb
)
+
h∑
d=1
nd∑
ι=1
(
γd,ιη
tzd,ι ξ−gwd
)))
0t−1
, (3.7)
for some coeﬃcients λa,ι, βb,ι, γd,ι ∈ F. Since ua , vb , wd are representatives from the q-cyclotomic
cosets mod m corresponding to the ﬁelds Gia , H
′
j , H
′′
k , respectively, we have that ξ
ua ∈ Gia , ξ vb ∈ H ′jb d b
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use the transitivity of the trace map to obtain the second equality in (3.7).
Using (3.7), we can write the codeword c = (c0, . . . , cm−1) ∈ C in the following m ×  array form,
where each row corresponds to the index 0 g m − 1 and each column corresponds to the index
0 t   − 1.
c =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
(TrF/Fq (
e∑
a=1
ka∑
ι=1
(λa,ιη
txa,ι ) +
f∑
b=1
mb∑
ι=1
(βb,ιη
tyb,ι ) +
h∑
d=1
nd∑
ι=1
(γd,ιη
tzd,ι )))0t−1
(TrF/Fq (
e∑
a=1
ka∑
ι=1
(λa,ιη
txa,ι ξ−ua ) +
f∑
b=1
mb∑
ι=1
(βb,ιη
tyb,ι ξ−vb ) +
h∑
d=1
nd∑
ι=1
(γd,ιη
tzd,ι ξ−wd )))0t−1
.
.
.
(TrF/Fq (
e∑
a=1
ka∑
ι=1
(λa,ιη
txa,ι ξ−(m−1)ua ) +
f∑
b=1
mb∑
ι=1
(βb,ιη
tyb,ι ξ−(m−1)vb ) +
h∑
d=1
nd∑
ι=1
(γd,ιη
tzd,ι ξ−(m−1)wd )))0t−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(3.8)
As the coeﬃcients λa,ι, βb,ι, γd,ι ∈ F run over all elements of F, we cover all the codewords of C .
The representation in (3.8) reveals a resemblance to the trace representations of 2-D cyclic codes (cf.
(2.2)). With the help of the following lemma, we will be ready to state the main theorem.
Lemma 3.4. The pairs in the sets
S1 =
{(
ξ−u1 , ηx1,1
)
, . . . ,
(
ξ−u1 , ηx1,k1
)}
S ′1 =
{(
ξ−v1 , ηy1,1
)
, . . . ,
(
ξ−v1 , ηy1,m1
)}
S ′′1 =
{(
ξ−w1 , ηz1,1
)
, . . . ,
(
ξ−w1 , ηz1,n1
)}
.
.
.
.
.
.
.
.
.
Se =
{(
ξ−ue , ηxe,1
)
, . . . ,
(
ξ−ue , ηxe,ke
)}
S ′f =
{(
ξ−v f , ηy f ,1
)
, . . . ,
(
ξ−v f , ηy f ,m f
)}
S ′′h =
{(
ξ−wh , ηzh,1
)
, . . . ,
(
ξ−wh , ηzh,nh
)}
(3.9)
are representatives of distinct Fq-conjugacy classes in Ω (cf. (2.3)).
Proof. Note that two pairs from two different sets cannot be in the same Fq-conjugacy class due to
the ﬁrst coordinates. For instance, if (ξ−u1 , ηx1,1 ) and (ξ−v2 , ηy2,1) are in the same Fq-conjugacy class,
this would imply that ξ−u1 = ξ−qr v2 for some r. This is impossible since u1 and v2 are representatives
from different q-cyclotomic cosets mod m. If two pairs from the same set, such as (ξ−u1 , ηx1,i ) and
(ξ−u1 , ηx1, j ) in S1, are Fq-conjugate, then we have
ξ−u1 = ξ−qsu1 and ηx1,i = ηqsx1, j
for some integer s. Since ξu1 ∈ Gi1 , the ﬁrst condition holds if and only if s = k[Gi1 : Fq] for some k.
This yields ηx1,i = ηqk[Gi1 :Fq ]x1, j , which is impossible since ηx1,i and ηx1, j come from distinct F
q
[Gi1 :Fq ] -
cyclotomic cosets mod . 
As a consequence of (3.8) and Lemma 3.4, we conclude the following.
Theorem 3.5. Let m and  be integers which are relatively prime to q. Let C be a q.-c. code over Fq of length
m and index  such that
C = (C1 ⊕ · · · ⊕ Ce) ⊕ (D1 ⊕ · · · ⊕ D f ) ⊕ (E1 ⊕ · · · ⊕ Eh),
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stituents are deﬁned by their duals’ basic zero sets as in (3.5). Then C is a 2-D cyclic code of size m×  over Fq
whose dual’s basic zero set is
BZ
(
C⊥
)= S1 ∪ · · · ∪ Se ∪ S ′1 ∪ · · · ∪ S ′f ∪ S ′′1 ∪ · · · ∪ S ′′h
with the notation of Lemma 3.4.
Remark 3.6. Let us make a further assumption that m and  are also relatively prime to each other.
Recall from Remark 2.1 that we can view a 2-D cyclic code C of size m ×  as an ideal in the group
algebra Fq[Zm × Z]. With the new assumption, we have an isomorphism of groups Zm × Z ∼= Zm .
Hence, C can be viewed as an ideal in the group algebra Fq[Zm] ∼= Fq[T ]/(Tm − 1). This ring iso-
morphism just changes the positions of coeﬃcients since it is induced from an isomorphism of the
groups involved. Hence, if we have a q.-c. code C of length m, index  such that m,  are both rel-
atively prime to q and also coprime to each other, and if the constituents of C are cyclic codes, then
C is equivalent to a usual cyclic code of length m. This was observed by Lim in [10]. A special case
of this remark (for a binary q.-c. code with cyclic constituents of length 5, index  with  relatively
prime to both 5 and 2) was also observed by Bracco et al. in [1].
Remark 3.7. General weight estimates for 2-D cyclic codes have been obtained in [4] and [5]. Realizing
some q.-c. codes as 2-D cyclic codes makes it possible to use these estimates in the context of q.-c.
codes.
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