Abstract. The problem of recovering the scalar electric permittivity and magnetic permeability (respectively, ε and μ) of a medium in a bounded domain Ω ⊂ Ê 3
§0. Introduction
Let e, h be vector fields in a bounded domain Ω ⊂ Ê 3 , ∂Ω ∈ C ∞ , depending on time t ∈ [0, T ], T > 0, and let f be a tangential field in ∂Ω, also depending on t. The solution {e, h} of the initial boundary-value problem we may find coefficients only in some subdomain Ω depending on T . Simple kinematic arguments show that for recovering the coefficients in the near-boundary layer Ω T of optical thickness T we need the response operator R 2T . This is the time-optimal setup of the inverse problem. Note that we include the value of c and of the normal derivative ∂c/∂ν on ∂Ω in the data of the inverse problem (see Theorem 2) .
In the papers [1, 2] , where the inverse problem in the same setup was considered, the BC-method was used. This approach is based on the relationship between inverse problems and control theory (its description may be found in [3, 4] ). In [2] , it was proved that the velocity c in Ω T is uniquely determined by the data (2.5), provided that the layer Ω T can be covered by semigeodesic coordinates with base on the boundary ∂Ω; the problem of recovering ε and μ separately was not considered. The paper [1] was devoted to the inverse problem for the Maxwell system on a 3-dimensional Riemannian manifold with boundary in the case where ε = μ = 1. The goal was to recover (up to isometry) the Riemannian manifold itself, or more precisely, to recover the near-boundary layer of thickness T satisfying the same condition as in [2] . We also mention the papers [5, 6, 7] , where the inverse problem for the Maxwell system was considered in a different (not time-optimal) setting.
In this paper, we generalize the result of [2] to the case of arbitrary T and establish the uniqueness of ε and μ in Ω T . We impose a geometric condition on the domain Ω T and function c (see Condition 1) , besides the usual smoothness conditions. Before proving the uniqueness of ε and μ, we prove this for c, following the lines of [1, 2] . The main difficulty of this step is to adapt some constructions used in [1, 2] to the case where T is arbitrary. Especially, this concerns the operator M T (see §4), which is the subject of the separate paper [8] .
Now we briefly describe the sections. In §1 we define the necessary geometric notions. §2 contains a description of some properties of problem (0.1), as well as of spaces and operators related to it, and the main result (Theorem 2). In §3, we describe a model of the Maxwell system that can be obtained by the data of the inverse problem. §4 is devoted to visualization, i.e., representation of the electric (magnetic) fields as tangential fields on ∂Ω × [0, T ], which we call images. In §5 we give an amplitude formula, which is a necessary tool to obtain an image of a field induced by a given control, by using the data of the inverse problem. In §6 we use these constructions to determine the velocity. Thus, we prove that the velocity c in Ω T is determined uniquely by the data of the inverse problem. In § §7-9 we prove the uniqueness of ε and μ. In §7 we describe some constructions borrowed from [4] . §8 contains some material of a technical nature. Finally, in §9, we finish the proof of Theorem 2.
The author thanks M. I. Belishev for posing an interesting problem and for attention to the author's work, and A. I. Karol for his advice concerning pseudodifferential operators and for other helpful discussions. §1. Geometry
Optical metric, eikonal. Let Ω ⊂ Ê
3 be a bounded domain with boundary Γ := ∂Ω ∈ C ∞ . We shall always assume that Γ is connected. We introduce the velocity c ∈ C ∞ ( s Ω), c > 0, which determines the optical metric in Ω:
(|dx| is Euclidean distance). The optical metric tensor h is related to the Euclidean metric tensor as follows: License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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We have τ ∈ Lip( s Ω) because τ is the distance to a set. The eikonal satisfies the equation
Here and in the sequel, ∇, curl, and div denote differential operators in the Euclidean metric. We put T * := max x∈ s Ω τ (x).
Introduce the subdomains of Ω:
and equidistant surfaces Γ s := {x ∈ Ω | τ (x) = s}, where s > 0. The field ν := c∇τ is defined almost everywhere in s Ω.
Semigeodesic coordinates, pattern.
We denote by l γ a geodesic (with respect to the optical metric) that emanates from γ ∈ Γ normally to the boundary, and by l γ [0, τ ] the segment of l γ of length τ > 0 (τ does not exceed the length of l γ ) that has one end at γ. The other end of l γ [0, τ ] is denoted by x(γ, τ ). For every γ ∈ Γ, there exists a critical value τ * (γ) such that for every τ < τ * (γ) the point γ is a unique point of the boundary nearest to x(γ, τ ),while for τ > τ * (γ) this is not true. The function τ * is continuous on Γ. The separation set of the domain Ω with respect to the boundary Γ is defined as follows: ω := γ∈Γ x(γ, τ * (γ)).
The set ω is closed and has zero Lebesgue measure. Note that the function τ and the field ν are smooth outside of ω (here and in what follows, smoothness means C ∞ -smoothness). The surface Γ s \ ω is also smooth, being a subset of a level set of function τ . At the same time, for x ∈ Ω \ ω, the vector ν(x) is a unit vector normal to Γ τ (x) at x, and it looks outward with respect to Ω τ (x) . If x ∈ Ω \ ω, then there exists a unique point of the boundary γ(x) nearest to x.
) is a smooth diffeomorphism that maps Ω \ ω to the set
This set is called a pattern of the domain Ω. For arbitrary local coordinates (γ
is called the semigeodesic coordinates (s.g.c.) of x. In these coordinates, the tensors g and h are written as
In what follows, we fix some number T ∈ (0, T * ). The subset
We say that a bounded domain V ⊂ Ê 3 has Lipschitz boundary and write ∂V ∈ Lip if in some neighborhood of any point on the boundary ∂V the domain is a subgraph of a Lipschitz function. Now we can formulate assumptions concerning Ω, the optical metric, and the number T , under which we solve the inverse problem.
Condition 1.
The positive number T satisfies the inequality T < T * . For almost all s ∈ (0, T ), we have
where meas Γ s is the surface measure on Γ s . Moreover, (1.4) is true for s = T .
The cross-section of the pattern at the level s > 0 provides a partition of Γ into three subsets:
Due to the continuity of τ * , the sets σ In what follows we shall use the same notation for scalar functions on Ω \ ω and for their pullbacks to Θ by i −1 . Our procedure of solving the inverse problem involves the following step: we recover the velocity c in Ω
T by using the optical metric tensor in Θ T , which is pulled back by i −1 . In [2] , the following theorem was proved.
Theorem 1. The tensor h in Θ
T and the values of c and ∂c/∂ν on Γ determine the velocity c in Ω T uniquely.
Vector operations.
The parentheses ·, · denote the inner product in Ê 3 ; × is the vector product. We define operators acting on vector fields in s Ω:
The latter operator acts on fields as the pointwise orthogonal projection onto the plane tangential to Γ τ (x) at x. In some cases we write u θ instead of Πu. By ∇ θ we denote the operation Π∇. The same notation will be used in the following situation. Suppose a smooth function ϕ is defined in Γ s \ ω. For a fixed point x ∈ Γ s \ ω, we choose some set D ⊂ Γ s \ ω that is open in the relative topology of Γ s and contains x. Let r ϕ be some smooth extension of ϕ | D to a neighborhood of D. We define the surface gradient of ϕ at x by the relation
Clearly this definition is consistent (it depends neither on the neighborhood of D, nor on the extension r ϕ). The adjoint operator to the minus surface gradient is the surface divergence of tangential fields in Γ s \ ω, to be denoted by div θ . §2. The dynamical Maxwell system 2.1. Function spaces. Everywhere in this paper except §10, we deal with real function spaces. Denote by t L 2 (Γ) the space of square integrable tangent fields on Γ. We introduce the space of controls
with the usual inner product 
, is defined as follows:
The space J s η consists of η-solenoidal fields having zero normal component on Γ s (in some generalized sense). This is true in the usual sense for fields
is the interior space of the system (0.1). We introduce yet another family of subspaces of t L 2,η (Ω T ):
Generally speaking, the space U 
for any neighborhood V of the set Γ s ∩ω, so that the boundary conditions stated above may be treated in the usual sense. In [2] it was proved that if
. This is not true for arbitrary s. However, the results of §8.5 in [9] show that if ∂Ω s ∈ Lip, then
The use of the spaces U s η is motivated by the fact that for f ∈ F T 0 (in this case system (0.1) has a classical solution) we have
Indeed, since the waves described by (0.1) propagate with finite velocity c, any boundary control f acting during time period t induces a field supported in a layer of optical thickness t, more precisely, in Ω t ∪ Γ. We also need to check the identities
for z, z with support in the same layer. This can be done by integrating the Maxwell equations over time.
Inverse problem.
We introduce the response operator
which acts in F T and is well defined on F T 0 . Also, we define the extended response operator denoted by R 2T . For this, consider the following initial boundary-value problem:
The operator R 2T acts in the space F 2T by the rule
which is similar to (2.4). The operator R 2T is well defined on F 2T 0 . It can be shown that this operator has closure, which will be denoted by the same symbol. Obviously, R 2T is completely determined by the coefficients ε, μ in Ω T . The extended response operator is treated as data in the inverse problem for the Maxwell system; it is used to recover ε, μ in Ω T . The following theorem is the main result of this paper.
Theorem 2.
Suppose that the domain Ω, the velocity c, and the number T > 0 satisfy Condition 1. Then the data
In what follows we need the following fact proved in [2] : the data (2.5) determines ε and μ on the boundary Γ.
Approximate controllability.
With system (0.1), we associate the control operator W T : f → e(·, T ) acting from the control space F T to the space U T ε . This operator is well defined for f ∈ F T 0 . The control operator is unbounded (see [2] ) and has closure, which will still be denoted by W T . Consider the space
is continuous (see [10] ). The following fact was established in [2] :
Relation (2.7) can be treated as approximate controllability of the Maxwell system. The proof of (2.7) is based on a vector version of the Holmgren-John-Tataru uniqueness theorem (see [11] ). Approximate controllability plays an important role in the dynamical version of the BC-method. Relation (2.7) can be written in another form. Define a set of smooth controls that lag behind by time T − s (0 < s < T ):
The controls in F T,s 0 act during time s; therefore,
If we change T to s in (2.7), then the last relation implies
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The following result, obtained in [2] , shows the relationship between the bilinear form c T and the response operator R 2T . To formulate it, we need the operator of odd extension of controls from the interval [0, T ] to the interval [0, 2T ]:
and we also need yet another space of controls
Identities of this type were first obtained by A. S. Blagoveshchenskiȋ. 
Lemma 1. The operator |W
T | = ((W T ) * W T ) 1
The
Maxwell system with magnetic control. Everything that was said above about system (0.1) holds true for the Maxwell system with magnetic control g: 
If we interchange systems (0.1) and (2.10) in this argument, we obtain 
This simple relation allows us to pass from R 2T , which is contained in the data of the inverse problem, to the operator R 2T m . Using the latter we obtain the operator |W T m | by the "magnetic" connecting form
because there is a relation similar to (2.9):
The operators |W T |, |W T m | are used in a model of systems (0.1), (2.10). Now we turn to the description of this model. §3. The model of the dynamical Maxwell system 3.1. Model spaces and operators. To solve the inverse problem, we pass from the interior spaces and operators to their model counterparts, which can be obtained from the data (2.5). The model spaces describing the states of the system are defined as follows:
Next we introduce the operators [2] it was proved that the kernel of W T is trivial for T < T * . Thus,
Together with (2.7), this implies that the operator Φ T is unitary. This is also true for Φ T m . We may say that the collection
T m | forms a model of the dynamical system in question. Note that passage from the original system to its model is traditional in the BC-method.
Below, we shall need the following model spaces:
In the following calculation we use (2.8) and (3.1):
It is important that, since the operator |W
T | is determined by the data of the inverse problem, the last representation shows that the same data also determine the subspaces U s ε# . This is also true for the "magnetic" subspaces:
Model Maxwell operator.
Next we obtain a unitary copy of the Maxwell operator within the model (3.2). We consider, for example, the block μ
We introduce the set of smooth controls vanishing at t = T ,
, and consider the following set of elements of the space U
. This set forms a graph of some restriction of the maximal operator μ −1 curl. This can be shown as follows. Let {e, h} be a (classical) solution of system (0.1) with control f ∈ F T 0 .
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It coincides with the solution of system (2.10) for the control g = NR T f , while {e t , h t } is a solution of (2.10) with control ( T 00 by construction. The latter set is dense in U T ε , which follows from the fact that F T 00 is dense in F T + , the continuity of the map (2.6), and identity (2.7). However, we need a stronger fact concerning the domain of R T e . Before we formulate it (Lemma 2) we give the following definition: we shall say that a field y ∈ t 
The proof of this lemma is given in the Appendix. The graph (3.4) has an important feature: its unitary copy in U
, can be obtained by using the data of the inverse problem. This copy is mapped to the set (3. 
Within the inverse problem, it is essential that the operator R T e# , being determined by (3.4) , be determined by the data (2.5). Below we shall use the operator R T e# to find the parameters of the medium in Ω T . But before doing this, we need to describe a representation of waves as tangential fields in the pattern; such fields are called images.
§4. Wave images
Since the image of a field y ∈ U T η is constructed from discontinuities of the projections of y to U s η , we need a description of these projections. 
The projections P
By definition, the operator r Q s η maps ψ to p s . Also, we introduce the operators Q s η that act on a bounded function ϕ in Ω T smooth outside of ω by the rule
s ∈ Lip, the Helmholtz decomposition in the domain Ω s is possible (see, e.g., [12] ):
Since the identity y − ∇p
Integrating by parts on the right, we arrive at the boundary-value problem (4.1) for a function p s whose normal derivative on the boundary is ψ = y, ν . Thus, p s = Q s η y, ν , and we can write (4.2) as follows: 
Here we have used the previous identity and the Neumann boundary condition in (4.1). Recalling the last relation in (2.
M T -transformation.
Here we define an operator
where η is some smooth positive weight in Ω T and t
We define the image M
by specifying its values on the equidistant surfaces Γ s :
The definition is consistent if the field M T η is square integrable. This is obvious if Ω T ∩ω = ∅, because this condition implies that of all equidistant surfaces Γ s are smooth, s ∈ (0, T ]. Moreover, in [2, 13] it was proved that under this assumption M T η is unitary. However, for arbitrary T < T * even the consistency of the above definition is nontrivial, because the equidistant surfaces Γ s where the Neumann boundary condition is posed in (4.1) may fail to be smooth and may depend nonregularly on the parameter s.
The case of an arbitrary T was treated in the paper [8] , where some formula for M T η involving an operator integral was obtained. The main result of [8] can be formulated as follows. 
Note that, in [8] 
s is the operator that multiplies a field by the characteristic function of Ω s .
Image operator.
We define a subspace of fields in F T supported on the pattern:
Let π s be the following pointwise transformation of tangential fields on Γ s \ω to tangential fields on the set σ s + (see Subsection 1.2): (π s u)(γ) is the parallel transition (with respect to the optical metric) of the vector u(x(γ, s)) from x(γ, s) to γ along the geodesic l γ [0, s] connecting these points. Also, we define the operation π that acts on transversal vector fields in Ω T by the rule
, where the right-hand side is the restriction of c to Γ. We define a function κ in Ω \ ω as follows. Let (γ, τ ) ∈ Θ. For some fixed coordinates
It is easily seen that κ does not depend on choice of the local coordinates (γ 1 , γ 2 ). The ratio of determinants in this formula has the meaning of the square of the divergence of geodesics emanating normally from the boundary. We introduce yet another function on Ω \ ω:
and finally define the image operator by
. Together with Theorem 3, this means that I T η is a partially isometric operator with (4.9)
(here π −1 acts on the restriction of a field in F T to the set Θ T ). In the case of a regular zone (Ω T ∩ ω = ∅), the set Θ T coincides with the cylinder Γ × (0, T ), and the operator I In this section we show how to construct the image of a wave W T f for an arbitrary control f ∈ F T 0 by using only the data of the inverse problem (2.5) and the model (3.2). We borrow this technique from [2] . The key role is played by the amplitude formula (5.1), which can be obtained with the help of the ray method. This formula contains the operator (W T ) * , which acts continuously from U T ε to the following space of controls:
This fact follows from the continuity of the map (2.6). The action of the operator (W T ) * on the field y can be described in terms of the initial boundary-value problem for Maxwell equations, which is adjoint to problem (0.1) and contains y as initial data (see details in the Appendix). The amplitude formula describes the action of the operator (W T ) * on the field (E 
(the operator Φ T is defined by (3.1) ). This identity can easily be derived from (3.3). Now, it follows that In this section we describe the procedure of recovering the velocity in Ω T by the model objects (3.2) and R T e# . Since these are determined by the data of the inverse problem, this procedure will prove that the same data determines the velocity. In [8] , an operator similar to r R T e was considered. More precisely, this was the composition M
This implies that
One of the results was a formula that described the action of this operator on fields in
formula (40)]). We shall use this result together with the relation
which is a consequence of (4.10), to describe the action of r R is known as the Neumann-to-Dirichlet map. We also need a simple identity, which is true outside of ω for transversal fields:
Now we are ready to write a representation for r R
(Π is defined in Subsection 1.3), where the argument (·, s) ranges over the pattern Θ T . This representation is valid a.e. on σ s + for a.e s ∈ (0, T ). Note that a different formula for M T η was used in [8] instead of (4.7) (we have already mentioned this in §4). This difference is in some additional terms involving projections B s in (6.3), but this does not change the derivation of this formula considerably, so that we do not enter in the details here. Formula (6.3) generalizes the result obtained in [1] to the case where T ∈ (0, T * ) and ε, μ are arbitrary. Note the following important property of the operator r R 
Following the lines of [1] , we consider the fiberwise part of the operator r R T e to find the optical metric tensor on Θ T . 
Lemma 4. Suppose that v ∈ t L 2 (Θ T ) is a smooth compactly supported field and that s satisfies (1.4). Then (6.4) ( r R T e v)(·, s) = N ∂v ∂s (·, s) + A(s) v(·, s), where A(s) is the family of linear operators on tangential fields on σ s + defined by the formula
But the terms of this sum depend only on v(·, s), which follows from the formula Now we turn to the first term in (6.3). We use the representation of curl in local coordinates:
jmn is the parity of the permutation (1, 2, 3) → (j, m, n)). In the semigeodesic coordinates (γ 1 , γ 2 , τ ), where γ 1 , γ 2 are the coordinates of a point γ(x) ∈ Γ, the metric tensor has the form (1.3). Note that the action of the operator Π in such coordinates reduces to nullifying the third component of the vector. Then for a transversal field v we have
In semigeodesic coordinates, we have {ν j } = (0, 0, c −1 ). Using the formula
for the vector product in local coordinates, we obtain
We introduce yet another operation D τ on smooth vector fields in Ω T : D τ acts as the covariant derivative in the optical metric along the vector field cν. The action of D τ on a transversal field v in semigeodesic coordinates looks like this:
where Γ j km are the Christoffel symbols in optical metric. The second relation follows from the second formula in (1.3) and expressions for Christoffel symbols.
Combining (6.7), (6.8), and (6.9) we obtain an identity valid for transversal fields:
where A is a pointwise linear transformation with smooth coefficients. In what follows, we shall use two relations, which can be derived from properties of the covariant derivative and parallel transport:
Using the formula for Π curl, we obtain
Clearly, the first term in (6.3) differs from
by the action of some pointwise linear transformation on v. But the scalar factor in front of the bracket equals c, which follows from the definition of κ ε , κ μ (see (4.8) ) and relation (0.2). Therefore, we have
where r A is also a pointwise operator. Together with the analysis of the other terms in (6.3), this proves (6.4). 
Principal symbol of the operator r R
The 
Proof. First, consider the following operator acting on tangential fields on Γ s \ ω: (6.8) , the matrix of the operator N is equal to
We also need coordinate representations of the operators ∇ θ and div θ :
The principal symbols of these operators are of the form
Moreover, the Neumann-to-Dirichlet maps Λ 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use To calculate the principal part of the symbol p a(s), we collect the scalar factors in each term of the formula for p A(s). For both terms, the resulting factor equals c. Now we write the principal part of the symbol p a(s):
Direct calculations show that the matrix in square brackets is equal to
and its determinant is −|k| 4 g . Using the expression obtained for the principal symbol of the operator p A(s), we arrive at the relation 
On the left, the coordinate representation of the field π s u on Γ in the coordinates (γ 1 , γ 2 ) is written, and u β on the right is a representation of the field u on Γ s in the coordinates (6.11).
Since
modulo terms of lower order the symbol a(s) is equal to p p a(s) p
−1 (we ignore the contribution of A 0 (s) to the symbol, because it is a 0-order operator). Together with (6.12), this finishes the proof.
On the pattern, the map i −1 induces an optical metric tensor pulled back from Ω T \ ω. This tensor can be recovered a.e. (thus, everywhere, because it is smooth) on Θ T by using formula (6.10) for different local coordinates on Γ and varying s ∈ (0, T ). For this we need the operators A(s) occurring in (6.4), but they can be extracted from r R T e . By Theorem 1, the function c in Ω T can be recovered by the optical metric tensor on the pattern.
In [2] , the second order operator I
* was used (instead of r R T e ) to recover the velocity. In the case of arbitrary T , the domain of this operator may fail to contain all smooth compactly supported tangential fields on the pattern, because when the equidistant surfaces are nonsmooth, the field (I T ε )
* v may also be nonsmooth and its double curl may fail to belong to t L 2 (Ω T ). For this reason, we invoked the first order operator r R T e , which will also be used below to recover ε, μ. Note that, compared to the case of regular semigeodesic coordinates in Ω T (as considered in [2] ), the most significant difficulty of recovering c in the general case was to generalize the definition of the image operator (see Subsection 4.2). §7.
To finish the proof of Theorem 2 it remains to show the uniqueness of the coefficients ε and μ. For this, we use some constructions from [4] .
Control on a part of the boundary.
Let σ be an open subset of Γ. We introduce a set of smooth delayed controls supported on σ:
The neighborhood Ω r [{x}] of a point x is denoted by Ω r [x] . Let σ δ (γ) be a δ-neighborhood of a point γ ∈ Γ on the surface Γ (with respect to the optical metric). For a point (γ, s) ∈ Θ T of the pattern, define a family of open subsets of Ω:
This family is monotone increasing with δ; the sets a s,δ γ tend to the point x(γ, s) as δ → 0, more precisely,
Next, we introduce the space of solenoidal fields vanishing outside an open set U ⊂ Ω:
Proof. Suppose the domain r U ⊂ Ω contains s U . We may assume that r U is a domain with Lipschitz boundary; hence, the Helmholtz decomposition is applicable:
(see [12] ). The function ϕ ∈ H 1 (U ) has some extension r ϕ to r U . Since the field y admits approximation in t L 2,ε ( r U ) by fields y (n) ∈ t C ∞ 0 ( r U ) with div(εy (n) ) = 0, we have
(the last identity follows from the orthogonal decomposition (7.2)). Now it follows that y ∈ J ε U , because (7.2) holds true for the domain U as well.
Next we prove that if U is homeomorphic to a ball, then
Since curl α = 0 by (2.2), the restriction of α to the set U is equal to the gradient ∇ϕ of a smooth function. Therefore,
The solution {e, h} corresponding to a control f ∈ F T,s
which follows from the finiteness of the velocity of wave propagation. A nontrivial fact, which was proved in [4] , is that, for any open set homeomorphic to a ball, the inclusion
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use holds true. This is a generalization of the approximate controllability property (2.8). In [4, Lemma 4] , an important consequence of this inclusion was obtained:
T and sufficiently small δ > 0.
The problem with volume sources.
We introduce an antiselfadjoint operator in the space U
ε that makes the operator nonlocal. On the other hand, the definition of the space U T ε shows that
implying that (R T e ) * acts as a local operator on fields that are compactly supported in 
we consider the following problem for functions E(t), H(t) on the interval [0, T ] with values in
The following proposition easily follows from Theorem 3 in [4] .
Proposition 2. Let U be an open subset of Ω T , and let a number r > 0 be such that
We can use this proposition with U = a s,δ γ if δ is sufficiently small. If for some r > 0 the set Ω r [x(γ, s)] is homeomorphic to a ball and its closure is contained in Ω T , then
where x = x(γ, s). Indeed, Proposition 2 can be applied to any field y ∈ t C ∞ 0 (Ω r [x]) with div(εy) = 0 if we put U = a s,δ γ . Therefore, the right-hand side of (7.8) is contained in the left-hand side. To prove the reverse inclusion, note that (7.1) and the monotonicity of the sets a s,δ γ with respect to δ imply that the diameters of these sets tend to zero as δ → 0. Therefore,
Then supp y ⊂ Ę Ω r [x] for any element y belonging to the left-hand side of (7.8) . Combined with the condition div(εy) = 0 and Lemma 6, this implies that y ∈ J ε Ω r [x] . Since the space J ε Ω r [x] on the right-hand side of (7.8) is contained in U T ε , it has a corresponding model space (
In the remaining part of the section we show how to construct this space for sufficiently small r by using the model (3.2) and the operator R T e# . For this, we employ the relations obtained above. We introduce a model counterpart of the control operator
, and the operator
where
The action of the operator W T vol# is described as follows: 
Now it remains to obtain the space J ε# Ω r [x] by using the model analog of (7.8). §8.
For an open set U ⊂ Ω, we denote by P ε U the projection onto J ε U acting in J ε Ω . Suppose ∂U ∈ C ∞ and denote by n the outward unit normal to ∂U . In Subsection 4.1 we described the projection P s ε in terms of the boundary-value problem (4.1). Similar arguments lead to the formula
where y ∈ t C ∞ ( s Ω) ∩J ε Ω , and p ∈ H 1 (U ) is the solution of the following boundary-value problem:
The following lemma describes the behavior of the projections P ε Ω r [x] as r → 0.
Proof. We assume x 0 = 0 and denote Ω r [0] by U r . Let τ 0 (x) := dist c (x, 0). Together with the Euclidean coordinates x, we shall use the Riemannian normal coordinates r x = (r x 1 , r x 2 , r x 3 ) related to the origin 0 (see the definition in [14] ). We add a tilde to the notation of the tensors and functions pulled back from coordinates x to coordinates r x. When we pass from one set of coordinates to another, the point 0 is mapped to 0. Since the map x → r x restricted to U r is smooth in both directions if r is sufficiently small, we have
An important property of the coordinates r x is that
In this proof by | · | we mean the Euclidean length in Ê 3 , independently of the metric tensor. We express r h via h in the last identity:
Now, using (1.1) and the relation g mn = δ mn , we see that
(by ∂r x/∂x we denote the Jacobian matrix of the map x → r x). Therefore, the matrix (c ∂r x/∂x)(0) is orthogonal. We may assume that the normal geodesic coordinates are chosen so that this matrix be equal to the identity matrix. It follows that
Since ∂U r is a level set of the function τ 0 , for the normal to this surface we have (in the second identity we have used the first relation in (8.3) ). Now, by (8.4), we obtain
We write an expansion of the field y in the neighborhood of the origin: Let p r be a solution of problem (8.1) (8.9) (in this proof by (·, ·) X and · X we denote the inner product and the norm in the space t L 2 (X) or L 2 (X) for a given set X). For the second term we have
U r . Estimating the first term in (8.9), we get
Here, the second term is estimated as in (8.10):
U r . In the first term we change ϕ to a function ϕ 0 that differs from ϕ by a constant to be specified later. Using the identities
and integrating by parts, we obtain
Now we estimate the integral obtained:
where C does not depend on r. For a fixed r, we put
Under the map x → p x, the set U r is mapped to the unit ball B in Ê 3 with center at the origin. By (8.14), we have
(the last estimate follows from (8.19) 
At this point, we use (8.6) and (8.8) once again:
For the inner product we have
It remains to calculate the integral in the last expression. Note that
Put v := curl y(0)/2 and denote by θ the angle between v and r x. Now, the following calculation finishes the proof of the lemma:
§9. Recovering ε and μ
After we have recovered the velocity c in Ω T and established a correspondence between points of the pattern Θ T and points of Ω T , we may assume that the operator π of parallel transport is known. To prove Theorem 2, it remains to recover ε in Ω T , because μ can be derived from (0.2). The function ε is determined by the gradient ∇ ln ε and the value of ε at any fixed point. But in Subsection 2.2 we noted that the data (2.5) determine ε on Γ. To find the gradient ∇ ln ε, first we find its tangential part ∇ θ ln ε by using the operator r R T e (defined in Subsection 6.1), and then we find its normal part with the help of the results of § §7, 8.
Recovering
We pass from r R T e to the operator
In accordance with (6.3), the operator (9.1) acts on a field u as follows:
We have denoted by A 00 the operator corresponding to the terms with projections B s in (6.3). In the proof of Lemma 4 it was shown that this operator is fiberwise; the corresponding operators acting on equidistant surfaces are denoted by A 00 (s).
ε , ν Nu. It follows that the right-hand side in (9.2) acts on u as a fiberwise operator. The factor in front of Nu in the above expression is denoted by ζ. By (4.8) and (0.2), we have
Fixing s, we consider the composition
Using (9.3) and the formulas
and a smooth tangential field w on Γ s \ ω, we can write the action of (9.4) on ϕ ∈ C ∞ 0 (Γ s \ ω) as follows:
The operator A 00 (s) is smoothing (see the proof of Lemma 4), the same refers to the last term in the sum; the first term is a first order differential operator. The entire sum is a second order ψ.d.o. We fix local coordinates (
In what follows, we shall use formulas for the principal parts of the symbols of div θ , ∇ θ , and N , as well as the notation G and |k| g (k ∈ Ê 2 ) occurring in the proof of Lemma 5. We calculate the principal part of the symbol of the second term in (9.6):
where ∂ j := ∂/∂γ j . For the principal part of the symbol of the third term, we have
(we have applied (6.2) and (9.5)), but
We may assume that the function ϕ is such that u(x 0 ) = 0 and (9.9) βu(x 0 ) = ∇ θ ln ε for some β ∈ Ê. Next, we introduce the family
of transversal fields, parametrized by real numbers n. It is easily seen that
ε u (n) (here we have used (4.10)). If U is a sufficiently small neighborhood of the point x 0 , then the fields κ −1 ε u (n) satisfy the conditions of Lemma 8; hence,
In the sequel, we deal with the fields v (n) := κ −1 u (n) . The above identity implies that
We put b := ∇ ln ε −1/2 , ν and calculate the first term at x 0 :
(we have used (9.9)). Next, By the definition of y (n) , the elements y (n)# can be expressed via u (n) in the following way:
Thus, with the help of the model image operator and the model projections we can find (ε| curl y (n) | 2 )(x 0 ), whence we can find the left-hand side of (9.11) for any n. The righthand side is a first degree polynomial in n. To find its coefficients, it suffices to know the values of the left-hand side for two different n. In its turn, b can be expressed via the coefficient of n in this polynomial, because v (0) (x 0 ) = 0. §10. Appendix
Here we prove Lemma 2. We follow the lines of the proof of a similar result for the scalar wave equation, as given in [4] . In this section we assume that all function spaces are complex. The parentheses ·, · denote the standard inner product in 3 .
The operator (W T )
* . Consider the following initial boundary-value problem for the Maxwell system in Ω × Ê:
(10.1)
To describe solutions of this problem for nonsmooth initial data, we introduce the subspaces
and an operator R θ : J θ → J ν :
It can be shown (see [15] , [9] ) that the operator R θ is densely defined in J θ and is closed, Ran R θ ⊂ J ν , and that the adjoint operator R ν := (R θ ) * looks like this:
Clearly, U Note that if {y, z} ∈ Dom M, then {E(·, t), H(·, t)} ∈ Dom M for all t. In this case the fields E(·, t), H(·, t) belong to t H 1 (Ω), because Ω is a domain with smooth boundary, so that the traces of these fields are well defined on Γ.
The following lemma describes the operator (W T ) * .
Lemma 9. For f ∈ F
T 0 and y ∈ Dom R θ , we have On the other hand, since {E(·, t), H(·, t)} ∈ Dom M, the Maxwell equations allow us to transform the integrand as follows:
[ . Since E(·, t) ∈ Dom R θ , we have E θ (·, t) | Γ = 0, and the sum of the first two terms vanishes. For the remaining terms we have 
(e(·, t), E(·, t)) J θ + (h(·, t), H(·, t)) J ν ] t = (curl h(·, t), E(·, t))

