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Abstract~The Burgers equation is considered as a mathematical model for nonhysteretic infiltra- 
tion in nonswelling soil under appropriate physical conditions. For this nonlinear partial differential 
equation, the modal approximation scheme for estimating parameters such as initial water distribu- 
tion and precipitation-evaporation h story is introduced. The function space parameter estimation 
convergence property of this scheme is proved. The idea is to change the nonlinear problem to a 
linear one by an appropriate change of variables. Also, numerical simulations are performed. 
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1.  INTRODUCTION 
As an impor tant  issue in environmental  sciences uch as soil sciences and subsurface hydrology, 
the predict ion of spat ia l  d istr ibut ion of water contents in an unsaturated zone has been studied by 
many researchers [1-7]. F low in a subsurface unsaturated zone is usual ly model led by the Pdchards 
equat ion or the Fokker-P lanck diffusion-convection equat ion which is nonl inear in nature.  These 
equat ions are derived from the mass conservation law, the Darcy law, and the assumpt ion that  air 
effects and compressibi l i ty  of both water and solid matr ix  are negligible [2,4,6]. For nonhysteret ic  
inf i l trat ion in nonswell ing soil, when the soil water diffusivity is constant and the hydraul ic  
conduct iv i ty  is proport ional  to the square of the reduced water  content, the Richards equat ion 
or the Fokker-P lanck equat ion becomes the Burgers equat ion [4]. The mathemat ica l  model  for 
inf i l t rat ion adopted in this paper  is the following form of the Burgers equation: 
O0 02t~ O0 
0-7 = ab- z2 - 2a (o + b) (1.1) 
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with the initial and boundary conditions 
O(z, o) = Io(z), 
[ -5  °°l a(O+b)2 OzJ (O,t)= F(t),  
O(L, t) = OL. 
(1.2) 
Here, v~ = O(z, t) is the volumetric water content, z is the depth, t is the time, 5 is the soil 
water diffusivity, 0L is a constant, and a(0 + b) 2 represents he hydraulic onductivity. For more 
discussions of related models, see [4,5,8,9]. 
Six parameters I0, a, b, 5, F,  and 0L are in the model (1.1),(1.2). Among them, 6, a, b, and 0L 
are constant parameters, whereas, I0 and F are function parameters. For the compatibility 
conditions we assume that 
OL = Io(L), F(O) = a [I0(0) + b] 2 - dfI~(0). (1.3) 
Also, we assume that the constant parameters 6, a, and b are known. The aim of this paper is to 
estimate soil water distribution at the fixed time in the past and the precipitation-evaporation 
history from the observations of volumetric water contents at the present ime. Specifically, 
we estimate the initial distribution of water contents Io(z) and the time dependent boundary 
flux F(t) based on observations of volumetric water content 0 measured at a certain time To. 
In [3], the authors developed approximation schemes for estimating constant parameters 5, a, 
and b in the context of parameter estimation convergence (PEC) [10, p. 60], under the assumption 
that I0 and F are constant functions. 
For our parameter estimation problem, let Q = C[0,L] × C[0,T] be the parameter space 
equipped with the usual supremum norm, where T is a fixed positive time. The solution for 
(1.1),(1.2) with a parameter q E Q will be denoted by 0(z,t; q). Let To < T be a fixed time, 
Z m { i}i=l a fixed set of observation points in [0, L], and Az a fixed positive number. Suppose we are 
m given a set of data {/9i}~=1, where 0i is the averaged water contents at time To contained in the 
region [zi - (1/2)Az, zi + (1/2)Az]. This form of observation is chosen from the consideration that 
each measurement represents an averaged water content residing in the soil surrounding zi rather 
than the one measured at the observation point itself. Then, we get the following parameter-to- 
output mapping: 
• : Q --* Z = R m, q ~-~ (01(q),.. . ,Om(q)), 
where 1¢r ) 
0~(q) = ~z  \Jz,-(x/2)az O(z, To; q)dz , (1.4) 
and Z is the observation space. Then the inverse problem is to find the inverse mapping of ~. 
We do not address the identifiability issue [11-13] in this paper. Instead, we assume that suffi- 
ciently many observations {0i} are chosen so that the inverse mapping of • can be found. The 
identifiability issue will be our future research. Due to uncertain disturbances in modelling and 
measurements, it is naturally suggested to consider the following optimization problem. 
• m E Q that minimizes PROBLEM. Given a set of measurements 0 = {/9~}i= 1, find q* 
m 
r(q) := IIO(q) - 01122 = ~ [0,(q) - 0 i ]  2 , 
i= l  
where 0i(q) is given by (1.4). 
Since our parameter estimation problem is an infinite dimensional one as like most of such 
problems, we need to approximate it by a sequence of finite dimensional problems. Thus, the 
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question regarding convergence of the sequence, which is called the Function Space Parameter 
Estimation Convergence (FSPEC), is to be answered. 
The general theory for parameter estimation in an abstract setting can be found in [10,14]. 
Basic assumptions in classical linear approaches to parameter estimation problems are that the 
governing equation is linear, and that the boundary conditions are linear and homogeneous. Due 
to the nonlinear term 00z and the nonlinearity of the boundary conditions, we cannot apply the 
classical linear approaches directly to our problem. Thus, our model problem will be converted 
into a linear equation with linear homogeneous boundary conditions by appropriate change of 
variables. However, as a result of this transformation the observation operator becomes more 
complicated and nonlinear. 
This paper is organized as follows. In Section 2, we describe a transformation which changes 
(1.1),(1.2) into a linear equation with the boundary conditions of Sturm-Liouville type, from 
which the analytical solution of (1.1),(1.2) is derived. In Section 3, we address the parameter 
estimation problem and introduce an approximation scheme. We prove that this scheme has 
the function space parameter estimation convergence (FSPEC) property. Section 4 is devoted 
to numerical simulations which support our theoretical results. In Section 5, we make some 
concluding remarks. 
2. FORWARD PROBLEM 
In this section, we solve (1.1),(1.2) based on the idea described in [51. In [5], Hills and Warrick 
derived the analytical solution of (1.1),(1.2) under the assumption that I0 is constant. But, their 
idea can be extended to the case where I0 is given by a spatial function. 
By the Cole-Hopf transformation [15,16], the Burgers equation (1.1) can be expressed as a 
linear equation. Moreover, by an additional transformation, the boundary conditions (1.2) can 
be transformed into linear and homogeneous ones, under the assumption that the compatibility 
conditions are satisfied and the solution is smooth. More specifically, define 
where 
[ ( /0  ) ] a (tg(x,t)+b)dx -g (z )  , v(z,t) = h(t) exp -~ (2.1) 
g(z) -- l +c~(L-  z) and h(t) =exp F(s) ds 
l+c~L 
with a = (at~)(OL -4- b) .  By direct calculations it is easily verified that if ~ is a smooth solution 
to (1.1),(1.2), v satisfies the heat equation 
Ov 02v 
-~ = ~-~-~z 2 - h' (t)g(z), (2.2) 
with the following initial and homogeneous boundary conditions 
v(z ,O)=exp( -~foZ( Io (x )+b)dx) -g (z ) ,  
v(o, t) = o, (2.3) 
Ov (L, t) + av(L, t) = O. 
Oz 
Recall that we are assuming F E C[0, T] and Io E C[0, L] for the fixed T > 0. Thus, we know 
that h is in the class CI[0,T], and hence, by [17, p. 184], the problem (2.2),(2.3) has a unique 
solution v E C(0, T; L2(0, L)). If I0 E H2(0, L) and Io(L) = ~L, then the solution v is actually 
the classical solution [17, p. 187]. Let u : [0, T] --* L2(0, L) be a map defined by u(t) = v(., t). 
Then this u is continuous on [0, T], continuously differentiable on (0, T), u(t) E H2(0, L) for each 
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t E [0, T], and it satisfies (2.2) at each t E (0,T). Here, H2(O,L) denotes the usual Sobolev space 
W2(0, L). Notice that the condition Io(L) = ZgL is the compatibility condition for the initial data 
in (2.3) to satisfy the boundary condition 
~zz (L, O) + c~v(L, O) = O. 
Further, we will see from Theorem 2.2 and Remark 2.3 that the solution v is continuous on 
[0, L] x (0, T] and differentiable with respect o the spatial variable z E [0, L] for each t e (0, T]. 
REMARK 2.1. From the solution v of (2.2),(2.3) we can recover the solution ~9 of (1.1),(1.2) as 
tg(z, t) = _8_ [In (v(z, t) + g(z)h(t) )]z - b. (2.4) 
a 
To find the analytical solution of (2.2),(2.3), first, we find the eigenvalues and the eigenfunctions 
for the system (2.2),(2.3). The normalized eigenfunctions are given by 
On(z) = V/~nn sinAnz, n E N, (2.5) 
where {An} is the positive increasing sequence of the eigenvalues satisfying 
and 
An cos AnL + oLsin AnL = O, 
A~ + a2 ] 
Jn=2 (A2n+c~2) L+c~ " 
Note that {On} forms a complete orthonormal set in L2(0, L). 
For the finite dimensional approximation, define 
H N span N = {On}n=1, 
(2.6) 
and let 
N 
vN(z,t) = ~ ~n(t)~n(z). (2.7/ 
n-----1 
Here, each coefficient wn can be obtained by solving the following initial value problem: 
J ( t )  = -eAten( t )  - h'(t) g(z)~n(z) dz  , 
(2.s) 
= i [ox  
Thus, we obtain 
Wn(t)=exp(-dfA2nt)[wn(O)-(foLg(z)~n(z)dz)(foteXp(dfA2s)h'(s)ds) 
and hence, 
{/o o/o ) Wn(t) ---- v~nexp (-SA2t) exp - -~ Io(x) dx sinAnzdz 
Anl [ l+a~ fo t exp (~fA2n s + a_~ fos F(~')d~') F(s)ds] ) . 
(2.9) 
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THEOREM 2.2. Let v N be the finite dimensional approximation [or v, which is defined by (2.7) 
with coefficients wn(t) in (2.9). Then v N ~ v in C([0, T]; L2[0, L]). 
PROOF. By direct calculation it is easy to verify that 
((2n~L1)~r n ) 2 
An•  , LTr , t J~l_<~. (2.1o) 
Since, by assumption, I0 • L°°[0,L] and F • L°°[0,T], we deduce from (2.9) that for each fixed 
positive time T1 < T there corresponds a positive constant C independent of n satisfying 
C 
Iwn(t)l _< n- ~, for all t E [T1,T]. (2.11) 
Hence, for each n E N, for all t E [T1, T], and for all z E [0, L], 
C 
I" n(t) n(z)l < - -  (2.12) 
- -  n3, 
which implies that the infinite series ~-~=1 wn(t)pn(z) converges uniformly to a continuous func- 
tion on [0, L] × [T1, T]. From the Trotter-Kato Theorem [17] it turns out [10] that this is the 
classical solution v of (2.2),(2.3), i.e., 
co  
v(z,t) = (e.13) 
n~l  
and the following convergence property 
v g --* v in C ([0, T]; L2[0, L])-norm 
holds. | 
REMARK 2.3. We see that for each fixed compact subset [T1,T2] of (0, T] there corresponds a 
positive constant C independent of n satisfying 
C 
Iwn(t) ' (z)l <_ 
Thus, the solution v is differentiable in space variable with 
oo  
vz(z,t) ---- E wn(t)P~n(z)' (2.14) 
nml  
for (z, t) E [0, L] x (0, T], and hence, the expression (2.4) is well defined pointwisely. 
REMARK 2.4. In particular, if Io(z) is a constant function (the constant must be ~L from the 
compatibility condition), it is easy to see from (2.9) that 
wn(t) = - v/-~ [ / a~2 exp 
An A~ + a 2 
L 
a/0' ( °/: ) ] +~ exp 5A2(s - t )+-~ F(T) dT F(s) ds . 
(2.15) 
Thus, in this case, we can take 0 as T1 in (2.11), and therefore, the convergences in (2.13) 
and (2.14) are uniform in (z, t) E [0, L] x [0, T]. 
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3. INVERSE PROBLEM: A PARAMETER 
ESTIMATION SCHEME (MODAL SCHEME) 
In the previous section, we have seen that for each q • Q, there exists a unique solution 
v(z, t; q) • C([0, T]; L2(0, L)) of (2.2),(2.3). We also observed that this solution v is differentiable 
with respect o the space variable z • [0, L] for each time t • (0, T]. Moreover, we know from 
the transformation (2.1) that 
fo ~ zg(x, t; q) dx = 5 In [v(z, t; q) + g(z)h(t)] + 5 In h(t) - bz. 
a a 
Thus, we can write the parameter-to-output mapping (I) in terms of v instead of z9 as 
• : Q ~ z ,  q ~ (O l (q ) , . . . ,O~(q) ) ,  
where 
(v  (z, + (1/2) ZXz, To; q) + g (z, + (1/2) Az) h(To) 
1 d f ln~,v~_~/__ ( l _~~ q)+g(z ,  ~ ] ~ ~ ] - b ,  (3.1) 
~(q)  = - ZXz ~ 
where To > 0 is the observation time. The corresponding parameter estimation problem be- 
comes (P). 
PROBLEM (P). Given a set of measurements/9 = {Si}i~=l, find q* • Q that minimizes 
m 
r (q)  :=  l ie(q) - 011~ = ~ [+,(q) - 0,] = , 
i=1  
where ~i(q) is defined as in (3.1). 
By physical considerations, it is natural to assume that the parameters I0 and F are bounded, 
and I0 is nonnegative. We do not confine the flux F to be nonnegative since the negative flux 
may be interpreted as evaporation. Thus, we take 
(~ = {(I0, F) • W~(O,L) × W~(O,T) lIo(z ) >_ ko, II/0112,oo -~ kx, F > k2, IIFII2,~ ~ k3} 
as an admissible parameter space, where k0, kl, k3 _> 0, k2 E R are constants, and W 2 denotes 
the usual Sobolev space. We seek for a solution of the problem (P) on this compact subset 
of the parameter space Q. Recall that the norm [[ " 112,oo in W~(0, L) is defined by [[I0[]2,0o = 
[[I0[[0o + [[DIoH0o + ]]D2IoH0o, where D denotes the weak derivative. It is well known [lS] that 
W~(0, L) = C1J[0, L] as a set, and hence, the first-order weak derivative is actually the usual 
derivative. Then, we know from Arzela-Ascoli Theorem [19] that (~ is a compact subset of 
Q -- C[0, L] x C[0, T]. 
We now consider an approximation scheme for the parameter estimation problem (P). First, we 
construct a sequence {QM,K}(M,K)eN2 of finite dimensional subspaces of the parameter space Q. 
Given a natural number M let SL M be the set of all piecewise linear spline functions on [0, L] 
interpolated at nodes {(i/M)L}Mo . Similarly, we denote by ST K the set of piecewise linear spline 
functions on [0,T] with nodes {(j/K)T}K=o . Let {~M}0<i< M and {T]~}O<j<K be the piecewise 
linear spline basis elements, i.e., 
M 
i =O, . . . ,M,  
j = 0 , . . . ,K ,  
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where/~ is the normalized hat function 
s+l ,  for - l<s<O,  
~(s)= l - s ,  for 0 < s < 1, 
0, elsewhere. 
Let I~  and IT K be the linear spline interpolating operators. More precisely, for a given continuous 
function I E C[0, L], IM I  is the unique piecewise linear function satisfying I~ I ( ( i /M)L )  = 
I ( ( i /M)L) ,  i = 0 , . . . ,  M, and IT K is defined similarly. Define a map vM'K : Q ~ S~ x ST K by 
vM'K(Io, F )= (ILM Io, ITK F) and set QM,K = VM'KQ, i.e., 
QM,K = {(IoM,FK) 6 S M × ST g I k0 < IOM(Z) <_ k,, k2 <_ FN(t) <_ k3}, (3.2) 
which can be identified with the compact subset of R M+K+2 
{(a0, . . . ,aM,b0, . , . ,bK)  6 R M+K+2 [ai • [k0, kl], bi • [k2, k3]}. 
It is easily verified that each QM,K is a compact subset of Q = C[0, L] × C[0, T]. 
Before proceeding further, we need an estimate from the spline analysis. Let I s be the linear 
spline interpolation operator for the interval [0, 1], that is, for a continuous function f defined 
on [0, 1], I * f  is the unique piecewise linear spline function satisfying Pf ( i / s )  = f ( i /s) ,  i = 
0, . . . ,  s. Then, we have the following lemma. 
LEMMA 3.1. (See [20].) If f • W2(0,1), then Ill - ISfl[oo <- (1/8)s-2[[D2f[[oo • 
Recall that for any element ~ = (I0, F) • Q, we have IID21011oo _< kl and [[D2F[[oo _< k3. So, 
from Lemma 3.1, we get the following lemma. 
LEMMA 3.2. For each (t • Q, we have 
[IV M'K (~) - ~[[~ --* 0, as M --* oo, K --* oo, 
where the convergence is uniform on Q. 
Next, let {H N } be the sequence of finite dimensional subspaces of L2(0, L) as defined in the 
above of equation (2.7), i.e., 
H g = span {~Ol,... , ~gN} , (3.3) 
where {go,} is the natural modes described in (2.5). Now, we define a sequence of finite dimen- 
sional problems. 
PROBLEM ( PN,K ). =8  m q* Given a set of measurements 19 { i}i=l, find 6 QM,K that minimizes 
r :=  II - oll  = [C(q)  - o,] = , 
i=1 
where 
v N (z~ + (1/2)Az, To; q) + g (zi + (1/2)Az) h(To) ~ 0N(q)_  1 5 In -- (3.4) 
Az a -v-ff(zi (1/2)Az, To ;q )+g(z i - -~h- -~o) ] -b '  
and vg(z,  t; q) is the approximate solution (2.7) of v(z, t; q) in H N. 
We hope that each (PNM,K) has a solution g qg qM, g 6 QM,K, and then the sequence { M,K} 
converges to a solution q* of (P) on Q. This is the concept of the parameter estimation conver- 
gence. The sequence (PMN,K) has the function space parameter estimation convergence (FSPEC) 
property for (P) on Q if the following two hypotheses (H1) and (H2) hold. 
(H1) For each N 6 N and (M,K)  6 5I 2, there exists a solution qN, g 6 QM,K of (PN,K). 
Nk (S2) There exists a subsequence {qM~,gk } of {qN,K } satisfying the following: 
N~ (a) {qMk,gk} converges to a solution q* 6 Q of (P); 
Nk (b) IIvNk(.,t; qMk,Kk) --V(.,t; q*)IIL2(O,L) --* 0 uniformly in t on [0, T]; and 
(c) rN~(q~,g~)  -*  r (q* )  as k -~ oo. 
In the following, we will prove the FSPEC property of our modal scheme by verifying the above 
conditions. It is easy to verify the condition (H1) in FSPEC. 
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LEMMA 3.3. Each (PN,K) has a solution and so does the problem (P). 
PROOF. Since Q and QM,K are compact subsets of Q, it suffices to show the continuity of the 
maps F and F N, which are implied by the continuity of the maps 
q~v N(',To;q) and q~v( . ,To ;q) ,  
from QM,K and (~, respectively, into L°°(0, L). But these are obvious from the expressions of v 
and v N in Section 2. I 
To verify (H2), let {aN,K} be a sequence such that each N qM,K E QM,K is the solution of 
(PN, K ). Define a sequence {tINM,K} in Q by choosing an element qNM, g in the inverse image 
(vM'K)-I(qI~I,K) for each M E N, K E N, and N E N. Since (~ is compact, we can extract 
a subsequence {qNM~,K ~} from {tINjc} in (~, which converges to an element q* E Q. Then, we 
Nk Nk = vMk ,gk (41~1~ ,Kk )" We will prove that this define a subsequence {qMk,gk } of {ql~4,g} by qMk,gk 
Nk sequence {qMk,gk} satisfies the conditions (a)-(c) in (H2). 
First, we prove the following lemma. 
LEMMA 3.4. Let {ql~I,K}, {ql~l,g}, Nk ~Nk {qMk,K~ }, be sequences the above. {qM ,g~ ) the defined in 
Nk ~N~: ~--- limk--.oo qMk,Kk- Then, we have limk-.oo qMk,Kk 
PROOF. Recall that {~N~,gk } is convergent. Let ~N~,gk --* q*. By the triangle inequality, we 
have, for each k E N, 
qN~,K~_q. <_ qN:,K~_qNM:,Kk + qN~,K~--q" • 
~Nk Noticing qMk,Nk K  -~ vMk'Kk (qM~,Kk) we have the lemma by Lemma 3.2. [ 
The statement (b), in (H2) of FSPEC is the consequence of the Trotter-Kato Theorem in linear 
semigroup theory for partial differential equations. The proof can be found in [10]. 
The key lemma for verifying the remaining hypotheses i  the following. 
LEMMA 3.5. Suppose {qN} is a sequence in Q such that qN _+ q.. Then, 
[Iv N (',To; qN) _ v(',To; q*)l[ o 0, as N -+ oo. 
PROOF. Let Q* be a bounded subset of Q such that {qN}o{q*} C Q*. Then, we know from (2.9) 
that there is a positive constant C independent of n satisfying 
C (To; q) < - -  
- -  n 3 , 
for all q E Q*, for all z E [0, L], and for all n E N. Thus, for any given ~ > 0, we can find a 
number M1 = M1 (e) such that 
oo  
E [wn (To; q) ~On(Z)I _< 4' (3.5) 
rt- - - -M 1 
for all q E Q*, and for all z E [0, L]. We also notice that each term 
Wn (To; q) pn(z) ---- V/~nwn (To; q) sinAnz 
is uniformly continuous in z E [0, L] and q E Q*. So, for the given e > 0, we can find M2 -- M2(e) 
such that 
6 (3 .6 )  Iw. (To; qg) p,(z) -- w,~ (To; q*) ~o,(z)[ < 2---~1 ' 
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for all z E [0,L], and for all n = 1,. . .  ,M1, whenever N :> M2. Thus, we have 
M1 
IvM'(z, To;qg)--vM'(z, To;q*ll < ~lwn(To;qN)--w=(To;q*lllpn(zlt< ~, (3.7) 
n=l 
for all z c [0, L], whenever N > M2. Now let M = max{M1, M2}. Then, if N > M, from (3.5) 
and (3.7), we get 
N 
Iv N (z, To; qg) _ v(z, To; q*)l <- E I w~ (To; qg) pn(z)l 
rt=M1 
M1 
+ E I w~ (To; qN) --w~ (To; q*)l IP~(z)l 
n----1 
oo 
+ ~ IoJ,(To;q*)~(z)l<_~+~+~=~. 
nmM1 
This completes the proof. | 
The condition (c), in (H2) is the consequence of the following lemma. 
LEMMA 3.6. For any increasing sequence {Nk} in N and any sequence {qk} in Q, if q k --* q*, 
then F Nk (qk) __, F(q*). 
PROOF. We observe that 
Ir"  (q9 - r (q*)l = II - ell  - I I0  (q* )  - Oll~ 
i=, [ 1 5 fvN. (z i+(1 /2)  Az, To;qk)+g(z i+( l /2)Az)h(To)~ ]2 
<- ~ -A-zz a ln ~-~ (zi--(1/2) Az, To; qk) ; g-(~i-O-~)~z)h(To) ] -b -O i  
- k -~z  a \v(z i  - (1/2) Az, To; q*) +g(z i -  (1/2)Az)h(To)] - b -  8ij • 
i=l  
Thus, the lemma follows from Lemma 3.5. | 
Finally, for the remaining condition (a), in (H2) for FSPEC, we prove the following lemma. 
LEMMA 3.7. Let  {qN,g} ,  ~N gk {qM,K}, {4N~,Kk} be as in Lemma 3.4. Then { qM~,Kk }, the sequences 
N~ {qM~,Kk } converges to a solution q* E O of (P). 
PROOF. We already have known from Lemma 3.4 that 
• ~Nk ~ ;L I~ qMk K~ ~ q*,  L%qM ,K  (3.8) 
for some q* E (~. Therefore, it remains to show that this q* is the solution of (P). 
Let q E (~ be arbitrarily fixed and define a sequence {qk} by qk __ vM~,K~ (q) E QMk,Kk" By 
Lemma 3.2, we have the convergence 
qk _., q, as k --* oo. (3.9) 
Nk qk Since each qMk,gkNk is a solution to (PMk,K~) and E QMh,Ke, we know that 
FNk (qM~N~ ,Kk )  -- < FNk (qk)' for each k E N. (3.10) 
Sending k to infinity in (3.10), we obtain from (3.8),(3.9), and Lemma 3.6 that 
F (q*) < F(q), for all q e Q, 
which implies that q* is a solution of the problem (P). The proof is completed. | 
We have completed the verification of all the conditions required for the FSPEC. Therefore, 
we have the following theorem. 
THEOREM 3.8. The modal scheme ( PN, K ) has the FSPEC property for the problem (P). 
62 C.-K. C~o et aL 
4. NUMERICAL  RESULTS 
To illustrate the function space parameter estimation convergence, we present examples. All 
the computations were performed on a SUN SPARC-20 workstation under the MATLAB envi- 
ronment. 
Set I = 25 cm, 0L = 0.03, and the constant parameters are assumed to be 
cm 2 cm am 3 
5 = 0.2106 . , a -- 0.5928 min'  b = -0.0065 mln am 3" 
This example was taken in [5], and these soil properties are similar to those used in [4]. The true 
parameters I0 and F that will be estimated are given by 
0.03 5 (z - 10) 3 for z • [0, 10], 
I o (z )  _-- 106 ' 
0.03, for z • [10, 25], 
(4.1) 
and 
/o ,  
c l ( t  - 5) 3 - dl(t - 5) 2 + .to, 
c l ( t  -- 15) 3 4" d l ( t  - 15) 2 4" f l ,  
F( t )  = f l ,  
c2(t - 17.5) 3 - d2(t - 17.5) 2 4" ]'1, 
c2( t  -- 25) 3 4" d2( t  - 25) 2 + f2, 
12, 
for t • [0, 5], 
for t • [5,10], 
for t • [10, 15], 
for t • [15, 17.5], 
for t • [17.5, 21.25], 
for t • [21.25, 25], 
for t • [25, 30], 
(4.2) 
where f0 = a( Io (O)4 .b )2 -SYo(O) ,  f l  = 4"154/107, f2 -- 0, Cl = 2( fo - f1 ) /203 ,  c2 = 2( f1 - f2 ) /7 .53 ,  
dl = 1.5 .20.  c1, and d2 = 1.5 • 7.5 • c2. 
The parameters were chosen so that they satisfy the compatibility conditions (1.3) and they 
are related to nonponding infiltration with fluxes less than the saturated hydraulic conductivity. 
Thus, the soil remains unsaturated. 
Figure 1 shows the instantaneous profiles of the solution 0 of (1.1),(1.2) with true parameters 
at t = 0, 10, 20, 25, 30 minutes during infiltration. The curves were obtained by truncating the 
infinite series (2.13) at the 1001 st term and by the formula (2.4). The trapezoidal rule was adopted 
to calculate the integral which appears in (2.9) with the number of meshes 1024 both in space and 
time. While these are excessive numbers of terms and divisions, we did not attempt o optimize 
the numbers, since the computation of each profile requires only a few seconds. Newton's method 
was used to obtain eigenvalues {),n} with the stopping criterion [An cos AnL  +a sin AnL[ < 10 -10. 
-loi g-lo 
- - - t=0min  - - - t=25min  
' o.. 
-15 '  - -  t=10min  ~ -15  t=30min  
- - t=2Omin  
-20  -20  
-2., 00s 0:1 -25 0~s 0:1 
WATER CONTENT WATER CONTENT 
Figure 1. True solution 0 : t = 0, 10, 20, 25, 30 minutes. 
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Tab le  1. Io ( z ) est imat ion .  
M N OLS-Er ror  
8 1.0336 x 10 -02  
16 8 .1117 x 10 - °4  
2 
32 8 .1253 x 10 - °4  
64 8 .1253 x 10 - °4  
8 9 .9964 x 10 -o3  
16 3 .7504 x 10 -o5  
4 32 2.8180 x 10 - °5  
64 2 .8180 x 10 -05  
8 9 .6013 x 10 - °3  
16 2 .5584 x 10 - °5  
8 
32 6 .4702 x 10 -09  
64 6 .4835 x 10 -09  
8 9 .5546 x 10 -03  
16 2 .5068 x 10 -05  
16 
32 6 .4358 x 10 -11  
64 6 .2239 x 10 -11  
8 9 .5389 x 10 -03  
16 2 .5422 x 10 -05  
32 
32 5 .6816 x 10 -11  
64 6 .4840 x 10 -11  
Tab le  2. F(t) est imat ion .  
K N OLS-Er ror  
8 9 .8146 x 10 -03  
16 2 .1302 x 10 -03  
2 
32 2.0661 x 10 - °3  
64 1.6277 x 10 -03  
8 7 .6611 x 10 -o3  
16 1.3722 x 10 -04  
4 
32 1.7937 x 10 -04  
64 1.5753 X 10 - °4  
8 8 .7024 X 10 -03  
16 1.9584 X 10 -05  
8 
32 3 .2524 X 10 -06  
64 1.9701 X 10 -06  
8 7 .5323 X 10 -03  
16 1 .9310 X 10 -05  
16 
32 2 .2550 X 10 -09  
64 2 .2333 X 10 -09  
8 7 .5272 X 10 -03  
16 1.9303 X 10 - °5  
32 
32 2 .0978 X 10 -09  
64 2 .1038 X 10 -09  
Twenty-five observations in the Az-neighborhoods of
, i = 1, . . . ,25,  Az = 10 .5 cm, 
at time To = 30 minutes were chosen. 
by 
1 5 ln (~(z i+ 
e~-  Az a (z~ 
where ~ = v N with N = 1000 in (2.3) 
Measured water contents at those observations are given 
(1/2) Az, To) + g (z~ + (1/2) Az) h(To) ) 
(1/2) Az, To) + g (z, - - (1/2) Az) h(To). - b, 
with true parameters. 
E~-10 /// 
-20 \\ 
-25 0.03 0.035 
WATER CONTENT 
"15 f
-20 
-25 0.03 0.035 
WATER CONTENT 
O, z1  
-10 I 
-15 
-2C 
-25' I~ 0.03 0.035 
WATER CONTENT 
(a) (b) (c) 
F igure  2. Io(z) est imate  ( - - t rue ,  -o -es t imated) :  (a) M = 2, N ---- 8; (b) M = 4, 
N= 16; (c) M=8,  N=32.  
EXAMPLE 1.  EST IMATION OF  THE IN IT IAL  FUNCTION Io(Z ). I n  th i s  example, we est imate  the  
initial distribution -To under the assumption that the flux F(t)  is known as (4.2). We started with 
the initial guess Io(z) = 0.04. The true parameter function Io(z) was given by (4.1). Table i shows 
the parameter estimation convergence property of our modal scheme. The OLS-error in Table 1 
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~.0.04[ 
(a) v0.0 / " 
o ~ i'o ;s 2'0 2'5 
TIME(min) 
3O 
.04[ 
(b) X~v0.02 I "~ 
of-. 
o 5 1'o i; 2'0 2's 
TIME(min) 
 o.o, I . . . . .  
o.o, I
, 
0 5 10 15 20 25 
TIME(min) 
30 
30 
Figure 3. 
N=16; (c )  K=16,  N=32.  
-5 
~ -10 
"I- 
Q. 
m -15 
-20 
-25 
F(t) estimate (--true, -o-estimated): (a) K = 4, N = 8; (b) K = 8, 
I ® 
0.03 0.035 
WATER CONTENT 
-0.01" o ~ 1~ 1~ 2~ 2'5 30 
TIME(min) 
Figure 4. Io(z) (left) and F(t) (right) estimates (--true, -(>-estimated; M = 4, 
K=S,N=16) .  
means the output least squared error HcN(INM)- 01[ 2, where INM is the estimated approximation 
for I0, N is the approximation dimension for ~, and M is the parameter approximation dimension. 
Figure 2 shows the comparison of the true and estimated initial distributions for various M and N. 
It is easy to observe from Table 1 and Figure 2, that the estimated initial function converges to 
the true one as M and N increase. 
EXAMPLE 2. ESTIMATION OF THE FLUX HISTORY F(t). In this example, we assume that the 
initial distribution I0 is known as (4.1), and estimate the flux F(t). We started with the initial 
guess F(t) = O. The true flux function F(t) was given by (4.2). Table 2 and Figure 3 show 
the convergence of parameter estimation. The OLS-error [ICN(F N) -- 0115 shows the similar 
convergence property as in the previous example, where FK ~ is the estimated approximation 
for F,  and K is the parameter approximation dimension. 
EXAMPLE 3. ESTIMATION OF Io(Z ) AND F( t ) .  We est imate  both  Io(z) and F(t) simultaneously 
in this example. The initial guesses were chosen as Io(z) = 0.04 and F(t)  = 0, and the true ones 
were given by (4.1) and (4.2), respectively. The OLS-error g N N [[¢ (I~MK, F~K ) -- 0[[2 2 in Table 3 
shows the parameter estimation convergence property, where I~rMK (respectively, F~K ) is the 
Parameter Estimation 
Table 3. Io(z)-F(t) estimation. 
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M 
16 
16 
K N OLS-Error 
8 8.0417 x 10 -°3 
16 1.6429 x 10 -o3 
32 1.6464 x 10 -03 
64 1.3307 × 10 -03 
8 8.3187 × 10 -03 
16 1.7941 x 10 -04 
32 2.1759 x 10 TM 
64 1.9251 x 10 -°4 
16 
16 
32 
8 7.9619 x 10 -°3 
16 2.5856 × 10 -04 
32 2.9370 × 10 -04 
64 2.7298 x 10 -04 
8 7.4065 x 10 -03 
16 1.9421 x 10 -05 
32 3.6021 x 10 -o6 
64 2.0479 x 10 -06 
8 7.2054 x 10 -03 
16 1.8937 x 10 -05 
32 1.9183 x 10 -06 
64 1.6380 x 10 -06 
8 7.2182 x 10 -03 
16 1.8934 x 10 -05 
32 4.6156 x 10 -09 
64 4.6457 x 10 -09 
8 7.2102 x 10 -03 
16 1.8860 x 10 -05 
32 1.1661 x 10 -09 
64 5.0955 x 10 -1° 
8 7.2103 x 10 -03 
16 1.8854 x 10 -05 
32 4.5822 x 10 -09 
64 1.6552 x 10 - l °  
o 
i 
.s t / /  ! 
"10 l 
~-15 
0 ,1; 
t 1 
-2o I I 
t 
.251 i~ 
0.03 0.035 
WATER CONTENT 
0031 i' 
o.o,t . j  
-0 01"  
0 5 1'0 15 2'0 2'5 30 
TIME(min) 
Figure 5. Io(z) (left) and F(t)  (right) estimates ( - - t rue ,  -o -es i tmated;  M --- 8, 
K---- 16, N----32). 
66 C.-K. CHO et al. 
"~'-10 
o 
"t- 
I.-- 
-15 
-20  
f. 
-I- 
4- 
"1" 
t- 
t 
-1- 
4- 
+ 
1- 
.,+ 
. , . . ,+,"  
+ + OBSERVATION 
- - - EST IMATED 
t 
0.1 
WATER CONTENT 
Figure 6. Observation data (+) and estimated z9(-) (--true, -o-estimated; M = 16, 
K = 32, N = 64). 
approximation for I0 (respectively, F). Here, N, M, and K are the approximation dimensions 
for zg, I0, and F, respectively. Figures 4 and 5 show the comparison of true and estimated 
parameters. It is easy to observe from Table 3, Figures 4 and 5 that the estimated functions 
Io(z)  and F( t )  converge to the true ones as the approximation dimensions increase. Figure 6 
shows the comparison of approximate z9with the estimated parameters to the given observation 
data. 
In the above examples, for minimizing the cost functional F, we adopted the Finite-Difference- 
Levenberg-Marquardt method [21,22], which has been commonly used for the minimization prob- 
lems with least squared error functional. The constants in (3.2) were taken as k0 -- 0.01, kl -- 0.5, 
k2 = -0.005, and k3 = 0.1. 
5. CONCLUSIONS 
The Burgers equation is considered as a model for one-dimensional vertical nonhysteretic n- 
filtration in nonswelling soil with finite depth. We developed an approximation scheme (modal 
scheme) for estimating parameters such as the initial water distribution and the flux history at 
the ground surface. The idea was to change the nonlinear problem to a linear one by an ap- 
propriate transformation. Numerical experiments support hat the modal approximation scheme 
has the function space parameter estimation convergence property. 
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