Abstract. We approximate the homogenization of fully nonlinear, convex, uniformly elliptic Partial Differential Equations in the periodic setting, using a variational formula for the optimal invariant measure, which may be derived via Legendre-Fenchel duality. The variational formula expresses H(Q) as an average of the operator against the optimal invariant measure, generalizing the linear case. Several nontrivial analytic formulas for H(Q) are obtained. These formulas are compared to numerical simulations, using both PDE and variational methods. We also perform a numerical study of convergence rates for homogenization in the periodic and random setting and compare these to theoretical results.
Introduction
We consider homogenization of the periodic, convex, uniformly elliptic HamiltonJacobi-Bellman operator Note that H(Q, y) is convex in Q. Let A be a convex compact control set, and let A : T d × A → S d and h : T d × A → R be continuous, where S d is the space of d × d symmetric matrices, and T d is the d-dimensional torus. We assume that A is uniformly elliptic, with 0 ≪ λI ≪ A ≪ ΛI.
We will make use of the following result, which follows from Theorem 1.3 below. Consider an admissible control α(y). Let L α be the corresponding linear operator, and let L α (Q) the homogenized linear operator. Then
with equality when α(y) is optimal, or, equivalently, when the control corresponds to the linearization about the corresponding solution of the cell problem, Q+D 2 u Q (y). In Section 2 we consider three example problems. One example is the maximum of two linear operators. In this case, we obtain a formula for H(Q), which is new (as far as we know). The second example is one dimensional, but with a quadratic nonlinearity. In this case, by considering constant controls, we find a lower bound for H(Q) which is numerically verified to be sharp.
Finally, we consider a two dimensional Pucci operator on stripes. In [FO] we homogenized Pucci operators, mainly with checkerboard coefficients. There we did not require convexity of the operator. We obtained accurate results for values of Q away from the singularities of the operators by simply linearizing the operator about Q. However, for stripes coefficients, the linearization about Q is not accurate. Here, we linearize about a control, and find the optimal constant control which corresponds to a control direction which depends on both the eigenvectors of Q and the orientation of the stripes. When compared numerically to H(Q), this control gives very accurate results, away from the singularities. Near the singularities, there is still a small nonzero error. In [FO] we also established upper bounds for the linear homogenization error. These estimates included a term which decreased with the distance to the singular set of the operators. Similar results apply here as well.
We compared our estimates for H(Q) to numerical results. We computed H(Q) numerically using two methods: by solving the PDE for the cell problem, and by using linear programming to solve for the invariant measure. We also considered the case of random coefficients, and we found that very similar formulas for L α (Q) hold in the random setting.
We also computed rates of convergence for H(Q). In the periodic case, we obtained second order convergence rates, O(ε 2 ), in one dimension. In the random setting we obtained a convergence rate of O(ε 1/2 ), again in one dimension. These are consistent with the theoretical results we mention below.
1.1. Related work. We know of few analytical solutions H(Q), other than the formula for a separable Hamiltonian in one dimension which can be found in the early paper [LPV87] . In [FO] we obtained a formula for a separable second order operator in one dimension
where HM(a) is the harmonic mean of the coefficient a(y). In general, the harmonic mean formula on the right hand side is a lower bound. However, in [FO] we found examples of Pucci type operators where the numerically compute value of H(Q) is very close to the right hand side, for values of Q away from the corners of the operator. For a general reference on theoretical and numerical homogenization in this context, we refer to the review paper [ES08] .
A numerical method which uses the inf sup formula for the first order case was developed in [GO04] . In [OTV09] we studied homogenization of convex (first order) Hamilton-Jacobi equations; some exact formulas in the periodic setting can be found there. Recently [CC16] studied numerical homogenization of mainly first order equations, along with one dimensional second order equations. In [CG08] the problem of homogenization of a Pucci type equation with checkerboard coefficients was studied. In that case, our results are close to, but different from theirs, see [FO] .
In the random setting, the first qualitative homogenization results for fully nonlinear uniformly elliptic operators were obtained in [CSW05] , followed by [CS10] which established a logarithmic estimate for convergence rates in strongly mixing environments. Algebraic convergence estimates were established in [AS14] , where it was shown that in a uniformly mixing environment,
where C and β are constants that do not depend on ε. In the periodic case [CM09] , proved that the order of convergence for the cell problem is O(ε 2 ), when the HJB operator does not depend on first order terms or the macroscopic scale.
1.2. Background Theory. In the periodic uniformly convex setting, the homogenized operator can be obtained by solving the cell problem. Definition 1.1 (Cell problem). Given H as in (1), for each Q ∈ S d , there is a unique value H(Q) and a periodic function u Q (y) which is a viscosity solution of the cell problem
Because the operator H is uniformly elliptic, one can show that both the value H(Q) and the solution u Q exist and are unique, and that u Q ∈ C 2 (T d ) [Eva89] . In the linear case, we may use the Fredholm Alternative to find the invariant measure, and the homogenized operator is then obtained by averaging against the invariant measure, see for example [BLP11] and [FO09] . That is, under an integral compatibility condition, there is a unique invariant probability measure, ρ, which solves D 2 : (A(y)ρ) = 0, and the homogenized PDE operator isL(Q) =Ā :
In the nonlinear case, the homogenized operator may still be found by averaging against the optimal invariant measure [Gom05] , or [IMT16] .
Definition 1.2 (Optimal invariant measure). Let Pr(T d × A) denote the space of Borel probability measures on
we say ρ is an invariant measure if L * 0 ρ(y, α) = 0 hold in the weak sense, by which we mean
The result follows from duality and convex analysis, in particular the theorem of Fenchel-Rockafeller. The fact that (5) and (3) give the same value is established in Theorem 1.3. Theorem 1.3. Let H(Q) be defined by (3) and H LP (Q) be defined by (5). Then
Remark 1.4. The formula above expresses an optimal invariant measure as a maximizer of the functional in (5), and the homogenized operator as the average of L α (Q, y) against an optimal invariant measure.
Note that while the optimal invariant measure depends on Q, the set of invariant measures does not. This allows us to sometimes findH(Q) for all Q once the invariant measures are determined. WhileH(Q) does not depend on how we represent H(Q, y) in (1), the set of invariant measure does. So a more concise representation of the operator can lead to a smaller set of invariant measures.
Estimates from Linearization
In this section we apply (2), by considering specific operators where we can obtain analytical values for the homogenized linear operator L α (Q).
2.1. Pucci type operators on stripes. Consider the following Pucci type operator.
Definition 2.1. Let y ∈ T 2 and Q ∈ S 2 . Write λ max (Q), λ min (Q) for the maximum and minimum eigenvalues of Q, respectively. Given A(y) ≥ a(y) > 0, define the convex Pucci type operator
Remark 2.2. The operator (6) can be rewritten
When Q is negative definite, the operator is linear, and we obtain the harmonic mean. The level sets of this operator have corners on the negative axes and on the positive diagonal in the λ 1 − λ 2 plane. Elsewhere, the operator is linear in λ 1 and λ 2 .
For the rest of the discussion we restrict to Q with at least one positive eigenvalue.
Homogenization Formula 1 (Pucci with stripes). Consider F A,a (Q, y) given by (6) in dimension d = 2. Consider piecewise constant stripes, with
Remark 2.3. This formula is obtained by considering constant controls in the direction of a given unit vector. We homogenize the linearization about this control, and then optimize over the choice of unit vector. In two dimensions, these unit vectors are determined by a single parameter. The term in (9) can be simplified further analytically, but the formula becomes complicated. It is more convenient to solve it numerically using one variable equation solvers.
Proof. We need only consider the case Q 0 since the operator is linear otherwise.
1. Since we are on stripes, we restrict to invariant measures which depend only on y 1 . Given any choice of control α(y 1 ), the equation for the invariant measure is 3. In two dimensions, parameterize the unit vectors (cos θ, sin θ) by v α = ( √ α, √ 1 − α), for α = cos 2 θ, and write 
For any choice α(y), the corresponding invariant measure defined by L α(y) (Q, y), is given by
and
So from (2), we have
Notice that b = (a 0 (y) + αa 1 (y)) is increasing in α for each y. Moreover, it is easy to verify that the Harmonic Mean is an increasing function of b. Thus, depending on the sign of A : Q, the optimal value is achieved by either α(y) ≡ 0 or α(y) ≡ 1, accordingly. This gives (13).
2.3.
A one dimensional quadratic operator.
Definition 2.5. Consider for constants, c, a > 0 and for the function b(y) ≥ 0,
It easy to verify that
Homogenization Formula 3. Let H(Q, y) be given as in Definition 2.5. Consider the one dimensional case, d = 1, and suppose b is piecewise constant,
Proof. Consider constant controls α(y) ≡ α. In this case the invariant measure p α (y) is given by
Next, maximize over α. This is accomplished by solving for the roots of the derivative of this expression with respect to α. We obtain
Thus the estimate is givenby (18) with α given by (19). Upon simplification, we obtain (15).
Numerical results
Here we compare the results of Section 2 with the numerical homogenization of the operators.
Remark 3.1 (Numerical methods). H(Q) was computed with two methods. In the first, the equation (1) was discretized with finite differences. A steady state solution was computed iteratively by Euler step to the parabolic equation u t + H(Q + D 2 u, y). We used a filtered scheme [FO13] to choose between a monotone finite difference scheme and standard accurate finite differences. However the standard finite difference scheme was always chosen by the filtered scheme, likely because solutions are C 2 and periodic. In this example the operator is given by (8), with b 0 = 2. Here Q = diag(λ 1 , λ 2 ). In the third quadrant, the operator is linear, and the error was zero up to machine precision. Figure 1a: error of Formula 1, the error is 1e−8 is most of the domain, with the 1e−2 level set shown. Figure 1b: error of homogenizing the linearized operator. There the error is order one, outside the third quadrant.
We also computedH LP (Q) by discretizing the control space A and formulating the problem (5) as a discrete linear programming problem. Derivatives were discretized via standard second order finite differences. We then solved this LP using the package CVX [GB14, GB08] with the SeDuMi solver [Stu99] .
Throughout we set h(y, α) = c = 1, and subtracted this constant from H(Q), so as to avoid trivial solutions.
3.1. Pucci type operator on stripes. We compared the analytical formula, Homogenization Formula 1, with numerically homogenized values. This required solving a one-variable optimization problem. We used piecewise constant coefficients, where the operator was either Tr Q, or F 3,1 (Q) = 1 Tr Q + 2λ + max (Q). The error profile of the analytic lower bound against the numerical homogenization is plotted in Figure 1a , for a set of diagonal Q. In the vicinity of the line λ 1 (Q) = λ 2 (Q) the error is on the order of 1e−1; elsewhere the error is less than 1e−2.
We contrast this homogenization approach with the method of homogenizing the linearized operator [FO] . The homogenizing error by first linearizing the operator is much greater than the error given by Formula 1, as can be seen by comparing Figures 1a and 1b. There is a symmetry inH(Q). We represent
where R φ is a rotation matrix. When φ = π/4, the orientation of the stripes is at an equal angle to the eigenvectors of Q, thenH(Q) is symmetric about λ 1 = λ 2 . More generallyH(Q) is symmetric under reflections in the angle about the same 3.2. Maximum of two linear operators, in one and two dimensions. We numerically validated Homogenization Formula 2, for the maximum of two linear operators. We considered the case when the dimension is one, and we took A = 1. The interval [0, 1] was discretized into 20 equal sized pieces. The coefficients a 0 (y) and a 1 (y) were piecewise constant on these equal-sized pieces. We took h(y) to be constant. In Figure 2 we let a 0 alternate between 1 and 1 2 , and let a 1 alternate between 3 2 and 5 2 . The values of the analytically homogenized operator are indistinguishable from the numerically computed values, for discrete values of Q, using both the direct method and the dual method. Even at the discontinuity Q = 0, the formula agrees with the numerical homogenization up to machine precision. For reference, we also plotted H 1 (Q) = min y H(Q, y) and H 2 (Q) = max y H(Q, y). We computed many different examples and obtained similar results. (Note in this example, the invariant measure is piecewise quadratic, so the numerical method is very accurate.) We also visualized the numerical invariant measure, and found that it agreed with our formula.
We also numerically validated Formula 2 in two dimensions, and obtained similar results: in this case the analytic formula and the numerical simulations agree up to 1e−12.
3.3. The quadratic operator. Next we considered the example from §2.3, Homogenization Formula 3, for the operator
Here c is a constant. We numerically homogenized this operator on the periodic domain [0, 1], divided into 20 pieces. The coefficients are piecewise constant on equal intervals. As illustrated in Figure 3 the analytic homogenization and the numerically homogenized operator are indistinguishable. As in the previous operator (maximum of two linear operators), even at Q = 0 the formula agrees with the numerical homogenization up to machine precision. Again, we also plot H 1 (Q) = min y H(Q, y) = aQ and H 2 (Q) = max y H(Q, y) = aQ + b 0 (Q + ) 2 .
Numerical rates of convergence in the periodic and random case
Using the exact analytical formulas of Section 2 (Formula 2 and Formula 3), we investigate empirical rates of convergence of the small-scale solutions u ε to the solutionū of the homogenized operator. Although our theoretical results were for the periodic case, we found that the same formulas applied in the random case. This allows us to study empirical convergence rates in the random case as well.
We solved the Dirichlet problem with zero boundary conditions on the interval [0, 1] for the two different operators, in both the random and periodic case. The operators were the maximum of two linear operators, Formula 2; and the quadratic operator, Formula 3. These are both one dimensional examples.
We used a sequence of decreasing cell sizes, of width ε. We used 1 grid point per cell.
We also solved the same problem with the homogenized operator. Numerically we obtained two solutions, u ε , andū corresponding to
We chose coefficients which were piecewise constant. Let H ε (Q, x) be the operator parameterized by checkerboard square width ε. We checked convergence for both the periodic case, and the random case. In the periodic case, the unhomogenized operator alternates between two constituent operators H 1 and H 2 between the checkerboard cells. In the random case, in each checkerboard square we randomly sample from the two constituent operators with probability 1 2 . In the random case, we observed convergence rates consistent with O(ε 1 2 ) in the sup-norm for both operators. In the periodic case, we observed convergence rates consistent with O(ε 2 ). Figure 4 presents the observed rates of convergence as u ε →ū in the sup-norm. In the periodic setting, the order is nearly O(ε 2 ): we estimate that the order of convergence is O(ε 1.95 ). In the random setting, we solved each problem 20 times, drawing the random checkerboard anew at each iteration. We then used least squares to estimate the order of convergence. We summarize these convergence estimates in Table 1 . It appears that convergence in the sup-norm is roughly O(ε 1 2 ) on the random checkerboard. We also measured the errors in the ℓ 2 and ℓ 1 norms.
Conclusions
In this article we investigated the accuracy of approximating nonlinear homogenization by the homogenization of a linearization of the operator. In previous work [FO] , we simply linearized about a constant. There, we obtained very accurate for checkerboard type coefficients, but significant errors in the case of stripes. In this article, we restricted to convex operators. This allowed us to write operators as the supremum of linear operators. For any linearization over a choice of control α(y) L α (Q) ≤ H(Q) with equality when α(y) is optimal.
We applied this formula to three examples. For the example of a maximum of two linear operators, we obtained an exact result, given by the maximum of two harmonic means (see (13)). For a quadratically nonlinear one dimensional operator, we restricted to piecewise constant controls and optimized over the value of the control. This results in a lower bound which was verified by numerical simulations to be exact.
Finally, we consider the Pucci-type operator with stripe coefficients. In this case, the controls depended on a choice of direction vector, which in two dimensions resulted in a one parameter optimization problem for L α (Q). The solution of this problem was verified by numerical simulations to be nearly exact over parameter values away from the singularities of the operator. For other values of Q it achieved a small (a few percentages) relative error.
We also consider the numerical convergence rates of the homogenization problem in the scale parameter, obtaining results consistent with recent analytical results, in both the periodic and random case.
