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THE STRONG LEFSCHETZ PROPERTY AND REPRESENTATION THEORY
SEOK-JIN KANG∗, YOUNG-ROCK KIM∗∗, AND YONG-SU SHIN†
Abstract. We investigate the structure and properties of an Artinian monomial complete intersection quo-
tient A = k[x1, . . . , xn]/(xd1 , . . . , x
d
n) combining the sl2-representation theory and Schur-Weyl duality. In par-
ticular, we construct an explicit basis of A which is compatible with the Sn-module structure when n = 3 and
d = 3, 4, 5.
Introduction
The weak and strong Lefshcetz properties have been central attractions of intensive research activities
due to their surprisingly deep connections with various branches of mathematics such as algebraic geometry,
commutative algebra, combinatorics, and representation theory [3, 4, 5, 8, 9, 13, 14]. In this paper, we take a
representation-theoretic approach to the Lefschetz properties.
Let k be a field. A graded k-algebra A =
⊕
i≥0 Ai is sad to have the weak Lefschetz property (WLP ) if
there is an element ℓ ∈ A1 such that the linear map F = ×ℓ : Ai → Ai+1 has maximal rank for all i ≥ 0.
In addition, if F d = ×ℓd : Ai → Ai+d has maximal rank for all i ≥ 0, d ≥ 1, we say that A has the strong
Lefschetz property (SLP ). In these cases, ℓ is called a (weak or strong) Lefschetz element. When dimkAi <∞
for all i ≥ 0, we define the Hilbert series of A to be
Hilb(A, t) =
∑
i≥0
hit
i =
∑
i≥0
(dimkAi)t
i.
When A =
⊕m
i=0Ai is an Artinian graded algebra, it is a Hilbert polynomial
Hilb(A, t) =
m∑
i=0
hit
i =
m∑
i=0
(dimkAi)t
i.
For an Artinian graded k-algebra A =
⊕m
i=0Ai with Am 6= 0, we say that A has the strong Lefschetz
property in the narrow sense if A has the SLP and its Hilbert polynomial is symmetric.
Let R = k[x1, . . . , xn] be an n variable polynomial algebra over k and let I = (x
d1
1 , . . . , x
dn
n ) be an Artinian
monomial complete intersection ideal. Using the Hard Lefschetz Theorem, R. Stanley proved that the quotient
algebra A := R/I has the SLP in the narrow sense with ℓ = x1 + x2 + · · ·+ xn as a strong Lefschetz element
[14]. This theorem is regarded as a major breakthrough in the study of Lefschetz properties and was reproved
by many others with different methods (for example, [6, 11, 15]). Among others, we pay attention to the work
of J. Watanabe who applied the representation theory to prove Stanley’s Theorem [15].
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Recall that the symmetric group Sn acts on R (from the right) by permuting the variables. Assume that
d1 = d2 = · · · = dn = d. Since ℓ = x1 + · · · + xn is invariant under the Sn-action, we have a well-defined
Sn-action on A = R/I. As a k-vector space, A can be identified with the n-fold tensor product of k
d. That is,
we have
A = k[x1, . . . , xn]/(x
d
1 , . . . , x
d
n)
∼=
(
k[x]/(xd)
)⊗n ∼= (kd)⊗n.
Let GLd = GLd(k) denote the general linear group. There is a natural GLd-action on k
d by left matrix
multiplication, which can be extended to the diagonal GLd-action on (k
d)⊗n. Then the Schur-Weyl duality
tells that there is an (Sn ×GLd)-module isomorphism
A ∼=
⊕
λ⊢n
ℓ(λ)≤d
Sλ ⊗ V (λ),
where λ is a partition of n, ℓ(λ) denotes the length of λ, Sλ and V (λ) are finite dimensional irreducible modules
over Sn and GLd, respectively, associated with λ.
As Harima et al. pointed out [4], one of the advantages of the Schur-Weyl duality written in this form is
that the left-hand side has a k-algebra structure, which would provide much richer information than just a
tensor space. So there is a huge space of exploration in this direction. In addition, since each homogeneous
subspace of A is stable under Sn-action, it is a very interesting and important problem to find a concrete
irreducible decomposition of A. That is, it is one of the most essential problems in the study of A to construct
an explicit basis which is compatible wth the Sn-module structure. Moreover, since
σ ◦ F = F ◦ σ for all σ ∈ Sn,
once we have constructed such bases of irreducible Sn-submodules corresponding to the highest weight vectors
in the sl2-decomposition, by applying F repeatedly, we would get all the bases of remaining irreducible Sn-
submodules with desired properties.
Our goal is to construct an explicit basis of the Artinian monomial complete intersection quotient A =
k[x1, . . . , xn]/(x
d
1 , . . . , x
d
n) which is compatible with the Sn-module structure. As we have just explained, the
strategy to achieve this goal is a combination of sl2-representation theory, Schur-Weyl duality and some
combinatorics. In this paper, we will focus on the cases when n = 3 and d = 3, 4, 5. The more general cases
will be dealt with in the forthcoming papers.
This paper is organized as follows. In Section 1, we briefly recall the sl2-representation theory and explain
how it can be used to understand the structure of Artinian graded k-algebras having the SLP in the narrow
sense. In particular, we recollect the sl2-representation theoretic approach to the proof of Stanley’s Theorem
given by J. Watanabe [15]. In Section 2, we give a review of the representation theories of Sn and GLd. We
also explain some combinatorics that are related with these representation theories. We then go on to state
the Schur-Weyl duality and illustrate its applications with some examples. In Section 3, we present our goal
and explain the strategy to achieve this goal. In Sections 4, 5 and 6, we state and prove our main theorems
and main results. All of our results are presented in the Appendix due to their length.
1. Representation theory of sl2
We briefly review the definition of the weak and strong Lefschetz properties. In this paper, we always
assume that k is an algebraically closed field of characteristic 0.
Definition 1.1. Let A =
⊕
i≥0 Ai be a graded algebra over k.
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(a) We say that A has the weak Lefschetz property (WLP ) if there is an element ℓ ∈ A1 such that the
linear map F = ×ℓ : Ai → Ai+1 has maximal rank (i.e., F is either injective or surjective) for all i ≥ 0.
In this case, ℓ is called a weak Lefschetz element.
(b) We say that A has the strong Lefschetz property (SLP ) if there is an element ℓ ∈ A1 such that the
linear map F d = ×ℓd : Ai → Ai+d has maximal rank for all i ≥ 0, d ≥ 1. In this case, we say that ℓ is
called a strong Lefschetz elemet.
(c) Let A =
⊕m
i=0Ai be an Artinian graded algebra over k. We say that A has the strong Lefschetz property
in the narrow sense if there is an element ℓ ∈ A1 such that the multiplication map ×ℓ
m−2i : Ai → Am−i
is bijective for all i = 0, 1, . . . , ⌊m2 ⌋.
Set
(1.1) e =
(
0 1
0 0
)
, f =
(
0 0
1 0
)
, h =
(
1 0
0 −1
)
.
Then they satisfy the relations
(1.2) [e, f ] = h, [h, e] = 2e, [h, f ] = −2f.
In an abstract way, sl2 is the Lie algebra generated by e, f , h with defining relations (1.2).
For each m ∈ Z≥0, there exists a unique (up to isomorphism) (m+ 1)-dimensional irreducible sl2-module
V (m) with a basis {u, fu, . . . , fmu}, where the sl2-action is given by
(1.3)
e · (fku) = k(m− k + 1)fk−1u,
f · (fku) = fk+1u,
h · (fku) = (m− 2k)fku.
For a finite-dimensional sl2-module V , v ∈ V is called a highest weight vector if e · v = 0. On the other
hand, w ∈ V is called a lowest weight vector if f · w = 0. We say that v has weight k if h · v = kv. Hence in
V (m), u is a highest weight vector, fmu is a lowest weight vector and fku has weight m − 2k. Moreover, by
Weyl’s theorem, every finite dimensional sl2-module is completely reducible. (See, for example, [7]).
Let A =
⊕m
i=0Ai be a finite dimensional graded k-algebra with the SLP in the narrow sense and let
ℓ ∈ A1 be a strong Lefschetz element. Then the linear map F = ×ℓ : A→ A is nilpotent. Consider the Jordan
canonical form of F whose Jordan blocks are of size m1,m2, . . . ,mr, respectively. We may assume that they
are arranged as a weakly decreasing sequence. For each j = 1, . . . , r, one can find a Jordan canonical basis
{uj, Fuj, . . . , F
mj−1uj} of the corresponding Jordan block. By construction, the set
⋃r
j=1{F
kuj | 0 ≤ k ≤
mk − 1} is a Jordan canonical basis of A.
For each j = 1, . . . , r, let A(j) be the subspace spanned by uj, Fuj , . . . , F
mj−1uj and we define the linear
maps E : A(j) → A(j) and H : A(j) → A(j) by
(1.4) E(F kuj) = k(mk − k)F
k−1uj , H = [E,F ] (k = 0, 1, . . . ,mj − 1).
Then it is straightforward to verify that E, F , H satisfy the defining relations (1.2) of sl2. Thus A
(j) is
isomorphic to the mj-dimensional irreducible sl2-module V (mj − 1).
Hence A becomes a completely reducible sl2-module and its irreducible decomposition is determined by
the Jordan canonical form of F . Of course, since some of the Jordan blocks are of the same size, some of the
irreducible components may be isomorphic, but their multiplicities are determined by the Hilbert polynomial
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of A. More precisely, let Hilb(A, t) =
∑m
i=0(dimkAi)t
i be the Hilbert polynomial of A. Then as an sl2-module,
we have an isomorphism
(1.5) A ∼=
⌊m
2
⌋⊕
i=0
V (m− 2i)⊕ai ,
where a0 = 1, ai = dimkAi − dimkAi−1 for 1 ≤ i ≤ ⌊
m
2 ⌋.
Example 1.2. (a) Let A = k[x1, x2]/(x
3
1, x
3
2). Then its Hilbert polynomial is
Hilb(A, t) = 1 + 2t+ 3t2 + 2t3 + t4.
Hence the sl2-decomposition of A is given by
A ∼= V (4)⊕ V (2)⊕ V (0).
(b) Let A = k[x1, x2, x3]/(x
3
1, x
3
2, x
3
3). Then its Hilbert polynomial is
Hilb(A, t) = 1 + 3t+ 6t2 + 7t3 + 6t4 + 3t5 + t6.
Hence the sl2-decomposition of A is given by
A ∼= V (6)⊕ V (4)⊕2 ⊕ V (2)⊕3 ⊕ V (0).
Let m ≥ n ≥ 0. The tensor product V (m)⊗ V (n) is given an sl2-module structure via
x(v ⊗ w) = xv ⊗ w + v ⊗ xw for all x ∈ sl2, v ∈ V (m), w ∈ V (n).
By Weyl’s theorem, V (m) ⊗ V (n) is completely reducible and its irreducible decomposition is given by the
Clebsch-Gordan formula [7]:
(1.6) V (m)⊗ V (n) ∼= V (m+ n)⊕ V (m+ n− 2)⊕ · · · ⊕ V (m− n+ 2)⊕ V (m− n).
Example 1.3. We can easily verify the following isomorphisms.
(a) V (2)⊗ V (2) ∼= V (4)⊕ V (2)⊕ V (0).
(b) V (2)⊗ V (2)⊗ V (2) ∼= V (6)⊕ V (4)⊕2 ⊕ V (2)⊕3 ⊕ V (0).
As an application of sl2-representation theory and the Clebsch-Gordan formula, we obtain the following
result on the tensor product of algebras with the SLP in the narrow sense.
Theorem 1.4 ([4]). Let (A1, ℓ1) and (A2, ℓ2) be the finite dimensional graded algebras having the SLP in the
narrow sense with strong Lefschetz elements ℓ1 and ℓ2, respectively. Then their tensor product A1⊗A2 has the
SLP in the narrow sense with a strong Lefschetz element ℓ = ℓ1 ⊗ 1 + 1⊗ ℓ2.
As an immediate corollary, we obtain
Corollary 1.5 ([4, 15]). An Artinian monomial complete intersection quotient
A = k[x1, . . . , xn]/(x
d1
1 , . . . , x
dn
n )
has the SLP in the narrow sense with Lefschetz element ℓ = x1 + · · ·+ xn.
Example 1.6. The Clebsch-Gordan formula yields the following isomorphisms.
(a) A = k[x1, x2]/(x
3
1, x
3
2)
∼= k[x]/(x5)⊕ k[x]/(x3)⊕ k[x]/(x).
(b) A = k[x1, x2, x3]/(x
3
1, x
3
2, x
3
3)
∼= k[x]/(x7)⊕
(
k[x]/(x5)
)⊕2
⊕
(
k[x]/(x3)
)⊕3
⊕ k[x]/(x).
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2. Schur-Weyl duality
Let A = k[x1, . . . , xn]/(x
d
1, . . . , x
d
n) be an Artinian monomial complete intersection quotient with the same
exponent d. We would like to investigate the structure of A in terms of the Schur-Weyl duality. As a k-vector
space, we see that
A ∼= k[x1]/(x
d
1)⊗ · · · ⊗ k[xn]/(x
d
n)
∼= (kd)⊗n.
Let GLd := GLd(k) be the general linear group consisting of invertible (d× d)-matrices over k. Then GLd
acts naturally on kd by left matrix multiplication, which can be extended to a diagonal GLd-action on (k
d)⊗n
x(v1 ⊗ · · · ⊗ vn) = (xv1, . . . , xvn) for x ∈ GLd, v1, . . . , vn ∈ k
d.
On the other hand, the symmetric group Sn acts on (k
d)⊗n from the right by place permutation
σ(v1 ⊗ · · · ⊗ vn) = vσ−1(1) ⊗ · · · ⊗ vσ−1(n) for σ ∈ Sn, v1, . . . , vn ∈ k
d.
Furthermore, it is clear that these two actions on (kd)⊗n commute with each other, which is one of the key
ingredients of Schur-Weyl duality.
We now recollect some pieces of the representation theory of Sn. Let λ = (λ1 ≥ λ2 ≥ · · · ≥ λr > 0) be a
weakly decreasing sequence of positive integers such that λ1 + λ2 + · · · + λr = n. In this case, λ is called a
partition of n, denoted by λ ⊢ n, and r is called the length of λ, written as ℓ(λ).
We identify a partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λr > 0) with the Young diagram Y
λ which consists of λ1-many
boxes in the first row, λ2-many boxes in the second row, etc. For instance, the partition λ = (6, 4, 2, 2, 1) ⊢ 15
is identified with the following Young diagram.
Definition 2.1. Let λ be a partition of n. A standard tableau of shape λ is a filling of the boxes of Y λ with
entries taken from 1, 2, . . . , n such that
(i) all the entries in each row are strictly increasing from left to right,
(ii) all the entries in each column are strictly increasing from top to bottom.
An example of standard tableau of shape λ = (6, 4, 2, 2, 1) is given below.
T =
1 2 4 6 11 12
3 8 9 15
5 10
7 14
13
To each partition λ ⊢ n, one can construct an irreducible Sn-module S
λ which is called the Specht module
associated with λ. It is known that every finite dimensional irreducible Sn-module has the form S
λ for some
partition λ ⊢ n. That is, the set of isomorphism classes of finite dimensional irreducible Sn-modules is in 1-1
correspondence with the set of partitions of n. Furthermore, one can compute the dimension of Sλ by counting
the number of standard tableaux of shape λ. (See, for example, [1, 2, 12]).
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Example 2.2. There are 3 irreducible representations of S3 corresponding to the partitions (3), (2, 1), (1, 1, 1).
The standard tableaux of shape λ are given below.
λ = (3),
1 2 3
,
λ = (2, 1), 1 2
3
, 1 3
2
,
λ = (1, 1, 1),
1
2
3
.
Hence dimkS
(3) = dimkS
(1,1,1) = 1 and dimkS
(2,1) = 2. The 1-dimensional representations S(3) and
S(1,1,1) are called the trivial representation and sign representation, respectively. We will call the 2-dimensional
representation S(2,1) the adjoint representation.
Now we recall part of polynomial representation theory of GLd. Let V be an m-dimensional representation
of GLd determined by a group homomorphism
ϕ : GLd → GL(V ) ∼= GLm(k).
We say that V is an m-dimensional polynomial representation of GLd if for any x ∈ GLd, all the entries of
ϕ(x) can be expressed as a polynomial in xij (1 ≤ i, j ≤ m), where xij ’s denote the coordinate functions of
Mm(k) ∼= k
m2 .
Definition 2.3. Let λ = (λ1 ≥ λ2 ≥ · · · ≥ λs > 0) be a partition (of any positive integer) of length ≤ d and
let Y λ be the Young diagram associated with λ. A semi-standard tableau of shape λ is a filling of the boxes of
Y λ with entries taken from 1, 2, . . . , d such that
(i) all the entries in each row are weakly increasing from left to right,
(ii) all the entries in each column is strictly increasing from top to bottom.
In the following figure, we illustrate some examples of semi-standard tableaux when n = 3, d = 4.
1 1 1
,
2 3 3
,
1 3
3
,
2 2
4
,
1
2
4
,
2
3
4
For each partition λ with length ≤ d, there exists a unique (up to isomorphism) irreducible polynomial
representation V (λ) of GLd called the highest weight module with highest weight λ. Moreover, any irreducible
polynomial representation of GLd has the form V (λ) for some partition λ with length ≤ d. The dimension
of V (λ) is equal to the number of semi-standard tableaux of shape λ with entries taken from 1, 2, . . . , d (see
[1, 2], etc).
Example 2.4. Let d = 3 and λ = (2, 1) ⊢ 3. Then the GL3-module V (2, 1) has dimension 8, as can be seen
below.
1 1
2
, 1 1
3
, 1 2
2
, 1 2
3
, 1 3
2
, 1 3
3
, 2 2
3
, 2 3
3
Now we are ready to state the Schur-Weyl duality.
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Theorem 2.5 (cf. [1, 2, 12]). As an (Sn ×GLd)-module, we have an isomorphism
(2.1) A ∼=
⊕
λ⊢n
ℓ(λ)≤d
Sλ ⊗ V ((λ)).
One of the interpretations of Schur-Weyl duality is the following. As a GLd-module, A has an irreducible
decomposition
A ∼=
⊕
λ⊢n
ℓ(λ)≤d
V (λ)⊕dimS
λ
.
That is, the multiplicity of V (λ) in this decomposition is the same as the number of standard tableaux of
shape λ with entries in 1, 2, . . . , n.
On the other hand, as an Sn-module, we have
A ∼=
⊕
λ⊢n
ℓ(λ)≤d
(Sλ)⊕dimV (λ),
which implies the multiplicity of Sλ in this decomposition is given by the number of semi-standard tableaux
of shape λ with entries in 1, 2, . . . , d.
Example 2.6. (a) Conder the case when n = 2, d = 3. We have seen that
A = k[x1, x2]/(x
3
1, x
3
2)
∼= k[x]/(x5)⊕ k[x]/(x3)⊕ k[x]/(x),
which implies dimkA = 9.
On the other hand, by Schur-Weyl duality, we have
A ∼= S(2) ⊗ V ((2))⊕ S(1,1) ⊗ V ((1, 1))
as an (S2 ×GL3)-module. Clearly, as an S2-module,
dimk S
(2) = 1, dimk S
(1,1) = 1.
As a GL3-module, we have
dimk V ((2)) = 6, dimk V ((1, 1)) = 3.
Hence dimk A = 6× 1 + 3× 1 = 9, as expected.
(b) Assume that n = 3, d = 2. Then
A = k[x1, x2, x3]/(x
2
1, x
2
2, x
2
3)
∼= k[x]/(x4)⊕
(
k[x]/(x2)
)⊕2
,
which gives dimkA = 8.
As an (S3 ×GL2)-module, by Schur-Weyl duality, we have
A ∼= S(3) ⊗ V ((3))⊕ S(2,1) ⊗ V (2, 1).
Note that S(1,1,1) ⊗ V ((1, 1, 1))is missing because ℓ(1, 1, 1) = 3. As a GL2-module, dimkV ((3)) = 4,
dimkV ((2, 1)) = 2. We have already seen that the S3-modules S
(3) and S(2,1) have dimensions 1 and
2, respectively. Hence one can see that
dimkA = 4× 1 + 2× 2 = 8.
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3. Artinian monomial complete intersection quotients
Let A = k[x1, . . . , xn]/(x
d
1 , . . . , x
d
n) = A0 ⊕A1 ⊕ · · · ⊕ Am be an Artinian monomial complete intersection
quotient, where m = n(d− 1). We have seen that A has the SLP in the narrow sense with a strong Lefschetz
element ℓ = x1+ · · ·+xn. Clearly, each homogeneous subspace Ai is invariant under the Sn-action on A. Since
ℓ = x1 + · · · + xn is Sn-invariant, it is easy to see that F ◦ σ = σ ◦ F for all σ ∈ Sn. That is, F : Ai → Ai+1
(i = 0, 1, . . . ,m − 1) is an Sn-module homomorphism. Likewise, one can show that E : Ai+1 → Ai is an
Sn-module homomorphism (cf. [4]).
Our goal is to construct an explicit basis of A which is compatible with the Sn-module structure of A.
That is, we would like to find a basis of each irreducible component in the Sn-module decomposition of A. To
this end, we have only to find such a basis of Ker(E) at each homogeneous subspace Ai
(
i = 0, 1, . . . , ⌊m2 ⌋
)
.
More precisely, suppose that we have constructed such bases in each homogeneous subspace and let U be an
irreducible Sn-submodule of Ai. Since F : Ai → Ai+1 is an Sn-module homomorphism, by Schur’s Lemma,
F (U) is either isomorphic to U or 0. But due to the strong Lefschetz property, F is either injective or surjective,
which implies F (U) ∼= U . Therefore, if U is an irreducible component of Ker(E) in Ai, we are done. If not, U
must have the form F k(U0) for some k > 0 such that U0 ∼= U and E(U0) = 0, which justifies our argument.
Example 3.1. (a) When n = 2, d = 3, by Schur-Weyl duality, there are 6 trivial representations and 3
sign representations of S2 inside A. We have
F = x1 + x2, F
2 = x21 + 2x1x2 + x
2
2, F
3 = 3x21x2 + 3x1x
2
2, F
4 = 6x21x
2
2, F
5 = 0.
As an sl2-module, we have
A ∼= V (4)⊕ V (2)⊕ V (0).
Note that u is a highest weight vector of the irreducible sl2-module V (m) if and only if f
mu 6= 0,
fm+1u = 0. Since F 4 6= 0 and F 5 = 0, we see that 1 is a highest weight vector of V (4), which gives
5 trivial representations of S2 generated by 1, F , F
2, F 3, F 4 in degrees 0, 1, 2, 3, 4, respectively. The
remaining trivial representation of S2 is generated by x
2
1 + x
2
2 in degree 2 which is a highest weight
vector of V (0).
Let P = x1 − x2 ∈ A1. It is easy to see that P generates a sign representation of S2. Moreover,
F (x1 − x2) = x
2
1 − x
2
2,
F 2(x1 − x2) = x
2
1x2 − x1x
2
2
give the sign representations of S2 in degrees 2 and 3. Therefore, we have the following irreducible
S2-module decomposition of A:
A0 = k(1),
A1 = k(x1 + x2)⊕ k(x1 − x2),
A2 = k(x
2
1 + 2x1x2 + x
2
2)⊕ k(x
2
1 − x
2
2)⊕ k(x
2
1 + x
2
2),
A3 = k(x
2
1x2 + x1x
2
2)⊕ k(x
2
1x2 − x1x
2
2),
A4 = k(x
2
1x
2
2).
(b) When n = 3, d = 2, by Schur-Weyl duality, we have seen that there are 4 trivial representations and
2 adjoint representations of S3 inside A. Note that
F = x1 + x2 + x3, F
2 = 2(x1x2 + x1x3 + x2x3), F
3 = 6x1x2x3,
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which yields all 4 trivial representations in degrees 0, 1, 2, 3, respectively. In degree 1, it is easy to verify
that the polynomials P = x1 − x2, Q = x1 − x3 generate an adjoint representation of S3. Then
F (P ) = x1x3 − x2x3, F (Q) = x1x2 − x2x3
generate an adjoint representation of S3 in degree 2. Therefore, we obtain an irreducible S3-module
decomposition of A given below:
A0 = k(1),
A1 = k(x1 + x2 + x3)⊕ (k (x1 − x2)⊕ k (x1 − x3)) ,
A2 = k(x1x2 + x1x3 + x2x3)⊕ (k (x1x3 − x2x3)⊕ k (x1x2 − x2x3)) ,
A3 = k(x1x2x3).
From now on, we will focus on the cases when n = 3 and d = 3, 4, 5.
4. The (S3 ×GL3)-module structure of k[x1, x2, x3]/(x
3
1, x
3
2, x
3
3)
Let A = k[x1, x2, x3]/(x
3
1, x
3
2, x
3
3). As we have seen in Exalmple 1.2, the Hilbert polynomial of A is
Hilb(A, t) = 1 + 3t+ 6t2 + 7t3 + 6t4 + 3t5 + t6,
which gives an sl2-module decomposition
A ∼= V (6)⊕ V (4)⊕2 ⊕ V (2)⊕3 ⊕ V (0).
It follows that
dimk(Ker(E) ∩ A0) = 1,
dimk(Ker(E) ∩ A1) = 2,
dimk(Ker(E) ∩ A2) = 3,
dimk(Ker(E) ∩ A3) = 1.
On the other hand, by Schur-Weyl duality, we get an (S3 ×GL3)-module decomposition of A as follows.
A ∼= S(3) ⊗ V ((3))⊕ S(2,1) ⊗ V ((2, 1))⊕ S(1,1,1) ⊗ V ((1, 1, 1)).
By counting the number of semi-standard tableaux of shapes (3), (2, 1), (1, 1, 1) with entries 1, 2, 3, we
have
dimk V ((3)) = 10, dimk V ((2, 1)) = 8, dimk V ((1, 1, 1)) = 1.
Hence there are 10 copies of the trivial representation, 8 copies of the adjoint representation and 1 copy of the
sign representation in the S3-module decomposition of A.
It is straightforward to verify that F 7 = 0, which implies 1 is a highest weght vector of V (6); i.e., 1 ∈
Ker(E)∩A0. Applying F on 1 repeatedly 1 generates 6 more trivial representations in degrees 1, 2, . . . , 6. (See
Appendix 7.1.)
In degree 1, let P1 = x1 − x2 and Q1 = x1 − x3. Then they generate a copy of the adjoint representation.
By a direct calculation, we can check F 5(P1) = 0 and F
5(Q1) = 0. Hence they generate 4 more copies of the
adjoint representation in degrees 2, 3, 4, 5. (See Appendix 7.3.)
On the other hand, the polynomial
D = (x1 − x2)(x1 − x3)(x2 − x3) = x
2
1x2 − x1x
2
2 − x
2
1x3 + x1x
2
3 − x2x
2
3 + x
2
2x3
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generates a sign representation in degree 3. Since F (D) = 0, this is the only sign representation appearing in
the S3-module decomposition of A.
It remains to find an explicit basis for Ker(E) ∩ A2. Since dimk(Ker(E) ∩ A2) = 3, we need to find 3
polynomials of degree 2, one of which generates the trivial representation and two of which generate the
adjoint representation. Let
G = a(x21 + x
2
2 + x
2
3) + b(x1x2 + x1x3 + x2x3)
be a candidate of the polynomial that would generate the trivial representation in degree 2. Since we expect G
is a highest weight vector of V (2), we need to have F 3(G) = 0, from which we obtain the equation a+2b = 0.
Hence we may take
G = 2(x21 + x
2
2 + x
2
3)− (x1x2 + x1x3 + x2x3).
Then
F (G) = (x21x2 + x
2
1x3 + x
2
2x3 + x1x
2
2 + x1x
2
3 + x2x
2
3)− 3(x1x2x3),
F 2(G) = 2(x21x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)− (x
2
1x2x3 + x1x
2
2x3 + x1x2x
2
3)
will generate 2 more trivial representations, which exhaust all 10 trivial representations appearing in the
S3-module decomposition of A.
Now we will find degree 2 polynomials P2 and Q2 that generate an adjoint representation in degree 2. We
will first take a polynomial P2 such that (1, 2)P2 = −P2 and set Q2 := (2, 3)P2. Then they would generate an
adjoint representation in degree 2. Let
P2 = ax
2
1 − ax
2
2 + bx1x3 − bx2x3.
Note that (1, 2)P2 = −P2. Also we don’t have the terms x
2
3 and x1x2 because they are invariant under (1, 2).
Since P2 is supposed to be a highest weight vector of V (2), we need to have F
3(P2) = 0, which yields a+b = 0.
Hence we may take 
P2 = x
2
1 − x
2
2 − x1x3 + x2x3,
Q2 = x
2
1 − x
2
3 − x1x2 + x2x3.
Then the polynomials 
F (P2) = x
2
1x2 − x1x
2
2 − x1x
2
3 + x2x
2
3,
F (Q2) = x
2
1x3 − x1x
2
3 − x1x
2
2 + x
2
2x3,
F
2(P2) = −x
2
1x
2
3 + x
2
2x
2
3 + x
2
1x2x3 − x1x
2
2x3,
F 2(Q2) = −x
2
1x
2
2 + x
2
2x
2
3 + x
2
1x2x3 − x1x2x
2
3
would generate 2 more adjoint representations in degrees 3 and 4, which exhausts all 8 adjoint representations
appearing in the S3-module decomposition of A.
Theorem 4.1. Let A = k[x1.x2, x3]/(x
3
1, x
3
2, x
3
3). The S3-module structure of A is completely determined by
the following representations.
(a) Trivial representations
(i) degree 0 : k(1),
(ii) degree 2 : k
(
2(x21 + x
2
2 + x
2
3)− (x1x2 + x1x3 + x2x3)
)
.
(b) Adjoint representations
(i) degree 1 : k(x1 − x2)⊕ k(x1 − x3),
(ii) degree 2 : k(x21 − x
2
2 − x1x3 + x2x3)⊕ k(x
2
1 − x
2
3 − x1x2 + x2x3).
(c) Sign representation in degree 3 : k ((x1 − x2)(x1 − x3)(x2 − x3)).
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Remark 4.2.
(a) As we have disdcussed, all the other representations and their bases can be obtained by applying F
repeatedly which we listed before stating the theorem. (See Appendix 7.1, 7.2, 7.3.)
(b) We would like to mention that in [4], using the Specht polynmials, Harima et al. obtained the bases
for degree 0 trivial representation, degree 1 adjoint representation and degree 3 sign representation.
But in this work, we constructed explicit bases for degree 2 trivial representations and degree 2 adjoint
representations, which completes the construction in this case.
5. The (S3 ×GL4)-module structure of k[x1, x2, x3]/(x
4
1, x
4
2, x
4
3)
Let A = k[x1, x2, x3]/(x
4
1, x
4
2, x
4
3). Then its Hilbert polynomial is
Hilb(A, t) = 1 + 3t+ 6t2 + 10t3 + 12t4 + 12t5 + 10t6 + 6t7 + 3t8 + t9.
Hence the sl2-decomposition of A is given as
A ∼= V (9)⊕ V (7)⊕2 ⊕ V (5)⊕3 ⊕ V (3)⊕4 ⊕ V (1)⊕2,
which implies
dimk(Ker(E) ∩ A0) = 1,
dimk(Ker(E) ∩ A1) = 2,
dimk(Ker(E) ∩ A2) = 3,
dimk(Ker(E) ∩ A3) = 4,
dimk(Ker(E) ∩ A4) = 2.
By Schur-Weyl duality, we have
A ∼= S(3) ⊗ V ((3))⊕ S(2,1) ⊗ V ((2, 1))⊕ S(1,1,1) ⊗ V (1, 1, 1).
Since we are dealing with the semi-standard tableaux with entries in 1, 2, 3, 4, we obtain
dimk V ((3)) = 20, dimk V ((2, 1)) = 20, dimk V ((1, 1, 1)) = 4.
Thus there are 20 copies of the trivial representation, 20 copies of the adjoint representation, and 4 copies of
the sign representation.
We will first construct explicit bases for trivial representations in all degrees. Clearly, 1 is a highest weight
vector of V (9) and F 10 = 0. Hence we obtain 10 trivial representations generated by 1. For example,
F 3(1) = x31 + x
3
2 + x
3
3 + 3(x
2
1x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3) + 6x1x2x3,
F 7(1) = 140(x31x
3
2x3 + x
3
1x2x
3
3 + x1x
3
2x
3
3) + 210(x
3
1x
2
2x
2
3 + x
2
1x
3
2x
2
3 + x
2
1x
2
2x
3
3).
All the trivial representations generated by 1 are listed in Appendix 7.4.
Since F = x1 + x2 + x3 is the only linear polynomial that generates a trivial representation in degree 1, to
avoid redundancy, we will move to the degree 2 candidate. Write
P2 = a(x
2
1 + x
2
2 + x
2
3) + b(x1x2 + x1x3 + x2x3).
If P2 is to be a highest weight vector of V (5), we should have F
6(P2) = 0, which yields an equation 2a+3b = 0.
Hence we may take
P2 = 3(x
2
1 + x
2
2 + x
2
3)− 2(x1x2 + x1x3 + x2x3).
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By applying F repeatedly, we get 5 more polynomials that generate trivial representations. (See Appendix
7.4.)
Let P3 be a possible generator for the degree 3 trivial representation. Write
P3 = a(x
3
1 + x
3
2 + x
3
3) + b(x
2
1x2 + x
2
1x3 + x
2
2x3 + x1x
2
2 + x1x
2
3 + x2x
2
3) + c(x1x2x3).
To make P3 a highest weight vector of V (3), we need to impose the condition F
4(P3) = 0, which gives a pair
of equations
4a+ 16b+ 3c = 0, 3a+ 22b+ 6c = 0.
One possible solution is a = 6, b = −3, c = 8 and we have
P3 = 6(x
3
1 + x
3
2 + x
3
3)− 3(x
2
1x2 + x
2
1x3 + x
2
2x3 + x1x
2
2 + x1x
2
3 + x2x
2
3) + 8(x1x2x3),
which gives 4 more trivial representations. (See Appendix 7.4.)
Now we have constructed the desired bases for all 20 trivial representations.
Let us move onto the sign representations. Note that the sign representations begin to appear in degree 3.
As we have seen before, the cubic polynomial D = (x1− x2)(x1 − x3)(x2 − x3) generates a sign representation
in degree 3. By a direct calculation, we see that F 4(D) = 0. Therefore, we obtain all the generators of the sign
representations appearing in the S3-module decomposition of A. (See Appendix 7.5.)
It remains to construct the bases with desired properties for the adjoint representations appearing in the
S3-module decomposition of A.
In degree 1, P1 = x1 − x2 and Q1 = x1 − x3 generate the adjoint representation and by applying F
repeatedly, we obtain 7 more adjoint representations. (See Appendix 7.6.)
To construct the desired bases of adjoint representations of other degrees, we apply the following strategy.
We first choose a candidate polynomial Pi of degree i such that (1, 2)Pi = −Pi. To make Pi a highest weight
vector of V (m− 2i) (0 ≤ i ≤ ⌊m2 ⌋), we impose the condition F
m−2i+1(Pi) = 0, which would yield a system of
linear equations. By solving these equations, we get an explicit construction of Pi. Then Pi and Qi := (2, 3)Pi
would generate an adjoint representation in degree i. Of course, we need to check Pi and Qi are linearly
independent. But in all cases, it is fairly clear which pairs to choose. Now applying F repeatedly, we will
obtain all the other generators of the remaining adjoint representations.
Let us begin with a degree 2 candidate
P2 = (x1 − x2)(ax1 + ax2 + bx3) = ax
2
1 − ax
2
2 + bx1x3 − bx2x3.
Since P2 is supposed to be a highest vector of V (5), we impose the condition F
6(P2) = 0, which gives 4a+3b = 0.
Hence we may take 
P2 = (x1 − x2)(3x1 + 3x2 − 4x3) = 3x
2
1 − 3x
2
2 − 4x1x3 + 4x2x3,
Q2 = (x1 − x3)(3x1 − 4x2 + 3x3) = 3x
2
1 − 3x
2
3 − 4x1x2 + 4x2x3.
By applying F repeatedly, we obtain the generators of 5 more adjoint representations. (See Appendix 7.6.)
For the degree 3 candidate, let
P3 = ax
3
1 − ax
3
2 + bx
2
1x2 − bx1x
2
2 + cx
2
1x3 − cx
2
2x3 + dx1x
2
3 − dx2x
2
3
and apply F 4(P3) = 0. Then we obtain
a+ b+ 3c+ 2d = 0, 3a+ 3b+ 6c+ d = 0.
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Take c = d = 0, which gives a+ b = 0. Hence we obtain
P3 = x
3
1 − x
3
2 − x
2
1x2 + x1x
2
2,
Q3 = x
3
1 − x
3
3 − x
2
2x3 + x1x
2
3.
By applying F repeatedly, we obtain the generators of 3 more adjoint representations. (See Appendix 7.6.)
Finally, for the degree 4 candidate, set
P4 = ax
3
1x2 − ax1x
3
2 + bx
3
1x3 − bx
3
2x3 + cx
2
1x
2
3 − cx
2
2x
2
3 + dx1x
3
3 − dx2x
3
3 + ex
2
1x2x3 − ex1x
2
2x3.
Then from the equation F 2(P4) = 0, we obtain
a+ 2b+ 2c+ 2e = 0,
2a+ b+ e = 0,
b+ 2c+ d = 0,
2c+ d+ e = 0,
which yields
b = −a, c =
3
2
a, d = −2a, e = −a.
Hence we can take
a = 2, b = −2, c = 3, d = −4, e = −2
and obtain
P4 = 2(x
3
1x2 − x1x
3
2 − x
3
1x3 + x
3
2x3) + 3(x
2
1x
2
3 − x
2
2x
2
3)− 4(x1x
3
3 − x2x
3
3)− 2(x
2
1x2x3 − x1x
2
2x3),
Q4 = 2(x
3
1x3 − x1x
3
3 − x
3
1x2 + x2x
3
3) + 3(x
2
1x
2
2 − x
2
2x
2
3)− 4(x1x
3
2 − x
3
2x3)− 2(x
2
1x2x3 − x1x2x
2
3).
Now
F (P4) = 2(x
3
1x
2
2 − x
2
1x
3
2) + x
3
1x
2
3 − x
3
2x
2
3 − x
2
1x
3
3 + x
2
2x
3
3 − 2(x
3
1x2x3 − x1x
3
2x3) + x
2
1x2x
2
3 − x1x
2
2x
2
3,
F (Q4) = 2(x
3
1x
2
3 − x
2
1x
3
3) + x
3
1x
2
2 − x
2
2x
3
3 − x
2
1x
3
2 + x
3
2x
2
3 − 2(x
3
1x2x3 − x1x2x
3
3) + x
2
1x
2
2x3 − x1x
2
2x
2
3
generate another adjoint representation in degree 5, which exhaust all 20 adjoint representations in the S3-
module decomosition of A.
Theorem 5.1. Let A = k[x1, x2, x3]/(x
4
1, x
4
2, x
4
3). Then the S3-module structure of A is completely determined
by the following representations.
(a) Trivial representations
(i) degree 0 : k(1).
(ii) degree 2 : k
(
3
(
x21 + x
2
2 + x
2
3
)
− 2 (x1x2 + x1x3 + x2x3)
)
.
(iii) degree 3 : k
(
6
(
x31 + x
3
2 + x
3
3
)
− 3
(
x21x2 + x
2
1x3 + x
2
2x3 + x1x
2
2 + x1x
2
3 + x2x
2
3
)
+ 8x1x2x3
)
.
(b) Adjoint representations
(i) degree 1 : k(x1 − x2)⊕ k(x1 − x3).
(ii) degree 2 : k ((x1 − x2)(3x1 + 3x2 − 4x3))⊕ k ((x1 − x3)(3x1 − 4x2 + 3x3)).
(iii) degree 3 : k
(
(x1 − x2)(x
2
1 + x
2
2)
)
⊕ k
(
(x1 − x3)(x
2
1 + x
2
3)
)
.
(iv) degree 4 : k
(
(x1 − x2)
(
−4x33 + 3x1x
2
3 + 3x2x
2
3 − 2x
2
1x3 − 2x
2
2x3 − 4x1x2x3 + 2x1x
2
2 + 2x
2
1x2
))
⊕
k
(
(x1 − x3)
(
−4x32 + 3x1x
2
2 + 3x
2
2x3 − 2x
2
1x2 − 2x2x
2
3 − 4x1x2x3 + 2x1x
2
3 + 2x
2
1x3
))
.
(c) Sign representation in degree 3 : k ((x1 − x2)(x1 − x3)(x2 − x3)).
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6. The (S3 ×GL5)-module structure of k[x1, x2, x3]/(x
5
1, x
5
2, x
5
3)
The basic strategy in this section is the same as that in Section 5. Let A = k[x1, x2, x3]/(x
5
1, x
5
2, x
5
3). Then
the Hilbert polynomial of A is
Hilb(A, t) = 1 + 3t+ 6t2 + 10t3 + 15t4 + 18t5 + 19t6 + 18t7 + 15t8 + 10t9 + 6t10 + 3t11 + t12
and the sl2-module decomposition is
A ∼= V (12)⊕ V (10)⊕2 ⊕ V (8)⊕3 ⊕ V (6)⊕4 ⊕ V (4)⊕5 ⊕ V (2)⊕3 ⊕ V (0).
The Schur-Weyl duality implies
A ∼= S(3) ⊗ V ((3))⊕ S(2,1) ⊗ V ((2, 1))⊕ S(1,1,1) ⊗ V ((1, 1, 1)).
By counting the number of semi-standard tableaux with entries in 1, 2, 3, 4, 5, we obtain
dimk V ((3)) = 35, dimk V ((2, 1)) = 40, dimk V ((1, 1, 1)) = 10.
It follows that there are 35 copies of the trivial representation, 40 copies of the adjoint representation, and 10
copies of the sign representation in the S3-module decomposition of A.
Clearly, 1 generates the trivial representation in degree 0 and 12 other trivial representations in degrees
1, 2, . . . , 12. (See Appendix 7.7.)
Let
P2 = a(x
2
1 + x
2
2 + x
2
3) + b(x1x2 + x1x3 + x2x3)
be a candidate polynomial for a generator of the degree 2 trivial representation. We expect P2 is a highest
weight vector of V (8). Hence we need to impose the condition F 9(P2) = 0, which gives 3a+ 4b = 0. We may
take
P2 = 4(x
2
1 + x
2
2 + x
2
3)− 3(x1x2 + x1x3 + x2x3)
and by applying F repeatedly, P2 generates 8 more trivial representations. (See Appendix 7.7.)
Let us move onto the degree 3 case. Write
P3 = a(x
3
1 + x
3
2 + x
3
3) + b(x
2
1x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3) + c(x1x2x3).
Since we expect P3 is a highest weight vector of V (6), we need to have F
7(P3) = 0, which yields
3a+ 13b+ 3c = 0, 3a+ 10b+ 2c = 0.
Take a = 4, b = −3, c = 9 and we get
P3 = 4(x
3
1 + x
3
2 + x
3
3)− 3(x
2
1x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3) + 9(x1x2x3).
As usual, apply F repeatedly to get 6 more trivial representations. (See Appendix 7.7.)
For the degree 4 candidate, let
P4 = a(x
4
1 + x
4
2 + x
4
4) + b(x
3
1x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3)+
c(x21x
2
2 + x
2
1x
2
3 + x
2
2x
2
3) + d(x
2
1x2x3 + x1x
2
2x3 + x1x2x
2
3).
By imposing the condition F 5(P4) = 0, we obtain the following equations
a+ 5b+ 3c+ 2d = 0, 2a+ 13b+ 9c+ 12d = 0, 2b+ 2c+ 3d = 0.
Then we get a = 2c, b = −c, d = 0. Hence we have 5 trivial representations. (See Appendix 7.7.)
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Note that we have already found 34 trivial representations. Thus there is no trivial representation in degree
5 and the remaining possibility is the degree 6 polynomial that is annihilated by F . Let
P6 = a(x
4
1x
2
2 + x
4
1x
2
3 + x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 + x
2
2x
4
3) + b(x
4
1x2x3 + x1x
4
2x3 + x1x2x
4
3) + c(x
3
1x
3
2 + x
3
1x
3
3 + x
3
2x
3
3)+
d(x31x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x1x
3
2x
2
3 + x
2
1x2x
3
3 + x1x
2
2x
3
3) + e(x
2
1x
2
2x
2
3).
The condition F (P6) = 0 implies
a+ c = 0, a+ b+ d = 0, c+ 2d = 0, 2d+ e = 0.
We may take
a = 2, b = −3, c = −2, d = 1, e = −2.
Hence we obtain
P6 = 2(x
4
1x
2
2 + x
4
1x
2
3 + x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 + x
2
2x
4
3)− 3(x
4
1x2x3 + x1x
4
2x3 + x1x2x
4
3)−
2(x31x
3
2 + x
3
1x
3
3 + x
3
2x
3
3) + (x
3
1x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x1x
3
2x
2
3 + x
2
1x2x
3
3 + x1x
2
2x
3
3)− 2x
2
1x
2
2x
2
3.
Thus we have constructed the bases of all 35 trivial representations.
Next, let us consider the sign representations. We already know the cubic
D = (x1 − x2)(x1 − x3)(x2 − x3) = x
2
1x2 − x1x
2
2 − x
2
1x3 + x1x
2
3 − x2x
2
3 + x
2
2x3
generates the sign representation in degree 3 and multiplying by F repeatedly, we get 6 more sign representa-
tions. (See Appendix 7.8.)
If there is a sign representation in degree 4, we would have 12 sign representations altogether, which is too
many against our calculation using Schur-Weyl duality. Thus it is natural to try a degree 5 polynomial for the
sign representation. Then we would get 3 more sign representations which is consistent with the Schur-Weyl
duality.
As a candidate, we may take a product of D and a symmetric quadratic polynomial. That is, take a quintic
Q = (x1 − x2)(x1 − x3)(x2 − x3)(a(x
2
1 + x
2
2 + x
2
3) + b(x1x2 + x1x3 + x2x3))
and impose the condition F 3(Q) = 0. Then we get an equation a− 3b = 0, which yields

Q = (x1 − x2)(x1 − x3)(x2 − x3)(3(x
2
1 + x
2
2 + x
2
3) + (x1x2 + x1x3 + x2x3)),
F (Q) = (x41x
2
2 − x
4
1x
2
3 − x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 − x
2
2x
4
3)−
2(x31x
2
2x3 − x
3
1x2x
2
3 − x
2
1x
3
2x3 + x1x
3
2x
2
3 + x
2
1x2x
3
3 − x1x
2
2x
3
3),
F 2(Q) = (x41x
3
2 − x
4
1x
3
3 − x
3
1x
4
2 + x
4
2x
3
3 + x
3
1x
4
3 − x
3
2x
4
3)−
(x41x
2
2x3 − x
4
1x2x
2
3 − x
2
1x
4
2x3 + x1x
4
2x
2
3 + x
2
1x2x
4
3 − x1x
2
2x
4
3).
Thus we have taken case of all 10 sign representations appearing in the S3-module decomposition of A.
Now we work on the adjoint representations inside A. We already know the polynomials
P1 = x1 − x2, Q1 = x1 − x3
generate an adjoint representation in degree 1 and 10 more copies in higher degrees by multiplying F repeatedly.
(See Appendix 7.9.)
In degree 2, let
P2 = ax
2
1 − ax
2
2 + bx1x3 − bx2x3
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and impose the conditin F 9(P2) = 0. Then we get an equation 3a+ 2b = 0 and hence we obtain
P2 = 2x
2
1 − 2x
2
2 − 3x1x3 + 3x2x3,
Q2 = 2x
2
1 − 2x
2
3 − 3x1x2 + 3x2x3.
It is obvious that P2 and Q2 are linearly independent. Then 8 more adjoint representations are generated by
P2 and Q2. (See Appendix 7.9.)
For the degree 3 candidate, we begin with
P3 = ax
3
1 − ax
3
2 + bx
2
1x2 − bx1x
2
2 + cx
2
1x3 − cx
2
2x3 + dx1x
2
3 − dx2x
3
3
and impose the condition F 7(P3) = 0. Then we get
3a+ 2b+ 3c+ d = 0, 3a+ 2b+ 5c+ 3d = 0,
which gives c+ d = 0. If we take c = d = 0, the above equations are reduced to 3a+ 2b = 0, and we obtain
P3 = 2x
3
1 − 2x
3
2 − 3x
2
1x2 + 3x1x
2
2,
Q3 = 2x
3
1 − 2x
3
3 − 3x
2
1x3 + 3x1x
2
3.
Now we get 6 more adjoint representations. (See Appendix 7.9.)
Let us work on the degree 4 case. In this case, we expect there are 2 pairs of polynomials which generate
distinct adjoint representations in degree 4. Also since they are expected to be highest weight vectors of V (4),
they should be annihilated by F 5. Let
P4 =ax
4
1 − ax
4
2 + bx
3
1x2 − bx1x
3
2 + cx
3
1x3 − cx
3
2x3 + dx
2
1x
2
3 − dx
2
2x
2
3+
ex1x
3
3 − ex2x
3
3 + fx
2
1x2x3 − fx1x
2
2x3
be a candidate for a degree 4 highest weight vector of V (4). Then the condition F 5(P4) = 0 yields a system of
linear equations
a+ b+ 4c+ 6d+ 3e+ 2f = 0,
2a+ 4b+ 3c+ d+ 2f = 0,
2a+ 4b+ 6c+ 5d+ e+ 4f = 0,
b+ 2c+ 4d+ 2e+ 2f = 0,
and we obtain
a = −e+
4
3
f, b = −
2
3
f, c = e−
2
3
f, d = −e.
If we take e = −1, f = 0, then we have a = 1, b = 0, c = −1, d = 1 and we obtain
P4 = x
4
1 − x
4
2 − x
3
1x3 + x
3
2x3 + x
2
1x
2
3 − x
2
2x
2
3 − x1x
3
3 + x2x
3
3,
Q4 = x
4
1 − x
4
3 − x
3
1x2 + x2x
3
3 + x
2
1x
2
2 − x
2
2x
2
3 − x1x
3
2 + x
3
2x3.
Now we have 4 more adjoint representations. (See Appendix 7.9.)
On the other hand, if we take e = f = 3, then we have a = 1, b = −2, c = 1, d = −3, which gives

P ′4 = x
4
1 − x
4
2 − 2x
3
1x2 + 2x1x
3
2 + x
3
1x3 − x
3
2x3 − 3x
2
1x
2
3 + 3x
2
2x
2
3+
3x1x
3
3 − 3x2x
3
3 + 3x
2
1x2x3 − 3x1x
2
2x3,
Q′4 = x
4
1 − x
4
3 − 2x
3
1x3 + 2x1x
3
3 + x
3
1x2 − x2x
3
3 − 3x
2
1x
2
2 + 3x
2
2x
2
3+
3x1x
3
2 − 3x
3
2x3 + 3x
2
1x2x3 − 3x1x2x
2
3.
Now we have 4 more adjoint representations. (See Appendix 7.9.)
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Note that the pairs
(
F i(P4), F
i(Q4)
)
and
(
F i(P ′4), F
i(Q′4)
)
generate two distinct adjoint representations
for i = 0, 1, 2, 3, 4.
Finally, let
P5 = ax
4
1x2 − ax1x
4
2 + bx
4
1x3 − bx
4
2x3 + cx
3
1x
2
2 − cx
2
1x
3
2 + dx
3
1x
2
3 − dx
3
2x
2
3 + ex
2
1x
3
3 − ex
2
2x
3
3+
fx1x
4
3 − fx2x
4
3 + gx
3
1x2x3 − gx1x
3
2x3 + hx
2
1x2x
2
3 − hx1x
2
2x
2
3
be a candidate for the degree 5 highest weight vector which is annihilated by F 3. Then we obtain a system of
linear equations
a+ 3b+ 6d+ 3e+ 3g + 3h = 0,
3a+ 3b+ 3c+ 3d+ 6g + 2h = 0,
3a+ b+ 3c+ 2g = 0,
b+ 3d+ 3e+ f = 0,
c+ 3d+ 2e+ 3g + 3h = 0,
3d+ 6e+ 2f + g + 3h = 0,
whose solutions are given by
a = f − 2h, b = f + 2h, c = −
2
3
f + 2h, d =
2
3
f −
2
3
h, e = −
2
3
f, g = −h.
Take f = 3, h = 0 and we get
a = 3, b = −3, c = −2, d = 2, e = −2, g = 0.
Hence we obtain 

P5 = 3(x
4
1x2 − x1x
4
2 − x
4
1x3 + x
4
2x3 + x1x
4
3 − x2x
4
3)−
2(x31x
2
2 − x
2
1x
3
2 − x
3
1x
2
3 + x
3
2x
2
3 + x
2
1x
3
3 − x
2
2x
3
3),
Q5 = 3(x
4
1x3 − x1x
4
3 − x
4
1x2 + x2x
4
3 + x1x
4
2 − x
4
2x3)−
2(x31x
2
3 − x
2
1x
3
3 − x
3
1x
2
2 + x
3
1x
2
2 + x
2
1x
3
2 − x
3
2x
2
3).
Now we get 2 more adjoint representations. (See Appendix 7.9.)
Theorem 6.1. Let A = k[x1, x2, x3]/(x
5
1, x
5
2, x
5
3). Then the S3-module structure of A is completely determined
by the following representations.
(a) Trivial representations
(i) degree 0 : k(1).
(ii) degree 2 : k
(
4
(
x21 + x
2
2 + x
2
3
)
− 3 (x1x2 + x1x3 + x2x3)
)
.
(iii) degree 3 : k
(
4
(
x31 + x
3
2 + x
3
3
)
− 3
(
x21x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3
)
+ 9x1x2x3
)
.
(iv) degree 4 : k
(
2(x41 + x
4
2 + x
4
3)− (x
3
1x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3) + (x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)
)
.
(v) degree 6 :
k
(
(x41x
2
2 + x
4
1x
2
3 + x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 + x
2
2x
4
3)− 2(x
4
1x2x3 + x1x
4
2x3 + x1x2x
4
3)−
(x31x
3
2 + x
3
1x
3
3 + x
3
2x
3
3) + (x
3
1x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x1x
3
2x
2
3 + x
2
1x2x
3
3 + x1x
2
2x
3
3)− 2x
2
1x
2
2x
2
3
)
.
(b) Adjoint representations
(i) degree 1 : k(x1 − x2)⊕ k(x1 − x3).
(ii) degree 2 : k ((x1 − x2)(2x1 + 2x2 − 3x3))⊕ k ((x1 − x3)(2x1 − 3x2 + 2x3)).
(iii) degree 3 : k
(
(x1 − x2)(2x
2
1 − x1x2 + 2x
2
2)
)
⊕ k
(
(x1 − x3)(2x
2
1 − x1x3 + 2x
2
3)
)
.
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(iv) degree 4 :
k
(
(x1 − x2)
(
x31 + x
3
2 − x
3
3 + x
2
1x2 − x
2
1x3 + x1x
2
2 − x
2
2x3 + x1x
2
3 + x2x
2
3 − x1x2x3
))
⊕
k
(
(x1 − x3)
(
x31 − x
3
2 + x
3
3 − x
2
1x2 + x
2
1x3 + x1x
2
3 − x2x
2
3 + x1x
2
2 + x
2
2x3 − x1x2x3
))
,
k
(
(x1 − x2)
(
x31 + x
3
2 + 3x
3
3 − x
2
1x2 − x1x
2
2 − x1x
2
2 + x
2
1x3 + x
2
2x3 − 3x1x
2
3 − 3x2x
2
3 + 4x1x2x3
))
⊕
k
(
(x1 − x3)
(
x31 + x
3
3 + 3x
3
2 − x
2
1x3 − x1x
2
3 − x1x
2
3 + x
2
1x2 + x2x
2
3 − 3x1x
2
2 − 3x
2
2x3 + 4x1x2x3
))
.
(v) degree 5 :
k
(
(x1 − x2)
(
3
(
x31x2 − x
3
1x3 − x
2
1x2x3 + x1x
3
2 − x1x
2
2x3
)
+ 2
(
x21x
2
3 − x1x
3
3 − x2x
3
3
)
+ x21x
2
2 + x
4
3
))
⊕
k
(
(x1 − x3)
(
3
(
x31x3 − x
3
1x2 − x
2
1x2x3 + x1x
3
3 − x1x2x
2
3
)
+ 2
(
x21x
2
2 − x1x
3
2 − x
3
2x3
)
+ x21x
2
3 + x
4
2
))
.
(c) Sign representations
(i) degree 3 : k ((x1 − x2)(x1 − x3)(x2 − x3)).
(ii) degree 5 : k
(
(x1 − x2)(x1 − x3)(x2 − x3)
(
3(x21 + x
2
2 + x
2
3) + (x1x2 + x1x3 + x2x3)
))
.
7. Appendix
7.1. Trivial representations for d = 3.

1 = 1,
F (1) = x1 + x2 + x3,
F 2(1) = x21 + x
2
2 + x
2
3 + 2(x1x2 + x1x3 + x2x3),
F 3(1) = 3(x21x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3) + 6x1x2x3,
F 4(1) = 6(x21x
2
2 + x
2
1x
2
3 + x
2
2x
2
3) + 12(x
2
1x2x3 + x1x
2
2x3 + x1x2x
2
3),
F 5(1) = 30(x21x
2
2x3 + x
2
1x2x
2
3 + x1x
2
2x
2
3),
F 6(1) = 90x21x
2
2x
2
3.

G = 2(x21 + x
2
2 + x
2
3)− (x1x2 + x1x3 + x2x3),
F (G) = (x21x2 + x
2
1x3 + x
2
2x3 + x1x
2
2 + x1x
2
3 + x2x
2
3)− 3(x1x2x3),
F 2(G) = 2(x21x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)− (x
2
1x2x3 + x1x
2
2x3 + x1x2x
2
3).
7.2. Sign representations for d = 3.
D = (x1 − x2)(x1 − x3)(x2 − x3) = x
2
1x2 − x1x
2
2 − x
2
1x3 + x1x
2
3 − x2x
2
3 + x
2
2x3.
7.3. Adjoint representations for d = 3.
P1 = x1 − x2,Q1 = x1 − x3,
F (P1) = x
2
1 − x
2
2 + x1x3 − x2x3,
F (Q1) = x
2
1 − x
2
3 + x1x2 − x2x3,
F
2(P1) = x
2
1x2 − x1x
2
2 + x1x
2
3 − x2x
2
3 + 2(x
2
1x3 − x
2
2x3),
F 2(Q1) = x
2
1x3 − x1x
2
3 + x1x
2
2 − x
2
2x3 + 2(x
2
1x2 − x2x
2
3),
F
3(P1) = 3(x
2
1x
2
3 − x
2
2x
2
3 + x
2
1x2x3 − x1x
2
2x3),
F 3(Q1) = 3(x
2
1x
2
2 − x
2
2x
2
3 + x
2
1x2x3 − x1x2x
2
3),
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
F
4(P1) = 6(x
2
1x2x
2
3 − x1x
2
2x
2
3),
F 4(Q1) = 6(x
2
1x
2
2x3 − x1x
2
2x
2
3).
P2 = x
2
1 − x
2
2 − x1x3 + x2x3,
Q2 = x
2
1 − x
2
3 − x1x2 + x2x3,
F (P2) = x
2
1x2 − x1x
2
2 − x1x
2
3 + x2x
2
3,
F (Q2) = x
2
1x3 − x1x
2
3 − x1x
2
2 + x
2
2x3,
F
2(P2) = −x
2
1x
2
3 + x
2
2x
2
3 + x
2
1x2x3 − x1x
2
2x3,
F 2(Q2) = −x
2
1x
2
2 + x
2
2x
2
3 + x
2
1x2x3 − x1x2x
2
3.
7.4. Trivial representations for d = 4.


1 = 1,
F (1) = x1 + x2 + x3,
F 2(1) = (x21 + x
2
2 + x
2
3) + 2(x1x2 + x1x3 + x2x3),
F 3(1) = x31 + x
3
2 + x
3
3 + 3(x
2
1x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3) + 6x1x2x3,
F 4(1) = 4(x31x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3) + 6(x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)+
12(x21x2x3 + x1x2x
2
3 + x1x
2
2x3),
F 5(1) = 10(x31x
2
2 + x
3
1x
2
3 + x
2
1x
3
2 + x
3
2x
2
3 + x
2
1x
3
3 + x
2
2x
3
3) + 20(x
3
1x2x3 + x1x2x
3
3 + x1x
3
2x3)+
30(x21x
2
2x3 + x
2
1x2x
2
3 + x1x
2
2x
2
3),
F 6(1) = 20(x31x
3
2 + x
3
1x
3
3 + x
3
2x
3
3) + 60(x
3
1x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x
2
1x2x
3
3 + x1x
2
2x
3
3 + x1x
3
2x
2
3)+
90x21x
2
2x
2
3,
F 7(1) = 140(x31x
3
2x3 + x
3
1x2x
3
3 + x1x
3
2x
3
3) + 210(x
3
1x
2
2x
2
3 + x
2
1x
3
2x
2
3 + x
2
1x
2
2x
3
3),
F 8(1) = 560(x31x
3
2x
2
3 + x
3
1x
2
2x
3
3 + x
2
1x
3
2x
3
3),
F 9(1) = 1680x31x
3
2x
3
3.

P2 = 3(x
2
1 + x
2
2 + x
2
3)− 2(x1x2 + x1x3 + x2x3),
F (P2) = 3(x
3
1 + x
3
2 + x
3
3) + (x
2
1x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3)− 6x1x2x3,
F 2(P2) = 4(x
3
1x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3) + 2(x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)−
4(x21x2x3 + x1x
2
2x3 + x1x2x
2
3),
F 3(P2) = 6(x
3
1x
2
2 + x
3
1x
2
3 + x
2
1x
3
2 + x
3
2x
2
3 + x
2
1x
3
3 + x
2
2x
3
3) + 4(x
3
1x2x3 + x1x
3
2x3 + x1x2x
3
3)−
6(x21x
2
2x3 + x
2
1x2x
2
3 + x1x
2
2x
2
3),
F 4(P2) = 12(x
3
1x
3
2 + x
3
1x
3
3 + x
3
2x
3
3) + 4(x
3
1x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x
2
1x2x
3
3 + x1x
2
2x
3
3 + x1x
3
2x
2
3)−
18x21x
2
2x
2
3,
F 5(P2) = 20(x
3
1x
3
2x3 + x
3
1x2x
3
3 + x1x
3
2x
3
3)− 10(x
3
1x
2
2x
2
3 + x
2
1x
3
2x
2
3 + x
2
1x
2
2x
3
3).
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

P3 = 6(x
3
1 + x
3
2 + x
3
3)− 3(x
2
1x2 + x
2
1x3 + x
2
2x3 + x1x
2
2 + x1x
2
3 + x2x
2
3) + 8x1x2x3,
F (P3) = 3(x
3
1x2 + x
3
1x3 + x1x
3
2 + x1x
3
3 + x
3
2x3 + x2x
3
3) + 2(x
2
1x2x3 + x1x
2
2x3 + x1x2x
2
3)−
6(x21x
2
2 + x
2
1x
2
3 + x
2
2x
2
3),
F 2(P3) = −3(x
3
1x
2
2 + x
3
1x
2
3 + x
2
1x
3
2 + x
2
1x
3
3 + x
2
2x
3
3 + x
3
2x
2
3)− 2(x2x
2
1x
2
3 + x
2
1x
2
2x3 + x1x
2
2x
2
3)+
8(x31x2x3 + x1x
3
2x3 + x1x2x
3
3),
F 3(P3) = −6(x
3
1x
3
2 + x
3
1x
3
3 + x
3
2x
3
3 + x
2
1x
2
2x
2
3)+
3(x31x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x
2
1x2x
3
3 + x1x
2
2x
3
3 + x1x
3
2x
2
3).
7.5. Sign representations for d = 4.
D = (x1 − x2)(x1 − x3)(x2 − x3) = x
2
1x2 − x1x
2
2 − x
2
1x3 + x1x
2
3 − x2x
2
3 + x
2
2x3,
F (D) = x31x2 − x
3
1x3 − x1x
3
2 + x
3
2x3 + x1x
3
3 − x2x
3
3,
F 2(D) = x31x
2
2 − x
3
1x
2
3 − x
2
1x
3
2 + x
2
1x
3
3 − x
2
2x
3
3 + x
3
2x
2
3,
F 3(D) = x31x
2
2x3 − x
3
1x2x
2
3 + x
2
1x2x
3
3 − x
2
1x
3
2x3 − x1x
2
2x
3
3 + x1x
3
2x
2
3.
7.6. Adjoint representations for d = 4.
P1 = x1 − x2,Q1 = x1 − x3,
F (P1) = x
2
1 − x
2
2 + x1x3 − x2x3,
F (Q1) = x
2
1 − x
2
3 + x1x2 − x2x3,
F
2(P1) = x
3
1 − x
3
2 + x
2
1x2 − x1x
2
2 + x1x
2
3 − x2x
2
3 + 2(x
2
1x3 − x
2
2x3),
F 2(Q1) = x
3
1 − x
3
3 + x
2
1x3 − x1x
2
3 + x1x
2
2 − x
2
2x3 + 2(x
2
1x2 − x2x
2
3),
F
3(P1) = 2(x
3
1x2 − x1x
3
2) + 3(x
3
1x3 − x
3
2x3 + x
2
1x
2
3 − x
2
2x
2
3 + x
2
1x2x3 − x1x
2
2x3) + (x1x
3
3 − x2x
3
3),
F 3(Q1) = 2(x
3
1x3 − x1x
3
3) + 3(x
3
1x2 − x2x
3
3 + x
2
1x
2
2 − x
2
2x
2
3 + x
2
1x2x3 − x1x2x
2
3) + (x1x
3
2 − x
3
2x3),
F
4(P1) = 2(x
3
1x
2
2 − x
2
1x
3
2) + 4(x
2
1x
3
3 − x
2
2x
3
3) + 6(x
3
1x
2
3 − x
3
2x
2
3 + x
2
1x2x
2
3 − x1x
2
2x
2
3) + 8(x
3
1x2x3 − x1x
3
2x3),
F 4(Q1) = 2(x
3
1x
2
3 − x
2
1x
3
3) + 4(x
2
1x
3
2 − x
3
2x
2
3) + 6(x
3
1x
2
2 − x
2
2x
3
3 + x
2
1x
2
2x3 − x1x
2
2x
2
3) + 8(x
3
1x2x3 − x1x2x
3
3),
F
5(P1) = 10(x
3
1x
3
3 − x
3
2x
3
3) + 20(x
3
1x2x
2
3 − x1x
3
2x
2
3) + 10(x
3
1x
2
2x3 − x
2
1x
3
2x3) + 10(x
2
1x2x
3
3 − x1x
2
2x
3
3),
F 5(Q1) = 10(x
3
1x
3
2 − x
3
2x
3
3) + 20(x
3
1x
2
2x3 − x1x
2
2x
3
3) + 10(x
3
1x2x
2
3 − x
2
1x2x
3
3) + 10(x
2
1x
3
2x3 − x1x
3
2x
2
3),
F
6(P1) = 40(x
3
1x2x
3
3 − x1x
3
2x
3
3) + 30(x
3
1x
2
2x
2
3 − x
2
1x
3
2x
2
3),
F 6(Q1) = 40(x
3
1x
3
2x3 − x1x
3
2x
3
3) + 30(x
3
1x
2
2x
2
3 − x
2
1x
2
2x
3
3),
F
7(P1) = 70(x
3
1x
2
2x
3
3 − x
2
1x
3
2x
3
3),
F 7(Q1) = 70(x
3
1x
3
2x
2
3 − x
2
1x
3
2x
3
3).
P2 = 3x
2
1 − 3x
2
2 − 4x1x3 + 4x2x3,
Q2 = 3x
2
1 − 3x
2
3 − 4x1x2 + 4x2x3,
F (P2) = 3(x
3
1 − x
3
2) + 3(x
2
1x2 − x1x
2
2)− (x
2
1x3 − x
2
2x3)− 4(x1x
2
3 − x2x
2
3),
F (Q2) = 3(x
3
1 − x
3
3) + 3(x
2
1x3 − x1x
2
3)− (x
2
1x2 − x2x
2
3)− 4(x1x
2
2 − x
2
2x3),
20

F
2(P2) = 6(x
3
1x2 − x1x
3
2) + 2(x
3
1x3 − x
3
2x3)− 5(x
2
1x
2
3 − x
2
2x
2
3)− 4(x1x
3
3 − x2x
3
3) + 2(x
2
1x2x3 − x1x
2
2x3),
F 2(Q2) = 6(x
3
1x3 − x1x
3
3) + 2(x
3
1x2 − x2x
3
3)− 5(x
2
1x
2
2 − x
2
2x
2
3)− 4(x1x
3
2 − x
3
2x3) + 2(x
2
1x2x3 − x1x2x
2
3),
F
3(P2) = 6(x
3
1x
2
2 − x
2
1x
3
2)− 3(x
3
1x
2
3 − x
3
2x
2
3) + 10(x
3
1x2x3 − x1x
3
2x3)− 9(x
2
1x
3
3 − x
2
2x
3
3)− 3(x
2
1x2x
2
3 − x1x
2
2x
2
3),
F 3(Q2) = 6(x
3
1x
2
3 − x
2
1x
3
3)− 3(x
3
1x
2
2 − x
2
2x
3
3) + 10(x
3
1x2x3 − x1x2x
3
3)− 9(x
2
1x
3
2 − x
3
2x
2
3)− 3(x
2
1x
2
2x3 − x1x
2
2x
2
3),
F
4(P2) = −12(x
3
1x
3
3 − x
3
2x
3
3) + 4(x
3
1x2x
2
3 − x1x
3
2x
2
3) + 16(x
3
1x
2
2x3 − x
2
1x
3
2x3)− 12(x
2
1x2x
3
3 − x1x
2
2x
3
3),
F 4(Q2) = −12(x
3
1x
3
2 − x
3
2x
3
3) + 4(x
3
1x
2
2x3 − x1x
2
2x
3
3) + 16(x
3
1x2x
2
3 − x
2
1x2x
3
3)− 12(x
2
1x
3
2x3 − x1x
3
2x
2
3),
F
5(P2) = −20(x
3
1x2x
3
3 − x
3
1x
2
2x
2
3 + x
2
1x
3
2x
2
3 − x1x
3
2x
3
3),
F 5(Q2) = −20(x
3
1x
3
2x3 − x
3
1x
2
2x
2
3 + x
2
1x
2
2x
3
3 − x1x
3
2x
3
3).
P3 = x
3
1 − x
3
2 − x
2
1x2 + x1x
2
2,
Q3 = x
3
1 − x
3
3 − x
2
1x3 + x1x
2
3,
F (P3) = x
3
1x3 − x
3
2x3 − x
2
1x2x3 + x1x
2
2x3,
F (Q3) = x
3
1x2 − x2x
3
3 − x
2
1x2x3 + x1x2x
2
3,
F
2(P3) = x
3
1x
2
3 − x
3
2x
2
3 − x
2
1x2x
2
3 + x1x
2
2x
2
3,
F 2(Q3) = x
3
1x
2
2 − x
2
2x
3
3 − x
2
1x
2
2x3 + x1x
2
2x
2
3,
F
3(P3) = x
3
1x
3
3 − x
3
2x
3
3 − x
2
1x2x
3
3 + x1x
2
2x
3
3,
F 3(Q3) = x
3
1x
3
2 − x
3
2x
3
3 − x
2
1x
3
2x3 + x1x
3
2x
2
3,
P4 = 2(x
3
1x2 − x1x
3
2 − x
3
1x3 + x
3
2x3) + 3(x
2
1x
2
3 − x
2
2x
2
3)− 4(x1x
3
3 − x2x
3
3)− 2(x
2
1x2x3 − x1x
2
2x3),
Q4 = 2(x
3
1x3 − x1x
3
3 − x
3
1x2 + x2x
3
3) + 3(x
2
1x
2
2 − x
2
2x
2
3)− 4(x1x
3
2 − x
3
2x3)− 2(x
2
1x2x3 − x1x2x
2
3),
F (P4) = 2(x
3
1x
2
2 − x
2
1x
3
2) + x
3
1x
2
3 − x
3
2x
2
3 − x
2
1x
3
3 + x
2
2x
3
3 − 2(x
3
1x2x3 − x1x
3
2x3) + x
2
1x2x
2
3 − x1x
2
2x
2
3,
F (Q4) = 2(x
3
1x
2
3 − x
2
1x
3
3) + x
3
1x
2
2 − x
2
2x
3
3 − x
2
1x
3
2 + x
3
2x
2
3 − 2(x
3
1x2x3 − x1x2x
3
3) + x
2
1x
2
2x3 − x1x
2
2x
2
3.
7.7. Trivial representations for d = 5.


1 = 1,
F (1) = x1 + x2 + x3,
F 2(1) = (x21 + x
2
2 + x
2
3) + 2(x1x2 + x1x3 + x2x3),
F 3(1) = x31 + x
3
2 + x
3
3 + 3(x
2
1x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3) + 6x1x2x3,
F 4(1) = (x41 + x
4
2 + x
4
3) + 4(x
3
1x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3) + 6(x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)+
12(x21x2x3 + x1x2x
2
3 + x1x
2
2x3),
F 5(1) = 5(x41x2 + x
4
1x3 + x1x
4
2 + x
4
2x3 + x1x
4
3 + x2x
4
3) + 10(x
3
1x
2
2 + x
3
1x
2
3 + x
2
1x
3
2 + x
3
2x
2
3 + x
2
1x
3
3 + x
2
2x
3
3)+
20(x31x2x3 + x1x2x
3
3 + x1x
3
2x3) + 30(x
2
1x
2
2x3 + x
2
1x2x
2
3 + x1x
2
2x
2
3),
F 6(1) = 15(x41x
2
2 + x
4
1x
2
3 + x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 + x
2
2x
4
3) + 20(x
3
1x
3
2 + x
3
1x
3
3 + x
3
2x
3
3)+
30(x41x2x3 + x1x
4
2x3 + x1x2x
4
3) + 60(x
3
1x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x
2
1x2x
3
3 + x1x
2
2x
3
3 + x1x
3
2x
2
3)+
90x21x
2
2x
2
3,
21


F 7(1) = 35(x41x
3
2 + x
4
1x
3
3 + x
3
1x
4
2 + x
3
1x
4
3 + x
4
2x
3
3 + x
3
2x
4
3)+
105(x41x
2
2x3 + x
4
1x2x
2
3 + x
2
1x
4
2x3 + x1x
4
2x
2
3 + x
2
1x2x
4
3 + x1x
2
2x
4
3)+
140(x31x
3
2x3 + x
3
1x2x
3
3 + x1x
3
2x
3
3) + 210(x
3
1x
2
2x
2
3 + x
2
1x
3
2x
2
3 + x
2
1x
2
2x
3
3),
F 8(1) = 70(x41x
4
2 + x
4
1x
4
3 + x
4
2x
4
3) + 280(x
4
1x
3
2x3 + x
4
1x2x
3
3 + x
3
1x
4
2x3 + x1x
4
2x
3
3 + x
3
1x2x
4
3 + x1x
3
2x
4
3)+
420(x41x
2
2x
2
3 + x
2
1x
4
2x
2
3 + x
2
1x
2
2x
4
3) + 560(x
3
1x
3
2x
2
3 + x
3
1x
2
2x
3
3 + x
2
1x
3
2x
3
3),
F 9(1) = 630(x41x2x
4
3 + x
4
1x
4
2x3 + x1x
4
2x
4
3) + 1260(x
4
1x
2
2x
3
3 + x
4
1x
3
2x
2
3)+
1260(x31x
4
2x
2
3 + x
2
1x
4
2x
3
3 + x
2
1x
3
2x
4
3 + x
3
1x
2
2x
4
3) + 1680x
3
1x
3
2x
3
3,
F 10(1) = 3150(x41x
2
2x
4
3 + x
4
1x
4
2x
2
3 + x
2
1x
4
2x
4
3) + 4200(x
4
1x
3
2x
3
3 + x
3
1x
3
2x
4
3 + x
3
1x
4
2x
3
3),
F 11(1) = 11550(x41x
4
2x
3
3 + x
4
1x
3
2x
4
3 + x
3
1x
4
2x
4
3),
F 12(1) = 34650x41x
4
2x
4
3.

P2 = 4(x
2
1 + x
2
2 + x
2
3)− 3(x1x2 + x1x3 + x2x3),
F (P2) = 4(x
3
1 + x
3
2 + x
3
3) + (x
2
1x2 + x
2
1x3 + x1x
2
2 + x
2
2x3 + x1x
2
3 + x2x
2
3)− 9x1x2x3,
F 2(P2) = 4(x
4
1 + x
4
2 + x
4
3) + 5(x
3
1x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3)+
2(x21x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)− 7(x
2
1x2x3 + x1x
2
2x3 + x1x2x
2
3),
F 3(P2) = 9(x
4
1x2 + x
4
1x3 + x1x
4
2 + x
4
2x3 + x1x
4
3 + x2x
4
3) + 7(x
3
1x
2
2 + x
3
1x
2
3 + x
2
1x
3
2 + x
3
2x
2
3)+
7(x21x
3
3 + x
2
2x
3
3) + 3(x
3
1x2x3 + x1x
3
2x3 + x1x2x
3
3)− 12(x
2
1x
2
2x3 + x
2
1x2x
2
3 + x1x
2
2x
2
3),
F 4(P2) = 16(x
4
1x
2
2 + x
4
1x
2
3 + x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 + x
2
2x
4
3) + 21(x
4
1x2x3 + x1x
4
2x3 + x1x2x
4
3)+
14(x31x
3
2 + x
3
1x
3
3 + x
3
2x
3
3)− 2(x
3
1x
2
2x3 + x
3
1x2x
2
3 + x1x
3
2x
2
3 + x
2
1x
3
2x3 + x1x
2
2x
3
3 + x
2
1x2x
3
3)−
36x21x
2
2x
2
3,
F 5(P2) = 30(x
4
1x
3
2 + x
4
1x
3
3 + x
3
1x
4
2 + x
4
2x
3
3 + x
3
1x
4
3 + x
3
2x
4
3)+
35(x41x2x
2
3 + x
4
1x
2
2x3 + x
2
1x
4
2x3 + x1x
4
2x
2
3 + x
2
1x2x
4
3 + x1x
2
2x
4
3)−
40(x31x
2
2x
2
3 + x
2
1x
2
2x
3
3 + x
2
1x
3
2x
2
3) + 10(x
3
1x
3
2x3 + x
3
1x2x
3
3 + x1x
3
2x
3
3),
F 6(P2) = 60(x
4
1x
4
2 + x
4
1x
4
3 + x
4
2x
4
3) + 75(x
4
1x
3
2x3 + x
4
1x2x
3
3 + x
3
1x
4
2x3 + x1x
4
2x
3
3 + x
3
1x2x
4
3 + x1x
3
2x
4
3)−
70(x31x
3
2x
2
3 + x
3
1x
2
2x
3
3 + x
2
1x
3
2x
3
3) + 30(x
4
1x
2
2x
2
3 + x
2
1x
4
2x
2
3 + x
2
1x
2
2x
4
3),
F 7(P2) = 210(x
4
1x
4
2x3 + x
4
1x2x
4
3 + x1x
4
2x
4
3)+
35(x41x
3
2x
2
3 + x
4
1x
2
2x
3
3 + x
3
1x
4
2x
2
3 + x
2
1x
4
2x
3
3 + x
3
1x
2
2x
4
3 + x
2
1x
3
2x
4
3)− 210x
3
1x
3
2x
3
3,
F 8(P2) = 280(x
4
1x
4
2x
2
3 + x
4
1x
2
2x
4
3 + x
2
1x
4
2x
4
3)− 140(x
4
1x
3
2x
3
3 + x
3
1x
4
2x
3
3 + x
3
1x
3
2x
4
3).

P3 = 4(x
3
1 + x
3
2 + x
3
3)− 3(x
2
1x2 + x
2
1x3 + x
2
2x3 + x1x
2
2 + x1x
2
3 + x2x
2
3) + 9x1x2x3,
F (P3) = 4(x
4
1 + x
4
2 + x
4
3) + (x
3
1x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3)− 6(x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3)+
3(x21x2x3 + x1x
2
2x3 + x1x2x
2
3),
F 2(P3) = 5(x
4
1x2 + x
4
1x3 + x1x
4
2 + x
4
2x3 + x1x
4
3 + x2x
4
3)− 5(x
3
1x
2
2 + x
3
1x
2
3 + x
2
1x
3
2 + x
3
2x
2
3 + x
2
1x
3
3 + x
2
2x
3
3)+
5(x31x2x3 + x1x
3
2x3 + x1x2x
3
3),
F 3(P3) = 15(x
4
1x2x3 + x1x
4
2x3 + x1x2x
4
3)− 10(x
3
1x
3
2 + x
3
1x
3
3 + x
3
2x
3
3),
F 4(P3) = −10(x
4
1x
3
2 + x
4
1x
3
3 + x
3
1x
4
2 + x
4
2x
3
3 + x
3
1x
4
3 + x
3
2x
4
3)+
15(x41x
2
2x3 + x
4
1x2x
2
3 + x
2
1x
4
2x3 + x1x
4
2x
2
3 + x
2
1x2x
4
3 + x1x
2
2x
4
3)−
10(x31x
3
2x3 + x
3
1x2x
3
3 + x1x
3
2x
3
3),
22


F 5(P3) = −20(x
4
1x
4
2 + x
4
1x
4
3 + x
4
2x
4
3)− 5(x
4
1x
3
2x3 + x
4
1x2x
3
3 + x
3
1x
4
2x3 + x1x
4
2x
3
3 + x
3
1x2x
4
3 + x1x
3
2x
4
3)+
30(x41x
2
2x
2
3 + x
2
1x
4
2x
2
3 + x
2
1x
2
2x
4
3)− 10(x
3
1x
3
2x
2
3 + x
3
1x
2
2x
3
3 + x
2
1x
3
2x
3
3),
F 6(P3) = −30(x
4
1x
4
2x3 + x
4
1x2x
4
3 + x1x
4
2x
4
3 + x
3
1x
3
2x
3
3)+
15(x41x
3
2x
2
3 + x
4
1x
2
2x
3
3 + x
3
1x
4
2x
2
3 + x
2
1x
4
2x
3
3 + x
3
1x
2
2x
4
3 + x
2
1x
3
2x
4
3).

P4 = 2(x
4
1 + x
4
2 + x
4
3)− (x
3
1x2 + x
3
1x3 + x1x
3
2 + x
3
2x3 + x1x
3
3 + x2x
3
3) + (x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3),
F (P4) = (x
4
1x2 + x
4
1x3 + x1x
4
2 + x
4
2x3 + x1x
4
3 + x2x
4
3)− 2(x
3
1x2x3 + x1x2x
3
3 + x1x
3
2x3)+
(x21x2x
2
3 + x
2
1x
2
2x3 + x1x
2
2x
2
3),
F 2(P4) = (x
4
1x
2
2 + x
4
1x
2
3 + x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 + x
2
2x
4
3)−
(x31x2x
2
3 + x
3
1x
2
2x3 + x
2
1x2x
3
3 + x
2
1x
3
2x3 + x1x
2
2x
3
3 + x1x
3
2x
2
3) + 3x
2
1x
2
2x
2
3,
F 3(P4) = (x
4
1x
3
2 + x
4
1x
3
3 + x
3
1x
4
2 + x
4
2x
3
3 + x
3
1x
4
3 + x
3
2x
4
3)− 2(x
3
1x
3
2x3 + x
3
1x2x
3
3 + x1x
3
2x
3
3)+
(x31x
2
2x
2
3 + x
2
1x
2
2x
3
3 + x
2
1x
3
2x
2
3),
F 4(P4) = 2(x
4
1x
4
2 + x
4
1x
4
3 + x
4
2x
4
3)− (x
4
1x
3
2x3 + x
3
1x
4
2x3 + x1x
4
2x
3
3 + x
4
1x2x
3
3 + x
3
1x2x
4
3 + x1x
3
2x
4
3)+
(x41x
2
2x
2
3 + x
2
1x
4
2x
2
3 + x
2
1x
2
2x
4
3).
P6 = 2(x
4
1x
2
2 + x
4
1x
2
3 + x
4
2x
2
3 + x
2
1x
4
2 + x
2
1x
4
3 + x
2
2x
4
3)− 3(x
4
1x2x3 + x1x
4
2x3 + x1x2x
4
3)−
2(x31x
3
2 + x
3
1x
3
3 + x
3
2x
3
3) + (x
3
1x
2
2x3 + x
3
1x2x
2
3 + x
2
1x
3
2x3 + x1x
3
2x
2
3 + x
2
1x2x
3
3 + x1x
2
2x
3
3)− 2x
2
1x
2
2x
2
3.
7.8. Sign representations for d = 5.

D = x21x2 − x1x
2
2 − x
2
1x3 + x1x
2
3 − x2x
2
3 + x
2
2x3,
F (D) = x31x2 − x
3
1x3 − x1x
3
2 + x1x
3
3 − x2x
3
3 + x
3
2x3,
F 2(D) = x41x2 − x1x
4
2 − x
4
1x3 + x
4
2x3 + x
3
1x
2
2 − x
2
1x
3
2 + x
2
1x
3
3 − x
3
1x
2
3 − x
2
2x
3
3 + x
3
2x
2
3 + x1x
4
3 − x2x
4
3,
F 3(D) = 2(x41x
2
2 − x
4
1x
2
3 − x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 − x
2
2x
4
3)+
(x31x
2
2x3 − x
2
1x
3
2x3 + x
2
1x2x
3
3 − x1x
2
2x
3
3 − x
3
1x2x
2
3 + x1x
3
2x
2
3),
F 4(D) = 2(x41x
3
2 − x
3
1x
4
2 − x
4
1x
3
3 + x
4
2x
3
3 + x
3
1x
4
3 − x
3
2x
4
3)+
3(x41x
2
2x3 − x
2
1x
4
2x3 − x
4
1x2x
2
3 + x1x
4
2x
2
3 − x1x
2
2x
4
3 + x
2
1x2x
4
3),
F 5(D) = −5(x41x2x
3
3 − x1x
4
2x
3
3 − x
4
1x
3
2x3 + x
3
1x
4
2x3 − x
3
1x2x
4
3 + x1x
3
2x
4
3),
F 6(D) = 5(x41x
3
2x
2
3 − x
3
1x
4
2x
2
3 − x
4
1x
2
2x
3
3 + x
2
1x
4
2x
3
3 + x
3
1x
2
2x
4
3 − x
2
1x
3
2x
4
3).

Q = (x1 − x2)(x1 − x3)(x2 − x3)(3(x
2
1 + x
2
2 + x
2
3) + (x1x2 + x1x3 + x2x3)),
F (Q) = (x41x
2
2 − x
4
1x
2
3 − x
2
1x
4
2 + x
4
2x
2
3 + x
2
1x
4
3 − x
2
2x
4
3)−
2(x31x
2
2x3 − x
3
1x2x
2
3 − x
2
1x
3
2x3 + x1x
3
2x
2
3 + x
2
1x2x
3
3 − x1x
2
2x
3
3),
F 2(Q) = (x41x
3
2 − x
4
1x
3
3 − x
3
1x
4
2 + x
4
2x
3
3 + x
3
1x
4
3 − x
3
2x
4
3)−
(x41x
2
2x3 − x
4
1x2x
2
3 − x
2
1x
4
2x3 + x1x
4
2x
2
3 + x
2
1x2x
4
3 − x1x
2
2x
4
3).
7.9. Adjoint representations for d = 5.
P1 = x1 − x2,Q1 = x1 − x3,
F (P1) = x
2
1 − x
2
2 + x1x3 − x2x3,
F (Q1) = x
2
1 − x
2
3 + x1x2 − x2x3,
23

F
2(P1) = x
3
1 − x
3
2 + x
2
1x2 − x1x
2
2 + x1x
2
3 − x2x
2
3 + 2x
2
1x3 − 2x
2
2x3,
F 2(Q1) = x
3
1 − x
3
3 + x
2
1x3 − x
2
2x3 + x1x
2
2 − x1x
2
3 + 2x
2
1x2 − 2x2x
2
3,

F 3(P1) = x
4
1 − x
4
2 + 2(x
3
1x2 − x1x
3
2) + 3(x
3
1x3 − x
3
2x3 + x
2
1x
2
3 − x
2
2x
2
3 + x
2
1x2x3 − x1x
2
2x3)+
(x1x
3
3 − x2x
3
3),
F 3(Q1) = x
4
1 − x
4
3 + 2(x
3
1x3 − x1x
3
3) + 3(x
3
1x2 − x2x
3
3 + x
2
1x
2
2 − x
2
2x
2
3 + x
2
1x2x3 − x1x2x
2
3)+
(x1x
3
2 − x
3
2x3),

F 4(P1) = 4(x
4
1x3 − x
4
2x3) + 3(x
4
1x2 − x1x
4
2) + (x1x
4
3 − x2x
4
3) + 2(x
3
1x
2
2 − x
2
1x
3
2) + 6(x
3
1x
2
3 − x
3
2x
2
3)+
8(x31x2x3 − x1x
3
2x3) + 4(x
2
1x
3
3 − x
2
2x
3
3) + 6(x
2
1x2x
2
3 − x1x
2
2x
2
3),
F 4(Q1) = 4(x
4
1x2 − x2x
4
3) + 3(x
4
1x3 − x1x
4
3) + (x1x
4
2 − x
4
2x3) + 2(x
3
1x
2
3 − x
2
1x
3
3) + 6(x
3
1x
2
2 − x
2
2x
3
3)+
8(x31x2x3 − x1x2x
3
3) + 4(x
2
1x
3
2 − x
3
2x
2
3) + 6(x
2
1x
2
2x3 − x1x
2
2x
2
3),

F 5(P1) = 5(x
4
1x
2
2 − x
2
1x
4
2 + x
2
1x
4
3 − x
2
2x
4
3)+
10(x41x
2
3 − x
4
2x
2
3 + x
3
1x
3
3 − x
3
2x
3
3 + x
3
1x
2
2x3 − x
2
1x
3
2x3 + x
2
1x2x
3
3 − x1x
2
2x
3
3)+
15(x41x2x3 − x1x
4
2x3) + 20(x
3
1x2x
2
3 − x1x
3
2x
2
3),
F 5(Q1) = 5(x
4
1x
2
3 − x
2
1x
4
3 + x
2
1x
4
2 − x
4
2x
2
3)+
10(x41x
2
2 − x
2
2x
4
3 + x
3
1x
3
2 − x
3
2x
3
3 + x
3
1x2x
2
3 − x
2
1x2x
3
3 + x
2
1x
3
2x3 − x1x
3
2x
2
3)+
15(x41x2x3 − x1x2x
4
3) + 20(x
3
1x
2
2x3 − x1x
2
2x
3
3),

F 6(P1) = 5(x
4
1x
3
2 − x
3
1x
4
2) + 15(x
3
1x
4
3 − x
3
2x
4
3 + x
2
1x2x
4
3 − x1x
2
2x
4
3)+
20(x41x
3
3 − x
4
2x
3
3) + 30(x
4
1x
2
2x3 − x
2
1x
4
2x3 + x
3
1x
2
2x
2
3 − x
2
1x
3
2x
2
3)+
40(x31x2x
3
3 − x1x
3
2x
3
3) + 45(x
4
1x2x
2
3 − x1x
4
2x
2
3),
F 6(Q1) = 5(x
4
1x
3
3 − x
3
1x
4
3) + 15(x
3
1x
4
2 − x
4
2x
3
3 + x
2
1x
4
2x3 − x1x
4
2x
2
3)+
20(x41x
3
2 − x
3
2x
4
3) + 30(x
4
1x2x
2
3 − x
2
1x2x
4
3 + x
3
1x
2
2x
2
3 − x
2
1x
2
2x
3
3)+
40(x31x
3
2x3 − x1x
3
2x
3
3) + 45(x
4
1x
2
2x3 − x1x
2
2x
4
3),

F 7(P1) = 35(x
4
1x
4
3 − x
4
2x
4
3 + x
4
1x
3
2x3 − x
3
1x
4
2x3) + 70(x
3
1x2x
4
3 − x1x
3
2x
4
3 + x
3
1x
2
2x
3
3 − x
2
1x
3
2x
3
3)+
105(x41x2x
3
3 − x1x
4
2x
3
3 + x
4
1x
2
2x
2
3 − x
2
1x
4
2x
2
3),
F 7(Q1) = 35(x
4
1x
4
2 − x
4
2x
4
3 + x
4
1x2x
3
3 − x
3
1x2x
4
3) + 70(x
3
1x
4
2x3 − x1x
4
2x
3
3 + x
3
1x
3
2x
2
3 − x
2
1x
3
2x
3
3)+
105(x41x
3
2x3 − x1x
3
2x
4
3 + x
4
1x
2
2x
2
3 − x
2
1x
2
2x
4
3),
F
8(P1) = 140(x
4
1x
3
2x
2
3 − x
3
1x
4
2x
2
3 + x
3
1x
2
2x
4
3 − x
2
1x
3
2x
4
3) + 210(x
4
1x2x
4
3 − x1x
4
2x
4
3) + 280(x
4
1x
2
2x
3
3 − x
2
1x
4
2x
3
3),
F 8(Q1) = 140(x
4
1x
2
2x
3
3 − x
3
1x
2
2x
4
3 + x
3
1x
4
2x
2
3 − x
2
1x
4
2x
3
3) + 210(x
4
1x
4
2x3 − x1x
4
2x
4
3) + 280(x
4
1x
3
2x
2
3 − x
2
1x
3
2x
4
3),
F
9(P1) = 420(x
4
1x
3
2x
3
3 − x
3
1x
4
2x
3
3) + 630(x
4
1x
2
2x
4
3 − x
2
1x
4
2x
4
3),
F 9(Q1) = 420(x
4
1x
3
2x
3
3 − x
3
1x
3
2x
4
3) + 630(x
4
1x
4
2x
2
3 − x
2
1x
4
2x
4
3),
F
10(P1) = 1050(x
4
1x
3
2x
4
3 − x
3
1x
4
2x
4
3),
F 10(Q1) = 1050(x
4
1x
4
2x
3
3 − x
3
1x
4
2x
4
3).
P2 = 2x
2
1 − 2x
2
2 − 3x1x3 + 3x2x3,
Q2 = 2x
2
1 − 2x
2
3 − 3x1x2 + 3x2x3,
24

F (P2) = 2(x
3
1 − x
3
2 + x
2
1x2 − x1x
2
2)− (x
2
1x3 − x
2
2x3)− 3(x1x
2
3 − x2x
2
3),
F (Q2) = 2(x
3
1 − x
3
3 + x
2
1x3 − x1x
2
3)− (x
2
1x2 − x2x
2
3)− 3(x1x
2
2 − x
2
2x3),
F
2(P2) = 2(x
4
1 − x
4
2) + (x
3
1x3 − x
3
2x3 + x
2
1x2x3 − x1x
2
2x3) + 4(x
3
1x2 − x1x
3
2 − x
2
1x
2
3 + x
2
2x
2
3)− 3(x1x
3
3 − x2x
3
3),
F 2(Q2) = 2(x
4
1 − x
4
3) + (x
3
1x2 − x2x
3
3 + x
2
1x2x3 − x1x2x
2
3) + 4(x
3
1x3 − x1x
3
3 − x
2
1x
2
2 + x
2
2x
2
3)− 3(x1x
3
2 − x
3
2x3),

F 3(P2) = 6(x
4
1x2 − x1x
4
2 + x
3
1x2x3 − x1x
3
2x3) + 4(x
3
1x
2
2 − x
2
1x
3
2)− 7(x
2
1x
3
3 − x
2
2x
3
3)+
3(x41x3 − x
4
2x3 − x1x
4
3 + x2x
4
3 − x
3
1x
2
3 + x
3
2x
2
3 + x1x
2
2x
2
3 − x
2
1x2x
2
3),
F 3(Q2) = 6(x
4
1x3 − x1x
4
3 + x
3
1x2x3 − x1x2x
3
3) + 4(x
3
1x
2
3 − x
2
1x
3
3)− 7(x
2
1x
3
2 − x
3
2x
2
3)+
3(x41x2 − x2x
4
3 − x1x
4
2 + x
4
2x3 − x
3
1x
2
2 + x
2
2x
3
3 + x1x
2
2x
2
3 − x
2
1x
2
2x3),

F 4(P2) = 10(x
4
1x
2
2 − x
2
1x
4
2 − x
3
1x
3
3 + x
3
2x
3
3 + x
3
1x
2
2x3 − x
2
1x
3
2x3 − x
2
1x
4
3 + x
2
2x
4
3 + x1x
2
2x
3
3 − x
2
1x2x
3
3)+
15(x41x2x3 − x1x
4
2x3),
F 4(Q2) = 10(x
4
1x
2
3 − x
2
1x
4
3 − x
3
1x
3
2 + x
3
2x
3
3 + x
3
1x2x
2
3 − x
2
1x2x
3
3 − x
2
1x
4
2 + x
4
2x
2
3 + x1x
3
2x
2
3 − x
2
1x
3
2x3)+
15(x41x2x3 − x1x2x
4
3),

F 5(P2) = 10(x
4
1x
3
2 − x
3
1x
4
2 − x
4
1x
3
3 + x
4
2x
3
3 + x
3
1x
3
2x
2
3 − x
2
1x
3
2x
2
3) + 15(x
4
1x2x
2
3 − x1x
4
2x
2
3)−
20(x31x
4
3 − x
3
2x
4
3 + x
3
1x2x
3
3 − x1x
3
2x
3
3 + x
2
1x2x
4
3 − x1x
2
2x
4
3) + 35(x
4
1x
2
2x3 − x
2
1x
4
2x3),
F 5(Q2) = 10(x
4
1x
3
3 − x
3
1x
4
3 − x
4
1x
3
2 + x
3
2x
4
3 + x
3
1x
2
2x
3
3 − x
2
1x
2
2x
3
3) + 15(x
4
1x
2
2x3 − x1x
2
2x
4
3)−
20(x31x
4
2 − x
4
2x
3
3 + x
3
1x
3
2x3 − x1x
3
2x
3
3 + x
2
1x
4
2x3 − x1x
4
2x
2
3) + 35(x
4
1x2x
2
3 − x
2
1x2x
4
3),

F 6(P2) = −30(x
4
1x
4
3 + x
4
2x
4
3) + 60(x
4
1x
2
2x
2
3 − x
2
1x
4
2x
2
3 − x
3
1x2x
4
3 + x1x
3
2x
4
3)+
45(x41x
3
2x3 − x
3
1x
4
2x3)− 15(x
4
1x2x
3
3 − x1x
4
2x
3
3) + 10(x
2
1x
3
2x
3
3 − x
3
1x
2
2x
3
3),
F 6(Q2) = −30(x
4
1x
4
2 + x
4
2x
4
3) + 60(x
4
1x
2
2x
2
3 − x
2
1x
2
2x
4
3 − x
3
1x
4
2x3 + x1x
4
2x
3
3)+
45(x41x2x
3
3 − x
3
1x2x
4
3)− 15(x
4
1x
3
2x3 − x1x
3
2x
4
3) + 10(x
2
1x
3
2x
3
3 − x
3
1x
3
2x
2
3),
F
7(P2) = −105(x
4
1x2x
4
3 − x1x
4
2x
4
3 − x
4
1x
3
2x
2
3 + x
3
1x
4
2x
2
3) + 35(x
4
1x
2
2x
3
3 − x
2
1x
4
2x
3
3) + 70(x
2
1x
3
2x
4
3 − x
3
1x
2
2x
4
3),
F 7(Q2) = −105(x
4
1x
4
2x3 − x1x
4
2x
4
3 − x
4
1x
2
2x
3
3 + x
3
1x
2
2x
4
3) + 35(x
4
1x
3
2x
2
3 − x
2
1x
3
2x
4
3) + 70(x
2
1x
4
2x
3
3 − x
3
1x
4
2x
2
3),
F
8(P2) = 140(x
4
1x
3
2x
3
3 − x
3
1x
4
2x
3
3 − x
4
1x
2
2x
4
3 + x
2
1x
4
2x
4
3),
F 8(Q2) = 140(x
4
1x
3
2x
3
3 − x
3
1x
3
2x
4
3 − x
4
1x
4
2x
2
3 + x
2
1x
4
2x
4
3).
P3 = 2x
3
1 − 2x
3
2 − 3x
2
1x2 + 3x1x
2
2,
Q3 = 2x
3
1 − 2x
3
3 − 3x
2
1x3 + 3x1x
2
3,
F (P3) = 2(x
4
1 − x
4
2 + x
3
1x3 − x
3
2x3)− (x
3
1x2 − x1x
3
2)− 3(x
2
1x2x3 − x1x
2
2x3),
F (Q3) = 2(x
4
1 − x
4
3 + x
3
1x2 − x2x
3
3)− (x
3
1x3 − x1x
3
3)− 3(x
2
1x2x3 − x1x2x
2
3),

F 2(P3) = (x
4
1x2 − x1x
4
2) + 4(x
4
1x3 − x
4
2x3)− (x
3
1x
2
2 − x
2
1x
3
2) + 2(x
3
1x
2
3 − x
3
2x
2
3 − x
3
1x2x3 + x1x
3
2x3)−
3(x21x2x
2
3 − x1x
2
2x
2
3),
F 2(Q3) = (x
4
1x3 − x1x
4
3) + 4(x
4
1x2 − x2x
4
3)− (x
3
1x
2
3 − x
2
1x
3
3) + 2(x
3
1x
2
2 − x
2
2x
3
3 − x
3
1x2x3 + x1x2x
3
3)−
3(x21x
2
2x3 − x1x
2
2x
2
3),
25


F 3(P3) = 6(x
4
1x
2
3 − x
4
2x
2
3) + 2(x
3
1x
3
3 − x
3
2x
3
3)+
3(x41x2x3 − x1x
4
2x3 − x
3
1x
2
2x3 + x
2
1x
3
2x3 − x
2
1x2x
3
3 + x1x
2
2x
3
3 − x
3
1x2x
2
3 + x1x
3
2x
2
3),
F 3(Q3) = 6(x
4
1x
2
2 − x
4
3x
2
2) + 2(x
3
1x
3
2 − x
3
2x
3
3)+
3(x41x2x3 − x1x2x
4
3 − x
3
1x2x
2
3 + x
2
1x2x
3
3 − x
2
1x
3
2x3 + x1x
3
2x
2
3 − x
3
1x
2
2x3 + x1x
2
2x
3
3),

F 4(P3) = 8(x
4
1x
3
3 − x
4
2x
3
3) + 6(x
4
1x2x
2
3 − x1x
4
2x
2
3 − x
3
1x
2
2x
2
3 + x
2
1x
3
2x
2
3) + 2(x
3
1x
4
3 − x
3
2x
4
3)−
3(x21x2x
4
3 − 3x1x
2
2x
4
3)− 4(x
3
1x2x
3
3 − 4x1x
3
2x
3
3),
F 4(Q3) = 8(x
4
1x
3
2 − x
3
2x
4
3) + 6(x
4
1x
2
2x3 − x1x
2
2x
4
3 − x
3
1x
2
2x
2
3 + x
2
1x
2
2x
3
3) + 2(x
3
1x
4
2 − x
4
2x
3
3)−
3(x21x
4
2x3 − 3x1x
4
2x
2
3)− 4(x
3
1x
3
2x3 − 4x1x
3
2x
3
3),
F
5(P3) = 10(x
4
1x
4
3 − x
4
2x
4
3 + x
4
1x2x
3
3 − x1x
4
2x
3
3 − x
3
1x
2
2x
3
3 + x
2
1x
3
2x
3
3)− 5(x
3
1x2x
4
3 − x1x
3
2x
4
3),
F 5(Q3) = 10(x
4
1x
4
2 − x
4
2x
4
3 + x
4
1x
3
2x3 − x1x
3
2x
4
3 − x
3
1x
3
2x
2
3 + x
2
1x
3
2x
3
3)− 5(x
3
1x
4
2x3 − x1x
4
2x
3
3),
F
6(P3) = 15(x
4
1x2x
4
3 − x1x
4
2x
4
3 − x
3
1x
2
2x
4
3 + x
2
1x
3
2x
4
3),
F 6(Q3) = 15(x
4
1x
4
2x3 − x1x
4
2x
4
3 − x
3
1x
4
2x
2
3 + x
2
1x
4
2x
3
3).
P4 = x
4
1 − x
4
2 − x
3
1x3 + x
3
2x3 + x
2
1x
2
3 − x
2
2x
2
3 − x1x
3
3 + x2x
3
3,
Q4 = x
4
1 − x
4
3 − x
3
1x2 + x2x
3
3 + x
2
1x
2
2 − x
2
2x
2
3 − x1x
3
2 + x
3
2x3,
F (P4) = x
4
1x2 − x1x
4
2 − x1x
4
3 + x2x
4
3 + x
2
1x2x
2
3 − x1x
2
2x
2
3 − x
3
1x2x3 + x1x
3
2x3,
F (Q4) = x
4
1x3 − x1x
4
3 − x1x
4
2 + x
4
2x3 + x
2
1x
2
2x3 − x1x
2
2x
2
3 − x
3
1x2x3 + x1x2x
3
3,
F
2(P4) = x
4
1x
2
2 − x
2
1x
4
2 − x
2
1x
4
3 + x
2
2x
4
3 − x
3
1x
2
2x3 + x
2
1x
3
2x3 + x
2
1x2x
3
3 − x1x
2
2x
3
3,
F 2(Q4) = x
4
1x
2
3 − x
2
1x
4
3 − x
2
1x
4
2 + x
4
2x
2
3 − x
3
1x2x
2
3 + x
2
1x2x
3
3 + x
2
1x
3
2x3 − x1x
3
2x
2
3,
F
3(P4) = x
4
1x
3
2 − x
3
1x
4
2 − x
3
1x
4
3 + x
3
2x
4
3 + x
3
1x2x
3
3 − x1x
3
2x
3
3 − x
3
1x
2
2x
2
3 + x
2
1x
3
2x
2
3,
F 3(Q4) = x
4
1x
3
3 − x
3
1x
4
3 − x
3
1x
4
2 + x
4
2x
3
3 + x
3
1x
3
2x3 − x1x
3
2x
3
3 − x
3
1x
2
2x
2
3 + x
2
1x
2
2x
3
3,
F
4(P4) = −x
4
1x
4
3 + x
4
2x
4
3 + x
4
1x2x
3
3 − x1x
4
2x
3
3 − x
4
1x
2
2x
2
3 + x
2
1x
4
2x
2
3 + x
4
1x
3
2x3 − x
3
1x
4
2x3,
F 4(Q4) = −x
4
1x
4
2 + x
4
2x
4
3 + x
4
1x
3
2x3 − x1x
3
2x
4
3 − x
4
1x
2
2x
2
3 + x
2
1x
2
2x
4
3 + x
4
1x2x
3
3 − x
3
1x2x
4
3.
P
′
4 = x
4
1 − x
4
2 + x
3
1x3 − x
3
2x3 − 2(x
3
1x2 − x1x
3
2) + 3(x
2
1x2x3 − x1x
2
2x3 − x
2
1x
2
3 + x
2
2x
2
3 + x1x
3
3 − x2x
3
3),
Q′4 = x
4
1 − x
4
3 + x
3
1x2 − x2x
3
3 − 2(x
3
1x3 − x1x
3
3) + 3(x
2
1x2x3 − x1x2x
2
3 − x
2
1x
2
2 + x
2
2x
2
3 + x1x
3
2 − x
3
2x3),
F (P
′
4) = −(x
4
1x2 − x1x
4
2) + 2(x
4
1x3 − x
4
2x3 − x
3
1x
2
2 + x
2
1x
3
2 − x
3
1x
2
3 + x
3
2x
2
3 + x
3
1x2x3 − x1x
3
2x3) + 3(x1x
4
3 − x2x
4
3),
F (Q′4) = −(x
4
1x3 − x1x
4
3) + 2(x
4
1x2 − x2x
4
3 − x
3
1x
2
3 + x
2
1x
3
3 − x
3
1x
2
2 + x
2
2x
3
3 + x
3
1x2x3 − x1x2x
3
3) + 3(x1x
4
2 − x
4
2x3),
F
2(P ′4) = −3(x
4
1x
2
2 − x
2
1x
4
2 − x
2
1x
4
3 + x
2
2x
4
3 − x
4
1x2x3 + x1x
4
2x3)− 2(x
3
1x
3
3 − x
3
2x
3
3),
F 2(Q′4) = −3(x
4
1x
2
3 − x
2
1x
4
3 − x
2
1x
4
2 + x
4
2x
2
3 − x
4
1x2x3 + x1x2x
4
3)− 2(x
3
1x
3
2 − x
3
2x
3
3),

F 3(P ′4) = −3(x
4
1x
3
2 − x
3
1x
4
2 − x
4
1x2x
2
3 + x1x
4
2x
2
3 − x
2
1x2x
4
3 + x1x
2
2x
4
3) + (x
3
1x
4
3 − x
3
2x
4
3)−
2(x41x
3
3 − x
4
2x
3
3 + x
3
1x2x
3
3 − x1x
3
2x
3
3),
F 3(Q′4) = −3(x
4
1x
3
3 − x
3
1x
4
3 − x
4
1x
2
2x3 + x1x
2
2x
4
3 − x
2
1x
4
2x3 + x1x
4
2x
2
3) + (x
3
1x
4
2 − x
4
2x
3
3)−
2(x41x
3
2 − x
3
2x
4
3 + x
3
1x
3
2x3 − x1x
3
2x
3
3),
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

F 4(P ′4) = −(x
4
1x
4
3 − x
4
2x
4
3 + x
4
1x2x
3
3 − x1x
4
2x
3
3) + 3(x
4
1x
2
2x
2
3 − x
4
1x
3
2x3 + x
3
1x
4
2x3 − x
2
1x
4
2x
2
3)+
2(x31x2x
4
3 − x1x
3
2x
4
3 − x
3
1x
2
2x
3
3 + x
2
1x
3
2x
3
3),
F 4(Q′4) = −(x
4
1x
4
2 − x
4
2x
4
3 + x
4
1x
3
2x3 − x1x
3
2x
4
3) + 3(x
4
1x
2
2x
2
3 − x
4
1x2x
3
3 + x
3
1x2x
4
3 − x
2
1x
2
2x
4
3)+
2(x31x
4
2x3 − x1x
4
2x
3
3 − x
3
1x
3
2x
2
3 + x
2
1x
3
2x
3
3).
P5 = 3(x
4
1x2 − x1x
4
2 − x
4
1x3 + x
4
2x3 + x1x
4
3 − x2x
4
3)− 2(x
3
1x
2
2 − x
2
1x
3
2 − x
3
1x
2
3 + x
3
2x
2
3 + x
2
1x
3
3 − x
2
2x
3
3),
Q5 = 3(x
4
1x3 − x1x
4
3 − x
4
1x2 + x2x
4
3 + x1x
4
2 − x
4
2x3)− 2(x
3
1x
2
3 − x
2
1x
3
3 − x
3
1x
2
2 + x
2
2x
3
3 + x
2
1x
3
2 − x
3
2x
2
3),
F (P5) = x
4
1x
2
2 − x
2
1x
4
2 − x
4
1x
2
3 + x
4
2x
2
3 + x
2
1x
4
3 − x
2
2x
4
3 − 2(x
3
1x
2
2x3 − x
2
1x
3
2x3 − x
3
1x2x
2
3 + x
2
1x2x
3
3 + x1x
3
2x
2
3 − x1x
2
2x
3
3),
F (Q5) = x
4
1x
2
3 − x
2
1x
4
3 − x
4
1x
2
2 + x
2
2x
4
3 + x
2
1x
4
2 − x
4
2x
2
3 − 2(x
3
1x2x
2
3 − x
2
1x2x
3
3 − x
3
1x
2
2x3 + x
2
1x
3
2x3 + x1x
2
2x
3
3 − x1x
3
2x
2
3),
F
2(P5) = x
4
1x
3
2 − x
3
1x
4
2 + x
3
1x
4
3 − x
3
2x
4
3 − x
4
1x
3
3 + x
4
2x
3
3 − x
4
1x
2
2x3 + x
2
1x
4
2x3 + x
4
1x2x
2
3 − x1x
4
2x
2
3 − x
2
1x2x
4
3 + x1x
2
2x
4
3,
F 2(Q5) = x
4
1x
3
3 − x
3
1x
4
3 + x
3
1x
4
2 − x
4
2x
3
3 − x
4
1x
3
2 + x
3
2x
4
3 − x
4
1x2x
2
3 + x
2
1x2x
4
3 + x
4
1x
2
2x3 − x1x
2
2x
4
3 − x
2
1x
4
2x3 + x1x
4
2x
2
3.
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