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Пояснювальна записка до дипломної роботи «Захист iнформацiйно-
телекомунiкацiйних мереж вiд шкiдливої iнформацiї» викладена на 113 с., 5 
таблиць, 17 рис., 31 лiтературних джерела, 4 додатки. 
Ключовi слова: IНФОРМАЦIЙНА БЕЗПЕКА, ФУНКЦIЇ ЗАХИСТУ, 
ЕПIДЕМIОЛОГIЧНI МОДЕЛI, ШКIДЛИВА IНФОРМАЦIЯ, IНТЕРНЕТ, 
ТОПОЛОГIЯ МЕРЕЖI, МОДЕЛЬ ЗАХИСТУ, СИСТЕМА ПРОТИДIЇ, 
ПРОГНОЗУВАННЯ, 
Об'єкт дослiдження:iнформацiйно-телекомунiкацiйнi мережi, що 
знаходяться пiд впливом загрози розповсюдження забороненої iнформацiї. 
Предмет дослiдження:моделi загрози розповсюдження забороненої 
iнформацiї в iнформацiйно-телекомунiкацiйних мережах. 
Мета роботи:є аналiз та дослiдження моделi загрози розповсюдження 
забороненої iнформацiї в IТКМ. 
Отриманi результати:  
 проведено iнформацiйний огляд сучасних моделей розповсюдження 
шкiдливої iнформацiї в мережах; 
 дослiджено множину функцiй захисту вiд забороненої iнформацiї; 
 проведено огляд сучасних епiдемiологiчним моделей; 
 проведено експериментальне дослiдження обраного варiанту моделi; 
 дослiджено питання топологiчної уразливостi IТКМ; 
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ПЕРЕЛIК УМОВНИХ СКОРОЧЕНЬ 
IТКМ – iнформацiйно-телекомунiкацiйна мережа; 
КОМ – корпоративна обчислювальна мережа; 
ЕОТ – електронна обчислювальна технiка; 
КСЗI – комплексна система захисту iнформацiї; 
ЗРЗI – загроза розповсюдження забороненої iнформацiї; 
МЕ – мiжмережевий екран; 
СВВ – системи виявлення вiрусiв; 
НСД – несанкцiонований доступ; 
ШПр – шкiдлива програма; 
Iнтерфейс – функцiї для керування об’єктом; 
ЗММП – засоби маршрутизацiї мережевих пакетiв; 
ЗТК – засоби телекомунiкацiй; 
ЗОТ – засоби обчислювальної технiки; 
ЗКП – засоби комутацiї пакетiв; 
Канал 1 – канал ЛОМ; 
Канал 2 – канал Internet; 
КСЗ – клiєнт сервера застосувань; 
РС 1 – локальна робоча станцiя; 
РС 2 – вiддалена робоча станцiя; 
СЗ – сервер застосувань; 
ССУБД – сервер СУБД; 
ФС ЛОМ – файловий сервер ЛОМ; 









Актуальнiсть дослiдження. Iнформацiйно-телекомунiкацiйнi мережi 
(IТКМ) забезпечують практично повний спектр можливостей для обмiну 
iнформацiєю мiж користувачами – мережевими абонентами. Внаслiдок 
складностi та розповсюдженостi проблемою таких систем є їх низький рiвень 
iнформацiйної безпеки. Для забезпечення захисту iнформацiї в 
телекомунiкацiйних мережах, включаючи Iнтернет, розроблено безлiч 
методiв i засобiв. Але ефективного захисту абонентiв вiд загроз поширення 
забороненої iнформацiї, зокрема в умовах широкого використання 
iндивiдуально-орiєнтованих сервiсiв i пов'язаних з ними протоколiв i 
технологiй, не iснує. 
Серед множини функцiй захисту принципової вiдносно даних систем є 
функцiя попередження прояви забороненої iнформацiї. Вона реалiзується за 
рахунок механiзмiв прогнозування загрози розповсюдження i розсилки 
повiдомлень з попередженнями про наслiдки дiй iз забороненим контентом. 
Використання iнших функцiй (попередження, виявлення, локалiзацiї та 
лiквiдацiї загрози) припускає наявнiсть повного контролю над системою, що 
в справжнiх умовах неможливо. 
Одним з пiдходiв до прогнозування загрози розповсюдження 
забороненої iнформацiї (ЗРЗI) є моделювання, наприклад, з використанням 
моделей впливу, моделей просочування i зараження. Данi моделi, як правило, 
не враховують топологiчнi особливостi мережi (розподiл ступенiв зв'язностi, 
кластерний коефiцiєнт, середня довжина шляху). Взаємодiя мiж абонентами 
в рамках цих математичних моделей описується переважно гомогенним 
графом, що при моделюваннi великомасштабних мереж (бiльше 10 млн. 
вузлiв) може дати похибку прогнозування ЗРЗI бiльше 30%. Крiм того, данi 
пiдходи носять в основному теоретичний характер, практика їх використання 
не виходить за рамки експериментiв. Таким чином, дослiдження, спрямованi 
на створення моделей та алгоритмiв ЗРЗI, є актуальними i мають теоретичне i 
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практичне значення у вирiшеннi проблеми забезпечення iнформацiйної 
безпеки в системах i мережах телекомунiкацiй. 
Мета роботи. Метою роботи є аналiз та дослiдження моделi загрози 
розповсюдження забороненої iнформацiї в IТКМ. 
Для досягнення мети роботи необхiдно вирiшити наступнi науковi та 
практичнiзавдання: 
1. Провести iнформацiйний огляд сучасних моделей розповсюдження 
шкiдливої iнформацiї в мережах. 
2. Дослiдити множину функцiй захисту вiд забороненої iнформацiї. 
3. Провести огляд сучасних епiдемiологiчним моделей. 
4. Провести експериментальне дослiдження обраного варiанту моделi. 
5. Дослiдити питання топологiчної уразливостi IТКМ. 
6. Сформувати основнi принципи протидiї та прогнозування ЗРЗI. 
Методи дослiдження. Пiд час проведення дослiджень 
використовувалися наступнi науковi методи: 
 аналiз спецiальної лiтератури, нормативно-правової бази, 
загальноприйнятих стандартiв в галузi захисту iнформацiї; 
 системний аналiз; 
 метод аналогiй; 
 моделювання; 
 порiвняльний аналiз; 
 узагальнення та iн.; 
 елементiв теорiї ймовiрностей та математичної статистики. 
Наукова новизна одержаних результатiв. Наукова новизна полягає у 
дослiдженнi епiдемiологiчної моделi для опису процесу розповсюдження 
шкiдливої iнформацiї в мережах. 
Практичне значення одержаних результатiв. Практичнi результати 
роботи, що були отриманi дозволили значно пiдвищити ефективнiсть захисту 
вiд загроз розповсюдження забороненої iнформацiї. 
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РОЗДIЛ 1. БЕЗПЕКА В IНФОРМАЦIЙНО-
ТЕЛЕКОМУНIКАЦIЙНИХ МЕРЕЖАХ 
На сьогоднi має мiсце величезне збiльшення кiлькостi користувачiв 
Iнтернету на теренах України (рис. 1.1). Згiдно дослiдження, яке проводилось 
в жовтнi 2010 року, кiлькiсть активних Iнтернет-користувачiв країни досягла 
12.9 мiльйонiв. Це означає, що майже 33% всього населення нашої держави 
користується Iнтернетом кожного дня. На цi показники не вплинули 
економiчнi складовi. При цьому експерти прогнозують подальший рiст 
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Рис. 1.1. Зростання кiлькостi користувачiв Iнтернет 
 
З кожним кроком людство наближається до iнформацiйної епохи. Вже 
сьогоднi iнформацiйна економiка складає 40-60% у розвинених економiчних 
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Визнаючи безсумнiвнiсть досягнень США та iнших країн в областi 
iнформатизацiї, необхiдно розумiти, що певна частка «iнформацiйностi» цих 
країн створена за рахунок винесення низки матерiальних, нерiдко екологiчно 
шкiдливих, виробництв в iншi країни свiту, за рахунок так званого 
«екологiчного колонiалiзму». 
Враховуючи тенденцiї розвитку iнвестицiй в українськi iнформацiйнi 
пiдприємства можемо зробити висновок про доцiльнiсть подальшого 
розвитку вiтчизняних iнформацiйних технологiй. Найбiльш розвинутою 
сферою iнформацiйних технологiй слiд вважати мережевi технологiї. Саме 
завдяки ним у свiтi здiйснюється основна частина комунiкацiйної взаємодiї. 
 
1.1. Об’єкт дослiдження 
IТКМ забезпечують практично повний спектр можливостей для обмiну 
iнформацiєю мiж користувачами – мережевими абонентами. IТКМ надає 
рiзнi сервiси для органiзацiї соцiальних взаємовiдносин мiж користувачами 
(абонентами). На сьогоднiшнiй день найбiльш популярним з них є соцiальнi 
мережi. 
У свiтi iснує величезна кiлькiсть рiзних соцiальних мереж, але 
практично в кожнiй країнi або регiонi iснують декiлька найбiльш популярних 
представникiв. У США це «Facebook», «MySpace», «Twitter» та «LinkedIn»; 
«Nexopia» – в Канадi, «Bebo» – у Великобританiї, «Facebook», «dol2day» – у 
Нiмеччинi. В Українi на сьогоднiшнiй день найпопулярнiший є «ВКонтакте». 
На рис. 1.2 зображена динамiка зростання користувачiв самої 




Рис. 1.2. Динамiка росту користувачiв соцiальної мережi «ВКонтакте» 
 
З бурним ростом числа користувачiв IТКМ виникають i проблеми 
безпеки в них. 
Для аналiзу питань безпеки в IТКМ слiд провести аналiз щодо складу її 
основних елементiв та їх функцiонування. 
У найбiльш загальному випадку до складу типової IТКМ входять 
наступнi функцiональнi елементи: 
 абоненти (А). Пiд абонентом розумiється людино-машинна 
система, що складається з пристрою, через який здiйснюється доступ до 
мережi, i безпосередньо користувача IТКМ. Абоненти можуть бути 
окремими вузлами мережi (якщо користувач використовує свiй домашнiй 
комп'ютер), або можуть бути об'єднанi в корпоративну обчислювальну 
мережу (КОМ) (якщо абонент використовує робочий комп'ютер), включають 
в себе модулi (iнформацiйного) захисту (МЗ) i програмне забезпечення 
(браузер) для взаємодiї з керуючим елементом; 
 мобiльнi абоненти (МА). Користувачi, що використовують 
мобiльнi пристрої (смартфони, планшети i т.д.), Для доступу до мережi також 
використовують програмне забезпечення (спецiальний додаток) i МЗ; 
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 сервери (С). У КОМ знаходяться iнформацiйнi сервери рiзного 
функцiонального призначення, якi беруть участь у iнформацiйнiй взаємодiї 
(наприклад, проксi-сервера). 
КОМ включає в себе, крiм абонентiв i серверiв, також засоби 
маршрутизацiї, комутацiї i адмiнiстрування (МКА), систему безпеки (СБ), яка 
включає механiзми захисту для всiєї корпоративної мережi: 
 засоби телекомунiкацiї, що забезпечують взаємодiю мiж собою 
абонентiв; 
 керуючий елемент, що технiчно являє собою сукупнiсть 
комутуючого та серверного обладнання i реалiзує основнi функцiї системи. 
Включає сервери, що мiстять у загальному випадку: балансувальник 
навантаження (БТ), елемент бiзнес-логiки (БЛ), бази даних (БД), 
iнфраструктурнi системи (IС) (системи статистики, конфiгурацiї, 
монiторингу i т.д.). 
Отже, як неважко побачити, структура IТКМ складається iз декiлькох 
пiдструктур (шарiв), серед яких видiлимо: презентацiйний шар, шар бiзнес-
сервiсiв, персистентний шар, шар загальних iнфраструктурних систем. 
Опишемо цю багатошарову архiтектуру бiльш детально. 
 
1. Презентацiйний шар. 
На цьому шарi приймаються HTTP-запити вiд абонентiв, зазвичай веб-
браузерiв, i видаються ним HTTP-вiдповiдi, як правило, разом з HTML-
сторiнкою, зображенням, файлом, медiа-потоком або iншими даними. Тут же 
здiйснюється розподiл i балансування навантаження, ведення журналу 
звернень абонентiв до ресурсiв. 
 
2. Шар бiзнес-сервiсiв. 




3. Персистентний шар. 
Цей шар виконує обслуговування та управлiння базою даних i 
вiдповiдає за цiлiснiсть i збереження даних, а також забезпечує операцiї 
введення-виведення при доступi абонента до iнформацiї. 
 
4. Шар загальних iнфраструктурних систем. 
На цьому шарi розмiщуються системи протоколювання статистики, 
конфiгурацiї додаткiв, монiторингу. 
SSO (Single Sign-On, технологiя єдиного входу) – технологiя, при 
використаннi якої користувач переходить з одного роздiлу порталу в iншiй 
без повторної автентифiкацiї. 
BI (Businessintelligence, бiзнес-аналiз, бiзнес-аналiтика) – методи та 
iнструменти для побудови iнформативних звiтiв про поточну ситуацiю в 
системi. 
DWH (DataWarehouse, сховище даних) – предметно-орiєнтована 
iнформацiйна база даних, спецiально розроблена i призначена для пiдготовки 
звiтiв i бiзнес-аналiзу. 
Крiм того, для побудови моделi захисту iнформацiї може розглядатися 
найбiльш поширений i популярний варiант обчислювальної системи. 
Зокрема, це буде обчислювальна система, яка має наступну архiтектуру (рис. 
1.3) i включає такi об’єкти: 
 канал передачi даних внутрiшнiй (1); 
 канал передачi даних зовнiшнiй (2); 
 файловий сервер; 
 сервер СУБД; 
 сервер застосувань; 
 клiєнт сервера застосувань; 
 засоби комутацiї пакетiв; 
 засоби маршрутизацiї пакетiв мережевих протоколiв; 
 персональна обчислювальна машина в локальнiй мережi (РС 1); 
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Рис. 1.3. Архiтектура обчислювальної системи 
 
Звичайно всi данi про об’єкти знаходяться на серверi. Сам же сервер 
зазвичай розташовується в будiвлi. Таким чином, з точки зору класифiкацiї 
обчислювальних систем, а також iз вище описаних вимог виникає, що тут 
будемо розглядати IТКМ класу 3. 
 
1.2. Проблеми iнформацiйної безпеки в IТКМ 
Як згадувалося, сучаснi IТКМ мають багато проблем з iнформацiйної 
безпеки. Наведемо основнi з них з визначенням можливих впливiв на них, 
наслiдкiв та можливостей протидiї. 
1. Використання глобальної мережi Iнтернет як розподiленої 
iнформацiйно-телекомунiкацiйної системи. 
Використання IТКМ в такiй якостi призводить до того, що найбiльш 
уразливими i тому часто атакованими компонентами системи є: 
1) Сервери. 
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2) Робочi станцiї. 
3) Середовище передачi iнформацiї. 
4) Вузли комутацiї. 
Наведемо також типовi найбiльш розповсюдженi iнформацiйнi впливи 
зловмисникiв на данi компоненти: 
1) Прослуховування мережевого трафiку. Для прослуховування 
трафiку (sniffing) мережевий адаптер зазвичай переводиться в «безладний» 
режим. У даному режимi адаптер перехоплює всi мережевi пакети, що 
проходять через нього, а не тiльки призначенi даною адресою, як у 
нормальному режимi функцiонування. В останньому випадку 
використовуються технологiї – ARP Spoofing (ARP-poisoning), MAC Flooding 
i MAC Duplicating. Перехоплення здiйснюється з використанням мережевих 
монiторiв, серед яких найбiльш функцiональними є SnifferPro вiд компанiї 
Sniffer Technologies [8], IRIS NetworkTrafficAnalyzer вiд компанiї eEYE [5] i 
TCP Dump [8]. 
Наслiдки. Сучаснi мережнi протоколи (TCP/IP, ARP, HTTP, FTP, 
SMTP, POP3 i т.д.) фактично не мають механiзмiв захисту (передаються у 
вiдкритому виглядi). 
Зловмисник, що перехоплює трафiк мiж сервером i будь-яким вузлом 
мережi, може заволодiти автентифiкацiйними даними користувача (зокрема, 
отримати пароль). 
Протидiя. На сьогоднi вiдомо ряд методiв визначення наявностi 
запущеного снiффера в мережi, наприклад, метод пiнгу, метод ARP, метод 
DNS i метод пастки [19]. 
2) Сканування вразливостей. Результатом роботи сканера є 
iнформацiя про систему, яка включає список мережевого обладнання, 
комп'ютерiв з запущеними на них службами, версiями мережевого ПЗ (а 
значить i вразливостей, властивих даному ПЗ), облiковi записи користувачiв. 
Сканування вразливостей зазвичай є етапом, що передує атацi. Адже саме 
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результати сканування дозволяють точно пiдiбрати експлойти для здiйснення 
безпосередньо НСД. 
Виявлення. Саме по собi сканування не є незаконним. Однак, якщо 
сканування з боку зовнiшньої, по вiдношенню до системи, мережi звичайне 
явище, то сканування комп'ютерiв з внутрiшньої мережi – безумовно, 
iнцидент безпеки, що вимагає негайної реакцiї з боку мережевого 
адмiнiстратора. Виявити слiди сканування можна, вивчаючи журнали 
реєстрацiї МЕ. Однак такий пiдхiд не дозволяє своєчасно реагувати на 
подiбнi iнциденти, тобто може виникати певне запiзнення з вiдповiдними 
наслiдками. Тому сучаснi МЕ i СВВ мають модулi (plug-in) [3], що 
дозволяють виявити сканування в режимi реального часу. Деякi сканери 
вразливостей використовують оригiнальнi методи, що дозволяють виробляти 
сканування максимально приховано. Наприклад, в Nmap [4] iснують 
можливостi, що дозволяють значно утруднити виявлення сканування для 
СВВ. 
Протидiя. Використання мережевих СВВ, або перiодичне вивчення 
журналiв реєстрацiї МЕ. 
3) Мережевi атаки. Мережевi атаки можна роздiлити на: 
 атаки, заснованi на переповненнi буфера (overflowbasedattacks). 
Вони використовують вразливiсть системи, яка полягає в некоректнiй 
програмнiй обробцi даних. При цьому з'являється можливiсть виконання 
шкiдливого коду з пiдвищеними привiлеями; 
 атаки, спрямованi на вiдмову в обслуговуваннi 
(DenialOfServiceattacks). Атаки не обов'язково використовують уразливостi 
ПЗ системи, яка атакується. Порушення працездатностi системи може 
вiдбуватися через те, що данi, якi надсилаються до неї призводять до значних 
витрат ресурсiв системи. Найпростiшим прикладом атаки цього типу є атака 
«PingOfDeath», сутнiсть якої полягає в наступному: на машину жертви 
надсилається сильно фрагментований ICMP-пакет великого розмiру. 
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Зазвичай реакцiєю ОС Windows на отримання такого пакету є повне 
зависання системи. 
4) Атаки, заснованi на використаннi вразливостей в ПЗ мережевих 
застосувань – експлойти (exploit) [14]. Даний клас атак заснований на 
експлуатацiї рiзних дефектiв в ПЗ. Звичайно, експлойти являють собою 
шкiдливi програми, що реалiзують вiдому уразливiсть в ОС або прикладному 
ПЗ для отримання НСД до уразливого хосту або порушення його 
працездатностi. Для експлойтiв характерна наявнiсть функцiй придушення 
антивiрусних програм i МЕ. Наслiдки застосування експлойтiв можуть бути 
самими критичними. У разi отримання зловмисником вiддаленого доступу до 
системи, вiн має практично повний (системний) доступ до комп'ютера. 
Наступнi дiї i збиток вiд них можуть бути наступними: впровадження 
троянської програми, впровадження набору утилiт для приховування факту 
компрометацiї системи, несанкцiоноване копiювання зловмисником даних з 
жорстких i знiмних носiїв iнформацiї системи, наведення на вiддаленому 
комп'ютерi нових облiкових записiв з будь-якими правами в системi для 
подальшого доступу як вiддалено, так i локально, крадiжка файлу з хешамi 
паролiв користувачiв, знищення або модифiкацiя iнформацiї, здiйснення дiй 
вiд iменi користувача системи i т.д. 
Протидiя. МЕ i СВВ, що встановленi на системi, яка пiддається атацi, у 
рядi випадкiв не в змозi вiдобразити дiю експлойтiв. Для успiшного вiдбиття 
атак експлойтiв засоби захисту необхiдно регулярно оновлювати, оскiльки 
механiзм виявлення вторгнень в основному заснований на розпiзнаваннi 
сигнатур вже вiдомих атак. Хоча iснують розробки, здатнi по завiреннях 
розробникiв вiдображати невiдомi атаки, практика показує, що вони все ще 
не ефективнi. 
5) Шкiдливi програми (ШПр). ШПр – це комп'ютерна програма або 
переносний код, призначений для реалiзацiї загроз iнформацiї, що 
зберiгається в мережi, або для прихованого нецiльового використання 
ресурсiв, або iншого впливу, що перешкоджає нормальному функцiонуванню 
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мережi. До ШПр вiдносяться комп'ютернi вiруси, троянськi конi, мережевi 
хробаки та iн. 
Протидiя. Типовим методом протидiї є використання антивiрусних 
засобiв, що працюють в режимi реального часу (монiторiв). Для виявлення 
троянських програм iснує спецiалiзоване програмне забезпечення. 
2. Проблема забороненого контенту. 
Залежно вiд законодавства країни рiзнi матерiали можуть вважатися 
нелегальними. У бiльшостi країн забороненi: матерiали сексуального 
характеру за участю дiтей i пiдлiткiв, порнографiчний контент, описи 
насильства, зокрема, сексуального, екстремiзм i розпалювання расової 
ненавистi. 
В українському законодавствi iснує поняття забороненої до поширення 
iнформацiї. Визначається така iнформацiя постановою уряду, яка фiксує 
єдиний реєстр доменних iмен, покажчикiв сторiнок сайтiв в мережi 
«Iнтернет» i мережевих адрес, що дозволяють iдентифiкувати сайти в мережi 
«Iнтернет», мiстять iнформацiю, поширення якої в Українi заборонено. 
Проблеми, що пов’язанi iз захистом вiд забороненої до поширення 
iнформацiї, повиннi ураховуватися при розробцi концепцiї забезпечення 
комплексного захисту IТКМ. 
 
1.2.1. Канали поширення шкiдливих програм 
Важливо, щоб система захисту вiд вiрусiв i iнших шкiдливих об'єктiв 
блокувала всi шляхи поширення небезпечного коду. 
Першi комп'ютернi вiруси поширювалися головним чином через файли 
i дискети. Потiм, пiсля появи пакета Microsoft Office та iнших офiсних 
додаткiв з макрокомандами вiруси стали поширюватися через файли офiсних 
документiв, якi строго кажучи, не є програмами. 
Сьогоднi найбiльш небезпечними каналами поширення вiрусiв i iнших 
шкiдливих програм є Iнтернет та електронна пошта. Саме по цих каналах 
поширюється переважна бiльшiсть сучасних шкiдливих програм. 
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Слiд зазначити, що комп'ютернi вiруси поширюються в першу чергу 
завдяки недбалостi користувачiв i адмiнiстраторiв комп'ютерних систем. При 
використаннi сучасних захисних засобiв i дотриманнi навiть елементарних 
технологiй захисту можна рiзко знизити ризик ураження комп'ютерних 
систем вiрусами i шкiдливими програмами iнших типiв. 
Для поширення шкiдливих програм використовують такi об'єкти i 
канали: 
 файли виконуваних програм; 
 файли офiсних документiв; 
 файли iнтерпретованих програм; 
 завантажувальнi сектори дискiв i дискет; 
 повiдомлення електронної пошти; 
 пiрiнговi (файлообмiннi) мережi; 
 iнтрамережа або Iнтернет; 
 драйвери ОС. 
Не виключено, що з часом у мiру вдосконалення iнформацiйних 
технологiй i розробки нового комп'ютерного обладнання цей список буде 
розширено. 
Файли програм складаються з двiйкових команд, призначених для 
безпосереднього виконання центральним процесором. Змiнюючи цей файл, 
можна змiнювати дiї, що виконуються програмою. 
Файловi комп'ютернi вiруси вставляють свiй шкiдливий код в тiло 
програмних файлiв таким чином, що при запуску програми управлiння нею 
передається вiрусу. Потiм вiрус виконує свої шкiдливi дiї i повертає 
керування програмi-жертвi. 
Як правило, програма, заражена комп'ютерним вiрусом, зовнi 
поводиться як завжди, тому користувач не пiдозрює, що на його комп'ютерi 
«живе» вiрус. 
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Деякi вiруси впроваджуються в тiло програмного файлу таким чином, 
що розмiр файлу-жертви залишається незмiнним, що служить додатковим 
засобом маскування. 
Програмнi файли служать одним iз широко використовуваних каналiв 
поширення комп'ютерних вiрусiв i iнших шкiдливих об'єктiв. 
Документи, що створюються пакетом Microsoft Office i аналогiчними за 
призначенням пакетами, створеними iншими компанiями, будемо називати 
офiсними документами. 
Офiснi документи можуть мiстити не тiльки текст i графiку, а й 
програмний код у виглядi макрокоманд. 
Комп'ютернi вiруси вмiють модифiкувати iснуючi макрокоманди, 
розташованi всерединi документiв, а також додавати в документи новi 
макроси. 
Таким чином, комп'ютернi вiруси можуть впроваджуватися в 
документи типiв *.doc, *.xls, а також iншi офiснi документи, створюванi 
пакетом Microsoft Office i мiстять макроси. Вiруси, здатнi на це, називаються 
макрокоманднимi. 
Iснує потенцiйна можливiсть поширення комп'ютерних вiрусiв i з 
файлами графiчних зображень, якщо цi файли мiстять програмний код. 
Поширення макрокомандних вiрусiв вiдбувається в процесi обмiну 
зараженими офiсними документами. При цьому файли документiв можуть 
передаватися з використанням дискет, компакт-дискiв, флеш-дискiв або 
будь-яких iнших аналогiчних пристроїв зовнiшньої пам'ятi, через 
iнтрамережу або Iнтернет. 
Зараження макрокомандним вiрусом може вiдбутися пiсля того, як 
користувач вiдкриє офiсний документ, що мiстить макрокомандний вiрус, 
для перегляду у вiдповiдному офiсному додатку. 
Що ж стосується iнтерпретованих програм, то вони являють собою 
текстовi файли (або фрагменти тексту, вбудованi в офiснi документи), якi 
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виконуються, а точнiше кажучи, iнтерпретуються за допомогою спецiальної 
програми. Така програма називається iнтерпретатором. 
Iнтерпретованi програми складаються на таких мовах програмування, 
як Basic, Java, JavaScript, VB Script, VisualBasicforApplication i iн. Крiм того, 
пакетнi файли, що мiстять команди ОС, також можна розглядати як 
програми, що iнтерпретуються. 
Якщо програма, що iнтерпретується, записана у файлi, то цей файл 
може стати об'єктом атаки комп'ютерного вiрусу або шкiдливої програми 
iншого типу. 
Вiрус може записати свiй код всередину такого файлу, в результатi 
чого вiн отримає управлiння при запуску програми, що iнтерпретується. 
Комп'ютерний вiрус може поширюватися через файли iнтерпретованих 
програм, в тому числi через команднi файли ОС. 
У завантажувальному секторi теж є програма завантаження, яка 
виконується на другому етапi. Ця програма призначена для завантаження ОС. 
Програма завантаження з першого сектора диска або дискети 
завантажує i запускає завантажувач ОС, який включається в роботу на 
третьому етапi. 
Модифiкуючи вмiст перших секторiв дискет i дискiв, завантажувальнi i 
комбiнованi файлово-завантажувальнi вiруси можуть перехопити управлiння 
на другому або третьому етапi завантаження ОС. Якщо це станеться, вiрус 
отримає управлiння до моменту завантаження ОС i зможе контролювати як 
процес завантаження, так i операцiї, що виконуються системними модулями 
ОС. 
Як вiдбувається поширення завантажувального вiрусу? 
Перш за все, цей вiрус поширюється разом з дискетами. 
Завантажувальнi i файлово-завантажувальнi вiруси поширюються 
разом з дискетами, коли користувач намагається завантажити комп'ютер iз 
зараженої дискети. 
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Якщо до користувача потрапила дискета, заражена завантажувальним 
вiрусом, вiн може випадково або навмисно завантажити з неї ОС (наприклад, 
за допомогою комбiнацiї клавiш Control + Alt + Delete, за допомогою кнопки 
скидання, або будь-яким iншим способом). 
Це часто вiдбувається, якщо користувач забуває вийняти дискету з 
комп'ютера пiсля завершення роботи. Включивши комп'ютер на другий день, 
вiн може, не бажаючи цього, виконати спробу завантаження з забутої 
дискети. 
Канали електронної пошти також з успiхом можуть бути використанi 
для поширення вiрусiв. Через цi канали поширюються звичайнi вiруси, 
черв'яки, троянськi програми, програмиBackdoor, а також поштовi вiруси, 
створенi спецiально для поширення через системи електронної пошти. 
Сьогоднi електронна пошта є основним каналом поширення шкiдливих 
програм самих рiзних типiв. Через цi канали не поширюється хiба лише 
завантажувальнi вiруси (але комбiнованi файлово-завантажувальнi 
поширюються). 
Електронна пошта служить каналом поширення шкiдливих програм 
практично будь-яких типiв. 
Шкiдливi об'єкти можуть впроваджуватися в поштовi повiдомлення 
наступними способами: 
 у виглядi приєднаних файлiв (файлiв вкладень); 
 у виглядi посилань на шкiдливi об'єкти ActiveX або аплетиJava, 
розташованi на троянських Web-сайтах або на Web-сайтах зловмисникiв; 
 у виглядi конструкцiй, що вбудовуються безпосередньо в тiло 
повiдомлення електронної пошти, що має формат HTML. 
Якщо вiрус потрапив на комп'ютер користувача у виглядi приєднаного 
файлу, то для його активiзацiї користувач повинен витягти i запустити такий 
файл на виконання. 
Багато користувачiв запускають приєднанi файли, не замислюючись 
про наслiдки. Якщо в якостi приєднаного файлу виступає заражений 
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програмний (виконуваний або iнтерпретований) файл, троянська програма 
або шкiдлива програма iншого типу, такi дiї зазвичай призводять до 
iнфiкування комп'ютера. 
Вiдправники поштових вiрусiв часто маскують iстинне призначення 
приєднаних файлiв, вибираючи для них таке iм'я, яке потенцiйно може 
викликати у користувача iнтерес. Такi поштовi повiдомлення називаються 
троянськими поштовими повiдомленнями. 
Iснують вiруси або iншi шкiдливi програми, спецiально призначенi для 
мереж обмiну файлами (званими також файлообмiнними i пiрiнговими 
мережами) мiж комп'ютерами користувачiв Iнтернету, такими як Kazaa, 
Windows Messenger, ICQ i т.д. 
Цi вiруси створюють ситуацiю, при якiй користувач мережi копiює з 
зараженого вузла файл шкiдливої програми. При цьому система пошуку 
файлiв модифiкується таким чином, щоб замiсть потрiбних йому файлiв 
користувач знаходив i завантажував файли з вiрусом. 
Шкiдливi програми можуть поширюватися через Iнтернет або 
iнтрамережу компанiї. 
Такi програми можуть проникати на iнфiкованi вузли, долаючи захист 
вiд несанкцiонованого доступу, а також використовуючи вiдкритi порти 
системи i ресурси, видiленi на комп'ютерi в спiльне користування. 
Шкiдлива програма може пiдiбрати пароль для отримання 
несанкцiонованого доступу до вузла мережi, якщо адмiнiстратор не блокував 
можливiсть пiдбору пароля системними засобами. 
Шкiдлива програма може пiдiбрати пароль доступу до вузла мережi або 
перехопити пароль, який передається по мережi. Якщо пароль 
зашифрований, то на його розшифровку, можливо, доведеться витратити 
певний час. 
Навiть якщо шкiдливiй програмi не вiдомий пароль доступу до ресурсiв 
вузла мережi, вона може отримати до них доступ, якщо буде 
використовувати вiдомi помилки в прикладному i системному забезпеченнi. 
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Одна з найбiльш вiдомих помилок такого роду – помилка переповнення 
буфера в прикладнiй або системнiй програми. 
Шкiдлива програма може отримати доступ до ресурсiв мережi, якщо на 
одному з вузлiв мережi працює черв'як або троянська програма. 
Шкiдливi програми можуть поширюватися i через драйвери ОС, хоча 
цей канал поширення вiрусiв використовується досить рiдко. 
Вiрус може потрапити в програмний файл драйвера операцiйної 
системи (наприклад, в драйвер диска) i виконувати системнi операцiї пiд 
своїм контролем. 
Слiд зауважити, що в середовищi ОС Microsoft Windows 
NT/2000/XP/2003 для такого впровадження програмний код шкiдливої 
програми повинен працювати з привiлеями адмiнiстратора. 
Шкiдлива програма може також функцiонувати i як сервiс ОС Microsoft 
Windows NT/2000/XP/2003. 
Вiрус або iнша шкiдлива програма може потрапити в драйвер 
операцiйної системи LinuxFreeBSD та iнших Unix-подiбних операцiйних 
систем, якщо програмний код вiрусу працює з привiлеями адмiнiстратора 
(користувача root). 
Створюючи систему захисту вiд вiрусiв та шкiдливих програм 
системний адмiнiстратор повинен чiтко уявляти собi, звiдкiля може 
виникнути загроза безпеки. 
 
1.2.2. Функцiї захисту 
Для забезпечення захисту систем, зокрема IТКМ, створюється КСЗI. 
Розробка КСЗI має починатись з аналiзу об'єкта захисту i можливих загроз. 
Передусiм мають бути визначенi ресурси IТКМ, що пiдлягають захисту. На 
пiдставi аналiзу загроз, iснуючих в системi вразливостей, ефективностi вже 
реалiзованих заходiв захисту для всiх ресурсiв, що пiдлягають захисту, мають 
бути оцiненi ризики. На пiдставi виконаної роботи мають бути виробленi 
заходи захисту, перетворення яких в життя дозволило б знизити рiвень 
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остаточного ризику до прийнятного рiвня. Пiдсумком даного етапу робiт 
повинна стати сформульована або скоригована полiтика безпеки. 
Далi розробляється план захисту, який включає в себе опис 
послiдовностi i змiсту всiх стадiй i етапiв життєвого циклу КСЗI, що мають 
вiдповiдати стадiям i етапам життєвого циклу IТКМ. 
Iснують i iншi пiдходи щодо аналiзу та забезпечення захисту 
iнформацiї на об’єктах iнформатизацiї. Аналогiчно з концепцiєю 
забезпечення комплексного захисту об'єкта iнформатизацiї можна 
сформувати повну множину функцiй захисту вiд забороненої iнформацiї. 
Процес функцiонування СЗI IТКМ можна моделювати шляхом 
визначення в нiй ряду властивостей, завдяки яким вона певним чином реагує 
на подiї, якi пов'язанi iз забезпеченням безпеки iнформацiї в IТС. Це, 
наприклад, такi подiї, як оцiнювання реальної можливостi (або заходи) 
прояву порушень безпеки iнформацiї, виявлення фактiв їх прояву, вживання 
заходiв до запобiгання їх дiї на iнформацiю, що захищається, виявлення, 
локалiзацiя i лiквiдацiя наслiдкiв дiй на iнформацiю, що захищається, i iн. 
Кожному з них ставиться у вiдповiднiсть певна властивiсть СЗI IТКМ, яку 
називаємо функцiєю захисту (ФЗ) iнформацiї, i яка полягає в конкретних дiях 
СЗI вiдносно певної подiї. Методи реалiзацiї цих функцiй (органiзацiйнi, 
програмнi, апаратнi i iн.) для даного розгляду не мають значення i в 
подальшому не розглядаються. 
Пiд функцiєю захисту розумiється сукупнiсть однорiдних у 
функцiональному вiдношеннi заходiв, регулярно здiйснюваних в 
автоматизованих системах рiзними засобами i методами з метою створення, 
пiдтримки i забезпечення умов, об'єктивно необхiдних для надiйного захисту 
iнформацiї. 
В рамках такого пiдходу основне завдання теорiї i практики захисту 
iнформацiї в будь-якiй IТКМ можна розумiти як формування i обґрунтування 
повної множини функцiй захисту S  [4], яка повинна характеризуватися 
очевидною властивiстю: множина S  повинна мiстити такi функцiї, щоби при 
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їх реалiзацiї СЗI IТКМ могла протидiяти всiм потенцiйно можливим 
порушенням безпеки iнформацiї в процесi функцiонування IТКМ, а також 
при органiзацiї i забезпеченнi захисту iнформацiї. 
У [4] встановлено, що множина S  є об'єднанням з двох множин 
ca SSS  : 1) множини функцiй забезпечення захисту aS , здiйсненням яких 
створюються умови, якi необхiднi для надiйного захисту iнформацiї; 2) 
множини функцiй cS  управлiння механiзмами захисту, здiйснюваних з 
метою ефективного використання механiзмiв захисту пiсля реалiзацiї 
функцiй множини aS . Надалi розглядатиметься тiльки множина aS . 
Зокрема, в [4] розглянута одна з можливих схем формування множини 
функцiй aS . Нижче розглядаються питання обґрунтування, удосконалення i 
подальшої формалiзацiї схеми подiбного роду. 
Спочатку розглянемо структуру множини aS . Порушення 
iнформацiйної безпеки безпосередньо пов'язанi з загрозами iнформацiї. По 
сутi порушення – це реалiзацiя загроз iнформацiї. Нагадаємо, що загрози 
iнформацiї визначаються за результатом дiї на основнi властивостi 
iнформацiї, якi визначають її цiннiсть, тобто конфiденцiйнiсть, цiлiснiсть, 
доступнiсть i спостереженiсть. Таким чином, вводяться i розрiзняються 
наступнi класи загроз iнформацiї: 
 - порушення конфiденцiйностi; 
- порушення цiлiсностi (логiчної або фiзичної); 
- порушення доступностi або вiдмова в обслуговуваннi; 
- порушення спостереженостi або керованостi. 
До цих загроз iнформацiї необхiдно додати ще загрозу 
несанкцiонованого використання iнформацiйних ресурсiв. 
Проте визначенi таким чином загрози є лише деякi абстрактнi i досить 
загальнi небажанi дiї на iнформацiю. Внаслiдок цього зручним виявляється 
поняття дестабiлiзуючого фактора (ДФ), як конкретної причини виникнення 
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загрози iнформацiї. ДФ – це такi явища або подiї, якi можуть з'являтися на 
будь-якому етапi життєвого циклу (ЖЦ) IТКМ i наслiдком яких можуть бути 
загрози iнформацiї i/або нанесення збитку компонентам IТКМ. Таким чином, 
порушення iнформацiйної безпеки – це фактично виникнення i реалiзацiя 
ДФ. 
Тодi основним завданням функцiй захисту iнформацiї буде контроль 
над всiма можливими проявами ДФ. У будь-якiй IТКМ завжди можна 
визначити такi умови, при яких можуть (хоча б у принципi) виявитися якi-
небудь ДФ. Якщо їх не буде, то не буде необхiдностi в захистi, якщо ж 
потенцiйнi можливостi прояву ДФ все-таки матимуть мiсце, то треба умiти 
оцiнювати реальну можливiсть (мiру) їх прояву, виявляти факти їх прояву, 
приймати заходи щодо запобiгання їх дiї на iнформацiю, виявленню, 
локалiзацiї i лiквiдацiї наслiдкiв дiй на iнформацiю. Саме цi властивостi 
повиннi мати функцiї забезпечення захисту aS . 
З урахуванням аналiзу i класифiкацiї ДФ, проведеної ранiше, а також 
основних завдань функцiй захисту, їх множина aS  виглядатиме таким чином: 
1. 1aS  – створення i контроль умов, що обмежують можливостi 
прояву ДФ. Можливiсть створення таких умов може бути реалiзована ще на 
етапах проектування IТС, за допомогою вибору вiдповiдної архiтектури IТС, 
вiдповiдних технологiчних схем обробки iнформацiї, моделi безпеки, 
полiтики безпеки, впровадження механiзмiв безпеки i т.д., тобто умов, що 
виключають навiть потенцiйну можливiсть прояву ДФ. 
2. 2aS  – попередження виникнення умов (негативних), що 
сприяють прояву ДФ. Ця функцiя реалiзується подiбно до попередньої i 
обидвi вони вiдiграють випереджальну роль. 
3. 3aS  – попередження безпосереднього прояву ДФ в конкретних 
умовах функцiонування IТС. Ця функцiя також вiдiграє випереджальну роль, 
але стосовно конкретних умов i для ДФ, якi вже потенцiйно можуть мати 
мiсце на рiзних етапах ЖЦ IТС. 
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4. 4aS  – виявлення ДФ, що проявилися, i контроль над ними. Тут 
передбачається здiйснення таких заходiв, в результатi яких ДФ (або реальна 
загроза їх прояву), що виявилися, будуть виявленi ще до того, як вони 
реалiзують якусь дiю на iнформацiю, яка захищається. Ця функцiя фактично 
– стеження за потенцiйними ДФ. 
5. 5aS  – попередження дiй ДФ на iнформацiю. Її змiст – не 
допустити небажаної дiї ДФ на iнформацiю навiть в тому випадку, якщо вони 
реально виявилися (тут це продовження попередньої функцiї). Проте 
здiйснення попередньої функцiї може бути як успiшним (прояв ДФ 
виявлено), так i неуспiшним (прояв ДФ не буде виявлений), а дiя все-таки 
можлива. Тому завданням цiєї функцiї є – попередження дiї на iнформацiю 
ДФ, що виявилися. 
6. 6aS  – попередження дiї ДФ на iнформацiю з метою – не 
допустити небажаної дiї ДФ на iнформацiю навiть в тому випадку, якщо вони 
реально виявилися (продовження попереднього пункту). Проте тут функцiя 
має завдання – попередження дiї на iнформацiю тих ДФ, що проявилися, але 
не виявлених явно. 
7. 7aS  – виявлення i контроль дiї ДФ на iнформацiю, що 
захищається. На вiдмiну вiд функцiї 3aS , тут здiйснюється стеження не 
тiльки за потенцiйно можливими ДФ, але i за iнформацiєю, що захищається. 
8. 8aS  – локалiзацiя дiї ДФ на iнформацiю, тобто недопущення 
розповсюдження дiї на iнформацiю за межi максимального допустимих 
встановлених в IТС розмiрiв. Тут основне завдання: локалiзацiя дiї ДФ, що 
проявилася i виявленi, на iнформацiю. 
9. 9aS  – локалiзацiя дiї ДФ на iнформацiю, тобто недопущення 
розповсюдження дiї на iнформацiю за межi максимального допустимих 
встановлених в IТС розмiрiв. Проте тут видiляється завдання: локалiзацiя дiй 
ДФ на iнформацiю, що проявився, але не виявлених. 
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10. 10aS  – лiквiдацiя наслiдкiв дiї ДФ на iнформацiю, що 
захищається. Пiд лiквiдацiєю наслiдкiв розумiється проведення таких заходiв 
щодо локалiзованої дiї ДФ на iнформацiю, в результатi яких подальша 
обробка iнформацiї може здiйснюватися без урахування того, що мали мiсце 
дiї. Тобто потрiбно вiдновити той стан iнформацiї, який мав мiсце ще до дiї 
ДФ. Ясно, що для лiквiдацiї наслiдкiв дiї у разi локалiзацiї виявлених i 
невиявлених дiй необхiднi абсолютно рiзнi механiзми захисту. Це означає, 
що тут доцiльно видiлити завдання: лiквiдацiя наслiдкiв виявленої i 
локалiзованої дiї ДФ. 
11. 11aS  – лiквiдацiя наслiдкiв дiї ДФ на iнформацiю, що 
захищається, але тут видiляється завдання: лiквiдацiя наслiдкiв локалiзованої, 
але не виявленої дiї ДФ на iнформацiю. 
Як показує аналiз, для елементiв множини aS  можна вiдзначити 
наступнi характернi особливостi: 
 множина функцiй aS  є вичерпною i повною в тому сенсi, що 
включає всi у принципi можливi дiї щодо забезпечення захисту iнформацiї в 
IТКМ; 
 жодну з функцiй множини aS  не можна виключити з даної 
множини; 
 множина функцiй aS  повинна пiдтримуватися в будь-яких 
IТКМ на всiх етапах їх ЖЦ i в будь-яких умовах їх функцiонування. 
Iнакше кажучи, реалiзацiя множини функцiй забезпечення захисту 
iнформацiї aS  в IТКМ є необхiдною умовою надiйного захисту iнформацiї. 
Це означає, що рiвень захищеностi IТКМ повнiстю визначається набором 
конкретних заходiв, необхiдних для пiдтримки всiх функцiй aS . У свою 
чергу, кожний з таких заходiв визначається своїми рiвнем i повнотою 
реалiзацiї. 
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Тепер розглянемо можливi пiдсумковi стани СЗI, до яких може 
приводити виконання або невиконання кожної з перерахованих функцiй. 
Незалежно вiд перерахованих можливостей функцiй забезпечення захисту aS  
для будь-якої СЗI в будь-якiй IТКМ може виникати тiльки наступна множина 
рiзних пiдсумкових станiв (подiй) A : 
1. 1A  – СЗI повнiстю виконує свої завдання, тобто навiть за умови 
прояву яких-небудь ДФ запобiгає їх негативну дiю на iнформацiю, що 
захищається, або повнiстю лiквiдовуються наслiдки такої дiї. 
2. 2A  – СЗI не повнiстю виконує свої завдання, тобто не вдається 
повнiстю запобiгти негативнiй дiї ДФ на iнформацiю, проте ця дiя 
локалiзоване. 
3. 3A  – СЗI не виконує жодної з своїх завдань, тобто СЗI порушена 
повнiстю, внаслiдок чого негативна дiя ДФ на iнформацiю не тiльки не 
скасована, але навiть не локалiзована. 
 
Очевидно, що органiзацiя захисту iнформацiї в IТКМ полягає в 
досягненнi першої подiї AA 1  i/або хоч би частково – другої AA 2 . 
 
Для подальшого аналiзу перерахованi функцiї захисту з множини aS  i 
пiдсумковi подiї (множина A ) зручно представити у виглядi графа, в якому 
приведенi всi можливi їх поєднання. У такому графi номерами функцiй 
захисту вiдмiченi його вершини, дуги описуються булевими змiнними i 
фiксують факти виконання або невиконання функцiй захисту, а результати 
визначаються як кiнцевi вершини – деякi булевi функцiї. 
 
Користуючись графом та вiдомими правилами, легко одержати явнi 
вирази для булевих функцiй: 
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11 xF  , 
212 xxF  , 
3213 xxxF  , 
543214 xxxxxF  , 
108764543215 )( xxxxxxxxxxF  , 
119764543216 )( xxxxxxxxxxF  , 
643217 xxxxxF  , 
108764543218 )( xxxxxxxxxxF  , 
119764543219 )( xxxxxxxxxxF  , 
87645432110 )( xxxxxxxxxF  , 
97645432111 )( xxxxxxxxxF  . 
Таким чином, кожнiй з функцiй захисту aai SS  , i=1,...,11 поставлена 
у вiдповiднiсть конкретна булева функцiя. Неважко також переконатися, що 
кожний з одинадцяти вiдмiчених результатiв є випадковою подiєю, причому 
цi подiї в основному незалежнi i всi вони складають повну групу несумiсних 








iP ,                             (1) 
де iP  – iмовiрнiсть i-горезультату. 
Насправдi перерахованi подiї не є повною мiрою незалежними, проте в 
бiльшостi випадкiв в першому наближеннi припущення їх незалежностi є 
цiлком задовiльним. Детальнiший облiк цiєї обставини вимагає додаткового 
дослiдження. 
З 11 можливих результатiв лише результати 1-7 приводять пiдсумковiй 
подiї AA 1 ; результати 8 i 9 – до пiдсумкової подiї AA 2 ; результати 10 i 
11 – до пiдсумкової подiї AA 3 . З точки зору захисту 
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iнформацiїсприятливими якраз є результати 1-7 (i частково 8-9), тому сума їх 
ймовiрностей буде не чим iншим як ймовiрнiстю того, що захищенiсть 
iнформацiї буде повнiстю (або частково, якщо враховувати результати 8-9) 






is PP .                                  (2) 
Ймовiрностi сприятливих результатiв можна виразити через 
iмовiрностi успiшної реалiзацiї окремих функцiй захисту, визначення яких є 
значно простiшим завданням. Це можна зробити, застосовуючи до 
одержаних ранiше булевих функцiй логiко-ймовiрнiсний пiдхiд, оскiльки 
вони задовольняють всiм необхiдним для цього умовам. Тому, позначаючи 
ймовiрнiсть успiшної реалiзацiї функцiй захисту 11,...,1, iPfi , для 
ймовiрностi сприятливих результатiв одержимо наступнi формули: 
11 fPP  , 
212 )1( ff PPP  , 
3213 )1)(1( fff PPPP   
543214 )1)(1)(1( fffff PPPPPP  , 
108764543215 ))1)(1()1()(1)(1)(1( ffffffffff PPPPPPPPPPP 
, 
,)1))(1)(1()1()(1)(1)(1( 119764543216 ffffffffff PPPPPPPPPPP 
643217 )1)(1)(1)(1( fffff PPPPPP  . 
Для випадку часткового забезпечення захищеностi iнформацiї слiд 







is PP ,                          (3) 
у якому використанi двi вiдповiднi формули для iмовiрностi: 
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),1())1)(1()1()(1)(1)(1( 108764543218 ffffffffff PPPPPPPPPPP 
 
).1()1))(1)(1()1()(1)(1)(1( 119764543219 ffffffffff PPPPPPPPPPP 
 
У обох випадках для сум ймовiрностей пiдстановкою в них формул для 
ймовiрностi виходить загальна символiчна залежнiсть 
),...,( 111 ffs PPFP  ,                                (4) 
з якої видно, що захищенiсть iнформацiї в IТКМ повнiстю визначається 
ймовiрностями реалiзацiї перерахованих функцiй захисту. У свою чергу, цi 
iмовiрностi визначаються набором конкретних практичних заходiв щодо 
реалiзацiї функцiй захисту i/або рiвнем їх реалiзацiї. 
З цього виникає, що можна ставити задачу забезпечення певного рiвня 
захищеностi sP  шляхом вибору такої сукупностi заходiв для здiйснення 
кожної з функцiй захисту aS , при яких 
sff PPPF ),...,( 111 ,                             (5) 
тобто досягнути рiвня захищеностi не нижче заданого. 
Бiльше того, стає можливим сформулювати наступну задачу 
оптимiзацiї СЗI. Дiйсно, реалiзацiя кожної з функцiй захисту aS  завжди 
пов'язана з певними витратами на них i, природно, рiвень реалiзацiї кожної з 
них залежатиме вiд величини цих витрат. Тому, якщо кiлькiсть витрат (у 
деяких умовних одиницях) на реалiзацiю i-оїфункцiї позначити iC , то, 
звичайно, )( iifi CfP   i 
),...,())(),...,(( 111111111 CCGCfCfFPs  .           (6) 
Тодi задача оптимiзацiї формулюється таким чином: мiнiмiзувати 





















Тут i  – ваговi коефiцiєнти, за допомогою яких можна урахувати 
важливiсть тої чи iншої функцiї захисту. Їх значення встановлюються, 
наприклад, шляхом експертних оцiнок. 
Крiм того, тепер легко також сформулювати задачу максимiзацiї рiвня 











Очевидна практична важливiсть i цiннiсть таких оптимiзацiйних задач, 
проте використання їх на практицi наштовхується на винятково складну 
проблему визначення функцiональних залежностей (3). Цi труднощi 
виникають унаслiдок того, що рiвнi успiшної реалiзацiї окремих функцiй 
захисту множини aS  iстотно залежать ряду вiд iнших чинникiв, якi дуже 
важко формалiзуються (уразливостi, атаки, загрози, наявнiсть або вiдсутнiсть 
засобiв захисту, людський чинник i iн.). 
Таким чином, описано повну множину функцiй захисту iнформацiї i 
множину можливих пiдсумкових подiй в IТКМ. За допомогою графа далi 
встановлено взаємозв'язок функцiй захисту i пiдсумкових подiй, що 
дозволило одержати вирази для iмовiрностей успiшної реалiзацiї окремих 
функцiй захисту. У свою чергу, це дозволило сформулювати деякi важливi 
задачi оптимiзацiї СЗI. 
 
1.2.3. Функцiї захисту вiд забороненої iнформацiї 
У випадку моделювання процесу розповсюдження забороненої 
iнформацiї в IТКМ перелiк i взаємодiя ФЗ суттєво спрощуються. Зокрема, як 
показує аналiз, для органiзацiї захисту вiд розповсюдження забороненої 
iнформацiї список вивчених вище функцiй захисту суттєво скорочується та 
модернiзується [4]. Точнiше, до списку таких функцiй захисту повиннi 
входити наступнi: 
 попередження умов виникнення забороненої iнформацiї; 
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 попередження безпосередньої її прояви; 
 виявлення її; 
 попередження впливу її на абонентiв; 
 виявлення впливу її на абонентiв; 
 локалiзацiя, обмеження впливу її на абонентiв; 
 лiквiдацiя наслiдкiв. 
Наведений перелiк повної множини функцiй захисту вiд забороненої 
iнформацiї в мережах розглянемо бiльш детально. 
1) Попередження умов виникнення забороненої iнформацiї. 
Функцiя реалiзується за допомогою нормативно-правових актiв. Вона 
не може повнiстю виключити загрозу розповсюдження забороненої 
iнформацiї в соцiальних мережах, так як в цiлому ситуацiя з дотриманням 
законiв незадовiльна, а в iнтернет-просторi загострюється через технiчнi 
складнощi. 
2) Попередження безпосередньої прояви забороненої iнформацiї. 
Функцiя реалiзується за рахунок механiзмiв прогнозування 
розповсюдження забороненої iнформацiї в соцiальнiй мережi. Бiльш 
докладно дана функцiя буде розглянута нижче. 
3) Виявлення забороненої iнформацiї, яка проявилася. 
Функцiя пов'язана з монiторингом IТКМ на предмет забороненої 
iнформацiї на сторiнках абонентiв. Як правило, для реалiзацiї даної функцiї 
захисту використовується рiзнi СОРМ. Дана ФЗ пов'язана з проблемами 
контекстного пошуку, а також необхiднiстю контролю над всiєю системою. 
4) Попередження впливу на абонентiв забороненої iнформацiї, яка 
проявилася. 
Функцiя може бути реалiзована за допомогою автоматичної розсилки 
повiдомлень з попередженням про вiдповiдальнiсть за поширення 
забороненої iнформацiї, аж до блокування абонента. Блокування може 
здiйснюватися легiтимними засобами за наявностi доступу до управлiння 
системи i нелегiтимними – за його вiдсутностi (злом акаунта). Така ФЗ 
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дiлиться на двi функцiї (ФЗ4а i ФЗ4б). Перша пов'язана з попередженням 
абонентiв, на сторiнках яких була знайдена заборонена iнформацiя, а друга – 
з розсилкою попереджень потенцiйним одержувачам забороненої iнформацiї. 
5) Виявлення впливу забороненої iнформацiї на абонентiв. 
Функцiя пов'язана безпосередньо з фiксацiєю процесу поширення 
забороненої iнформацiї, може бути реалiзована через контекстний аналiз 
повiдомлень. Властивi такi ж недолiки, як i для ФЗ3. 
6) Локалiзацiя, обмеження впливу забороненої iнформацiї на 
абонентiв. 
Функцiя реалiзується через блокування абонентiв, що поширюють 
заборонену iнформацiю (ФЗ6а), або абонентiв – потенцiйних 
розповсюджувачiв (ФЗ6б). Дана ФЗ спирається на попереднi функцiї i для її 
ефективної реалiзацiї необхiдний контроль над системою. 
7) Лiквiдацiя наслiдкiв виявленого впливу забороненої iнформацiї 
на абонентiв. 
Функцiя пов'язана з видаленням забороненої iнформацiї з системи. Для 
реалiзацiї даної функцiї також необхiдний контроль над системою. 
На рис. 1.4 наведено всi комбiнацiї подiй [3], якi потенцiйно можливi 




Рис. 1.4. Функцiї захисту вiд забороненої iнформацiї в IТКМ 
 
З аналiзу функцiй захисту видно, що найбiльш ефективнi функцiї – це 
першi функцiї, так як вони забезпечують захист на раннiх етапах. Всi функцiї 
мають свої недолiки. 
Найбiльш перспективною ФЗ iнженерно-технiчного напряму є ФЗ2. 
Саме їй присвячена дана робота. На даному етапi, маючи iнформацiю про 
топологiю IТКМ i потенцiйних розповсюджувачiв забороненої iнформацiї, 
можливе прогнозування процесу її поширення. 
Як показує аналiз вiдкритих джерел, основними характерними рисами 
мереж з позицiї поширення в них вiрусiв є: 
1) завжди апрiорна обмеженiсть iнформацiї про склад програмного i 
технiчного забезпечення вузлiв мереж; 
2) фiксована структура мереж, корелює з iєрархiчною структурою 
органiзацiйно-технiчної системи i включає вiд десяткiв до тисяч вузлiв; 
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3) середньостатистичнi часовi характеристики функцiонування 
конкретних вiрусiв в вузлах мереж вiдповiднi вектору цiлей i можливостям 
цих вiрусiв; 
4) середньостатистичнi часовi характеристики функцiонування 
пiдсистем захисту iнформацiї мережевих вузлiв, отриманi з «iнсайдерських» 
та вiдкритих джерел. 
Очевидно, що оцiнка захищеностi IТКМ вiд впливу вiрусiв iз 
застосуванням натурних методiв моделювання в переважнiй бiльшостi 
випадкiв є вкрай дорогою. 
Тому створення моделей i алгоритмiв поширення загрози забороненої 
iнформацiї – одне з ключових завдань у даному напрямку. Однак їх розробка 
вимагає наявностi певної iнформацiї, для отримання якої необхiдно 
розв’язати низку проблем, що виникають при дослiдженнi властивостей 
розглянутої iнформацiйно-телекомунiкацiйної системи. Це, зокрема, такi 
проблеми: 
1. Складнощi при перевiрцi достовiрностi даних про вузол системи. 
Досить часто абоненти IТКМ вказують недостовiрну iнформацiю про себе, а 
iншими способами її важко отримати. 
2. Закритiсть системи. Структура i iнформацiя про управлiння 
системою є конфiденцiйною iнформацiєю – знову важко отримати 
iнформацiю. 
3. Проблема збору iнформацiї. Неможливо отримати повну iнформацiю 
про топологiї IТКМ. Iснує можливiсть для звичайного абонента збору 
iнформацiї про структуру мережi (функцiї API), але ця можливiсть має багато 
обмежень (приватнiсть, часовий iнтервал i т.д.). 
Сформульована в данiй роботi мета дослiдження вимагає вивчення 
найбiльш цiкавого аспекту IТКМ – обмiну повiдомленнями мiж абонентами. 
Саме тому при її моделюваннi найбiльш зручним апаратом є апарат теорiї 
графiв. Тодi концептуальну математичну модель iнформацiйної взаємодiї 
можна представити графом, вузлами якого є абоненти, а ребрами – зв'язки 
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мiж ними. Такий граф повинен мати низку специфiчних особливостей, серед 
яких слiд видiлити наступнi: 
1. Велика розмiрнiсть. Сучаснi системи можуть мiстити мiльйони 
елементiв. 
2. Гетерогеннiсть. У графi, який вiдображає взаємозв'язок 
рiзноманiтних елементiв у системi, вершини мають рiзну кiлькiсть прилеглих 
ребер. 
3. Динамiка зв'язкiв. В системi протягом часу вiдбуваються неперервнi 
змiни зв'язкiв. 
4. Динамiка вузлiв. Протягом часу змiнюється кiлькiсть вузлiв 
(елементiв) системи. 
5. Наявнiсть груп вузлiв, що мають велику кiлькiсть зв'язкiв усерединi i 
невелику – мiж групами. Тобто граф, що представляє таку систему, володiє 
певною кластеризацией. Для таких систем характерним є те, що два вузли, 
якi мають зв'язки до якого-небудь вузлу, часто також мають зв'язок мiж 
собою. 
Найбiльш ефективне прогнозування поширення загрози забороненої 
iнформацiї здiйснюється за допомогою моделювання даного процесу. Таким 
чином, приходимо до задачi моделювання IТКМ за допомогою їх 
математичної моделi (графiв). 
 
1.3. Моделювання IТКМ 
Поняття характеристики функцiонування мережi включає вториннi 
властивостi комп'ютерної мережi, якi визначаються в процесi вирiшення 
завдань аналiзу, як функцiя параметрiв. Параметри комп'ютерної мережi 
описують первиннi властивостi мережi i є вихiдними даними при вирiшеннi 
задач аналiзу. 
Характеристики комп'ютерних мереж – це сукупнiсть показникiв 
ефективностi (якостi) мережi. Характеристики комп'ютерних мереж можна 
роздiлити на якiснi та кiлькiснi [2]. 
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Кiлькiснi характеристики комп'ютерних мереж можна роздiлити на двi 
групи: 
 глобальнi, що визначають найбiльш важливi властивості мережi 
як цiлiсного об'єкта; 
 локальнi, що визначають властивостi окремих пристроїв або 
частин мережi i дозволяютьо тримати більш детальне уявлення про 
ефективність мережi. 
До глобальних вiдносяться характеристики продуктивностi, 
оперативностi, надiйностi, вартiснi, iншi (енергоспоживання, масогабаритнii 
т.п.). 
Продуктивнiсть комп'ютерної мережi – мiра потужностi мережi, 
визначальна кiлькiсть роботи, виконуваної мережею в одиницю часу. 
Поняття продуктивностi охоплює широку номенклатуру показникiв 
ефективностi комп'ютерної мережi, що визначають якiсть функцiонування як 
мережi в цiлому, так i окремих її пiдсистем i елементiв – технiчних i 
програмних засобiв. 
Продуктивнiсть мережi залежить, в першу чергу, вiд продуктивностi 
окремих її елементiв, званої швидкiстю роботи або швидкодiєю пристроїв, 
наприклад, швидкiсть передачi даних по каналах зв'язку, вимiрювана об'ємом 
даних, переданих за одиницю часу, швидкодiя ЕОМ або, точнiше, процесора, 
що вимiрюється числом команд, виконуваних в одиницю часу, i т.п. Для 
оцiнки продуктивностi комп'ютерної мережi в цiлому використовується 
наступна сукупнiсть показникiв: 
 продуктивнiсть ЗТК (мережi передачi даних), яка вимiрюється 
числом повiдомлень (пакетiв, кадрiв, бiт) переданих по мережi за одиницю 
часу; 
 продуктивнiсть ЗОТ (засобiв обробки даних), що представляє 
собою сумарну продуктивнiсть всiх засобiв ОТ (ЕОМ i систем), що входять 
до складу мережi. 
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Продуктивнiсть ЗТК (комунiкацiйна потужнiсть) може бути задана 
наступними показниками: 
 максимальна або гранична продуктивнiсть, звана пропускною 
здатнiстю мережi передачi даних i вимiрюється кiлькiстю пакетiв (кадрiв), 
переданих в мережi за одиницю часу; 
 реальна чи фактична продуктивнiсть мережi передачi даних, яка 
може бути задана як середнє значення на деякому iнтервалi часу або як 
миттєве значення в конкретний момент часу. 
Продуктивнiсть ЗОТ (обчислювальна потужнiсть) в цiлому складається 
з продуктивностей ЗОТ, що виконують обробку даних в мережi. Найбiльш 
важливим показником продуктивностi ЗОТ, як сукупностi технiчних i 
програмних засобiв, є системна продуктивнiсть λ0, вимiрювана числом 
завдань, виконуваних системою за одиницю часу: 
Характеристики оперативностi описують затримки, що виникають при 
передачi i обробцi даних у мережi. 
Для оцiнки оперативностi мережi в цiлому використовуються наступнi 
показники: час доставки пакетiв (повiдомлень), час вiдгуку (вiдповiдi). 
Час доставки (час затримки) пакетiв характеризує ефективнiсть 
органiзацiї передачi даних в обчислювальнiй мережi i являє собою iнтервал 
часу, вимiрюваний вiд моменту надходження пакету або повiдомлення в 
мережу до моменту отримання пакету адресатом. У загальному випадку, час 
затримки – величина випадкова, що обумовлено випадковим характером 
процесiв надходження i передачi даних в мережi. 
У комп'ютерних мережах звичайно час доставки задається середнiм 
значенням Т, на яке може накласти обмеження Т<Т* в залежностi вiд типу 
переданих даних. 
При передачi мультимедiйних даних крiм середнього значення часу 
доставки пакетiв важливою характеристикою є варiацiя або джиттер 
затримки, що представляє собою середньоквадратичне вiдхилення часу 
затримки рiзних пакетiв. 
 43 
Час вiдгуку (вiдповiдi) – iнтервал часу вiд моменту надходження 
запиту (повiдомлення, транзакцiї) в мережу до моменту завершення його 
обслуговування, пов'язаного з виконанням деякої прикладної або 
обслуговуючою програми, зi зверненням до бази даних i т.п. 
Час вiдповiдi являє собою час перебування запиту в мережi i 
характеризує ефективнiсть як телекомунiкацiйних, так i обчислювальних 
засобiв комп'ютерної мережi. 
Час вiдгуку, як i час затримки, – величина випадкова i може здаватися 
середнiм значенням U або у виглядi ймовiрностi P(tu<U*) неперевищення 
деякого заданого значення U*. 
У мережах реального часу замiсть термiна «час вiдповiдi» часто 
використовують термiн «час реакцiї». 
В якостi характеристик надiйностi зазвичай використовуються наступнi 
показники: 
 ймовiрнiсть безвiдмовної роботи мережi P(t) – iмовiрнiсть того, 
що протягом часу t не станеться вiдмови; 
 iнтенсивнiсть вiдмов λ0 – середнє число вiдмов за одиницю часу; 
 час напрацювання на вiдмову – промiжок часу мiж двома 
сумiжними вiдмовами – величина випадкова, а її середнє значення T0 
називається середнiм часом напрацюванням на вiдмову T0 = 1/λ0; 
 час вiдновлення – iнтервал часу вiд моменту настання вiдмови до 
моменту вiдновлення працездатностi системи – величина випадкова i 
зазвичай задається середнiм значенням Tв, званим середнiм часом 
вiдновлення; 
 коефiцiєнт готовностi Kг – частка часу, протягом якого мережа 
працездатна: Kг = T0/(T0 + Tв). 
Величина Kг може трактуватися як ймовiрнiсть того, що в будь-який 
момент часу мережа працездатна. 
Аналогiчно, значення (1 – Kг) визначає ймовiрнiсть того, що мережа 
знаходиться в станi вiдновлення (непрацездатна). 
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В якостi вартiсних (економiчних) характеристик комп'ютерної мережi 
можуть використовуватися такi показники: 
 повна вартiсть володiння (Totalcostofownership, TCO) – витрати, 
що розраховуються на всiх етапах життєвого циклу мережi i включають 
вартiсть технiчних, iнформацiйних i програмних засобiв (прямi витрати) та 
витрати на експлуатацiю мережi (непрямi витрати); 
 вартiсть (цiна) передачi даних i обробки даних у мережi, яка 
обумовлена обсягом i вартiстю використовуваних ресурсiв мережi вiдповiдно 
при передачi i обробцi даних. 
В якостi локальних характеристик комп'ютерних мереж можуть 
використовуватися в залежностi вiд цiлей дослiдження найрiзноманiтнiшi 
показники ефективностi. 
Локальнi характеристики описують ефективнiсть функцiонування: 
 вузлiв i каналiв зв'язку; 
 окремих сегментiв мережi; 
 вузлiв обробки даних: обчислювальної системи та її пiдсистем. 
Локальнi характеристики можуть бути розбитi на двi групи: часовi; 
безрозмiрнi. 
До часових характеристик вiдносяться: 
 час доставки (затримки) пакетiв при передачi мiж сусiднiми 
вузлами мережi; 
 час очiкування передачi даних у вузлах мережi або звiльнення 
ресурсiв (сервера); 
 час перебування даних у рiзних вузлах, пристроях або 
пiдсистемах. 
До безрозмiрних характеристик вiдносяться: 
 число пакетiв, що знаходяться в буфернiй пам'ятi вузлiв 
(маршрутизаторiв, комутаторiв); 
 коефiцiєнти завантажень вузлiв, каналiв зв'язку i пристроїв ЗОТ i 
т.д. 
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Коефiцiєнт завантаження або просто завантаження ρ пристрою це – 




T   
де t – час, протягом якого пристрiй працював; T – час спостереження. 
Завантаження ρ характеризує ступiнь використання пристрою i часто 
називається коефiцiєнтом використання пристрою. Оскiльки 0 ≤ ρ ≤ 1, то 
завантаження може трактуватися як ймовiрнiсть того, що в будь-який момент 
часу пристрiй працює. Величина η = 1 – ρ називається коефiцiєнтом простою 
пристрою i характеризує частку часу, протягом якого пристрiй не працює 
(простоює). 
 
1.3.1. Постановка задачi аналiзу характеристик IТКМ 
Бурхливе зростання складностi комплектуючих комп'ютерних мереж 
вимагає пiдвищення ефективностi їх застосування та вдосконалення методiв 
управлiння i планування мереж. 
Теорiя масового обслуговування (ТМО) забезпечує можливiсть 
розрахунку кiлькiсних характеристик функцiонування мереж, включаючи 
оцiнку ймовiрносно-часових характеристик вузлiв комутацiї, але не дозволяє 
розрахувати надiйнiсть мережi. Спрощений пiдхiд ТМО вимагає подальшого 
уточнення характеристик мережi за допомогою бiльш реальних моделей, що 
призводить до iтерацiйної процедурi проектування комп'ютерних мереж [3]. 
В даний час технiчнi та програмнi засоби комп'ютерної мережi та 
умови їх роботи стають все бiльш складними. Кiлькiсть елементiв в окремих 
видах пристроїв комп'ютерної мережi обчислюється сотнями тисяч. 
Iмовiрнiсть виникнення хоча б однiєї вiдмови сучасного складного пристрою 
стає досить великою, отже, необхiднi спецiальнi заходи, що забезпечують 
доступнiсть ресурсiв i послуг. Доступнiсть – такий стан комп'ютерної мережi, 
при якому мережа вiдповiдає всiм вимогам, що пред'являються до її 
функцiонування, тобто це властивiсть зберiгати працездатний стан протягом 
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деякого напрацювання. Для оцiнки доступностi застосовується кiлькiсний 
показник: коефiцiєнт оперативної готовностi Rs. 
Методи теорiї надiйностi використовуються для забезпечення заданих 
вимог до функцiонування комп'ютерної мережi та пiдвищення доступностi на 
етапах проектування, виготовлення, випробування та експлуатацiї мережi. 
Методи теорiї ймовiрностей, як математичного апарату теорiї надiйностi, 
використовуються для розрахунку показника ймовiрностi безвiдмовної 
роботи комп'ютерної мережi. 
При проектуваннi мережi при змiнi її структури з метою полiпшення 
характеристик або поновлення з'являється небезпека зниження готовностi, 
тому необхiдно розраховувати коефiцiєнт готовностi проекту мережi на 
кожному кроцi iтерацiї проектування. 
Використання пропонованої методики аналiзу проекту КС призводить 
до цiлеспрямованої змiни структури мережi i обчисленню, в тому числi i 
надiйносних характеристик функцiонування. 
Характеристики функцiонування мережi в цьому випадку пропонується 
представити як функцiю структурно-функцiональної органiзацiї i коефiцiєнта 
оперативної готовностi, не нижче заданого. У загальному випадку це 
виглядатиме наступним чином 
H(t) = f(SF,Rs ≥ Rz,C),                       (7) 
де SF – структурно-функцiональнi параметри комп'ютерної мережi; 
Rs, Rz – коефiцiєнти оперативної готовностi; 
умова Rs ≥ Rz обмежує ймовiрнiсть безвiдмовної роботи мережi, 
C – вкладення (вартiсть) в комп'ютерну мережу. 
Один з основних способiв вивчення IТКМ – моделювання, яке 
прийнято розглядати у двох аспектах. Перший стосується моделювання 
топологiї (структури iнформацiйних зв'язкiв мiж вузлами мережi) IТКМ, а 
другий зачiпає проблему вивчення процесiв, що проходять в нiй. У даному 
випадку це загроза розповсюдження забороненої iнформацiї (ЗРЗI). 
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1.3.2. Моделювання топологiї IТКМ 
З погляду топологiї IТКМ вiдносять до складних мереж. Складнi 
мережi (комплекснi мережi, complexnetworks) – це iснуючi в природi мережi, 
що володiють нетривiальними топологiчними властивостями. 
Як i в загальнiй теорiї систем в мережевих технологiях також iснує 
проблема класифiкацiї, тобто на сьогоднi є рiзнi пiдходи щодо класифiкацiї 
IТКМ. Це цiлком зрозумiло, оскiльки в природi просто не iснує однакових 
IТКМ – має мiсце величезна рiзноманiтнiсть за багатьма чинниками навiть з 
топологiчної точки зору. 
Для даного розгляду, як здається, досить прийнятною може бути 
наступна класифiкацiя топологiчних моделей мереж [8] (рис. 1.5). У овалах 
вказанi класи мереж, а в прямокутниках конкретнi моделi-представники. 
Описуються їх характеристики: розподiл ступенiв зв'язностi вузлiв мережi, 
кластерний коефiцiєнт i середня довжина шляху мережi. 
 
 
Рис. 1.5. Класифiкацiя мереж 
На сьогоднi проводиться дослiдження топологiї найбiльш популярних 
IТКМ i здiйснюється пошук найбiльш адекватної топологiчної моделi. З 
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даної тематики є багато робiт, в яких розглянутi основнi топологiчнi аспекти 
IТКМ. Зокрема, видiлено головнi сучаснi тенденцiї в галузi аналiзу топологiї 
IТКМ: 
1. вивчення топологiчних характеристик IТКМ [9]; 
2. дослiдження еволюцiї IТКМ [5]; 
3. вивчення i розробка методiв для обчислення характеристик 
великомасштабних IТКМ, вирiшення проблеми отримання репрезентативної 
вибiрки з IТКМ [21]. 
Якщо оглянути окремi аспекти з аналiзу топологiї IТКМ, то слiд 
вiдзначити наступнi погляди та точки зору на моделi IТКМ: 
 IТКМ з погляду маркетингових стратегiй на їх основi розглянутi 
в [7,9]; 
 IТКМ часто вiдносять до scale-free (SF) мережам [14,15,20]. 
Першi роботи належать Barabasi i Albert i присвяченi однойменної моделi. 
Вони порiвнюють iснуючi моделi i свою модель, докладно її описують i 
приводять її сильнi i слабкi сторони; 
 В [23] Dorogovtsev i Mendes узагальнюють Barabasi-Albert модель 
i знаходять її рiшення. Вони знаходять розподiл зв'язностi вузлiв i деякi iншi 
пов'язанi з ним параметри мережi. Також показано, що виникає 
масштабованiсть дiйсна не тiльки для даної моделi, але й для широкого класу 
зростаючих мереж. Вони призводять отриманi унiверсальнi вiдносини 
масштабування, що описують властивостi розвиваються scale-free мереж i 
вказують межi їх дiї. Дано доказ того, що основнi властивостi мереж SF, якi 
розвиваються, можуть бути описанi в рамках аналiтичної моделi; 
 розглядаються властивостi перколяцiйного кластера, який часто 
зустрiчається в IТКМ; 
 Romualdo Pastor-Satorras andAlessandroVespignani розглядали не 
тiльки топологiю IТКМ як SF мережу, але аналiзували процес поширення 
епiдемiї на таких мережах [26]. Отримали данi по комп'ютерним вiрусам i 
виявляли такi їх параметри, як середня «тривалiсть життя» вiрусу i стiйкiсть 
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до знищення. Описали динамiчну модель поширення iнфекцiї в мережах. 
Привели метод визначення наявностi епiдемiчного порогу в мережi; 
 Ще однiєю точкою зору на тип топологiї IТКМ є позицiя таких 
дослiдникiв як M.J. Newman, D.J. Watts, S.H. Strogatz i ряду iнших вчених. 
Вони вважають, що IТКМ топологiчно являє собою клас small-world мереж. 
В [26] розглядається Watts-Strogatz модель, яка вiдноситься до класу small-
world мереж. Ця модель iмiтує структуру IТКМ; 
 Розглянуто проблему перколяцiї вузлiв на small-world мережах. 
Цей пiдхiд дозволяє розглядати просту модель поширення захворювань (SIS) 
i отримати апроксимований вираз для порога перколяцiї. Всi аналiтичнi 
результати пiдтверджуються чисельними рiшеннями моделi; 
 Small-world мережi розглядаються в багатьох роботах не тiльки з 
точки зору топологiї мережi [25], але i як основа для епiдемiологiчних 
моделей. Бiльш докладно ця тема розкрита в пунктi «Епiдемiологiчнi 
моделi»; 
 BroadScale мережi розглядаються в [29], де аналiзується Bak-
Sneppen модель. Даний вид складних мереж найменш привабливий при 
моделюваннi топологiї IТКМ. 
Аналiз наукових праць, в яких розглядаються рiзнi пiдходи до 
моделювання топологiї IТКМ, показує, що при вирiшеннi даної задачi, як 
правило, використовуються small-world i scalefree мережi. 
 
1.3.3. Моделювання процесів інформаційної взаємодії в ІТКМ 
При розгляді питань, що стосуються моделювання процесів, які 
протікають в ІТКМ, основним підходом є застосування моделей впливу, 
інформаційного управління і протиборства [25]. Найбільш розповсюдженими 
є моделі впливу, оскільки вони найбільш адаптивні до вирішуваних завдань. 
Коротко охарактеризуємо найбільш популярні класи моделей впливу. 
Порогової моделлю є будь-яка модель, в якій є порогове значення або 
набір порогових значень, використовуваних при зміні станів. Класичні 
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моделі з порогами були розроблені Schelling, Axelrod і Granovetter для 
моделювання колективної поведінки [28]. 
Моделі незалежних каскадів (Independent Cascade Model) належить 
категорії моделей так званих «систем взаємодіючих частинок» (Interacting 
Particle Systems). Вузол мережі (агент) визначається аналогічно 
вищеописаній моделі. Коли агент i стає активним в деякий момент часу, він 
отримує шанс активувати на наступному (і тільки на наступному) кроці 
кожного зі своїх сусідів j з імовірністю pji (причому j можуть намагатися 
незалежно активувати і інші агенти) [26]. 
Моделі просочування і зараження є популярним способом вивчення 
поширення інформації та інновацій в соціальних системах. 
Модель Ізінга – математична модель, що описує виникнення 
намагнічування матеріалу. В [29] передбачається, що конформність чи 
незалежність у великій соціальній групі може моделюватися за допомогою 
моделі Ізінга; вплив найближчих сусідів є визначальним, а аналогом 
температури є готовність групи мислити творчо, готовність прийняти нові 
ідеї. Зовнішнім полем для соціальної групи є вплив «авторитета» або 
управління. Більш складні моделі, що описують ІТКМ на термодинамічних 
аналогіях, розглядалися в [20]. 
Для опису процесів розповсюдження інформації в ІТКМ останню 
можна розглядати як складну адаптивну систему, що складається з великої 
кількості агентів, взаємодія між якими призводить до масштабної, 
колективної поведінки, яку важко передбачити і аналізувати. Для 
моделювання та аналізу таких складних систем іноді використовуються 
клітинні автомати. Клітинний автомат складається з набору об'єктів (у 
даному випадку агентів), які зазвичай утворюють регулярну решітку. Стан 
окремо взятого агента в кожен дискретний момент часу характеризується 
деякою змінною. 
Стани синхронно змінюються через дискретні інтервали часу 
відповідно до незмінних локальних імовірносних правил, які можуть 
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залежати від станів найближчих сусідніх агентів в околиці даного агента, а 
також, можливо, від стану самого агента. 
Досить поширеним є підхід вивчення моделей за допомогою ланцюгів 
Маркова, в якій вивчається вплив в команді (групі агентів). Пропонована 
модель є динамічною Байесовою мережею (Dynamic Bayesian Network – 
DBN) з дворівневою структурою: рівнем індивідів (моделюються дії кожного 
агента) і рівнем групи (моделюються дії групи в цілому). 
Цікавими є моделі взаємної інформованості. Є агент, що входить в 
деяку соціальну мережу. Агент інформований про поточну ситуаційну 
обстановку (про дії і уявлення інших агентів, параметри середовища – так 
званому стані природи (state of nature) і т.п.). Ситуаційна обстановка впливає 
на наявний у агента набір цінностей, установок і уявлень, пов'язаних таким 
чином: цінності впливають на установки, а ті, у свою чергу, призводять до 
схильності до уявлень того чи іншого рівня. Зі схильностями уявлень про 
світ узгоджена ієрархічна система, яка знаходиться «в пам'яті» агента. 
Схильність до тих чи інших уявлень і ситуаційна обстановка 
(наприклад, дії інших агентів) призводять до формування нових або 
модифікації старих уявлень. Відповідно до цих уявлень і встановленої мети 
агент приймає рішення і виконує дію. Результати дій призводять до зміни як 
самої ситуаційної обстановки, так і внутрішніх цінностей, установок і 
уявлень. 
В моделі узгоджених колективних дій ключове значення мають 
соціальні зв'язки. З одного боку, соціальні зв'язки можуть забезпечити 
ефективний локальний соціальний контроль для стимулювання участі в 
колективній дії (в силу тиску з боку своїх сусідів, довіри до них, соціального 
схвалення, необхідності збереження позитивних відносин і відповідності 
очікуванням, емоційної прихильності, збереження своєї репутації, 
ототожнення себе з сусідами і т.п.). Так, наприклад, поведінка сусідів агента 
вплине на його власну поведінку. З іншого боку, соціальні зв'язки 
забезпечують агента інформацією про наміри і дії інших агентів в мережі й 
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формують його (неповні) уявлення, на основі яких агент приймає свої 
рішення. І, нарешті, в межах соціальних зв'язків агенти можуть прикладати 
спільні зусилля по створенню локального суспільного блага і спільно 
користуватися ним. Тому структура ІТКМ робить сильний вплив на рішення 
агентів про прийняття участі в колективній дії. 
ІТКМ також може розглядатися як комунікаційна система, за 
допомогою якої агенти повідомляють один одному про свою готовність взяти 
участь у колективній дії. Кожен агент інформований про готовність тільки 
своїх найближчих сусідів і на основі цього локального знання приймає 
рішення про участь, використовуючи правило прийняття рішень «я візьму 
участь, якщо приймеш участь ти» (механізм координації). Тобто 
розглядається координаційна гра з неповною інформованістю. 
Комунікаційна мережа сприяє координації, і основний інтерес 
становить те, які властивості таких мереж, які допускають колективну дію. 
Розглядаються мінімально достатні мережі, які вибудовують агентів в 
ієрархію соціальних ролей/ступенів: «ведучі» (initial adopters), 
«послідовники» (followers) і т.д. до «пізніх послідовників» (late adopters). Такі 
мережі сприяють координації наступним чином: 
1) інформуючи кожну ступінь про більш ранні щаблі; 
2) формуючи загальне знання в межах кожного ступеня. 
Тобто забезпечується розуміння ролі (локально) загального знання в 
колективну дію і співвідношення між структурою соціальної мережі і 
загальним знанням. 
Рівновага стабільної мережі (stable network equilibrium) – ситуація, в 
якій не існує агента, для якого будь-яка комбінація зміни його дії та зміни 
його зв'язків приведе до кращого результату. Тільки рівноваги з повною 
участю або повною неучастю є рівновагами стабільної мережі. 
1.3.4. Епідеміологічні моделі 
Далі розглядаються відомі моделі розповсюдження інфекційних 
захворювань серед населення, проводиться їх математичний аналіз і 
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застосування до конкретних захворювань. Розглядається класична 
епідеміологічна SIR модель Кермак-Маккендрік, MSEIR і SEIR ендемічні 
моделі. 
Є епідеміологічні моделі розповсюдження вірусів і боротьби з ними. 
Така модель може бути використана для прогнозування процесу поширення 
шкідливих програм та оцінки ефективності протидії їм. Зокрема, вона може 
застосовуватися для аналізу динаміки системи, інфекційних спалахів та 
інших процесів, пов'язаних з поширенням вірусів. 
В деяких моделях проводиться аналогія між біологічними і 
комп'ютерними вірусами і розглядається адаптація методів математичної 
епідеміології до вивчення комп'ютерних вірусів. В таких моделях 
використовуються орієнтовані графи для вивчення поширення вірусів, а 
також для вивчення критичного порогу епідемії. 
Деякі дослідники представляють аналіз динаміки розвитку епідемії в 
складних гетерогенних мережах. Розглядають вплив початкових умов і 
актуальність статистичних результатів дослідження. Вважається, що 
представлені теоретичні відомості становлять великий інтерес і можуть дати 
корисну інформацію для розробки стратегій стримування епідемії. 
Цікавим є вірусний маркетинг в ІТКМ. Вірусний маркетинг – загальна 
назва різних методів розповсюдження реклами, що характеризуються 
поширенням в прогресії близької до геометричної, де головним 
розповсюджувачем інформації є самі одержувачі інформації. Здійснюється 
даний підхід шляхом формування змісту повідомлення, таким чином, який 
здатний залучити нових одержувачів інформації за рахунок яскравої, творчої, 
незвичайної ідеї. 
Для даного дослідження найбільш підходять оптимізаційні та 
імітаційні моделі. З них розглядаються моделі просочування і зараження 
(клас епідеміологічних моделей), так як дані моделі найбільш точно 
відображають специфіку розглянутих тут проблем. Даний клас моделей є 
дуже поширеним при дослідженнях процесів взаємодії в ІТКМ. 
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ВИСНОВОК ДО РОЗДIЛУ1 
 
IТКМ забезпечують практично повний спектр можливостей для обмiну 
iнформацiєю мiж користувачами – мережевими абонентами. IТКМ надає 
рiзнi сервiси для органiзацiї соцiальних взаємовiдносин мiж користувачами 
(абонентами). На сьогоднiшнiй день найбiльш популярним з них є соцiальнi 
мережi.Сучаснi IТКМ мають багато проблем з iнформацiйної безпеки. 
У першому роздiлi були розглянутi питання iнформацiйної безпеки 
IТКМ та функцiї захисту iнформацiї. 
Проведений аналiз моделювання топологiї IТКМ, а також моделювання 





















РОЗДIЛ 2. ДОСЛIДЖЕННЯ МОДЕЛЕЙ ЗАГРОЗ 
РОЗПОВСЮДЖЕННЯ ШКIДЛИВОЇ IНФОРМАЦIЇ В IТКМ 
За результатами огляду предметної області цікаво розглянути питання 
створення імітаційної та аналітичної моделей поширення загрози забороненої 
інформації в ІТКМ. Імітаційна модель необхідна для отримання 
експериментальних результатів для синтезування аналітичної моделі. 
Необхідність створення аналітичної моделі обґрунтовується тим, що для 
імітаційного моделювання на топології існуючих ІТКМ (десятки мільйонів 
вузлів) необхідні великі часові витрати. Не враховуючи час на збір 
інформації про топологію мережі, який може складати близько тижня, 
безпосередньо моделювання ЗЗІ займає кілька годин навіть при використанні 
розподілених обчислювальних ресурсів. Аналітична модель може дати 
прогноз ЗРЗІ майже миттєво. З її допомогою можна отримати актуальні дані 
(до того моменту, коли кількість атакуючих абонентів буде максимальним) 
по динаміці ЗРЗІ. 
Процес ЗРЗІ характеризується наступними особливостями 
[12,13,14,15]. Вважається, що у мережі існують вузли трьох типів: 
 перший тип – атакуючі вузли, це вузли, які розповсюджують 
заборонену інформацію; 
 другий тип – захищені вузли, що характеризуються тим, що не 
беруть участь у поширенні забороненої інформації і ніколи не будуть цим 
займатися; 
 третій тип – потенційно вразливі вузли, які не беруть участь у 
процесі поширення загрози, але можуть бути схильні до негативного впливу 
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Дано:N – кiлькiсть вузлiв, що дорiвнює числу абонентiв мережi, I0– 
кiлькiсть абонентiв-зловмисникiв – першопочатковихджерелзагрози, R0 – 
кiлькiсть абонентiвспочаткунесприйнятливихдо атакуючихдiй,β – параметр, 
що вiдображає силузагрози, iмовiрнiсть здiйсненняатаки,γ – 
параметрвiдображає ступiньпротидiї загрозi, 
ймовiрнiстьзахистуабонента(βiγв даному дослiдженнiвизначенi якконстанти, 
але можуть бути вираженi якфункцiї, залежнi вiд 
психосемантичнихпрофiлiвабонентiвIТКМ[30-32]), φ – 
коефiцiєнттопологiчноїуразливостiмережi, що вiдображає внутрiшню 
властивiстьIТКМ, засновану на характеристикахїїтопологiї,якасприяє 
поширеннюзабороненої iнформацiї, t – часпроцесу (звичайно, в умовних 
одиницях часу). 




Методикарозробкианалiтичної моделiвключає в 
себепослiдовнiстьнаступнихдiй: 
1) формування iмiтацiйної моделiдля дослiдженняхарактеруi 
параметрiв процесу ЗРЗI; 
2) синтезаналiтичних залежностейпараметрiв процесу; 
3) проведення експериментiв з метоюперевiрки точностi(адекватностi) 
моделi. 
 
2.1. Iмiтацiйне моделювання 
Наведемо узагальнений алгоритмреалiзацiї ЗРЗI [3],ґрунтуючись 
наописiпроцесiв, що протiкаютьв реальнихIТКМ. Схема 
реалiзацiїзагрозипредставленана рис. 2.1. Фактично цей алгоритм 
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представляє собою звичайну послiдовнiсть (або схему) дiй, якi можуть 
здiйснюватися в кожнiй мережi. 
Алгоритм ЗРЗIвIТКМ 
Крок 1.Поширення ЗРЗI (далiпроцес «атаки») iнiцiює якийсьабонент-
зловмисник (на рис. 2.1. – вузол1), поширюючи повiдомленнязЗI(реалiзує 
загрозу) за його спискомконтактiв.Атакуможепочинатиодинзловмисникабо 
група. 
Крок 2.Абоненти-одержувачi (вузли2,3,4), прийнявши повiдомленнязЗI, 
читають йогоiвключаються в процесатаки, поширюючи її далiза своїм 
списком контактів (вузол3) або ігнорують або взагалi видаляють 
повідомлення (вузол2), тобтов атацiне беруть участь.Процесатаки 
зазвичаййделавиноподiбно. Атакуючiабоненти незакiнчуютьатаку, одного 
разу передавшиповiдомленняiз забороненою iнформацiєю. Вiкноатаки,як 
правило,триває протягомдоситьзначного промiжку часуi залежить вiд 
типуподачiЗI вповiдомленнi, зацiкавленостi абонентаi т.д. 
Крок 3.Абоненти можутьперестати сприйматиi, вiдповiдно, 
поширюватиЗI (вузол5) (далiпроцес«захисту»), внаслiдок вплив у механiзмiв 
захисту(наприклад, попередження про неї), тому повiдомленнязЗI 
вiдатакуючихабонентiвбудуть постiйновiдхилятися. 
Крок 4.Процес триває,покив мережiє абоненти-зловмисники, або 
єпотенцiйновразливiвузли, якщо вiдсутнiй процесзахисту. 
 
Рис. 2.1. Схема реалiзацiї ЗРЗI 
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Таким чином, ЗРЗI вIТКМявляє собоюскладний динамiчнийпроцес, що 
складаєтьсяз двохпротиборчихпiд процесiв – атакита захистувузлiв мережi. 
На основiописаногоалгоритму можна побудуватиiмiтацiйнумодель 
ЗРЗIвIТКМ, якаскладається зрозробленої програмиModelGraphiданих, якi 
можутьбути згенерованiза допомогою спецiального ПЗ. Дiйсно, така модель 
була розроблена. Тут наведемо результати, що були отриманi за допомогою 
даного пiдходу i якi необхiднi для подальшого дослiдження. Спочатку 
опишемо iмiтацiйну модель вiдповiдно до [3]. 
Iмiтацiйна модель ЗРЗI 
Вхiднi данi:N,k – середнiй ступiньзв'язностiвузлiв,α – параметр, що 
вiдображає середню довжину шляхуiрiвень мережевоїкластеризацiї, β, γ(у 
моделiвважається, щоβiγоднаковi длякожного абонента), I0, R0. 
Вихiднi данi:I(t), R(t), S(t) – чисельнiмасиви даних, що описують 
динамiчний процесреалiзацiї ЗРЗI(кiлькостi атакуючих, захищених 
iпотенцiйно уразливихвузлiвв кожнуумовну одиницючасувiдповiдно). 
Нагадаємо, що параметр β – вiдображує силу загрози, це ймовiрнiсть 
здiйснення атаки, коли β = 0– атака вiдсутня, γ – параметр, що вiдображує 
ступiнь протидiї загрозi, ймовiрнiсть захисту абонента, при γ = 0– захисту 
немає. Тут вони визначенi як константи, але можуть бути вираженi як 
функцiї, що залежать вiд психосемантичних профiлiв абонентiв IТКМ. I0– 
кiлькiсть абонентiв-зловмисникiв – першопочатковихджерелзагрози. 
Згiдно з [3] надамо послiдовнiсть дiй до iмiтацiйної моделi ЗРЗI. Суть 
цих дiй полягає створеннi топологiчної моделi IТКМ, а потiм у формуваннi 
трьох множин вузлiв: атакуючих, захищених, потенцiйно уразливих. 
Крок1. СтвореннятопологiїIТКМ – графаGSW=<V,Е>, де GSW – 
графsmall-worldмережi(на основi моделi Watts-Strogatz), V = {vi} – множина 
вершин, Е= {eij} – множина ребер,i= 1,…,N,j= 1,…,N. Даний 
крокздiйснюється з використаннямвiльнопоширюваноїпрограмиPajek, 
адаптованої пiд це завдання, за рахунок топологiчнихпараметрiв, якi 
задаютьсяN,k, α. 
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Крок 2.Сформувати множину V ={VI,VS,VR}, де VI= {v
I
i} – множина 
атакуючихвузлiв (|VI| =I0),VR= {v
R
i} – множина захищених вузлiв(|VR| =R0), VS= 
{v
S
i} – множина потенцiйно уразливихвузлiв (|VS| =N – I0– R0). 
Крок 3. v
I
i якщоeij ivj, j= 1,…,N,то з iмовiрнiстюβвиконати: VS\vjiVI 
Uvj, зймовiрнiстю γвиконати: VI\vj, VR U vj. 
Крок 4.ЯкщоVI=Øабоγ =0iVS= Ø, то кiнець алгоритму, iнакше перейти 
до кроку3. 
ModelGraph – програма для iмiтацiйного моделювання ЗРЗI в IТКМ, 
яка описана в [2]. Даний програмний продукт є однопоточним додатком. 
Програма складається з виконуваного файлу ModelGraph.exe i бiблiотеки 
chartdir50.dll для побудови графiкiв. Пiсля вибору типу мережi та введення її 
параметрiв вiдбувається iмiтацiйне моделювання за наведеним алгоритмом. 
Потiм результати вiдправляються в функцiю побудови графiкiв для 
виведення результатiв у графiчному виглядi. Програма написана в 
середовищi розробки Microsoft Visual Studio.NET 2008. Вихiдними даними 
для гетерогенної мережi є файл формату .net, визначений в програмi Pajek. 
ПЗPajekявляє собою програму, дляОСMS Windows, призначену для 
аналiзуiвiзуалiзацiївеликихмереж.Дана програмазнаходиться у вiльному 
доступii призначена длянекомерцiйного використання. 
Тепер надамо результати ряду обчислювальних експериментiв [8] з 
використанням даної iмiтацiйної 
моделi(φкоефiцiєнттопологiчноїуразливостiмережi) i якi торкалися наступних 
питань: 
 впливсилиатакина процес; 
 впливзначеннясереднього ступенязв'язностiвузлiв умережiна 
процес; 









N φ I0 β 
1 1000 20 1 0,1-0,9 
2 1000 0,5-60 1 0,5 
3 1000 20 1-40 0,5 
 
Як вiдзначено в [3], що кожен з трьох типiв експериментiв проводився 
100 разiв, бралися усередненi значення. 
За результатами даних експериментiв зроблено наступнi важливi 
висновки, якi використовувалися в подальшому: 
 процес атаки I(t) має експоненцiйну залежнiсть; 
 при збiльшеннi значень φ, I0, β зростає динамiка зараження вузлiв 
(iнтенсивнiсть атаки); 
 при зростаннi ймовiрностi проведення атаки β вiд 0,1 до 0,9, час 
процесу знижується в два рази (з 8 до 4 умовних одиниць часу); 
 коефiцiєнт топологiчної уразливостi φ має найбiльший вплив 
(порiвняно з I0, β) на тривалiсть процесу. Наприклад, при φ = 0,5 (низька 
вразливiсть) атака триває 24 умовнi одиницi часу, а при φ = 60 всього лише 4; 
 велика кiлькiсть початково атакуючих вузлiв I0 знижує час, за 
який вiдбувається зараження всiх вузлiв в мережi. Наприклад, при I0 = 40 
тривалiсть процесу становить 3 умовнi одиницi часу. 
Дали наведенi експерименти, умови яких суттєво ускладнюються 
шляхом додавання пiдпроцесу захисту, який залежить вiд початкової 





N φ I0 β γ R0 
1 1000 20 1 0,5 0,1-0,9 0 
2 1000 20 1 0,5 0,5 0-200 
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За результатами даних експериментів зроблено наступні висновки: 
 введення підпроцесу захисту збільшує час всього процесу ЗРЗІ; 
 при невеликих значеннях ймовірності захисту (γ < 0,3) загроза 
реалізується практично на всіх вузлах в мережі; 
 при невеликих значеннях ймовірності захисту (γ < 0,3) час 
процесу складає більше 50 умовних одиниць часу; 
 при великій імовірності захисту (≈ 0,9) процес триває ≈ 7 
умовних одиниць часу і максимальну кількість атакуючих вузлів знижується 
залежно від імовірності проведення атаки; 
 при випадковому виборі спочатку захищених вузлів картина 
процесу атаки практично не змінюється; 
 при високій топологічної уразливості зростає тривалість процесу 
ЗРЗІ. 
Представлені результати фактично підтверджують основні міркування 
щодо поведінки та взаємозв’язків використаних в моделі параметрів. 
Наведені висновки використовуються в подальшому для дослідження 
розповсюдження забороненої інформації в конкретних ІТКМ. Спочатку 
розглядається відома епідеміологічна модель розповсюдження вірусів в 
мережах. Далі, на відміну від [3], запропонована певна модифікація моделі, 
яка експериментально досліджується. 
 
2.2. Моделі динаміки розповсюдження хробаків 
Серед різноманітних застосувань моделей в захисті інформації дуже 
цікавим є дослідження динаміки розповсюдження вірусів в мережах. 
Дослідження особливостей розповсюдження мережевих хробаків 
останні роки стало дуже популярною темою. Математичний апарат для 
вивчення динаміки «звичайних» біологічних епідемій розроблений давно, 
проте цей напрямок набув став модним лише в 2001 році, коли стався спалах 
вірусів Code Red i Nimda. Основні і досить неприємні для перспектив безпеки 
результати можна отримати вже з аналізу класичних моделей епідемій, які 
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пiдходять для вивчення комп’ютерних iнфекцiй навiть дещо лiпше, нiж для їх 
бiологiчних аналогiв [25]. 
На сьогоднiшнiй день вiдомий досить широкий спектр результатiв 
дослiджень в областi моделювання процесу поширення вiрусiв. З метою 
визначення можливостi їх застосування для аналiзу процесу поширення 
вiрусiв в IТКМ обмежимося згадкою найбiльш типових з них. 
Роботи, присвяченi аналiзу процесу поширення вiрусiв, традицiйно 
дiляться на два основних напрямки [25]: аналiтичний та iмiтацiйний. 
Моделi аналiтичного напряму в свою чергу можна роздiлити на двi 
групи. Моделi першої групи (наприклад, [25]) не враховують структуру 
мереж, але надають можливiсть для аналiзу важливих з точки зору вiрусної 
загрози станiв вузлiв з урахуванням часу. Iсторично склалося, що такi моделi 
з'явилися пiонерськими в данiй областi i були запозиченi з математичних 
основ епiдемiологiї. У цих моделях вся множина об'єктiв в зонi ризику 
подiлялася на кiлька пiдмножин «iнфiкованих», «вразливих до зараження», 
«вилiкуваних» i т.д., а динамiка чисельностi цих пiдмножин описувалася 
диференцiальними рiвняннями. 
Моделi другої групи враховують структуру мереж. Але вони або 
обмеженi використанням завiдомо недостатньої кiлькостi станiв вузлiв через 
високу обчислювальну складнiсть застосовуваних методiв (наприклад, [15-
17]), або не дають iнформацiї про стан захищеностi кожного конкретного 
вузла мережi в за даний момент часу (наприклад, [18]). 
Одна з найбiльш вдалих класифiкацiй моделей i систем iмiтацiйного 
напрямку представлена в [19]. Iмiтацiйнi моделi отримали широке 
застосування в умовах появи високопродуктивних систем iмiтацiйного 
моделювання, в тому числi об'єктно-орiєнтованих (приклад такої системи 
показаний в [20]). 
Вони забезпечують високу точнiсть моделювання при великiй кiлькостi 
мережевих вузлiв. Однак такi моделi вимагають детального знання 
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алгоритмiв iнформацiйної взаємодiї вузлiв мережi, якi часто є недоступними 
для дослiдника. 
Для найбiльш ймовiрних на практицi вихiдних даних тiльки про 
структуру IТКМ i середньостатистичних часових характеристик 
функцiонування вiрусiв i ПЗI [21] їх вузлiв прiоритет мають аналiтичнi 
моделi. Вони вiдрiзняються високою швидкiстю моделювання i можливiстю 
отримання рiшення «в загальному виглядi» [5]. Однак спроби застосування 
вiдомих аналiтичних моделей до процесу поширення вiрусiв або їх 
комбiнацiй для потенцiйно доступного набору вихiдних даних про IТКМ 
виявилися безуспiшними, оскiльки переваги цих моделей з лишком 
перекривалися їх недолiками. В результатi виникла потреба в розробцi 
нового пiдходу, що парирує недолiки вiдомих аналiтичних моделей в данiй 
областi. 
В даний час вiдомо кiлька рiзновидiв математичних моделей 
поширення комп'ютерних вiрусiв, розроблених на основi бiологiчних 
пiдходiв, якi вiдрiзняються мiж собою областю обмеження i умовами 
застосування в реальних технiчних системах. Серед них можна видiлити 
наступнi моделi: 
 SI (Suspected-Infected), загальна кiлькiсть об’єктiв N = S(t) + I(t), 
де S(t) – кiлькiсть вразливих об'єктiв, I(t) – кiлькiсть заражених об'єктiв; 
 SIR (Suspected-Infected-Recovered), загальна кiлькiсть об’єктiв N 
= S(t) + I(t) + R(t), де S(t) – кiлькiсть вразливих об'єктiв, I(t) – кiлькiсть 
заражених об'єктiв, R(t) – кiлькiсть вилiкуваних об'єктiв, що володiють 
iмунiтетом; 
 SEIQR (Suspected-Exposed-Infected-Quarantined-Recovered) 
загальна кiлькiсть об’єктiв N = S(t) + E(t) + I(t) + R(t) + Q(t), де S(t) – кiлькiсть 
вразливих об'єктiв, E(t) – кiлькiсть об'єктiв, заражених вiрусом, але не 
розповсюджують iнфiкування (латентний перiод вiрусу), I(t) – кiлькiсть 
заражених об'єктiв, R(t) – кiлькiсть вилiкуваних об'єктiв, що володiють 
iмунiтетом, Q(t) – кiлькiсть об'єктiв в карантинi; 
 64 
 PSIDR (Progressive Suspected-Infected-Detected-Recovered) 
загальна кiлькiсть об’єктiв N = S(t) + I(t) + R(t) + D(t), де S(t) – кiлькiсть 
вразливих об'єктiв, I(t) – кiлькiсть заражених об'єктiв, R(t) – кiлькiсть 
вилiкуваних об'єктiв, що володiють iмунiтетом, D(t) – кiлькiсть знайдених 
заражених об'єктiв. 
Проведенi дослiдження показали, що iснуючi моделi поширення 
комп'ютерних вiрусiв на даний момент мають ряд недолiкiв: 
1) не враховують зв'язнiсть комп'ютерної мережi; 
2) не враховують часовi затримки як всерединi кожної комп'ютерної 
локальної мережi, так i на «мостах». 
 
2.2.1. Проста епiдемiчна модель 
Розглянемо бiльш детально просту епiдемiчну модель, в якiй 
вважається, що будь-який вузол мережi, яка складається з постiйної кiлькостi 
комп’ютерiв (всього їх N), може бути уразливим (S) або iнфiкованим (I), 
тобто N = S + I. Припустимо, що на кожному iнфiкованому вузлi може 
iснувати лише одна копiя хробака, яка випадковим чином обирає в 
доступному адресному просторi потенцiйну жертву зi середньою швидкiстю 
β на одиницю часу (тобто на пошук i зараження одної жертви витрачається 
1/β секунд). У найпростiшому випадку в можна визначити швидкiстю 






V                                    (8) 
Якщо ввести змiннi i = I/N (доля iнфiкованих вузлiв) i s = S/N (доля 





                                                   (9) 
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Це рiвняння має аналiтичний розв’язок, який, зважаючи на те, що в 











                                              (10) 
З цiєї формули випливає, що епiдемiя у прийнятiй моделi цiлком 
залежить вiд двох параметрiв: швидкостi розмноження хробака β i початкової 
зараженостi мережi i0. Як показує досвiд, цiлком справедливою є така оцiнка 
– хробак починає атаку на мережу приблизно з одного комп’ютера. 
Аналiз динамiки останньої функцiї дозволяє видiлити три етапи: 
1-й етап – повiльне зростання зараженостi до деякого порогового 
значення iпор  0.05; 
2-й етап – вибухова фаза в дiапазонi 0.05 <i< 0.95; 
3-й етап – насичення, i> 0.95, на цiй дiлянцi при випадковому 
скануваннi адресного простору зараженi вузли переважно контактують мiж 
собою i неiнфiкованi вузли можуть залишатися «чистими» невизначено 
довгий час. 












                                    (11) 
з чого виникає, що динамiка епiдемiї не залежить вiд масштабiв мережi. 
Наприклад, мережа з мiльйону комп’ютерiв, в якiй в початковий момент буде 
iнфiковано лише один вузол, практично буде зараженою за той же час, що i 
аналогiчна мережа зi ста мiльйонiв зi ста зараженими вузлами у початковий 
момент. 
Викладене дає можливiсть зробити наступнi висновки: 
 однорiднiсть мережi вiдносно певної уразливостi представляє 
головну загрозу. Як показує практика, навiть хробакiв, що обирають жертву 
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випадковим чином, отже, є найбiльш повiльними, можуть за лiченi хвилини 
уразити ключовi вузли Iнтернету; 
 експоненцiйне зростання кiлькостi вiрусiв у будь-якiй мережi 
свiдчить про вiдсутнiсть захисних механiзмiв або про їх повну 
неефективнiсть; 
 механiзм випадкового вибору жертви обмежує знизу швидкiсть 
розповсюдження вiрусiв по мережi. Суттєво її збiльшити можна досить 
простими засобами: попередньо пiдготувати список адрес для атаки, 
сканувати пiдмережi, видiлити для кожної копiї хробака окремого фрагмента 
мережевого адресного простору i iн.; 
 iнфекцiйна здатнiсть β значною мiрою залежить вiд швидкостi 
проходження мережевих пакетiв. Сучаснi Web-додатки орiєнтованi на 
передачу великих масивiв даних, що автоматично пiдвищує швидкiсть 
розповсюдження хробакiв; 
 системи раннього сповiщення про розвиток епiдемiї виявляються 
ефективними лише на дiлянцi i<<iпор i при низьких значеннях β. Але аналiз 
звернень до неiснуючих адрес дозволяє визначити ознаки вiрусної активностi 
при зараженнi 1-2% уразливих вузлiв. Це означає, що попередження можна 
отримати через дуже короткий час, тобто епiдемiї можна лише зафiксувати, 
але не запобiгти; 
 ефективнiсть мережевих епiдемiй можна значно пiдвищити 
шляхом попереднього зараження окремих уразливих вузлiв; 
 збiльшення адресного простору знижує iнфекцiйну здатнiсть 
хробакiв з випадковим вибором жертви, особливо коли адреси рiвномiрно 
«розмазанi» по всьому просторi. 
Аналiз епiдемiй вiрусiв CodeRed v2 i Slammer на основi даної моделi 
показав задовiльне спiв падiння з реальною динамiкою епiдемiй. 
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2.2.2. Iншi варiанти епiдемiчної моделi 
Фактори, що забезпечують затухання мережевих епiдемiй, оцiнюються 
на моделi, в якiй мережевi вузли бувають трьох типiв: уразливi (S), iнфiкованi 
(I), несприйнятливi (R), тобто N = S + I + R. Спочатку припустимо, що вузли 
виявляються невразливими лише пiсля їх лiкування. Якщо ввести постiйну 




























                                                   (12) 
В цiй моделi iснує порогова умова для розвитку епiдемiї. На дiлянцi 
зростання i(t) похiдна di/dt повинна бути позитивною. Оскiльки s(t) постiйно 
зменшується за рахунок iнфiкованих комп’ютерiв, то отримаємо, що для 
початку епiдемiї необхiдно 
s(0) >γr/β. 
На жаль, така умова виконується досить легко, оскiльки γ визначається 
людською реакцiєю, яка зазвичай запiзнюється, та необхiднiстю 
завантаження громiздких «латок». Крiм того, β постiйно збiльшується за 
рахунок технiчних характеристик мережi та «доброї волi» зловмисника (вiн 
може, наприклад, зробити паузу в циклi розмноження i знизити швидкiсть 
iнфiкування). 
В реальних умовах «iмунiтет» шляхом установки антивiрусного ПЗ, 
мiжмережевих екранiв i iнших «латок» набувають не лише iнфiкованi вузли, 
а i уразливi. Вважаючи, що середня швидкiсть iмунiзацiї приблизно однакова 



















                                                      (13) 
причому умова розвитку епiдемiї зберiгається. 
З цiєї системи отримаємо r(t) = 1 – exp(-γt), звiдкiля випливає, що за 
достатньо великий час епiдемiю, здається, можна подолати. Але цей час 
може виявитися неприйнятно великим. Цей час частково можна було б 
скоротити за рахунок автоматизацiї процесiв усунення уразливостей. Проте 
на практицi iмунiзацiя незаражених вузлiв здiйснюється набагато повiльнiше, 
оскiльки зазвичай люди дiють за принципом «поки грiм не гряне». 
Динамiка системи зi змiнним числом вузлiв визначатиметься 



























                                           (14) 
Тепер умова розвитку епiдемiї набуває вигляду 
s> (γ + α)/β. 
За такої умови в система має постiйний рiвень, до якого прагне доля 
iнфiкованих комп’ютерiв. Це означає, що в реальних умовах вiд конкретного 
вiрусу в системi з приростом уразливих вузлiв повнiстю позбавитись 
неможливо навiть при автоматичнiй «вакцинацiї». 
Моделювання i порiвняння його результатiв з фрагментарними даними 
спостерiгачiв за розвитком реальних епiдемiй пiдштовхує до iнтуїтивно 
зрозумiлого висновку: масове розповсюдження ПЗ, однорiдного вiдносно 
конкретної уразливостi i вкрай низька швидкiсть усунення виявлених «дiрок» 
призводять до того, що високi технологiї створюють бiльше проблем, нiж 
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вирiшують. Поспiшне впровадження неперевiрених новацiй створило патову 
ситуацiю: з одного боку неможливо безболiсно вiдмовитись вiд нововведень, 
що стрiмко змiнюють середовище проживання людини, а з iншого – 
небезпека цих нововведень зростає з кожним днем. 
Оповiщення про новi «дiрки» зараз налагоджено непогано, проте 
переважна маса користувачiв iгнорує попередження, оскiльки не має 
достатньої квалiфiкацiї, щоб зрозумiти їх змiст. Крiм того, зараз творцi 
вiрусiв навчилися успiшно блокувати та навiть знищувати антивiруснi 
засоби. 
 
2.3. Аналiтична модель 
Аналiзуючи процес iнформацiйної взаємодiї абонентiв при поширеннi 
забороненої iнформацiї в IТКМ, можна зробити наступнi висновки. Як 
виявляється, в IТКМ завжди приймають участь три типи абонентiв: 
 атакуючi абоненти, якi поширюють заборонену iнформацiю; 
 захищенi абоненти, що характеризуються тим, що не беруть 
участь у поширеннi забороненої iнформацiї i нiколи не будуть цим 
займатися; 
 потенцiйно вразливi абоненти, якi можуть бути схильнi до 
негативного впливу з боку атакуючих вузлiв i можуть почати поширювати 
заборонену iнформацiю. 
При цьому спостерiгається два протиборчi пiдпроцеси – атаки та 
захисту абонентiв мережi. Для моделювання таких явищ часто застосовують 
епiдемiологiчнi моделi. Зокрема нашому опису точно вiдповiдає SIR-модель 
Кермак-Маккендрiк [27]. Характер графiкiв, отриманих в результатi 
iмiтацiйного моделювання (рис. 2.2), схожий з результатами, якi дає дана 
модель [4]. Виходячи з вищесказаного, приходимо до висновку, що дана 





Рис.2.2. Iмiтацiйне моделювання(N= 1000, φ = 20, I0 = 1, β = 0,5, γ = 0,5, 
R0 = 10), S(t) – кiлькiсть схильних до атакивузлiв 
 
SIR(вiд англ.Susceptibles – Infectives – Removedwithimmunity) –
епiдемiологiчнiмодель, спрощено описуєпоширеннязахворювання, що 
передаєтьсявiдодного iндивiда до iншого, яка розглядаєсуб'єктiвз 
поглядутрьох можливихстанiв:сприйнятливий, iнфiкований, iмунiзований. 
































                                        (15) 
де I(t) – кiлькiсть заражених (iнфiкованих) особин, S(t) – кiлькiсть 
сприйнятливих особин, R(t) – кiлькiсть «виключених з iмунiзацiєю» 
(removedwithimmunity) особин, N = I(t) + S(t) + R(t) – кiлькiсть особин в 
популяцiї, γ – коефiцiєнт вiдновлення/смертi, β – швидкiсть зараження 
(iнфiкування), t – час. Дана система є надлишкової – будь-яке рiвняння з 
трьох рiвнянь можна виключити. 
 71 
При використаннi даної системи для аналiзу ЗРЗI в IТКМ отримуємо 
результати у виглядi графiкiв (рис. 2.3), якi хоч i правильно описують 




Рис. 2.3. Результати iмiтацiйного моделювання (N = 100000, φ = 150, I0 




 – аналiтичний 
розв’язок для процесiв атаки та захисту вiдповiдно, K, L – результати 
iмiтацiйного моделювання для процесiв атаки та захисту вiдповiдно) 
 
Суттєвi вiдхилення запропонованої моделi пiдтверджують мiркування 
про те, що запропонована модель не дає потрiбної точностi у зв'язку з тим, 
що в моделi, яку вона описує, не враховуються топологiчнi особливостi 
мережi. У зв'язку з цим було поставлено завдання адаптування цiєї системи 
пiд прогнозування ЗРЗI в IТКМ шляхом iнтегрування до неї параметра 
топологiчної уразливостi мережi φ. 
Проаналiзувавшиграфiки, отриманi за результатами iмiтацiйного 
моделювання тааналiтичного розв’язку даної системи, i 
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простежившифiзичний змiстрiвняньв данiй системi[27], можна прийтидо 
наступного висновку. 
Процесзахисту незалежить вiдтопологiї мережi,тому «змiнювати» R(t) 
не має сенсу.А осьпроцесатаки може залежати вiд структуризв'язкiв 
мiжабонентамив мережi. Реально параметртопологiчноїуразливостiφможе 
впливати наI(t) через коефiцiєнтβ. Тодi у загальному 


































                                      (16) 
де С – коефiцiєнт, що залежить вiд параметра φ. 
Вiдзначимо, що в [2] вже пропонувався аналогiчний пiдхiд, при цьому 
зазначалося, що коефiцiєнт С може бути виражений функцiєю або 
апроксимований константою. 
Аналiз топологiй великомасштабних IТКМ показав, що типовi 
значення параметра φ для них знаходяться в дiапазонi вiд 100 до 600. 
Як показано в [2], результати серiї експериментiв з iмiтацiйного 
моделювання ЗРЗI в IТКМ дозволили одержати залежнiсть параметра С вiд φ 
у виглядi С = 2*lnφ. Апроксимацiя проводилась методом найменших 
квадратiв з використанням пакету MathCAD. 


































                                     (17) 
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Система даних диференцiальних рiвнянь дозволила, згiдно з [2], 
отримати прогноз ЗРЗI у великомасштабнiй IТКМ (N = 105...108) з похибкою 
до 20%. 
Однак, як показує бiльш детальний розгляд, запропонована 
логарифмiчна залежнiсть виглядає досить штучною i призводить до певних 
обчислювальних ускладнень. Тому в данiй роботi пропонується спрощена 
залежнiсть, а саме, лiнiйна апроксимацiя даної величини С = k*φ + b. 
Розрахунки за допомогою MatLAB показують, що для зазначеного дiапазону 
параметра φ апроксимацiя матиме вигляд лiнiйної залежностi С = 0,0072*φ + 
8,48. 



































                                  (18) 
 
Саме ця система диференцiальних рiвнянь була дослiджена в 
подальшому. Розрахунки проводилися за допомогою системи MathLAB. 
Чисельнi результати з [4], що використовувалися для порiвнянь та власнi 
експериментальнi данi наведенi в додатку Б. 
 
2.4. Дослiдження аналiтичної моделi 
Результати даної аналiтичної моделi порiвнювалися з результатами 
iмiтацiйного моделювання процесу ЗРЗI на топологiї реальної мережi. 









β γ R0 I0 
1 0,5 0,51 0 1 
2 0,5 0,51 0 1 




Знову нагадаємо, що параметр β – вiдображує силу загрози, це 
ймовiрнiсть здiйснення атаки, при β = 0– атака вiдсутня, γ – параметр, що 
вiдображує ступiнь протидiї загрозi, ймовiрнiсть захисту абонента, при γ = 0– 
захисту немає. I0– кiлькiсть абонентiв-зловмисникiв – 
першопочатковихджерелзагрози, R0–початкова кiлькiсть захищених вузлiв. 
За допомогою MatLAB отриманi розв'язки останньої системи 
диференцiальних рiвнянь, тобто розподiли величин I(t) та R(t) за часом. Цi 
розподiли показують динамiку змiни кiлькостi вузлiв мережi, якi захищенi та 
є джерелами загроз (додаток Б). 
Для порiвняння обчислювальних експериментiв використовувалися 
данi, що були отриманi в роботi [2] для iмiтацiйної моделi для мережi 
«ВКонтакте». 
На рис. 2.4 приведенi результати iмiтацiйного моделювання та 




Рис. 2.4. I i R – аналiтичний розв'язок, Y i Z – результати iмiтацiйної 
моделi 
На рис. 2.5 приведенi результати iмiтацiйного моделювання та 
аналiтичного розв'язку для β = 0,5, γ = 0,51, R0 = 0, I0 ≈ 24000. 
 
Рис. 2.5. I i R – аналiтичний розв'язок, Y i Z – результати iмiтацiйної 
моделi 
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На рис. 2.6 приведенi результати iмiтацiйного моделювання та 
аналiтичного розв'язку для β = 0,5, γ = 0,51, R0 ≈ 4*10
6
, I0 = 1. 
 
Експеримент 1 (рис. 3.5): φ= 200, β= 0,2, γ= 0,8, I0 = 1, R0 = 0. 
 
Рис. 2.6. I i R – аналiтичний розв'язок, Y i Z – результати iмiтацiйної 
моделi 
 
Як видно з рисункiв величини Zта R(t) з часом виходять на певну 
«платформу», а Y та I(t) – на нульову «платформу». Це свiдчить про певну 
стабiлiзацiю захисту та знищення заражених вузлiв. 
За результатамиекспериментiв булизробленi наступнi висновки: 
 результатианалiтичногорiшення пiдходятьдля 
апроксимацiїiмiтацiйнихрезультатiв,при цьомупохибка 
апроксимацiїдляпроцесу захистуR(t) становить не бiльше10%, для 
процесуатакиI(t) – не бiльше 15%; 
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 при середнiхзначенняхсилиатаки iзахисту (β,γ[0,3; 0,7]) 
похибказалишається в тому ждiапазонi(ΔR(t) <10%, ΔI(t) <15%), при сильнiй 
атаки iслабкому захистiiнавпаки – може складати близько20%; 
 при моделюваннiз великою кiлькiстюспочаткуатакуючихвузлiв 
(70 >>1) похибка становить: ΔR(t) <10%, ΔI(t) <15%; 
 при додаваннiв мережувеликої кiлькостiспочаткузахищених 
вузлiв(≈ 4*10
6
) аналiтичне рiшеннядаєрезультатз ΔR(t) <10%, ΔI(t) <15%; 
 порiвнюючи данi результати з результатом застосування вихiдної 
системи диференцiальних рiвнянь, можна говорити про значне збiльшення 
точностi прогнозування процесу ЗРЗI в IТКМ за рахунок урахування впливу 
на процес топологiчної уразливостi мережi. 
Отже, створена iмiтацiйна модель ЗРЗI в IТКМ, що враховує 
топологiчнi характеристики мережi, а також особливостi iнформацiйної 
взаємодiї абонентiв як людино-машинних систем. З її допомогою проведенi 
експерименти, результати яких показали залежнiсть реалiзацiї ЗРЗI вiд 
топологiчної уразливостi мережi. 
Приклади ефективного апробування механiзмiв прогнозування ЗРЗI в 
IТКМ дали пiдставу констатувати адекватнiсть i функцiональнiсть основних 












ВИСНОВОК ДО РОЗДIЛУ 2 
 
За результатами огляду предметної області цікаво розглянути питання 
створення імітаційної та аналітичної моделей поширення загрози забороненої 
інформації в ІТКМ. Імітаційна модель необхідна для отримання 
експериментальних результатів для синтезування аналітичної моделі. 
Необхідність створення аналітичної моделі обґрунтовується тим, що для 
імітаційного моделювання на топології існуючих ІТКМ (десятки мільйонів 
вузлів) необхідні великі часові витрати. Не враховуючи час на збір 
інформації про топологію мережі, який може складати близько тижня, 
безпосередньо моделювання ЗЗІ займає кілька годин навіть при використанні 
розподілених обчислювальних ресурсів. Аналітична модель може дати 
прогноз ЗРЗІ майже миттєво. З її допомогою можна отримати актуальні дані.  
Тому другий розділ присвячений дослідженню моделей загроз 














РОЗДIЛ 3. МОДЕЛЮВАННЯ ЗАГРОЗИ РОЗПОВСЮДЖЕННЯ 
ШКIДЛИВОЇ IНФОРМАЦIЇ В IТКМ 
Комп'ютернi засоби моделювання застосовуються для визначення 
характеристик або значень деяких фiзичних величин, якi обчислювати 
неможливо або складно отримати традицiйними шляхами. Увага при цьому 
придiляється швидше обчислювальним потужностям використовуваної 
апаратури i програм, нiж вiзуальної ефектностi i дружностi 
користувальницьких складових. 
На сьогоднi можна видiлити такi напрямки в моделюваннi 
комп'ютерних мереж, помiтнi по мети моделювання та поданням мережевих 
пристроїв 
1. Моделювання на параметричному рiвнi. При цьому пiдходi 
комп'ютерна мережа розглядається як точна математична модель, що 
дозволяє отримувати конкретнi описовi параметри i величини. 
2. Моделювання на функцiональному рiвнi. Комп'ютернi мережi, в 
цьому випадку, дослiджуються з точки зору їх функцiонування; робота 
мережевих пристроїв представляється поведiнковими моделями, якi не 
передбачають обчислення точних тимчасових або завантажувальних 
характеристик. 
Перший пiдхiд в деякiй мiрi можна асоцiювати з дослiдницькою 
роботою, другий – з навчальною. Параметричний аналiз є бiльш 
трудомiстким, складним, точним i дозволяє реально оцiнювати роботу 
мережi. Аналiз комп'ютерної мережi на функцiональному рiвнi призначений, 
головним чином, для виявлення закономiрностей її роботи, принципiв дiї 
використовуваних мережевих пристроїв i протоколiв, дослiдження переваг та 
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Iмiтацiйна модель ЗРЗI в IТКМ, що розглянута ранiше, хоча i враховує 
топологiчнi характеристики мережi, але залишається проблема урахування 
конкретних особливостей топологiї мереж. Нижче розглядаються деякi 
мiркування щодо спрощеної процедури урахування таких особливостей. 
3.1. Формування топологiї IТКМ 
Пiдтопологiєюбудеморозумiти структуруiнформацiйних зв'язкiвмiж 
вузлами мережi. Топологiчнiхарактеристики(середняступiньзв'язностiвузлiв, 
розподiл ступенiвзв'язностiвузлiв, кластернийкоефiцiєнтмережi, середня 
довжина шляхумережi)в роботi розглядаютьсяякосновнi 
технiчнiуразливостiIТКМдо реалiзацiйзагроз.Iншiуразливостi: використання 
нелiцензiйного ПЗ ввузлах, некоректно налаштованiмiжмережевi екраниi т.д. 
тут не розглядаються. 
Для моделювання ЗРЗI необхiдно мати топологiю реального об'єкта. 
Пряме отримання цiєї iнформацiї утруднено у зв'язку з наступним 
протирiччям. Для пiдвищення точностi результатiв моделювання необхiдно 
мати топологiю всiєї мережi. Отримати таку iнформацiю без прав 
адмiнiстратора не представляється можливим. При зборi даних з правами 
абонента IТКМ маємо справу з двома типами вузлiв: вiдкритими i закритими. 
Якщо в ходi збору даних ми отримуємо iдентифiкатори (id) вузла та 
сумiжних з ним вузлiв, то такий вузол називаємо вiдкритим. Якщо ж 
отримуємо тiльки id вузла (абонент за допомогою налаштувань приховав 
iнформацiю про свої контакти), то такий вузол називаємо закритим. Також в 
мережi можуть iснувати вузли, якi з'єднанi тiльки з закритими вузлами. У 
такому випадку неможливо отримати навiть iдентифiкатор вузла. Таких 
вузлiв в мережi незначна частина. Емпiрично показано [29], що закритих 
вузлiв на порядок бiльше, нiж вiдкритих, тому при зборi даних втрачається 
значна частина даних. 
Особливостi практичної реалiзацiї: 
1) Частота запитiв абонента про зв'язки вузла обмежена 
адмiнiстраторськими заходами (наприклад, для мережi «ВКонтакте» це 
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значення приблизно складає 10 запитiв в секунду). Це обмеження призводить 
до того, що, враховуючи масштабнiсть IТКМ (десятки мiльйонiв вузлiв), 
отримання iнформацiї про топологiю мережi перетворюється на тривалий 
процес (наприклад, для мережi «ВКонтакте» отримання iнформацiї про 
16*10
6
 вузлiв зайняло близько 20 дiб). Враховуючи, що час сесiї обмежений 
(наприклад, для мережi «ВКонтакте» це значення дорiвнює одної доби), дана 
особливiсть повинна враховуватися при практичнiй реалiзацiї. 
2) Вiдомi засоби (наприклад, [3]) для вирiшення завдання збору 
iнформацiї про зв'язки вузлiв в IТКМ не ефективнi, оскiльки безпосередньо 
не призначенi для досягнення цiєї мети i мають безлiч недолiкiв. 
3) Топологiя реальної IТКМ постiйно змiнюється (абоненти 
реєструються, додають зв'язку, видаляють зв'язку i облiковi записи). У зв'язку 
з цим, необхiдно постiйно отримувати актуальну iнформацiю про IТКМ для 
бiльш точного моделювання ЗРЗI. 
Топологiя мережi представляється графом G = {V, E}, де V (множина 
вершин графа) – множина вузлiв-абонентiв, а E (множина ребер) – 
iнформацiйнi зв'язки мiж вузлами. 
Будемо вважати, що граф є неорiєнтованим, тобто всi зв'язки – 
двонаправленi. Будь-якi двi вершини графа можуть бути пов'язанi не бiльш 
нiж одним ребром. Для спрощення дослiджень граф вважається не зваженим, 
тобто сила iнформацiйних зв'язкiв [27] не вiдображається на ваги вiдповiдних 
ребер. Вузол є людино-машинною системою, на одному комп'ютерi не може 
перебувати декiлька вузлiв. 
У пропонованiй моделi вузол vi = {idi, flagi} зберiгає унiкальний 
iдентифiкатор абонента мережi (id) i прапор (flag). Мiнлива flag визначає 
статус вузла: вiдкритий (flag = 1) або закритий (flag = 0). 
Методика формування топології IТКМ складається з послiдовностi 
крокiв[2]: 
 збiр даних про топологію доступнiй частинi мережi; 
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 формування повного графа мережi з урахуванням до давання 
недоступної частини на основi обчислених прогнозованих топологічних 
характеристик (розподiл ступенів зв'язностi, середня довжина шляху); 
 формування вектора топологічної уразливості вузлів IТКМ. 
3.2. Обслiдування мережi 
Далi розглянуто розроблений алгоритм формування повного графа 
мережi [2], який враховує топологiчнi характеристики доступнiй частинi 
мережi (розподiл ступенiв зв'язностi, середня довжина шляху). 
Обчислення середнього ступеня зв'язностi мережi 
Ступiнь зв'язностi вузла (degree) – кiлькiсть сумiжних з ним вузлiв [2]. 
Середнiй ступiнь зв'язностi мережi (averagedegree) – середнє 
арифметичне ступеня зв'язностi по всiй мережi. 
Використаний алгоритм обчислення середнього ступеня зв'язностi 
ґрунтується на обчисленнi ступенiв зв'язностi у вiдкритих вузлiв з 
урахуванням їх зв'язкiв з закритими. Середнє значення береться за 
вiдкритими вузлами. 
Отримання розподiлу ступенiв зв'язностi вузлiв в мережi 
Розподiл ступенiв зв'язностi вузлiв – статистична характеристика, що 
показує кiлькiсть вузлiв з кожним значенням зв'язностi в мережi [19]. 
Облiк вiдкритих i закритих вузлiв при отриманнi розподiлу ступенiв 
зв'язностi ведеться аналогiчним чином з пiдходом обчислення середнього 
ступеня зв'язностi. 
Обчислення кластерного коефiцiєнта мережi 
Кластерний коефiцiєнт вузла – характеристика, що показує «щiльнiсть» 
зв'язкiв навколо вузла [19]. Кластерний коефiцiєнт вузла обчислюється як 
вiдношення числа iснуючих зв'язкiв мiж сумiжними вузлами до значення 











С                                           (19) 
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деki – ступінь зв'язностi вузла, ni – кiлькiсть зв'язкiв мiж суміжними 
вузлами. 
Розглянемо приклад обчислення кластерного коефіцієнта для вузла1 
(рис.3.1). Суцiльними лiнiями показанi iснуючi зв'язки, пунктирними – 
потенцiйнi. Ступiнь зв'язностi k=4. Число можливих зв'язкiв між його 
суміжними вузлами одно k(k–1)/2 = 4(4–1)/2 = 6. Число iснуючих зв'язкiв – 2. 
Кластерний коефіцієнт C =2/6 =1/3. 
 
Рис. 3.1. Схематичний малюнок для визначення кластерного коефiцiєнта 
Алгоритм обчислення коефiцiєнта кластеризацiї мережi полягає в 
пiдрахунку кластерного коефiцiєнта кожного вузла i знаходження середнього 
значення. Обчислення кластерних коефiцiєнтiв здiйснюється тiльки для 
вiдкритих вузлiв з пiдрахунком клiк, що утворенi вiдкритими та закритими 
вузлами. Середнє значення розраховується за вiдкритими вузлами. 
Алгоритм обчислення середньої довжини шляху мережi 
Середня довжина шляху вузла – середнє арифметичне найкоротших 
шляхiв вiд заданого вузла до всiх iнших. 
Середня довжина шляху мережi – середнє арифметичне середнiх 
довжин шляху всiх вузлiв мережi. 
Обчислення середньої довжини шляху в графi здiйснюється тiльки за 
вiдкритими вузлами. Закритi вузли при цьому «вiддалялися» з мережi, так як 
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вони не несуть корисної iнформацiйного навантаження для даної 
топологiчної характеристики. Даний алгоритм полягає в обчисленнi суми 
середнiх довжин шляху для кожного вiдкритого вузла, подiленiй на їх 
загальну кiлькiсть. 
Топологiчна уразливiсть IТКМ – внутрiшня властивiсть IТКМ, 
заснована на характеристиках її топологiї, яке сприяє поширенню загрози 
забороненої iнформацiї. 
Топологiчною вразливiстю вузла мережi назвемо показник φ, який 








                                         (20) 
де ki – ступiнь зв'язностi вузла, Ci – кластерний коефiцiєнт вузла, Li – 
середня довжина шляху вузла. 
Дана характеристика показує, наскiльки вразливий до атак з точки зору 
розташування в мережi певний вузол. 
Накладається умова для застосування останньої формули – в мережi 
має бути бiльше одного вузла. 
Властивостi коефiцiєнта φ: 
1) 1 <φ< 2(N–1), де N – кiлькiсть вузлiв в мережi. 
Крайнiй випадок (максимальне значення) – повнозв'язний граф. У 
ньому ki = N–1 i середня довжина шляху дорiвнює одиницi Li = 1. 
2) Кластерний коефiцiєнт має властивiсть 0 ≤ Ci ≤ 1 i в повнозв'язкову 
графi Ci = 1. Отже, в цьому випадку φi = 2(N–1). 
3) Зi збiльшеннямφi зростає вразливiстьвузла. 
Пiдрахуноккоефiцiєнтатопологiчноїуразливостiдля всiєї 
мережiздiйснюєтьсяза формулою 
                         (21) 
 
де kдо – середнiй ступiньзв'язностiвузлiвв мережi,С– 







При дослідженні топологій реальних великомасштабних ІТКМ слід 
виділити і використовувати основні значущі положення, які відомі з 
відкритих джерел: 
1) середній ступінь зв'язності вузлів в таких мережах становить 100-
1000; 
2) середня довжина шляху визначається теорією шести рукостискань: в 
глобальних масштабах дорівнює 6, в реальних мережах становить значення 
3-5; 
3) коефіцієнт кластеризації, як правило, варіюється в значних від 0,01 
до 0,2. 
Виходячи з вищезгаданого та отриманих експериментальних 
результатів, маємо типове значення коефіцієнта топологічної уразливості у 
діапазоні від 100 до 500. 
Практичне застосування 
1) Використовуючи коефiцiєнт φ, можна оцiнити топологiчну 
вразливiсть конкретної реальної мережi за останньою, тобто 
 
                                      (22) 
 
У ходi роботи були проаналiзованi соцiальнi мережi Facebook i 
«ВКонтакте». Для мережi Facebookφ ≈ 70, «ВКонтакте» – φ = 200. Для мережi 
Facebook отримали не зовсiм типове значення, пов'язано це з методом 
вибiрки, застосованої американськими дослiдниками [19], а також тим, що 
дана мережа найбiльша i, дiйсно, в цiлому менш вразлива, нiж мережа 
«ВКонтакте». Далi топологiчна уразливiсть φ використовувалася для 
створення аналiтичної моделi розповсюдження забороненої iнформацiї як 







2) При аналiзi топологiчних характеристик мережi можна пiдрахувати 
коефiцiєнти вразливостi для кожного вузла в мережi (це буде вектор 
топологiчної уразливостi вузлiв IТКМ). 
Таблиця 3.1 
Вектор топологiчної уразливостi вузлiв IТКМ – вектор виду: 
№ вузла Значення φ 
Вузол 1 φ1 
… … 
Вузол N φN 
 
Отриманий вектор можна використовувати при прогнозування i 
загрози розповсюдження забороненої iнформацiї. На такому прогнозуваннi 
може базуватися подальша стратегiя забезпечення захисту, яка може 
використовувати з одного боку,класифiкацiю занебезпекоюатакуючiвузли, аз 
iншого боку, вибудувати найбiльш ефективну стратегiюпротидiї загрозi. 
 
3.3 Аналiз результатiв експериментальних дослiджень 
Моделювання ЗРЗI на великомасштабнiй IТКМ є трудомiстким 
завданням. Її рiшення в прийнятнi термiни i отримання актуальних 
результатiв можливо тiльки при використаннi розподiлених обчислювальних 
ресурсiв. 
Експериментальнi дослiдження проводилися на двох фрагментах 
IТКМ. Перший (фрагмент соцiальної мережi «ВКонтакте») отриманий у 
рамках даної роботи. 
Експериментальне дослiдження ЗРЗI в IТКМ здiйснювалося на основi 
iмiтацiйної моделi, докладно розглянутої у другому роздiлi роботи. 
Iмiтацiйна модель реалiзована у виглядi розробленого ПЗ пiд 
розподiлену обчислювальну систему. Для реалiзацiї паралельних обчислень 
на графi була використана бiблiотека ParallelBoostGraphLibrary [31]. 
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Бiблiотека розповсюджується вiльно i за своїми функцiональними 
можливостями не має альтернатив. 
ParallelBoostGraphLibrary (PBGL) надає гнучку та ефективну реалiзацiю 
концепцiї графiв. Входить до зiбрання бiблiотек boost, розширюють 
функцiональнiсть C++, якi вiльно поширюються за лiцензiєю 
BoostSoftwareLicense разом з вихiдним кодом. 
Бiблiотекадозволяє вибратиуявленняграфа,тип даних iалгоритмз 
великого наборуалгоритмiв. 
Тут представленi результати моделювання моделювання ЗРЗI в IТКМ. 
Запропонований алгоритм розподiленого моделювання був 
апробований на двох представлених вище топологічних фрагментах мереж 
пiсля застосування до нихалгоритму формування повного графа мережi. 
Експерименти проводилисяз рiзними початковими умовами. Спочатку було 
проаналiзовано вплив параметрів βiγ на характер процесу,результати 
експериментів наведенi на рис. 3.2 та 3.3(«ВКонтакте»). 
 
 
Рис. 3.2. Результати моделювання з параметрами γ = 0,1, I0= 1, R0= 0 
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Рис. 3.3. Результати моделювання з параметрами β= 0,2, I0= 1, R0= 0 
 
У ходi роботи ранiше була розглянута аналiтична модель ЗРЗI в IТКМ. 
В рамках даної моделi передбаченi два випадки: β ≠ γ i β = γ. Тому при 
моделюваннi використовувалися такi окремi випадки: β = 0,2 i γ = 0,8, β = 0,5 
i γ = 0,5. Кiлькiсть початково атакуючих вузлiв I0 розглядалося виходячи з 
того факту, що це може бути одна людина або декiлька. В якостi декiлькох 
розповсюджувачiв вибиралося порядку 0,1% вузлiв випадковим чином. При 
розглядi такої умови як кiлькiсть спочатку захищених вузлiв R0, виходимо з 
таких мiркувань. 
По-перше, таких вузлiв може i не бути, по-друге, їх може бути достатня 
кiлькiсть (розглядалося 25% вiд загальної кiлькостi вузлiв в мережi), i, по-
третє, такi вузли складають основну частину мережi (розглядалося 75% вiд 
загального кiлькостi вузлiв в мережi). Вузли, схильнi до атаки (S0), 
визначаються: S0 = N – I0 – R0, де N – загальна кiлькiсть вузлiв в мережi. 
За допомогою MatLAB отриманi розв'язки останньої системи 
диференцiальних рiвнянь, тобто розподiли величин I(t) та R(t) за часом. Цi 
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розподiли показують динамiку змiни кiлькостi вузлiв мережi, якi захищенi та 
є джерелами загроз (додаток В). 
Графiки результатiв проведеного моделювання поширення забороненої 
iнформацiї на топологiчному фрагментi соцiальної мережi «ВКонтакте» 
наведено на рис. 3.4-3.6. 
 
Експеримент 1 (рис. 3.5): φ= 200, β= 0,2, γ= 0,8, I0 = 1, R0 = 0. 
 
 
Рис. 3.4. Результати експерименту 1 
 
Експеримент 2 (рис. 3.5): φ= 200, β= 0,2, γ= 0,8, I0 = 1, R0 = 0,25 N. 
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Рис. 3.5. Результати експерименту 2 
 
Експеримент 3 (рис. 3.6): φ= 200, β= 0,2, γ= 0,8, I0 = 1, R0 = 0,75N. 
 
Рис. 3.6. Результати експерименту 3 
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За результатами даних експериментiв можна зробити наступнi 
висновки: 
1) Уже один атакуючий вузол може визвати «спалах» в мережi, навiть 
при великому значеннi iмовiрностi захисту. 
2) З ростом числа початково захищених вузлiв, максимальне число 
атакуючих вузлiв зменшується. 
3) При зростаннiчислапочатковоатакуючихвузлiвспостерiгається 
«спалах» вже на перших етапах. 
 
3.4. Методика створення системи протидiї ЗРЗI за результатами 
моделювання 
3.4.1. Система протидiї ЗРЗI 
Сучаснi загрози створюються таким чином, щоб обiйти захист. 
Боротися з ними складно, так як вони розробленi професiоналами, якi 
переслiдують конкретнi цiлi, i, як правило, вже не виявляються за допомогою 
сигнатур. Розробники дослiджують середу, в яку збираються вторгнутися, 
наявнi в нiй засоби захисту, i тут не допоможуть навiть «пiсочницi», так як 
вони вмiють їх обходити. Розробка шкiдливого ПЗ виконується з 
дотриманням усiх стандартiв i технологiй, що використовуються при 
створеннi комерцiйних продуктiв, до технiчного завдання, робочим 
проектом, тестуванням, пiдтримкою i оновленням. При цьому хакерами для 
тестування використовуються i хмарнi технологiї. Сучасне шкiдливе ПЗ є 
багатокомпонентним, i кожна компонента сама по собi не є небезпечною. У 
якийсь момент компоненти збираються разом, i тодi слiдує повноцiнна атака. 
Якi ж методи можуть бути використанi для побудови дiєвого захисту? 
Класичнi полягають у тому, щоб застосовувати брандмауери, IDS/IPS i iншi 
методи. У той же час, можна використовувати самi передовi засоби захисту, 
але вони не допоможуть, якщо не реалiзованi належнi процедури та полiтики. 
Бiльшiсть компанiй прагнуть приховати факти проникнень, боячись 
репутацiйних ризикiв. Однак при такому пiдходi ймовiрнiсть успiшних атак 
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на iншi компанiї зростає, тому набагато кориснiше для всiх обмiнюватися 
такою iнформацiєю. 
Методика захисту вiд вторгнень повинна включати наступне: найбiльш 
повно знати про ситуацiю, яка передувала атацi, виявити i максимально 
блокувати атаку в її ходi та проаналiзувати, як це все вiдбувалося, пiсля 
атаки. Як можна цього досягти? Йдеться про показники, що дозволяють 
визначити компрометацiю, наприклад, про репутацiю джерела трафiку, про 
певнi характеристики трафiку, що вказують на можливiсть атаки, його 
вiдхилення вiд звичайного поведiнки i т.д. Потрiбно збирати iнформацiю про 
показники компрометацiї з iнших джерел i проводити їх аналiз. Для захисту в 
ходi атаки не можна обмежуватися тiльки аналiзом сигнатур, потрiбно 
використовувати i додатковi методи виявлення, наприклад, фiльтри на основi 
репутацiї, нечiткi вiдбитки, виявлення на основi аналiзу поведiнки. Потрiбно 
також мати повну картину хто i що робить в мережi. Це дозволить зрозумiти, 
яким чином атака проникла в мережу, якi системи є потенцiйно зараженими, 
перш нiж вона виконається. 
Створення iмiтацiйних моделей ЗРЗI в IТКМ, що враховує топологiчнi 
характеристики мережi, а також особливостi iнформацiйної взаємодiї 
абонентiв як людино-машинних систем, дозволяє суттєво зменшити 
ефективнiсть атак. 
Графiкирезультатiв проведеногомоделювання поширеннязабороненої 
iнформацiїнатопологiчномузрiзiсоцiальної мережi Facebookнаведенi у 
[8].Характерпроцесу поширеннязабороненої iнформацiїна цiй мережiтакий 
же, якi на мережi «ВКонтакте».Цей фактвказує на те, що рiзнi соцiальнi 
мережiмають схожутопологiю. 
У ходi експериментальних дослiджень були отриманi також результати, 
що стосуються топологiї IКТМ [3]. 
Нижче у таблицi [2] представленi основнi топологiчнi характеристики 
для випадкових графiв i двох видiв складних мереж (complexnetworks), якi 
були розглянутi в першому роздiлi. 
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Пiсля проведення експериментiв можна порiвняти результати з 
представленими даними i зробити висновок про належнiсть соцiальних 
мереж до певного типу, виходячи з отриманих топологiчних характеристик. 
Знаючи топологiчнi характеристики IТКМ, можна генерувати на їх основi 
мережi з такими ж параметрами будь-яких масштабiв, що допоможе вивчати 






































За наявностi адмiнiстративного ресурсу можна реалiзувати 
автоматизовану систему протидiї загрозi поширення забороненої iнформацiї. 
Автоматизована система протидiї загрозi поширення забороненої 
iнформацiї може бути реалiзована у рамках пiдсистеми адмiнiстрування. 
У великих мережах функцiї адмiнiстрування можуть бути розподiленi 
мiж: багатьма адмiнiстраторами. Зокрема, бувають адмiнiстратори баз даних, 
захисту даних, архiвування, електронної пошти та iн. 
Головнi завдання та групи функцiй адмiнiстративної пiдсистеми такi: 
 монiторинг та мережеметрiя; 
 планування робiт у мережi; 
 керування iнформацiйними потоками та реконфiгурування 
мережi; 
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 iнформацiйно-довiдкова служба; 
 гарантування безпеки даних, контроль за правильнiстю 
повноважень, розпiзнавання; 
 електронна пошта. 
Саме реалiзацiя наведених завдань надасть можливiсть протидiї загрозам 
поширення забороненої iнформацiї. 
Узагальнена послiдовнiсть крокiв при реалiзацiї такої системи 
подається нижче. Розглянутi функцiї реалiзуються за допомогою типових 
засобiв. Отже, алгоритм протидiї ЗРЗI полягає в реалiзацiї наступних 
функцiй. 
 
Iдентифiкацiя забороненої iнформацiї 
Функцiя реалiзується за допомогою нормативно-правових актiв. Вона 
не може повнiстю виключити загрозу розповсюдження забороненої 
iнформацiї в соцiальних мережах, так як в цiлому ситуацiя з дотриманням 
законiв незадовiльна, а в iнтернет-просторi загострюється через технiчнi 
складнощi. 
Крок 1. Введення даних – типове повiдомлення, що мiстить 
iнформацiю, заборонену до поширення. База даних таких повiдомлень 
формується з списку екстремiстських матерiалiв та єдиного реєстру 
доменних iмен, покажчикiв сторiнок сайтiв в мережi «Iнтернет» i мережевих 
адрес, що дозволяють iдентифiкувати сайти в мережi «Iнтернет», що мiстять 
iнформацiю, поширення якої в Українi заборонено. 
Крок 2. Виявлення «маркерiв», тобто слiв i словосполучень, що 
мiнiмально змiнюються пiд час переформулювання. 
Крок 3. Синтез формального опису «маркерiв» з використанням 
регулярних виразiв або контекстно-вiльної граматики. 
Далi робота алгоритму розбивається на двi процедури, що виконуються 




Крок 4а. Складання правил фільтрації повідомлень на основі 
формального опису. Здійснюється шляхом компіляції регулярних виразів за 
допомогою засобів, призначених для фільтрації (див. Крок 5а). 
Крок 5а. Конфігурація технічних засобів фільтрації з використанням 
правил. Як правило, це антиспам системи такі як Apache Spamassassin, 
Yandex Spamooborona, Kaspersky Antispam, FASTBL, dnsbl та ін. 
Крок 6а. Моделювання загрози розповсюдження забороненої 
інформації. 
Крок 7а. Підвищення пріоритету процесу фільтрації відповідно з 
результатами моделювання загрози розповсюдження забороненої інформації. 
 
Лiквiдацiя наслiдкiв 
Крок 4б. Конструювання ряду пошукових запитiв за формальними 
правилами, i пiдстроювання параметрiв пошуку (прiоритет, глибина i тд.). 
Крок 5б. Виконання запитiв та аналiз результатiв. На даному етапi 
можливе уточнення запитiв. 
Крок 6б. Видалення знайдених сутностей iз збереженням зв'язностi БД. 
Крок 7б. Вiдправка повiдомлення про проведенi заходи в контролюючi 
органи. 
Тепер залишається скористатися зiбраною iнформацiєю. 
 
3.4.2. Прогноз 
Для прогнозування загроз у сфері інформаційної безпеки є декілька 
підходів. Зокрема, теорія ритмів вважає, що всі процеси природного, 
економічного, технологічного та інших характерів підкоряються певним 
загальним закономірностям. 
Ряд авторiв пропонують використовувати для прогнозування загроз 
статистичнi методи. Головною перевагою цих методiв є адаптацiя 
математичних i статистичних апаратiв до об'єкта. Статистичнi методи 
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унiверсальнi, оскiльки для проведення аналiзу не потрiбно знання про 
можливi атаки i використовуваних ними вразливостi. Але при використаннi 
цих методiв виникає ряд проблем: 
• «статистичнi» системи не чутливi до порядку проходження подiй; 
• важко поставити граничнi (пороговi) значення вiдслiдковуються 
системою виявлення атак характеристик; 
• «статистичнi» системи можуть бути з плином часу «навченi» 
порушниками. 
Ще один метод прогнозування – метод експертних оцінок. Це метод 
доцільно застосовувати в тому випадку, коли відсутні статистичні дані. При 
цьому експертам пропонується відповісти на питання про стан або майбутній 
поведінці інформаційних активів, що характеризуються невизначеними 
параметрами або невивченими властивостями. 
Існує три методи прогнозування, заснованих на експертних оцінках: 
1. Метод колективної експертної оцінки. В даному випадку 
відбувається узагальнення результатів роботи групи експертів в області 
інформаційної безпеки. Для отримання об'єктивного результату необхідно 
обробити індивідуальні, незалежні оцінки, винесені експертами. Таким 
чином відбувається різнобічний аналіз проблеми. 
2. Метод Делфі експертних оцінок. Даний метод ґрунтується на процесі 
«мозкового штурму», виробленого групою фахівців. Даний метод 
застосовується при необхідності швидкого ухвалення рішення. Дельфійський 
метод використовується для експертного прогнозування шляхом організації 
системи збору та математичної обробки експертних оцінок. 
3. Компетентність експертної групи. В даному випадку відбувається 
дискусія з питання, з метою знаходження єдино правильного його вирішення. 
Цей метод відрізняється від попереднього тим, що крім вираження своїх ідей, 
експерт може також критикувати чужі. Перевагою даного методу є простота 
реалізації і зменшення ймовірності помилок. 
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Таким чином, метод колективних оцінок є найбільш універсальним і 
використовується в магістерській роботі. 
Знання експертів формуються в базу даних. База даних допоможе в 
пошуку аналогічних подій і методів їх вирішення, а також мінімізації втрат. 
Такий метод прогнозування має багато спільного з прогнозуванням методом 
аналогій. Головним достоїнством такого прогнозування є відсутність 
помилкових тривог. 
Основним недоліком цього методу є можливість відображення 
невідомих атак. При цьому навіть невелика зміна вже відомої атаки може 
стати серйозною проблемою. 
Використовуючи розроблену аналітичну модель, можна отримати 
прогноз по динаміці ЗРЗІ в ІТКМ за прийнятний час. 
Алгоритм отримання прогнозу складається з послiдовностi 
наступних крокiв. 
Крок 1. Визначити коефiцiєнт топологiчної уразливостi розглянутої 
IТКМ. Необхiдно постiйно проводити монiторинг значення даного параметра 
для самих великомасштабних i популярних мереж для використання його 
актуального значення. 
Крок 2. При появi перших повiдомлень iз забороненою iнформацiєю 
зiбрати статистику таких повiдомлень. Даний крок необхiдно виконати на 
раннiх стадiях виникнення загрози. З одного боку, чим бiльше даних вдасться 
зiбрати, тим точнiше буде прогноз, з iншого боку, при затримцi виконання 
даного кроку, актуальнiсть прогнозу може бути втрачена. 
Крок 3. Апроксимувати зiбранi данi за допомогою системи 
диференцiальних рiвнянь, що описують модель, пiдiбравши потрiбнi 
значення β i γ (ймовiрностi атаки та захисту). 




ВИСНОВКИ ДО РОЗДIЛУ 3 
 
Iмiтацiйна модель ЗРЗI в IТКМ, що розглянута в другому роздiлi, хоча i 
враховує топологiчнi характеристики мережi, але залишається проблема 
урахування конкретних особливостей топологiї мереж. У третьому роздiлу 
розглядаються деякi мiркування щодо спрощеної процедури урахування 
таких особливостей. 
Розглянуто розроблений алгоритм формування повного графа мережi, 
який враховує топологiчнi характеристики доступнiй частинi мережi 
(розподiл ступенiв зв'язностi, середня довжина шляху). 




















Основним результатом даної роботи є вдосконалена модель загрози 
розповсюдження забороненої iнформацiї в IТКМ. 
В результатi виконання роботи були отриманi наступнi результати: 
 проведено iнформацiйний огляд сучасних моделей 
розповсюдження шкiдливої iнформацiї в мережах; 
 дослiджено множину функцiй захисту вiд забороненої 
iнформацiї; 
 проведено огляд сучасних епiдемiологiчним моделей; 
 проведено експериментальне дослiдження обраного варiанту 
моделi; 
 дослiджено питання топологiчної уразливостi IТКМ; 
 сформовано основнi принципи протидiї та прогнозування ЗРЗI. 
Iмiтацiйна модель ЗРЗI в IТКМ враховує топологiчнi характеристики 
мережi, а також особливостi iнформацiйної взаємодiї абонентiв як людино-
машинних систем. З її допомогою проведенi експерименти, результати яких 
показали залежнiсть реалiзацiї ЗРЗI вiд топологiчної уразливостi мережi. 
Приклади ефективного апробування механiзмiв прогнозування ЗРЗI в 
IТКМ дають пiдставу констатувати адекватнiсть i функцiональнiсть основних 
теоретичних побудов i розроблених на їх основi алгоритмiчних та 
iнструментальних засобiв. 
Використано алгоритм формування вихiдних даних про топологiю 
мережi (множини вершин i зв'язкiв мiж ними доступною частини мережi). 
Введена оцiнка топологiчної уразливостi мережi (вектор топологiчної 
уразливостi), враховує наступнi параметри: середню довжину шляху мережi, 
коефiцiєнт кластеризацiї мережi, середню ступiнь зв'язностi мережi i загальна 
кiлькiсть вузлiв в мережi. 
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Код для MatLab 
function F = fun(t,x) 
F = [((0.0072*FI+8.48)*BET/N)*X(1)*X(3)-GAM*X(1); GAM*X(1); 
(-(0.0072*FI+8.48)*BET/N)*X(1)*X(3)]; 
 
T0 = 0, T1 = 20, FI = 150, BET = 0.5, GAM = 0.51, N = 105, X0 = [1;0;104]; 
[t,X] = ode23(‘fun’,[T0 T1],X0); 
 105 
Додаток Б 












0 0 0 10
-6
 0 
1 0 0 10
-6
 0 
2 0,1 0 0,5 0 
3 2,0 0,1 2,0 0,1 
4 8,0 3,0 8,0 0,2 
5 7,0 5,0 3,0 2,0 
6 6,0 7,0 0,1 10,0 
7 4,5 8,0 0 11,0 
8 2,5 10,0 0 11,2 
9 1,0 12,0 0 11,5 
10 0,6 12,5 0 12,0 
11 0,45 12,8 0 12,0 
12 0,3 13,0 0 12,0 
13 0,25 13,0 0 12,0 
14 0,05 13,0 0 12,0 
15 0 13,0 0 12,0 
16 0 13,0 0 12,0 
 
Результати iмітацiйного моделювання та аналiтичного розв'язку для β = 













0 0 0 0,024 0 
1 2,0 0,2 0,5 0 
2 3,5 2,0 3,5 0,2 
3 2,0 4,1 0,3 2,1 
4 1,0 6,0 0,2 5,2 
5 0,5 7,0 0,1 7,0 
6 0,2 7,1 0,1 7,0 
7 0,1 7,2 0 7,0 
8 0,05 7,2 0 7,0 
9 0 7,2 0 7,0 
10 0 7,2 0 7,0 
11 0 7,2 0 7,0 
12 0 7,2 0 7,0 
13 0 7,2 0 7,0 
14 0 7,2 0 7,0 
15 0 7,2 0 7,0 
16 0 7,2 0 7,0 
 
Результати iмітацiйного моделювання та аналiтичного розв'язку для β = 













0 0 4,0 10
-6
 4,0 
1 0 4,0 0,1 4,0 
2 0,2 4,0 0,2 4,0 
3 2,5 4,1 2,0 4,1 
4 5,0 4,5 5,0 4,5 
5 4,5 7,0 0,1 7,0 
6 3,5 8,0 0,1 12,0 
7 2,5 10,0 0 12,2 
8 1,0 11,5 0 12,5 
9 0,5 12,0 0 12,5 
10 0,2 12,4 0 12,5 
11 0,15 12,4 0 12,5 
12 0,1 12,4 0 12,5 
13 0 12,4 0 12,5 
14 0 12,4 0 12,5 
15 0 12,4 0 12,5 
16 0 12,4 0 12,5 
 
Результати iмітацiйного моделювання та аналiтичного розв'язку для β = 
0,5, γ = 0,51, R0≈ 4*10
6




Результати iмiтацiйного моделювання 
 
 φ= 200, β= 0,2, γ= 0,8, ×10
-6
 
t I0 = 1, R0 = 0 I0 = 1, R0 = 0,25 N I0 = 1, R0 = 0,75N 
ПУВ АВ ЗВ ПУВ АВ ЗВ ПУВ АВ ЗВ 
1 16,2 0,1 0,1 12,2 0,1 4,1 4,0 0 12,3 
2 16,1 0,1 0,1 12,2 0,1 4,1 4,0 0 12,3 
3 16,1 0,5 0,2 12,2 0,1 4,1 4,0 0 12,3 
4 16,0 0,8 0,5 12,1 0,2 4,2 4,0 0 12,3 
5 13,3 2,8 0,6 10,7 1,5 4,3 4,0 0,1 12,3 
6 10,2 3,3 2,3 8,8 2,0 5,2 4,0 3,3 12,4 
7 9,9 1,2 5,2 8,2 1,0 7,2 3,9 1,2 12,4 
8 9,8 0,4 6,1 8,1 0,2 7,9 3,8 0,4 12,5 
9 9,8 0,1 6,3 8,1 0,1 8,1 3,6 0,1 12,7 
10 9,8 0 6,3 8,1 0 8,1 3,6 0 12,8 
11 9,8 0 6,3 8,1 0 8,1 3,6 0 12,8 
12 9,8 0 6,3 8,1 0 8,1 3,6 0 12,8 
13 9,8 0 6,3 8,1 0 8,1 3,6 0 12,8 
14 9,8 0 6,3 8,1 0 8,1 3,6 0 12,8 
 
ПУВ – потенцiйно уразливi вузли; 
АВ – атакуючi вузли; 




Результати iмiтацiйного моделювання з [3] 
 
Експеримент 4: φ= 200, β= 0,2, γ= 0,8, I0 = 0,001N, R0 = 0. 
 
 
Результати експерименту 4 
 









Результати експерименту 6 
 













Результати эксперименту 8 
 














Результати експерименту 10 
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