Optimal Order Reduction for the the Two-Dimensional Burgers’ Equation by Seddik M. Djouadi et al.
Optimal Order Reduction for the the Two-Dimensional Burgers’
Equation
Seddik M. Djouadi, R. Chris Camphouse , and James H. Myatt
I. ABSTRACT
Two popular model reduction methods, the proper or-
thogonal decomposition (POD), and balanced truncation,
are applied together with Galerkin projection to the two-
dimensional Burgers’ equation. This scalar equation is cho-
sen because it has a nonlinearity that is similar to the Navier-
Stokes equation, but it can be accurately simulated using far
fewer states. However, the number of states required is still
too high for controller design purposes. The combination of
POD and balanced truncation approaches results in a reduced
order model that captures the dynamics of the input-output
system. In addition, These two techniques are shown to be
optimal in the sense of distance minimizations in spaces of
Hilbert-Schmidt integral operators. POD is interpreted as a
shortest distance minimization from an L2 space-time func-
tion to a particular tensor product subspace. Both POD and
balanced truncation are shown to be optimal approximations
by ﬁnite rank operators in the Hilbert-Schmidt norm, the
latter when starting with a balanced state space realization.
II. INTRODUCTION
Recently, there has been considerable interests in model
reduction of large scale and distributed parameter systems, in
particular, in aerodynamic ﬂow control problems [1], [7], [2],
[3]. Reduced models are important for the design of feedback
control laws, which rely on models that capture the relevant
dynamics of the input-output system and are amenable to
control design. In aerodynamics, current advances in actua-
tors, sensors, simulation, and experimental diagnostics bring
applications such as suppression of acoustic tones in cavities,
separation control for high lift, and trajectory control without
moving hinged surfaces within reach. However, many appli-
cations require the integration of feedback control because
of the need for robustness to ﬂight condition and vehicle
attitude, precision tracking, overcoming low-ﬁdelity models,
or moving a system away from a stable solution or limit cycle
as efﬁciently as possible [5]. In this paper, we consider two
popular model reduction techniques, POD which has been
extensively investigated in distributed parameters systems
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due to its order reduction capability [1]-[6], and balanced
truncation, which is a simple yet efﬁcient model reduction
technique widely used in reducing model orders of high
order linear systems [12], [8]. In particular, we study the
optimality of both model reduction techniques and show that,
in fact, the two techniques are related, and optimal in the
sense of minimizing the Hilbert-Schmidt norm. Optimality of
balanced truncation is shown when starting from a balanced
model.
The paper is organized as follows. In section III, POD is
posed as a shortest distance minimization between an L2
function of the time and space to a tensor product subspace.
By interpreting this function as an integral operator, the
problem is translated into an optimal approximation problem
in the space of Hilbert-Schmidt operators, by ﬁnite rank
operators, which solution is given by an operator that has
POD vectors as its eigenvectors. In section IV, balanced
truncation is shown to be in some sense analogous to POD.
Section V provides an application of both model reduction
methods to the Burgers two-dimensional equation. In section
VI we conclude with a few remarks and the summary of our
contribution.
III. OPTIMALITY OF POD BASIS VECTORS
POD has been used extensively to determine efﬁcient
bases for dynamical systems. It was introduce in the context
of turbulence by Lumley [9]. It is also known as the
Karhunen-Lo´ eve decomposition, principal component analy-
sis, singular systems analysis, and singular value decompo-
sition [10]. The fundamental idea behind POD is as follows:
Given a set of simulation data or snapshots fSigN
i=1 of a
function w(t;x), in the standard Hilbert space L2(T;­),
where x 2 ­ for some set ­ of R2 and T represents a
ﬁnite or inﬁnite time interval. The nth POD vector Án(x) is
chosen recursively so as to minimize the cost function [11]
J(Án) :=
Z T
0
Z
­
¯
¯ ¯Si(t; x) ¡
n X
j=1
®jÁj(x)
¯
¯ ¯
2
dxdt (1)
subject to the constraints
®j(t) =
Z
­
Si(t; x)Áj(x)dx (2)
Z
­
Ái(x)Áj(x)dx = ±ij; for i;j = 1;2;¢¢¢ ;n (3)
The optimal POD basis is given by the eigenfunctions fÁig
of the averaged autocorrelation function, denoted R
¡
x;x0¢
,of the snapshots, that is, [10]
R
¡
x;x0¢
:=
Z T
0
Si(t;x)Si(t;x0)dt (4)
which solves the eigenvalue problem
Z
­
Z T
0
Si(t;x)Si(t;x0)Á(x0)dtdx0 = ¸Á(x) (5)
The Hilbert space L2(T;­) may be viewed as a tensor
product between L2(T) and L2(­). To see this denote
the inner product on L2(T) and L2(­) by < f;g >1
and < w;v >2, respectively. Deﬁne the tensor product
L2(T) ­ L2(­) under the inner product [14]
<< u;v >>=
n;m X
i;j
< ai; yj >1< bj; xi >2; (6)
u =
n X
i
ai ­ xi; v =
m X
j
bj ­ yj
The norm induced by this inner product is given by
¯(u) :=
p
<< u;u >> (7)
To each dyad
Pn
i ai ­ yi we can associate a function f
deﬁned by [14]
f(t;x) :=
n X
i
ai(t)'i(x); t 2 [0;T] (8)
x 2 ­; ai(t) 2 L2(T);; 'i(x) 2 L2(­)
That is each dyad can be represented by a function f(t;x) of
the form (8). The completion of L2(T) ­ L2(­) with norm
¯ is denoted L2(T) ­¯ L2(­), and is a Hilbert space [14].
The importance of the Hilbert space L2(T)­¯ L2(­) stems
from the fact that
L2(T) ­¯ L2(­) = L2(T; ­) (9)
Expression (9) means that any function w(t; x) in L2(T; ­)
can be approximated arbitrarily closely by a function f of
the form (8) in the k ¢ k2-norm. This fact is used to look
for solutions in L2(T; ­) of the form (8) to the Burgers’
equation. For ﬁxed n, expression (10) is the shortest distance
minimization in the k ¢ k2-norm from the function w(t; x)
to the subspace S, namely,
¹ := inf
s2S
kw(t; x) ¡ s(t;x)k2 (10)
where the subspace S is deﬁned as
S :=
n n X
i=1
ai(t)'i(x) : ai(t) 2 L2(T); 'i(x) 2 L2(­)
o
(11)
Note that this distance problem is posed in an inﬁnite-
dimensional space. For ﬁnite dimensional spaces, in partic-
ular for distances to lower rank matrices see [17], where
SVD techniques are used. To compute the distance we
view w(t; x) as a Hilbert-Schmidt kernel for an inte-
gral operator T mapping L2(­) into L2(T) both endowed
with the standard k ¢ k2-norm, and deﬁned by (TÁ)(t) :=
R
­ w(t;x)Á(x)dx. It is known that such an operator is
compact [15], that is, an operator which maps bounded sets
into pre-compact sets. The operator T is said to be a Hilbert-
Schmidt or a trace-class 2 operator [15]. Let us denote the
class of Hilbert-Schmidt operators acting from L2(T) into
L2(­), by C2, and the Hilbert-Schmidt norm k¢kHS. Deﬁne
the adjoint of T? as the operator acting from L2(T) into
L2(­) by
< Tf;g >2=< f;T ?g >1 (12)
showing that (T?g)(t) =
R T
0 w(t;x)g(t)dt. Using the polar
representation of compact operators, T = U(T?T)
1
2, where
U is a partial isometry and (T?T)
1
2 the square root of
T, which is also a Hilbert-Schmidt operator, and admits a
spectral factorization of the form [15]
(T?T)
1
2 =
X
i
¸iºi ­ ºi (13)
where ¸i > 0, ¸i & 0 as i " 1, are the eigenvalues
of (T?T)
1
2, and ºi form the corresponding orthonormal
sequence of eigenvectors, i.e., (T?T)
1
2ºi = ¸iºi; i =
1;2;¢¢¢. Putting Uºi =: Ãi, we can write
T =
X
i
¸i ºi ­ Ãi (14)
Both fºig and fÃig are orthonormal sequences in L2(T)
and L2(­), respectively. The sum (14) has either a ﬁnite or
countably inﬁnite number of terms. The above representation
is unique. Noting that the polar decomposition of T? =
U?(TT?)
1
2, a similar argument yields
(TT ?)
1
2 =
X
i
¸iÃi ­ Ãi; T ? =
X
i
¸iÃi ­ ºi (15)
which shows that ®i from an orthonormal sequence of
eigenvectors of (TT ?)
1
2 corresponding to the eigenvalues ¸i.
From (13) and (15) it follows that
TÃi = ¸iºi; T ?ºi = ¸iÃi (16)
We say that Ãi and ºi constitute a Schmidt pair. In terms of
integral operators expressions, identities (16) can be written,
respectively, as
ºi =
Z
­
w(t;x)Ãi(x)dxÃi =
Z T
0
w(t;x)ºi(t)dt (17)
In terms of the eigenvalues ¸i’s of T, its Hilbert-Schmidt
norm k ¢ kHS is given by
kTkHS =
³X
i
¸2
i
´ 1
2
=
ÃZ T
0
Z
­
jw(t; x)j
2 dxdt
! 1
2
(18)
Note that since the operator T is Hilbert-Schmidt the sum in
(18) is ﬁnite. By interpreting each elements of the subspace
S deﬁned in (11) as a Hilbert-Schmidt operator as we did
for w(t;x), we see that S is the subspace of Hilbert-Schmidt
operators of rank n, i.e.,
S = fs =
Xn
j=1#j fj(t) ­ Âj(x) : fj(t) 2 L2(T);
Âj(x) 2 L2(­); #j 2 Rg (19)In addition, the distance minimization (10) is then the
minimal distance from T to Hilbert-Schmidt operators of
rank n. In other terms, we have
¹ = min
s2S
kT ¡ skHS (20)
The space of Hilbert-Schmidt operators is in fact a Hilbert
space with the inner product [15], denoted (¢; ¢), if A
and B are two Hilbert-Schmidt operators deﬁned on L2(­),
(A;B) := tr(B?A), where tr denotes the trace, which in
this case is given by the sum of the eigenvalues of the
operator B?A which is necessarily ﬁnite. Note that the inner
product (III) induces the Hilbert-Schmidt norm kAkHS =
¡
tr(A?A)
¢ 1
2. The solution to the distance minimization (20)
is simply given by the orthogonal projection of T onto S.
To compute the latter, note that the eigenvectors of (TT ?)
1
2
and (T?T)
1
2 form orthonormal bases (by completing them
if necessary) for L2(T) and L2(­), respectively. In terms of
the eigenvectors ºj and Ãj the subspace S can be written as
S = Spanfºj ­ Ãj; j = 1;2;¢¢¢ ;ng (21)
Since the shortest distance minimization (20) is posed in a
Hilbert space, by the principle of orthogonality it is solved
by the orthogonal projection PS acting from C2 onto S. The
latter can be computed by ﬁrst determining the orthogonal
projection Pº onto Spanfºj; j = 1;2;¢¢¢ ;ng, and the
orthogonal projection PÃ onto SpanfÃj; j = 1;2;¢¢¢ ;ng.
These projections have ﬁnite rank and since the ºj’s and Ãj’s
are orthogonal vectors in L2(T) and L2(­), respectively, it
can be easily veriﬁed that the Pº and PÃ are given by
Pºf =
n X
j=1
< f;ºj >1 ºj;PÃG =
n X
j=1
< G;Ãj >2 Ãj (22)
The overall orthogonal projection PS can be computed as
PS = Pº ­ PÃ (23)
That is, if W 2 C2 has spectral decomposition
P
i=1 ´iui ­
vj, where ui 2 L2(T), vi 2 L2(­), then
PSW =
X
i=1
´iPS(ui ­ vi) =
X
i=1
´i
³
Pºui ­ PÃvi
´
=
n X
j=1
µjºj ­ Ãj; 9 scalars µj (24)
where the last ﬁnite sum is obtained thanks to orthogonality,
i.e., only the ui’s and vi’s that live in the span of ºj’s
and Ãj’s, respectively, are retained. For the orthogonality
property we only need verify that x ­ y ¡ (Pº ­ PÃ)(x ­
y)?u­v; because Pº is the orthogonal projection of L2(T)
onto Spanfºj; j = 1;2;¢¢¢ ;ng, and PÃ the orthogonal
projection of L2(­) onto SpanfÃj; j = 1;2;¢¢¢ ;ng. The
minimizing operator so 2 S in (20) is then given by
s0 := PST =
n X
i=1
¸iºi ­ Ãi (25)
and
¹ = min
s2S
kw(t; x) ¡ s(t;x)k2 =
³ 1 X
i=n+1
¸2
i
´ 1
2
(26)
And as n " 1, kT ¡PSTkHS & 0. Therefore, the minimiz-
ing function so(t;x) in (10) corresponds to the kernel of so,
which is given by
so(t;x) =
n X
i=1
¸iºi(t)Ãi(x) (27)
Now note that ®i(t) = ¸iºi(t), Á(x) = Ã(x), we see that
so(t;x) solves the optimization problem (1) since it mini-
mizes the cost function J(Án) and ®i(t), Ái(x) satisfy con-
straints (2) and (3), respectively. Moreover, (17) imply that
Ái(x) is related to ®i(t) by Ái(x) = 1
¸i
R T
0 w(t;x)®i(t)dt.
We deduce the following Theorem.
Theorem 1: The optimization problem (1) under con-
straints (2) and (3) is equivalent to the unconstrained distance
minimization (10). The optimum is given by the ﬁnite rank
operator (25).
In the next section, we show that balanced truncation is in
some sense similar to POD, in that, it is also optimal in the
sense of distance minimization in the Hilbert-Schmidt norm,
albeit in different operator spaces.
IV. ORDER REDUCTION BY BALANCED TRUNCATION
Balanced truncation is a simple and popular model re-
duction technique, which can be described as follows [12],
[8]: Suppose we have a stable linear time invariant (LTI)
system described by the following n-dimensional state space
equation
_ x(t) = Ax(t) + Bu(t) (28)
y(t) = Cx(t)
where x(t) is the n £ 1-state vector of the system, u(t)
is an m £ 1-input vector, and y(t) is an p £ 1-output or
measurement vector. A, B, and C are constant matrices
of appropriate dimensions. The underlying idea of balanced
truncation is to take into account both the input and output
signals of the system when deciding which states to trun-
cate with appropriate scaling. The latter is performed by
transforming the controllability and observability gramians,
denoted Wc and Wo respectively, so that they are equal and
diagonal. Computing a state balancing transformation M is
achieved by ﬁrst calculating the matrix [8], Wco = WcWo,
and determining its eigenmodes Wco = M¤M¡1.
_ z(t) = ~ Az(t) + ~ Bu(t); y(t) = ~ Cz(t) (29)
~ A := M¡1AM; ~ B := M¡1B; ~ C := CM
The transformation M is chosen such that the controllability
and observability gramians for the transformed system satisfy
[8]
~ Wc = ~ Wo = M¡1WcM¡1T = MTWoM =: § (30)where § is a diagonal matrix that satisﬁes §2 = ¤, and the
diagonal elements of §, ¾i’s, are known as the Hankel sin-
gular vales of the system, i.e., § = diagf¾1; ¾2; ¢¢¢ ; ¾ng,
where ¾i are the Hankel singular values of the system G
arranged in non-increasing order ¾1 ¸ ¾2 ¸ ¢¢¢ ¸ ¾n ¸ 0.
In balanced truncation only states corresponding to large
Hankel singular values are retained. For instance, if the ﬁrst
nr states are retained then the resulting transformation is
given by Mr = PrM, where Pr is the orthogonal projection
of rank r. The reduced order model is obtained by letting
xr = PrMx as follows
_ xr(t) = Arxr(t) + Bru(t); yr(t) = Crxr(t) (31)
Ar := PrM¡1AMPr; Br := PrM¡1B; Cr := CMPr
Balanced truncation is optimal in a precise sense when
starting from a balanced realization. To see this deﬁne
a causal bounded input-output operator G acting on the
standard space L2(¡1; 1) into L2(¡1; 1) described
by the convolution [8]
(Gu)(t) :=
Z t
¡1
CeA(t¡¿)Bu(¿)d¿ (32)
Now, deﬁne the Hankel operator
¡G : L2(¡1; 0] 7¡! L2[0; 1)
of G by
¡G := P+GjL2(¡1; 0] (33)
where G
¯ ¯
L2(¡1; 0] denotes the restriction of G to
L2(¡1; 0], and P+ is the orthogonal projection (truncation)
acting from L2(¡1; 1) into L2[0; 1). The Hankel oper-
ator ¡G maps past inputs to future outputs. Expression (33)
shows that the Hankel operator ¡G is an integral operator
mapping L2(¡1; 0) into L2[0; 1), with kernel the impulse
response k(t; ¿) deﬁned by
k(t; ¿) := CeA(t¡¿)B; ¿ < 0; t ¸ 0 (34)
Balanced truncation is commonly thought to be a model
reduction technique that is not optimal in any sense [12].
We show that this is not the case, and in fact balanced
truncation is indeed optimal in the sense of the Hilbert-
Schmidt. This contrasts, for example, with the minimization
in various norms addressed in [16]. To see this note that the
Hankel operator ¡G has ﬁnite rank k · n [8], and therefore
belongs to the Hilbert-Schmidt class of operators acting from
L2(¡1; 0] into L2[0; 1). Let its spectral factorization be
given by
¡G =
n X
i=1
¾iÂi ­ ³i; Âi 2 L2(¡1; 0]; ³i 2 L2[0; 1) (35)
where ¾i are the Hankel singular values of the system G
ordered in decreasing order, i.e., ¾1 ¸ ¾2 ¸ ¢¢¢ ¸ ¾n¡1 ¸
¾n and fÂign
1 and f³ign
1 are orthonormal sets in L2(¡1; 0]
and L2[0; 1), respectively. Next, consider the optimal
distance minimization
¹nr := min
nr<k
k¡G ¡ ¡GnrkHS (36)
where ¡Gnr is an operator acting from L2(¡1; 0] into
L2[0; 1) of rank nr < n. An application of identities (25)
and (26) to the minimization (36) yields the unique optimum
¡Gnr =
nr X
i=1
¾iÂi ­ ³i (37)
and the shortest distance
¹nr =
°
° °
° °
n X
i=1
¾iÂi ­ ³i ¡
nr X
i=1
¾iÂi ­ ³i
°
° °
° °
HS
=
³ n X
nr+1
¾2
i
´ 1
2
Let ¡G = UG
¡
¡?
G¡G
¢ 1
2 be a polar decomposition of ¡G,
applying (16) and (16) to ¡G the vectors Âi and ³i satisfy
¡G Âi = UG(¡?
G¡G)
1
2Âi = ¾i³i; i = 1;¢¢¢ ;n (38)
¡?
G ³i = U?
G(¡G¡?
G)
1
2³i = ¾iÂi; i = 1;¢¢¢ ;n (39)
That is, Âi and ³i form a Schmidt pair for ¡G, which can be
computed by invoking the controllability and observability
operators denoted Wc and Wo, respectively [8]. First, ﬁnd
the eigenvalues and eigenvectors of WcWo, i.e., ¾2
i and zi
such that
WcWozi = ¾2
i zi (40)
Deﬁne the controllability and observability operators denoted
ªc and ªo, respectively by [8]
ªc : L2(¡1; 0] 7¡! Rn; ªo : Rn 7¡! L2[0; 1)
ªcu :=
Z 1
0
eA¿Bu(¿)d¿; ªox0 := CeAtx0; t ¸ 0
Then ¡G = ªoªc and the pairs (Âi; ³i) are given below [8]
Âi = ª
?
c
µ
1
¾i
Wozi
¶
2 L
2(¡1; 0]; ³i = ªozi 2 L
2[0;1) (41)
where ª?
c is the adjoint operator of ªc deﬁned by [8]
ª?
c : Rn 7¡! L2(¡1; 0]
ª?
cx0 := BTe¡A
T¿x0; ¿ · 0 (42)
If the balanced realization ( ~ A; ~ B; ~ C) is used instead, then
the computations simplify to
Âi = ~ B
Te
¡ ~ AT ¿zi 2 L
2(¡1; 0]; ³i = ~ Ce
~ Atzi 2 L
2[0;1) (43)
Identities (30) and (40) imply that zi = ei, where ei is the
canonical i-th unit vector, eT
i ej = ±ij, where ±ij the usual
Kronecker delta. By the same token as POD using a similar
expression as (23), the unique optimal reduced nr-th order
model ¡Gnr is then given by
¡Gnr =
nr X
i=1
¾i ~ Ce
~ Atei ­ ~ BTe¡ ~ A
T¿ei; ¿ ·; t ¸ 0 (44)
which maps any u 2 L2(¡1; 0] to
¡Gnru(t) =
nr X
i=1
¾i ~ Ce
~ Atei
Z 0
¡1
eT
i e¡ ~ A¿ ~ Bu(¿)d¿
| {z }
inner product in L2(¡1; 0]
(45)since ³i 2 L2[0;1); 8i; showing that ¡Gnr is Hankel
with symbol
Pnr
i=1 ¾i ~ Ce
~ AteieT
i e¡ ~ A¿ ~ B and ¹nr = k¡G ¡
¡GnrkHS = (
P
i=nr+1 ¾2
i )
1
2. Now, we show that the
ﬁrst part of the integrand, i.e.,
Pnr
i=1 ¾i ~ Ce
~ AteieT
i e¡ ~ A¿ ~ B,
corresponds to the impulse response of the reduced nr-
th order model CreAr(t¡¿)Br. Note that from (43) the
Schmidt pairs of the balanced model can be written as
Âi = ª?
c( 1
¾i
~ Woei) = ª?
c( 1
¾i¾2
i ei) = ¾i ~ BTe¡ ~ A
T¿ei, ³i =
ªoei = ~ Ce
~ Atei. By the same reasoning the Schmidt pair is
Âri = ¾i ~ BPre¡Pr ~ APr¿ei; ¿ · 0³ri = ~ CPrePr ~ APrtei; t ¸
0. The corresponding Hankel operator, denoted ¡r, is then
¡r :=
Pnr
i=1 ¾i ~ CPrePr ~ APrtei ­ Pr ~ BTe¡Pr ~ A
TPr¿ei; ¿ ·
; t ¸ 0. A straightforward computation shows that k¡G ¡
¡rkHS = (
P
i=nr+1 ¾2
i )
1
2. By uniqueness of the optimal
approximation (44) corresponds to the reduced order model
(31), i.e.,
¡Gnru(t) =
Z 0
¡1
CreAr(t¡¿)Bru(¿)d¿; for t ¸ 0 (46)
In terms of kernel approximation, balanced truncation is a
particular case of POD in the sense that the kernel we want
to approximate is the impulse response of the system k(t; ¿)
deﬁned in (36). This shows that balanced truncation is
optimal in the sense of optimal approximation in the Hilbert-
Schmidt norm of the Hankel operator ¡G, and optimal in the
sense of the k¢k2-norm of kernels. The LTI system framework
allows the exact computations of the optimal lower order
model approximation. This contrasts with POD which uses
simulation data and particular open-loop inputs to generate
snapshots.
V. APPLICATION TO THE TWO-DIMENSIONAL BURGERS’
EQUATION
Following [5], [6], let ­1 µ R2 be the rectangle given
by (a;b] £ (c;d). Let ­2 µ ­1 be the rectangle given by
[a1;a2] £ [b1;b2] where a < a1 < a2 < b and c < b1 <
b2 < d. The problem domain, ­, is given by ­ = ­1 n ­2:
In this conﬁguration, ­2 is the obstacle. Dirichlet boundary
controls are located on the obstacle bottom and top, denoted
by ¡B and ¡T, respectively. The dynamics of the system are
a a1 a2 b
c
b1
b2
d
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Fig. 1. Problem Geometry.
described by the two-dimensional Burgers’ equation [6], [5]
@
@t
w(t;x;y)+r¢F(w) =
1
Re
³ @2
@x2w(t;x;y)+
@2
@y2w(t;x;y)
´
(47)
for t > 0 and (x;y) 2 ­. In (47), F(w) has the form
F(w) =
·
C1
w2(t;x;y)
2
C2
w2(t;x;y)
2
¸T
; (48)
where C1, C2 are nonnegative constants and Re, a non-
negative constant, is analogous to the Reynolds number in
the Navier-Stokes equations [6]. For simplicity, boundary
controls are assumed to be separable and speciﬁed on the
obstacle bottom and top of the form [5], [6]
w(t;¡B) = uB(t)ªB(x); w(t;¡T) = uT(t)ªT(x) (49)
where uB(t) and uT(t) are the controls on the bottom and
top of the obstacle. The proﬁle functions ªB(x) and ªT(x)
describe the spatial inﬂuence of the controls on the bound-
ary. A parabolic inﬂow condition is speciﬁed of the form
w(t;¡in) = f(y). At the outﬂow, a Neumann condition is
speciﬁed according to @
@xw(t;¡out) = 0. At the outstanding
boundary, denoted ¡U, the remaining boundary condition is
ﬁxed at w(t;¡U) = 0;for all t. The initial condition of
the system is given by w(0;x;y) = w0(x;y) 2 L2(­).
The solution w(t;x) of the PDE model (47) is approxi-
mated as a linear combination of POD basis functions, i.e.,
w(t;x) ¼
PM
i=1 ®i(t)Ái(x): where Ái(x) is the POD basis
associated to snapshots fSi(x)g
N
i=1 for system (47)generated
by numerical simulation. In (48), we took C1 = 1 and
C2 = 0 in order to obtain solutions that convect from left to
right for positive inﬂow condition f(y), and Re = 300 [13].
The POD basis as shown in section III is optimal in the k¢k2
sense. As shown in section III, (®i; Ái), i = 1;2;¢¢¢, form
Schmidt pairs for the integral operator with kernel w(t;x)
(see (16)). Galerkin projection onto the POD basis results in
a system of ODEs for f®i(t)gM
i=1. Taking the inner product
of both sides of (47) with the i-th POD mode Ái(x;y),
utilizing Green’s identities results in the weak formulation,
and approximating partial derivatives along the boundary
results in a system of the form [13], [5]
_ ® = A® + Bu + N(®) + F (50)
Our approach is to construct an approximately balanced
realization to (50). This is carried out by ﬁrst linearizing
(50) around ®0. The state space and output equations have
the form
_ ®(t) = ^ A®(t) + ^ Bu(t); ®(0) = ®0 (51)
y(t) = ®(t) (52)
where ^ A is a matrix having the same dimension as A, and
is given by ^ A =
@
¡
A®+Bu(t)+N(®)+F
¢
@®
¯
¯ ¯
¯
®=®0
; ^ B = B
model the dimension of the state vector ® is 40 which
corresponds to 40 POD modes. A balanced realization is ﬁrst
computed and 27 states truncated in the model. The ﬁrst 8
POD modes corresponding to the ﬁrst 8 temporal coefﬁcients
are shown in Figure 2. We project the solution from the full
order simulation at each time step onto the POD basis. The
resulting ﬁrst 5 temporal coefﬁcients of the full order model
are compared to those predicted from the 13-th order reduced
order model output in Figure 4. In Figure 3, dashed lines
denote the linear combination of POD modes restricted to
the boundary. Solid lines denote the boundary inputs deﬁned
by uB(t) = sin
¡3
4¼t
¢
;uT(t) = sin
¡3
2¼t
¢
. As can be seen inFig. 2. 8 POD Modes.
Figure 3, there is very good agreement between the boundary
conditions speciﬁed for the full order system and the linear
combination of POD modes restricted to the boundary. The
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Fig. 3. Boundary Condition Accuracy.
results obtained for the ﬁrst ﬁve temporal coefﬁcients are
shown in Figure 4. In that Figure, solid curves denote values
of temporal coefﬁcients obtained from the projection. Dashed
curves denote the output of the reduced order model. As
seen in Figure 4, very good agreement is seen between the
full and reduced solutions even though the open-loop input
considered was not speciﬁcally incorporated in the snapshot
ensemble. In Figure 5, we compare the full order solution
w(t;x) of the Burgers’ equation with the solution based on
the 13-th order model wr(t;x).
VI. CONCLUSION
In this paper, the two-dimensional Burgers equation is
used as a surrogate for the governing equations to test the two
model-reduction techniques. This scalar equation is selected
because it has a nonlinearity that is similar to the Navier-
Stokes equation, but it can be accurately simulated using far
fewer states. However, the number of states required is still
too high for controller design purposes. The combination
of POD and balanced truncation approaches results in a
reduced order model that essentially captures the dynamics
of the input-output system. This is shown on a cavity ﬂow
problem with Dirichlet boundary controls, demonstrating the
effectiveness of both techniques. Tools borrowed from the
theory of operators and tensor product spaces were used to
show that POD and balanced truncation are optimal in a
precise sense. Optimality is quantiﬁed in terms of shortest
distance minimizations, or optimal approximations by ﬁnite
or lower rank Hilbert-Schmidt (integral) operators in Hilbert-
Schmidt norms.
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