A. The paring matrix fluctuation, particle-particle Green function, and the particle-particle Random Phase Approximation
In the absence of a pairing field, the pairing matrix κ ij (t) = Ψ added to the Hamiltonian such that the N -electron state is the minimum under the total HamiltonianĤ − νN when the particle number is allowed to change. Under a perturbationF (t) in the form of a pairing field,F (t
describes the linear change in the paring matrix Ψ 
]|Ψ N 0 ,
The particle-particle Green function K(t − t ′ ), defined as [2] K ijkl (t − t
where T is the time-ordering operator, is a closely related quantity. The dynamic paring matrix fluctuationK(t − t ′ ) and the pp-Green function K(t − t ′ ) contain information on the same physical properties, namely 2-electron removal and addition energies and their corresponding transition amplitudes. This becomes apparent from their Fourier Transform
where the last line invokes the completeness of the N − 2 and N + 2 electron wavefunction basis. At this point, it is convenient to introduce a short-hand notation for the transition pairing matrix elements 
For a physical system, the energy decreases monotonically with the number of electrons, so the term −2ν makes it possible to distinguish the 2-electron removal energies from the 2-electron addition energies by their sign: the 2-electron removal energies ω 
Similarly, the dynamic paring matrix fluctuation and the retarded particle-particle Green function in energy domain areK
This form of the particle-particle Green function and the dynamic pairing matrix fluctuation reveals their most interesting properties: they contain information on the vectors χ n,N −2 and χ n,N +2 with the amplitudes defined in (3) and the 2-electron removal and addition energies, ω N −2 n and ω N +2 n . Since the particle-particle Green function and the dynamic pairing matrix fluctuation contain the same physical information, the following derivations can be expressed equivalently in terms of the dynamic pairing matrix fluctuation. While we feel that the dynamic pairing matrix fluctuation has a more straightforward interpretation as the response to a pairing perturbation than the pp-Green function, the majority of the literature on many-body perturbation theory uses the language of Green functions. We will therefore adopt the Green function formalism in the following derivations as well.
There are several ways to derive the pp-RPA equations, which are similar in nature to their ph-RPA counterparts [2, 19] . In the same way the particle-hole Green function can be approximated by an infinite series in terms of the non-interacting Green function in the ph-RPA, the particle-particle Green function K(E) can be approximated in terms of the non-interacting Green function K 0 (E) by
an equivalent form of which can be found in Ref. ([2] ). In Eq. (7) all quantities, including the two-electron integrals
where x represents the one-electron spatial vector and spin coordinate, are expressed in an antisymmetrized basis, so only matrix indices ab with a < b and ij with i < j need to be considered. All matrix operations, such as the trace operation and matrix multiplication, are defined accordingly. The non-interacting particle-particle Green function, expressed in an antisymmetrical basis, is the particle-particle Green function in the non-interacting limit,
where
is the N -electron non-interacting reference state and the operators a † Ii (t) are the creation operators in the interaction picture, a † Ii (t) = e i (Ĥ0−νN ) a † i e −i (Ĥ0−νN ) withĤ 0 the non-interacting (one-electron) Hamiltonian. Note that the non-interacting particle-particle Green function can also be written in terms of the non-interacting one-particle Green function G 0 ,
The Fourier Transform of the non-interacting particle-particle Green function is
where {ǫ i } are the orbital energies of the non-interacting reference system. Eq. (7) can be solved by multiplying each side of the equation by (E − ω N −2 n ) and subsequently taking the limit
This will separate out one single term on both sides of the equation: the term that has (E −ω
The factor (χ n,N −2 kl ) * that appears on both sides of the equation can then be canceled out
This leads to a set of equations for the pp-indices ab and a set of equations for the hh-indices hi
which can be rearranged to reveal a generalized eigenvalue problem in the eigenvalues ω n and the eigenvectors χ
where a, b, c, d are particle indices, h, i, j, k are hole indices and m, n, o, p are general indices. This can be written in matrix form by defining χ n ≡ X n Y n , where X n contains the elements of the vector χ n with pp-labels and the vector Y n contains the elements with hh-labels,
with
In our implementation, we have used ν = ǫHOMO +ǫLUMO 2
, which corresponds to the average chemical potential for the physical system under the non-interacting KS or generalized KS DFA [5] . The constant ν does not affect the correlation energy; it only ensures that the pp-RPA matrix on the left hand side of Eq. (11) is positive semidefinite. This implies that the 2-electron removal energies are negative and the two-electron addition energies are positive, which makes it easier to separate them among the entire set of eigenvalues ω n . Since the pp-RPA matrix is expressed in an anti-symmetric basis, only ordered pp-indices ab with a < b and hh-indices hi with h < i are included. The dimension of the A and C matrix is therefore the number of ordered pp and hh pairs:
where N p and N h are the number of particles (unoccupied orbitals) and holes (occupied orbitals) respectively. Since in general, N p > N h , the dimension of the pp-RPA matrix is O(N 2 p ), so a straightforward diaonalization of the pp-RPA matrix leads to an O(N 6 p ) scaling. Eq. (7) can be rearranged for the N + 2 electron states in a similar manner, by multiplying by (E − ω N +2 n ) and taking the limit E → ω N +2 n . This leads to the same set of equations for the 2-electron addition energies;
which has the exact same form as Eq. (10) for the 2-electron removal energies. The eigenvectors X n and Y n that satisfy Eq. (12) may thus involve either the N + 2 electron states or N − 2 electron states. The generalized eigenvalues ω n are either positive 2-electron addition energies, ω
B. Exchange-correlation energy from dynamic pairing matrix fluctuations
In this section, we develop an exact expression for the exchange-correlation energy in terms of dynamic pairing matrix fluctuations via the adiabatic connection [11] [12] [13] . The result is the dynamic pairing matrix fluctuation counterpart of the well-known adiabatic-connection fluctuation-dissipation (ACFD) [4, 12] theorem which expresses the exchange-correlation energy in terms of dynamic density fluctuations. Just like the ACFD theorem, it formulates the exact correlation energy in terms of dynamic fluctuations; it only considers different correlation channels: the dynamic pairing matrix fluctuation involves the pp-and hh-correlation channels, while the dynamic density fluctuation involves the ph-correlation channel. These two different types of correlation channels are closely related to the division of the second order density matrix space into P-, Q-and G-matrices [14] . The energy can be expressed in either one of these matrices, which naturally leads to equivalent formulations for the exchange-correlation energy in terms of dynamic pairing matrix fluctuations and dynamic density fluctuations via the adiabatic connection. The resulting adiabaticconnection formulae are in principle exact. In section I C, we show that the approximate exchange-correlation energy that follows from the pp-RPA is equivalent to the summation of ladder diagrams in many body perturbation theory.
The adiabatic connection considers a non-interacting reference system, described by the Hamiltonian
whereĥ is the core Hamiltonian andû is the -local or non-local, and possibly spin-dependent -one-body operator that defines the non-interacting system. The adiabatic connection then defines a path from the non-interacting model to the fully interacting system, parametrized by the interaction strength λ:
The operatorû λ is restricted to satisfyû 1 =û such thatĤ 1 is the Hamiltonian for the fully interacting system. The Hellmann-Feynman theorem
then formulates the correlation energy E 1 − E 0 as an integration along the adiabatic connection path
SinceV is a two-body operator andû λ is a one-body operator, this can be written more compactly in terms of the second-order density matrix Γ λ and the first-order density matrix γ λ for the system with interaction strength λ:
Given that E 0 = tr hγ 0 + tr uγ 0 , the energy for the fully interacting system is
Relative to the Hartree-Fock/Exact Exchange energy functional, E HF = tr hγ 0 + tr VΓ 0 , the correlation energy functional
The two-body part of the energy can be written equivalently in terms of the second-order density matrix, the Q-matrix or the G-matrix, defined by
because the anti-commutation properties of the creation and annihilation operators define maps between the secondorder density matrix, the Q-matrix and the G-matrix:
where ∧ denotes the wedge product, which includes all unique anti-symmetrical product terms, (δ ∧ γ) ijkl = δ ik γ jl + δ jl γ ik − δ il γ jk − δ jk γ il and (δ ∧ δ) ijkl = δ ik δ jl − δ il δ jk . This results in three equivalent expressions for the correlation energy
and
In Eq. (15),Ṽ is a rearranged form of the two-electron integral matrix that pairs up indices associated to the same electron,Ṽ ijkl = il|jk . Equations (13) (14) (15) are general expressions for the correlation energy functional, valid for any adiabatic connection path.
In the context of KS-DFT, these formulae can be simplified by assuming that the potentialû λ =û λ (x) is local and chosing a constant-density adiabatic connection path, such that the spin density remains constant:
The terms tr´1 0 (u λ γ λ − uγ 0 )dλ can then be expressed in terms of the density ρ λ = ρ instead of the density matrix γ
and the last term tr´1 0 λ ∂u λ ∂λ γ λ dλ can be simplified through partial integration
All terms involvingû λ cancel out:
Thus for a local potentialû λ (r) the adiabatic connection along the constant-density path leads to the equivalent formulae
The correlation energy can then be expressed in terms of dynamic fluctuations: the P-and Q-matrix can be written in terms of the pairing matrix fluctuation and the G-matrix in terms of the density matrix fluctuation. The secondorder density matrix can be related to the transition paring matrix elements χ
through the completeness of the N − 2 electron wavefunction basis,
and the Q-matrix can be related to the transition pairing matrix elements χ
through the completeness of the N + 2 electron wavefunction basis,
and the G-matrix can be written in terms of the transition density matrix elements χ
through the completeness of the N -electron wavefunction basis
The exact correlation energy can thus be expressed in terms of transition pairing matrix elements,
or in terms of transition density matrix elements,
Note that the ground-state density matrix elements in Eq. (18) do not contribute along the constant-density adiabaticconnection path. Equation (21) for the correlation energy in terms of transition density matrix elements has been exploited in the context of ph-RPA, because the transition density matrix elements involved can be extracted from the polarization propagator Π, defined as [2] Π
Integrating over a semi-circular path in the positive real plane gives
while integrating over a semi-circular path in the negative real plane gives
Using Eqs. (21) and (22), the correlation energy can be expressed in terms of the polarization propagator:
This result is in principle exact, but requires an expression for Π λ (x, x ′ , E). The ph-RPA approximates the polarization propagator for the interacting strength λ by the Dyson-like equation
, which leads to the wellknown energy expression for the RPA [3, 12] .
The correlation energy can also be expressed in terms of pairing matrix fluctuations or the particle-particle Green function, based on Eqs. (16, 17) . The transition pairing matrix elements involved can be extracted from the particleparticle Green function, Eq. (6): integrating the particle-particle Green function over a semi-circular path in the negative real plane gives
while closing the contour in the positive real plane gives
Equations (16) and (24) then lead to an expression for the correlation energy in terms of the particle-particle Green function, integrated over a contour in the negative real plane:
Equations (17) and (25) lead to the same formula, integrated over a contour in the positive real plane:
The equivalence of (26) and (28) shows that the integration path can be closed in either half plane. Although the previous equations integrate the Green functions along the imaginary axis, similar equations hold for integration along the real axis, namely
From the numerical point of view, integration along the imaginary axis is more convenient because it avoids the poles on the real axis. The integration along the imaginary energy axis is also valid for the retarded Green function or the paring matrix fluctuation, such that Eq. (23,26 and 28) also apply to the retarded Green function or the pairing matrix fluctuation.
C. Exchange-correlation energy from the particle-particle RPA
Expressions (26) and (28) for the correlation energy in terms of the particle-particle Green function are in principle exact, but require knowledge of the Green function K λ (E) as a function of the interaction strength λ. The pp-RPA approximates K λ (E) through the Dyson-like equation
such that, based on Eq. (26),
Note that no convergence factors e ±Eη are needed here, since the third line shows that no first-order poles are included. This expression is consistent with the diagrammatic expansion of the particle-particle Green function in many body perturbation theory. Similarly to the ph-RPA, which approximates the ground-state correlation energy by the sum of all ring diagrams, the pp-RPA approximates the correlation energy by the sum of all ladder diagrams [2] :
This expression is equivalent to adiabatic connection result, Eq. (33). The pp-RPA equations have an equivalent real space representation. To derive their real space counterpart, it is convenient to rewrite the Dyson-like equation in terms of the two-electron integrals that are not antisymmetrized
is diagonal the real space representation, the real-space equivalent of Eq. (32) is a four-point equation
This leads to the correlation energy expression
where S is a matrix represented in real space with its elements
The correlation energy can be computed directly from Eq. (35) or (36) through numerical integration, since the non-interacting pp-function K 0 has a simple, known structure (Eq. (9)), but it can also be reformulated in terms of the eigenvalues of equation (12) [2] :
In order to show how the expression Eq. 
Integrating this over a semi-circle in the positive real plane -a negatively oriented curve -gives
whereas integrating this over a semi-circle in the negative real plane -a positively oriented curve -gives
The remaining integral of tr [ln(I − K 0 (E)V)] can be evaluated using partial integration.
In order to tackle the integrand, the identity
, which follows simply from Eq. (7), can be applied:
In the last line, the relationship
∂E
, has been used. The integral then becomes
The terms needed to compute the integrand are
With the aid of expressions (40), (41) and (42), the first part of the integral (40) becomes
Integration over a semi-circular path in the positive real plane gives
whereas integration over a semi-circular path in the negative real plane gives
The second part of the integral (40) becomes
and integration over a semi-circular path in the negative real plane gives
where we have used the normalization conditions, Eqs. (45-46). To summarize, by closing a semi-circular path in the positive real plane, we find
and by closing a semi-circular path in the negative real plane,
The two expressions for the correlation energy are equivalent, which follows from the orthonormality and completeness of the pp-RPA eigenvector basis. At this point, it is convenient to introduce a simplified notation for the pp-RPA matrix,
and for its eigenvectors,
The norm matrix can be denoted as M = 1 0 0 −1 so that the pp-RPA equations take the form
for both the 2-electron addition and the 2-electron removal. The orthonormality and completeness of the eigenvector basis can then be expressed as
The pp-RPA equations imply that
This, together with the normalization and completeness of the eigenvectors, and Eq.(45), leads to the following relation between the N − 2 electron quantities and N + 2 electron quantities
The correlation energy can be viewed as a functional E[{φ i }, n i ] because equation (12) depends only on the orthonormal set of orbitals {φ i } and their occupations n i . The total pp-RPA energy expression combines the HF-energy functional with the pp-RPA correlation energy:
with h the core Hamiltonian matrix.
D. Perturbation analysis of the pp-RPA energy
In the context of many-body perturbation theory, the pp-RPA energy arises as the sum of all ladder diagrams up to infinite order [2] :
In contrast, the ph-RPA energy originates from the summation of all ring diagrams [2] :
whereṼ ahib = ab|hi does not include exchange. The ph-RPAX uses antisymmetrized two-electron integrals and the corersponding correlation energy can be derived from the adiabatic connection to be [8] :
whereV ahib = ab hi now includes exchange. The pp-RPA energy is correct through second order:
where only the third term in the second line makes a non-zero contribution. This expression includes all possible second-order diagrams, and is hence exact. The ph-RPAX has the same second-order energy contribution,
but an inherent drawback of the ph-RPAX is its sensitivity to instabilities in the non-interacting reference state: when the non-interacting reference state is unstable with respect to orbital rotations, the ph-RPAX breaks down and produces imaginary eigenvalues [19] . For this reason, molecular calculations are done almost exclusively using the 'direct' ph-RPA [8, 10, 18] , which does not suffer from such instabilities. The ph-RPA, however, does not have the correct second-order energy expression because it does not consider antisymmetrized two-electron integrals:
Only the last term in the second line does not vanish upon integration.
E. The particle-particle RPA for systems with fractional electron number While equation (12) describes the pp-RPA for systems with integer electron number, the behavior of the pp-RPA for systems with fractional electron number or spin can be quantified by taking the fractional orbital occupations into account explicitly in the pp-RPA equations (12)
This extension to fractional occupation number follows the same approach as the one taken in previous work by Cohen, Mori-Sanchez and Yang [6, 15] and is explained in more detail in Ref. [21] . When all orbital occupation numbers are integer these equations reduce to the usual pp-RPA equations.
II. ADDITIONAL FIGURES AND TABLES
We computed the KS reference wavefunctions with Gaussian03 [9] for the systems with integer electron number and with the QM4D package for systems with fractional electron number or spin [1] . For the subsequent pp-RPA calculation, we used our implementation, which diagonalizes the pp-RPA matrix. Since the diagonalization is computationally expensive, we used a cc-pVDZ basis set for all calculations, except for the Ar and Ne atoms, for which we used an aug-cc-pVDZ (FC) basis set. For the calculations on thermodynamical properties, we used a cc-pVTZ basis set limited to F-functions because the pp-RPA energy converges slowly with the basis set size (Fig. 13) and geometries from the G2 test set [7] . Accurate potential energy functions for the dimers of the noble gases have been taken from the work of Ogilvie et al. [16, 17] and the MRCI potential energy function for the N 2 in the cc-pVDZ basis set has been taken from previous work [20] . The basis set convergence of the pp-RPA energy is rather slow, similar to that of ph-RPA. The atomization energy D0 converges faster to its basis set limit than the absolute energies (left: N 2 , right: CO). 
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We formulate an adiabatic connection for the exchange-correlation energy in terms of pairing matrix fluctuation. This connection opens new channels for density functional approximations based on pairing interactions. Even the simplest approximation to the pairing matrix fluctuation, the particle-particle Random Phase Approximation (pp-RPA), has some highly desirable properties. It has no delocalization error with a nearly linear energy behavior for systems with fractional charges, describes van der Waals interactions similarly and thermodynamic properties significantly better than particle-hole RPA, and eliminates static correlation error for single-bond systems. Most significantly, the pp-RPA is the first known functional that has an explicit and closed-form dependence on the occupied and unoccupied orbitals and captures the energy derivative discontinuity in strongly correlated systems. These findings illlustrate the potential of including pairing interactions within a density functional framework.
The desire for systematic progress in Density Functional Approximations (DFA) has drawn attention to functionals rooted in many-body perturbation theory [1] [2] [3] , the most popular of which is the Random Phase Approximation (RPA). The RPA originated in nuclear many-body theory in the 1950s [4, 5] but recently found new applications formulated as a DFA of occupied and virtual orbitals [6] . The DFA perspective is justified by the adiabatic connection fluctuation dissipation (ACFD) theorem [7] , which establishes a fundamental connection between DFT and many-body perturbation theory. It formulates the exchange-correlation energy in terms of the polarization propagator, for which the RPA provides an approximation. The RPA overcomes some persistent problems of classical DFA functionals. In contrast to most classical DFA functionals, it describes static correlation correctly and thus dissociates, for instance, H 2 correctly [8] ; it captures long-range interactions adequately and is applicable to systems with vanishing gap [9] . These desirable features have been the incentive to construct more efficient algorithms, such that large-scale applications are now feasible [10] . Nonetheless, the RPA still faces some major theoretical challenges: it violates the Pauli principle, which leads to a large delocalization error, as demonstrated in the dissociation of H + 2 and other molecules [11] . The Second Order Screened Exchange (SOSEX) [12] corrects this problem [13] , but fails in cases of static correlation such as dissociating H 2 .
All of the RPA-related DFA methods are based on particle-hole (ph) interactions [9, 10, 14, 15] . However, the second-order Green's function naturally leads to another channel of interactions: particle-particle (pp) and hole-hole (hh) interactions [16] . The present work establishes an adiabatic connection [17, 18] for the exchangecorrelation energy in terms of the dynamic paring matrix fluctuation or particle-particle Green function, parallel to the ACFD theorem in terms of the density fluctuation or polarization propagator. Like the ACFD theorem, it is in principle exact, but requires the particle-particle Green function as a function of the interaction strength. The pp-RPA, a Random Phase Approximation in the pp and hh correlation channels, provides an approximation to the λ-dependence of the Green function that leads to a simple closed expression for the exchange-correlation energy. In this paper we therefore explore the pp-RPA as a DFA functional, based on the adiabatic connection we formulate, to illustrate the potential of using pairing interactions in DFA. Despite its close relationship to the ph-RPA, particle-particle interactions have received limited attention only in spectral calculations [19] , but not as a DFA for ground state energies. The theoretical framework underlying the pp-RPA is very similar to that of ph-RPA, but its features as a DFA functional are quite different, as we will illustrate with applications to molecular dissociation and thermodynamical properties.
The exact exchange-correlation energy in KS-DFT can be related to paring matrix fluctuationK(E) (or the particle-particle Green function K(E)) in many-body perturbation theory via the adiabatic connection. The pairing matrix fluctuationK(t−t ′ ) describes the response of the pairing matrix κ ij (t) = Ψ 
. In the energy domain,K(E) has the form
and therefore contains information on the 2-electron addition and removal energies ω N +2 n and ω N −2 n and the corresponding transition amplitudes. Moreover, these response functions not only provide information on the N ± 2 electron excited states, they also indirectly determine ground state properties. The ground state correlation energy can be formulated in terms of the pairing matrix fluctuation (or, equivalently, the pp-Green function) through the adiabatic connection:
Since the exchange energy is the exact exchange, we focus on the correlation energy. Further background and full derivations are presented in sections 1A-1C of the supplementary material, ref.
( [20] ). This formula can be considered the pairing interaction counterpart of the ACFD theorem. Like the ACFD theorem, formula (1) is in principle exact, but requires an approximation to compute the pairing matrix fluctuationK λ . The simplest approximation to the pairing matrix fluctuation is the particle-particle RPA. In this work, we will focus on the particle-particle RPA to illustrate the potential of including pairing interactions in a DFT framework.
The pp-RPA approximates the dynamic pairing matrix fluctuationK λ in terms of its non-interacting counterpart
where the Coulomb interaction is V abcd = ab cd = ab|cd − ba|cd , and ab|cd
Under this approximation, the integration over the interaction strength λ in Eq. (1) can be carried out analytically. The resulting expression for the correlation energy in terms of the non-interacting Green function K 0 is equivalent to the sum of all ladder diagrams in the context of many-body perturbation theory [16] 
The pairing matrix fluctuationK(E) is antisymmetrical under particle exchange, so Eq. (1)- (2) are formulated in an antisymmetrical basis, which includes only ordered two-particle indices. While the correlation energy can be computed directly from Eq. (2), it can also be cast in terms of the solution to a generalized eigenvalue problem (see Eq. (11) 
where the summation over n runs over all 2-electron addition energies. Since Eq. (3) depends only on the orthonormal set of orbitals {φ i } and their occupations n i , the correlation energy can be viewed as a functional E[{φ i }, n i ]. The total pp-RPA energy expression combines the HF-energy functional with the pp-RPA correlation energy, Eq. (4). The density functional perspective on the pp-RPA raises some prominent questions: how does the pp-RPA behave for systems with fractional spins or charges, which present a major challenge for DFA? [1, 22] . Most approximate density functionals give physically incorrect properties for systems that arise from an ensemble, such as molecule fragments with fractional electron numbers or spins. Such systems naturally arise for instance as the dissociation products of a molecule. While the molecule as a whole has integer electron number and (half) integer spin, each of its dissociation products may have a fractional electron number or spin. The exact conditions on density functionals for fractional charges [21, 23] , fractional spins [24] , and their combination [25] are now known.
The performance of density functionals for systems with fractional occupation number has therefore become an important criterion in the development of DFA. The behavior of the pp-RPA for such systems can be quantified by taking the fractional orbital occupations into account explicitly in the pp-RPA equations (section 1E of ref. ([20]) ), following previous work extending other DFAs to fractionals [11, 24] .
We computed the KS reference wavefunction with Gaussian03 [26] for the systems with integer electron number and with the QM4D package for systems with fractional electron number or spin [27] . For the subsequent pp-RPA calculation, we used our implementation, which diagonalizes the pp-RPA matrix. Since the diagonalization is computationally expensive, we used a ccpVDZ basis set for all calculations, except for the Ar and Ne atoms, for which we used an aug-cc-pVDZ (FC) basis set. For the calculations on thermodynamical properties, we used a cc-pVTZ basis set limited to F-functions because the pp-RPA energy converges slowly with the basis set size (Fig. 13 of ref. ( [20] )) and geometries from the G2 test set [28] . Accurate potential energy functions for the dimers of the noble gases have been taken from the work of Ogilvie et al. [29, 30] and the MRCI potential energy function for the N 2 in the cc-pVDZ basis set has been taken from previous work [31] .
The pp-RPA has negligible delocalization error and static correlation error and thus produces the correct dissociation limit for H 2 and H + 2 . The H 2 and H + 2 molecules are paradigmatic examples of challenges for DFA [22] , because few DFA functionals give the correct dissociation limit for both H 2 and H + 2 . The ph-RPA dissociates H 2 correctly, but produces a huge delocalization error for H + 2 [11] . The pp-RPA, however, gives the correct dissociation limit for H 2 and H + 2 , although the potential energy curve of H 2 has an unphysical local maximum around 10Å (Figs. 1 and Fig. 2 of ref. ([20]) ). While the dissociation of H + 2 is described correctly by construction in pp-RPA -the pp-RPA energy reduces to the HF functional for a one-electron system -it also gives a good dissociation profile for He + 2 , for instance (Fig. 2) . Other RPA methods have been constructed to dissociate these positively charged molecules correctly, such as ph-RPA+SOSEX, which a posteriori corrects for neglecting antisymmetry in the ph-RPA. However, RPA+SOSEX gives a much too high dissociation limit for H 2 [13] .
The pp-RPA satisfies the Hydrogen Test Set ( [1] ): it has no delocalization error for H + 2 and almost no static correlation error for H 2 because it has a nearly physically correct energy profile for the H atom with fractional charges and fractional spins. Describing both cases correctly requires that the functional has constant energy for all spin projections between 0 and 1 [24, 25] , and that it has a linear energy profile for electron numbers between 0 and 1 [23] . Most DFA functionals do not have these features, which results in static correlation errors and/or delocalization errors. The ph-RPA, for instance, has a nearly constant energy for different spin projections in the H atom, but has a significant delocalization error for fractional electron numbers [11] (Figs. 4 and 5 of ref. ( [20] )). It thus describes the dissociation of H 2 correctly but gives a much too low dissociation limit for H + 2 . The pp-RPA not only has a nearly constant energy for different spin projections of the H atom but also has a nearly linear energy between electron numbers of 0 and 1 (Fig.  4 of ref. ([20]) ). These properties ensure that it gives the right dissociation limit for H 2 and H + 2 . Most significantly, the pp-RPA captures the energy derivative discontinuity for strongly correlated systems (SCS) at integer electron numbers. Traditional DFA functionals have a smooth dependence on the occupied orbitals and cannot capture the required derivative discontinuities for SCS at integer electron number [24, 25] . Even the ph-RPA energy, which is a functional of the occupied and the unoccupied orbitals, does not have a derivative discontinuity at integer electron numbers for SCS. ( The pp-RPA has almost no static correlation error for single-bond systems, and gives the proper dissociation limit for ethane, for instance (Fig. 7 of ref. ([20]) ). However, it has a substantial error for the dissociation of N 2 (Fig. 8 of ref. ([20]) ). Breaking multiple bonds like those in N 2 within a singlet description is problematic for pp-RPA because N 2 dissociates into two spin-unpolarized spherical N atoms, which have equal fractional numbers of alpha and beta electrons distributed evenly over the three p-orbitals, and pp-RPA assigns much too low energy to these spin-unpolarized spherical atoms (Fig. 9 of  ref. ([20]) ).
The pp-RPA describes van der Waals interactions to a very good extent, similar to ph-RPA and ph-RPA+SOSEX [13, 32] . One of the main strengths of ph-RPA is its ability to capture non-covalent long-range interactions smoothly and seamlessly. Although the nature of the interactions is different in pp-RPA from that in ph-RPA, pp-RPA also captures the van der Waals interactions in Ar 2 and NeAr well (Figs. 4 and Fig. 11 of ref. ([20]) ).
The pp-RPA performs much better than ph-RPA on the heats of formation and atomization energies for a set of small molecules. The mean absolute errors (MAE) on the heats of formation computed for a set of small molecules is 5.8 kcal/mol for the pp-RPA and 10.4 kcal/mol -in good agreement with the results by Ren et al. [10] -for the ph-RPA (table III of ref. ([20]) ). The 4.6 kcal/mol difference shows that the accuracy of the heats of formation computed with pp-RPA is better than that of ph-RPA. Furthermore, a test on the whole G2 set shows that the errors in the ph-RPA heats of formation increase steadily with the number of atoms in the molecules, whereas the errors in the pp-RPA heats of formation remain nearly constant (Fig. 5) .
Finally, a perturbation theory analysis (section 1D of ref. ([20] )) shows that pp-PRA has the correct secondorder energy, in contrast to the ph-RPA, which contains only the direct terms of the second-order energy.
To summarize, we have shown that the exact exchangecorrelation energy can be expressed in terms of the dynamic paring matrix fluctuation via the adiabatic connection and illustrated the potential of this approach with the pp-RPA. The pp-RPA is a remarkable DFA, because it is the first functional that has an explicit and closedform dependence on the occupied and virtual orbitals and captures the derivative discontinuity of the energy at integer electron numbers for the whole range of spin polarizations in strongly correlated systems.
The pp-RPA meets the flat-plane energy requirement for systems with fractional charges and spins [25] . This flat-plane energy behavior has been actively pursued in recent years, with limited success up to now [33] . It was shown that explicit, differentiable functionals of the density or density matrix cannot capture it [11, 24] . Even the inclusion of virtual orbitals in the ph-RPA does not prove helpful [11] . The discontinuity in the pp-RPA energy as shown presently proves that this goal can be achieved in closed form with a functional that depends on both the occupied and unoccupied orbitals, or on the Green's function of the non-interacting KS or GKS reference system, highlighting the path forward for development of functionals for strongly correlated systems.
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