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Two-dimensional Toda lattie, ommuting differene
operators and holomorphi vetor bundles.
I.Krihever
∗
S.Novikov
†
Àííîòàöèÿ
High rank solutions to the 2D Toda Lattie System are onstruted simultaneously
with the effetive alulation of oeffiients of the higher rank ommuting ordinary
differene operators. Our tehni is based on the study of disrete dynamis of Tyurin
parameters haraterizing the stable holomorphi vetor bundles over the algebrai
urves (Riemann Surfaes).
1 Introdution.
The aim of this work is to onsider a irle of problems losely related to the onstrution
of algebro-geometri high rank solutions of the two-dimensional (2D) Toda lattie
∂2ξηϕn = e
ϕn−ϕn−1 − eϕn+1−ϕn . (1.1)
High rank solutions of the Kadomtsev-Petviashvili (KP) equation
3uyy = (4ut − 6uux + uxxx)x (1.2)
were onstruted in the earlier work of the authors [1℄. Their onstrution, as well as the
notion of rank of the solutions was based on the theory of ommuting ordinary differential
operators [2℄. In modern mathematial physis this theory arisen as an algebrai by-produt
of the integration theory of soliton equations and the spetral theory of periodi finite-gap
linear differential operators [3, 4, 5, 6, 7℄ initiated in [7℄.
The KP equation, as well as any other soliton equation, is a part of the orresponding
hierarhy of ommuting nonlinear partial differential equations. A solution u = u(t) of the
KP hierarhy is a funtion of an infinite set of variables t = (t1 = x, t2 = y, t3 = t, t4, . . .).
Beginning with the work [7℄, the algebro-geometri solutions of integrable (1+1)-systems of
the KdV type are singled out by the onstraint that they are stationary solutions for one
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of the flows of orresponding hierarhy. The algebro-geometri solutions of the KP equation
were found in the work [4℄. They are singled out by the onstraint that they are stationary
for two flows of the hierarhy ∂tnu = ∂tmu = 0. This onstraint is equivalent to the existene
of a pair of ommuting ordinary differential operators
[Ln, Lm] = 0, Ln =
n∑
i=0
ui∂
i
x, Lm =
m∑
j=0
vj∂
j
x , (1.3)
that ommute also with the auxiliary Lax operators ∂y − L2, ∂t − L3 for the KP equation
found in [8, 9℄,
L2 = ∂
2
x + u, L3 = ∂
3
x +
3
2
u∂x + w . (1.4)
Therefore, pairs of ommuting operators define invariant subspaes for the KP hierarhy.
By definition, rank r of a pair of ommuting operators is the number of linear independent
ommon eigenfuntions, i.e. the number of solutions of the equations
Lnψ
i = Eψi, Lmψ
i = wψi, i = 1, . . . , r , (1.5)
for (E,w) suh that a solution exists. The rank of the pair of ommuting differential operators
is a ommon divisor of orders of the operators.
The lassifiation problem of ommuting ordinary differential operators with salar oeffi-
ients was onsidered as a pure algebrai problem by Burhnal and Chaundy in the 20-s
[10, 11℄. They solved the problem for the ase of operators of o-prime orders (where the
rank always equals 1) although no expliit expressions for the oeffiients of the operators
were found. Effetive lassifiation of ommuting rank 1 operators were obtained in [4℄.
Burhnal and Chaundy emphasized (see [11℄), that the problem for the ase of rank r > 1 is
very ompliated.
The first steps were made in [12, 13℄. A method of effetive lassifiation of ommuting
generi differential operators of rank r > 1 was developed by the authors in [1, 2℄. Commuting
pairs of differential operators rank r depend on (r − 1) arbitrary funtions of one variable,
smooth algebrai urve Γ with one punture P and a set of the Tyurin parameters for a
framed stable holomorphi vetor bundle over Γ. The orresponding onstrutions are alled
one-point onstrutions.
For the 2D Toda lattie equations the onstraints that single out algebro-geometri
solutions an be desribed in the same way as in the KP theory. The ondition that these
solutions are stationary for two flows of the hierarhy is equivalent to the existene of a pair
of ommuting ξ, η-dependent differene operators
L =
N+∑
i=−N−
ui(n)T
i, A =
M+∑
i=−M−
vi(n)T
i, (1.6)
that ommute also with the Lax operators
 L1 = ∂ξ − T − w(n),  L2 = ∂η − c(n)T
−1, (1.7)
w(n) = ϕnξ, c(n) = e
ϕn−ϕn+1, (1.8)
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for the 2D Toda equations. Here and below T denotes the shift operator, Tyn = yn+1.
The well-known theory of ommuting rank r = 1 salar differene operators was made
of only two-point onstrutions [14, 15℄. A ring of suh operators is isomorphi to the ring
A(Γ, P±) of meromorphi funtions on an algebrai urve Γ with the poles at two puntures
P±. Remarkable, almost graded struture of these rings, their onnetions with the Fourier-
Laurent type basis on Riemann surfaes, was developed by the authors and used for the
string theory [16℄.
The lassifiation problem of ommuting differene operators in its full generality has not
been solved yet. Analysis of the problem presented in setion 2 of this artile has allowed
the authors to obtain some new important results. These results were announed in [21, 22℄.
It turns out that ommuting rank r = 1 differene operators an be obtained with the
help of multi-point onstrutions with any number of infinite points inluding one point if
rank is even (whih is most astonishing). Multi-point onstrutions are well known in the
theory of ommuting differential operators with matrix oeffiients [4℄. It seems reasonable
to onsider ommuting differene operators onstruted with the help of only one- and two-
point onstrutions, as a differene analog of ommuting differential operators with salar
oeffiients. For the authors the supporting evidene of this suggestion is that only in these
two ases the rings of ommuting operators are invariant with respet to 2D Toda hierarhy.
It is neessary to emphasize that one- and two-point onstrutions differ drastially.
There are no funtional parameters in the two-point ase. Coeffiients of the orresponding
operators an be written in terms of the Riemann theta-funtions. The one-point onstrution
of ommuting operators of rank l > 1 ontains funtional parameters. The oeffiients of
ommuting operators depend on l arbitrary funtions of disrete variable, smooth algebrai
urve Γ with punture P and a set of Tyurin parameters. As in ontinuous ase [2℄, the
reonstrution problem of the eigenfuntions of the orresponding operators is equivalent to
the Riemann problem on Γ, and in general an not be solved expliitly. At the same time,
as it was found in [1℄, in some ases the reonstrution problem for the oeffiients of the
ommuting operators an be solved expliitly. The solution is based on equations for the
Tyurin parameters desribing their dependene on normalization point. Note, that in the
reent work of one of the authors [17℄, onnetions of ontinuous deformations of the Tyurin
parameters, desribing high rank solutions of the KP equation, and the Hithin systems
were established [18℄. Using a disrete dynamis of the Tyurin parameters, the authors
found expliit form of rank 2 ommuting operators orresponding to an ellipti urve with
one punture. The ring of suh operators is generated by a pair of operators L and A of
orders 4 and 6, respetively:
L =
2∑
i=−2
ui(n)T
i, A =
3∑
i=−3
vi(n)T
i .
The oeffiients of the operators depend on two arbitrary funtions γn and sn. In the simplest
ase an expliit form of L is given by the formulae:
L = L22 − ℘(γn)− ℘(γn−1),
where L2 is the differene Shrodinger operator
L2 = T + vn + cnT
−1
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with the oeffiients
4cn+1 = (s
2
n − 1)F (γn+1, γn)F (γn−1, γn),
2vn+1 = snF (γn+1, γn)− sn+1F (γn, γn+1).
where
F (u, v) = ζ(u+ v)− ζ(u− v)− 2ζ(v).
Here and below ℘(u) = ℘(u|ω, ω′), ζ(u) = ζ(u|ω, ω′) are lassial Weiershtrass funtions.
These formulae are disrete analogs of the formulae for differential operator L4 of the
order 4 and rank 2, obtained by the authors in [19℄. In [20℄ an expliit expression of the
funtional parameter in the formulae for L4 orresponding to the Dixmier operator [12℄ was
found. Coeffiients of this operator are polynomial funtions of the independent variable x.
It would be interesting to find a disrete analog of the Dixmier operator.
The onstrution of high rank algebro-geometri solutions of the 2D Toda lattie was
briefly desribed in [21, 22℄. We disuss it in detail in Setion 3. In is based on the onstrution
of the vetor Baker-Akhiezer funtion as a deformation of the eigenfuntions of ommuting
differential operators. These deformations are defined by the form of the Baker-Akhiezer
funtions in the neighborhood of puntures. The form is defined with the help of some germ
matrix funtions. One again it is neessary to stress the differene between one and two
punture ases.
In the two-point ase (in whih there are no funtional parameters in the onstrution
of ommuting differential operators), the Baker-Akhiezer funtion is defined by two auxil-
iary germ funtions Ψ+(ξ, z), Ψ−(η, z). Eah of them is defined by an ordinary differential
equation ontaining arbitrary funtions of one of the ontinuous variables ξ or η, respetive-
ly. In the one-punture ase, funtional parameters are present in the onstrution of the
orresponding ommuting operators, but there is no ambiguity in the definition of the germ
funtion Ψ0(n, ξ, η, z).
In both the ases the multi-parametri Baker-Akhiezer funtions ψn = (ψ
i
n) satisfy the
equations
 L1ψn = 0,  L2ψn = 0, (1.9)
where  L1,  L2 are operators of the form (1.7). Compatibility of (1.9) is equivalent to (1.1).
Equations (1.9) imply also that for eah n the Baker-Akhiezer funtion, as a funtion of the
variables (ξ, η), satisfies the linear Shrodinger equation:(
∂2ξ,η + vn(ξ, η)∂ξ + un(ξ, η)
)
ψn = 0. (1.10)
Therefore, our onstrutions provide at the same time the onstrution of two-dimensional
Shrodinger operators in the magneti field that are integrable on one energy level.
Inverse spetral problem on one energy level for the Shrodinger operators in a magneti
field was introdued and solved in [23℄ for the rank 1 ase. The onstrution of 2D Shrodinger
operators of arbitrary rank integrable on one energy level was proposed in [19℄. All these
onstrutions are two-point onstrutions. The possibility of the one-point onstrution of
integrable Shrodinger operators has never been disussed until now .
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We would like to stress that the problem of onstrution of solutions of the 2D Toda
lattie equations is equivalent to the problem of onstrution of integrable Shrodinger op-
erators in a magneti field. In the modern theory of integrable systems equations (1.1) and
its Lax representation were obtained in the framework of the Zakharov-Shabat sheme as
two dimensional analog of the one-dimensional Toda lattie ([24℄). Later it beame lear
that these equations had been known in the lassial differential geometry in an equivalent
form of hains of the Laplae transformations for the two-dimensional Shrodinger operator
([25℄).
Let us onsider the two-dimensional Shrodinger operator L in a magneti field
2L = (∂z¯ +B)(∂z + A) + 2V, (1.11)
where ∂z = ∂x − i∂y, ∂z¯ = ∂x + i∂y. Usually the funtions H = (Bz −Az¯)/2 è U = −H − V
are alled magneti field and potential , respetively. Below, for brevity, the funtion V
would be alled the potential of L. The operator L is defined up to the gauge transformation
L→ e−fLef . The only invariants of L are the potential V and the magneti field H . Laplae
transformation is a two-dimensional analog of the Balund-Darboux transformation. It is
defined as follows
(∂z¯ +B)(∂z + A) + 2V 7−→ V˜ (∂z + A)V
−1(∂¯z +B) + 2V. (1.12)
The potential V˜ and the magneti field H˜ of the transformed operator are given by the
formulae
V˜ = V + H˜, 2H˜ = 2H +∆ lnV. (1.13)
If a funtion ψ satisfies the equation Lψ = 0, then the funtion ψ˜ = (∂z + A)ψ is a solution
of the equation L˜ ψ˜ = 0. Let us onsider a hain the Laplae transformations
Vn+1 = Vn +Hn+1, 2Hn+1 = 2Hn +∆ lnVn. (1.14)
After the hange of variables Vk = ln (ϕn − ϕk−1) the hain of the Laplae transformations
beomes equivalent to the the 2D Toda lattie equations (1.1).
2 Commuting differene operators
2.1 Formulation of the problem.
The main goal of this setion is to onstrut an effetive lassifiation of ommuting
[L,A] = 0 (2.1)
salar differene operators of the form
L =
N+∑
i=−N−
ui(n)T
i, A =
M+∑
i=−M−
vi(n)T
i , N± = r±n±, M± = r±m±, (2.2)
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where r± are maximum ommon divisors of maximum and minimum orders of the operators,
respetively, i.e. the non-zero numbers n±, m± are o-prime:
(n+, m+) = (n−, m−) = 1. (2.3)
Let us assume, that the leading oeffiients of these operators are different from zero. For
brevity, they are denoted by
u±(n) = u±N±(n) 6= 0, v
±(n) = v±M±(n) 6= 0. (2.4)
Equation (2.1) is invariant under the gauge transformation
L,A 7−→ L˜ = gLg−1, A˜ = gAg−1, L˜ =
N+∑
i=−N−
g(n+ i)g−1(n)ui(n)T
i, (2.5)
where g(n) 6= 0 is an arbitrary non-vanishing funtion of the disrete variable n. This
transformation an be used for the following normalization of L
u+(n) = 1. (2.6)
The normalization (2.6) whih will be always assumed below, is invariant under the gauge
transformations orresponding to the funtions g(n) suh that g(n+N+) = g(n). Equation
(2.1) implies that the leading oeffiient of the operator A satisfies the equation v+(n+N+) =
v+(n). Therefore, the gauge transformations an be used in order to fix the normalization
v+(n + r+) = v
+(n) = v+n¯ (2.7)
in addition to (2.6). Here n¯ is a residue of n mod r+, i.e. n→ n¯ = n(mod r+), 0 ≤ n¯ < r+−1.
The normalization (2.6,2.7) is invariant under the gauge transformations orresponding to
the funtions g(n) suh that g(n+ r+) = g(n).
If the normalization (2.6,2.7) is fixed, then for the oeffiients on the other edge have the
form
u−(n) = h−1(n−N−)h(n), v
−(n) = v−n˜ h
−1(n−M−)h(n). (2.8)
Here n˜ = n(mod r−).
In the ase r+ = r− = r > 1 the ommutativity equations have additional symmetry.
Namely, let yn be a funtion of the disrete variable n, then for any 0 ≤ i < r we define a
new funtion Yn
Yn =
{
0, n 6= i (mod r)
yn¯, n = rn¯+ i
(2.9)
Under that orrespondene a differene operator of order N defines an operator of order
rN . The diret sum of r pairs of ommuting operators [Li, Ai] = 0 onsidered as opera-
tors ating on defined above sublatties, satisfies a non-degeneray onditions (2.4) and the
ommutativity equation (2.1).
Below we will onsider only ommuting pairs of irreduible operators, i.e. operators that
have no blok-diagonal or jordan-ell form under deomposition of the n-lattie into a sum
of sublatties kr + i, 0 ≤ i < r − 1. A pair of ommuting operators is irreduible if, for
example, for eah i = 1, . . . , r − 1 there is n0 so that
vrm+−i(n0) 6= 0, v−rm−+i(n0) 6= 0. (2.10)
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2.2 Spetral urve. Formal infinities.
In the disrete ase an affine spetral urve is defined identially to the ontinuous ase. Let
us onsider a linear spae L(E) of solutions of the equation Ly = Ey, i.e.
yN+ +
N+−1∑
i=−N−
ui(n)yn+i = Eyn. (2.11)
Dimension of this spae is equal to the order of L, dimL(E) = N+ + N−. Restrition of A
onto L(E),
A(E) = A|L(E), (2.12)
is a finite-dimensional linear operator. The spetral urve, whih parameterizes ommon
eigenfuntions of L and A, is defined by the harateristi equation
R(w,E) = det(w − A(E)) = 0. (2.13)
Let ci be a basis of solutions of (2.11), defined by the initial onditions
cin = δ
i
n, i, n = −N−, . . . , N+ − 1 . (2.14)
Matrix entries of A(E) in that basis are polynomial funtions of the variable E. Therefore,
R(w,E) is a polynomial in both the variables w and E.
Compatifiation of the spetral urve. In the disrete ase a onstrution of ommon
eigenfuntions of ommuting operators at infinity E → ∞ is on the whole parallel to the
ontinuous ase, but at the same time ontains some new important features.
Let  L+ be the linear spae of solutions of the equation
LΦ = z−N+Φ, Φ = {Φn} (2.15)
of the form
Φn(z) = z
−n
(
∞∑
s=0
ξs(n)z
s
)
. (2.16)
It is assumed that ξ0(n) is not equal to zero for at least one value of n.
Lemma 2.1 The spae  L+, onsidered as a linear spae over the field k+ of Laurent series
in the variable z, is of dimension N+. It is spanned by the solutions Φ
i, i = 0, . . . , N+ − 1,
uniquely defined by the onditions
Φin(z) = z
−nδni, n, i = 0, . . . , N+ − 1. (2.17)
For the proof of this Lemma it is enough to note that a substitution of the series (2.16) into
(2.15) gives a reurrent system of equations for the oeffiients of (2.16)
ξ0(n +N+) = ξ0(n),
ξ1(n +N+) = ξ1(n)− un+N+−1(n)ξ0(n+N+ − 1), ... (2.18)
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The system implies that Φ is uniquely defined by the initial data ξs(i), i = 0, . . . , N+ − 1.
The spae  L+ is invariant with respet to the operator A. Therefore,
AΦin(z) =
N+−1∑
j=0
Aij(z)Φ
j
n(z), Aij(z) =
∞∑
s=−M+
A
(s)
ij z
s. (2.19)
The leading oeffiient is a matrix
A
(M+)
ij = v
+
i δj, i+M+(mod N+) (2.20)
The hange z → εz, where εN+ = 1, defines an automorphism of  L+(z). That implies that
oeffiients of the harateristi polynomial
det(w − Aij(z)) = w
N+ +
N+−1∑
i=0
ai(E)w
i, E = z−N+ , (2.21)
are series in the variable E = z−N+ . From that it follows that the eigenvalues are Laurent
polynomials in the variable z (but not in frational powers z1/k, k > 1).
Let us assume that
v+i 6= v
+
j , i 6= j, (2.22)
where v+i are defined in (2.7). In that ase the matrix Aij(z) has a unique eigenvetor
Ψ(i)n (z), i = 0, . . . , r+ − 1, of the form (2.16)
Ψ(i)n (z) = z
−n
(
δi,n¯ +
∞∑
s=1
ξs(n)z
s
)
. (2.23)
The leading term of the expansion is an eigenvetor of the matrix (2.20), orresponding to its
eigenvalue v+i . Under the hange z → ε
n+z, the leading term gets the fator ε−in+. Therefore,
the vetor ziΨ(i)n (z) has an expansion in powers
z0 = z
r+ = E1/n+ . (2.24)
That implies for i > 0 and j = 0, . . . , r+ − 1, the following equalities:
Ψ
(i)
kr++j
(z) = z−iz−k0 (O(z0)), j < i ,
Ψ
(i)
kr++j
(z) = z−iz−k0 (O(1)), j ≥ i. (2.25)
From the irreduibility ondition (2.10), in whih without loss of generality we put n0 = 0,
it follows that for i > 0 the zero omponent of the eigenvetor has the form Ψ
(i)
0 = O(z
r−i).
Therefore, the normalized eigenvetors
ψ(i)n =
Ψ(i)n (z)
Ψ
(i)
0 (z)
, ψ
(i)
0 = 1, (2.26)
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for i > 0 have the form
ψ
(i)
kr++j
(z0) = O(z
−k−1
0 ), i ≤ j ,
ψ
(i)
kr++j
(z0) = O(z
−k
0 ), j < i. (2.27)
For i = 0 we have:
ψ
(0)
kr++j
(z0) = z
−k
0 (1 + O(z0)). (2.28)
Hene, in the ase when the onditions (2.22) are satisfied, we have onstruted a set of N+
formal eigenvetors of the operator A(E) in the neighborhood of the infinity E =∞. Below,
we onstrut an additional set of N− formal eigenfuntions under the assumption
v−i 6= v
−
j , i 6= j, (2.29)
where v−i are defined in (2.8).
Let us onsider a linear spae  L− over the field of Laurent series k− in the variable z−,
spanned by the solutions of the equation
LΦ = z−N− Φ (2.30)
of the form
Φ−n (z) = z
n
−
(
∞∑
s=0
ξ−s (n)z
s
−
)
. (2.31)
It is assumed that ξ−0 (n) is not equal to zero for at least one n.
As before, we obtain that the harateristi polynomial of the operator A−(z−), indued
by an ation of A on  L−, has the form
det(w − A−(z−)) =
r−∏
i=0
n−∏
k=0
(
w − vˆ−i (zk,−)
)
, zk,− = ε
k
1z
r
−, (2.32)
where ε
n−
1 = 1, and the series vˆ
−
i = vˆ
−
i (z0,−) has the form:
vˆ−i (z0,−) = v
−
i z
−m−
0,− (1 +O(z0,−)) . (2.33)
The normalized eigenvetor of A−(z−), orresponding to the eigenvalue w = vˆ
−
i (z0,−) for all
i = 0, . . . , r − 1, has the form:
ψ
(i)
kr−+j
(z0,−) = O(z
k
0,−), i ≥ j ,
ψ
(i)
kr−+j
(z0,−) = O(z
k+1
0,− ), i < j. (2.34)
In the diret sum of the spaes  L+ and  L− it is possible to hoose a basis c
i
n, normalized by
the onditions
cin = δi, n, i, n = N−, . . . , N+ − 1 . (2.35)
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In this basis the operator A has the same matrix entries as in the onstrution above of the
affine spetral urve. Therefore, the harateristi equation (2.13) oinides with the produt
of the harateristi equations for A(z) and A−(z−), i.e.
det(w − A(E)) =
 r+∏
i=0
n+−1∏
k=0
(w − vˆi(zk))
  r−∏
i=0
n−−1∏
k=0
(
w − vˆ−i (zk,−)
) , (2.36)
where the produts in the first and the seond sets of fators are taken over all roots of E−1
of degree n+ and n−, respetively:
E = z
−n+
k = z
−n−
k,− (2.37)
The expansion (2.36) gives a omplete information on ompatifiation of the spetral urve
when the operator A(E) has N distint eigenvalues for almost all E. It is the ase of om-
muting operators of rank 1, whih is onsidered in the next setion.
2.3 Commuting operators of rank 1.
The onditions (2.22) are (2.29) imply that the eigenvalues of A(E), orresponding to fators
of the first and in the seond produts in the formula (2.36) are distint. In addition, let us
require that the fators in the two produts do not oinide with eah other. For that it is
suffiient to assume one of the following onditions
(i) m+n− 6= m−n+, (ii) v
+
i 6= v
−
j . (2.38)
In this ase equation (2.36) implies that the affine spetral urve defined by equation (2.13),
is ompatified by l = (r+ + r−) points P
±
i±, i± = 0, . . . , r± − 1. In the neighborhood
of the infinity, and therefore for almost all E the spetral urve Γ has N = N+ + N−
sheets. Therefore, to every point of the spetral urve there orrespond the unique up to
multipliation ommon eigenfuntion ψn of the operators L and A. Let us present the main
theorem.
Theorem 2.1 Let irreduible ommuting operators satisfy the onditions (2.22, 2.29, 2.38).
Then:
(1) the spetral urve Γ, given by the harateristi equation (2.13) is ompatified at
the infinity by l = (r++ r−) points P
±
i±, in the neighborhoods of whih loal oordinates are:
zk,± = E
−1/n± ;
(2) the ommon eigenfuntion of the ommuting operators
Lψn(Q) = Eψn(Q), Aψn(Q) = wψn(Q), Q = (w,E) ∈ Γ,
normalized by the ondition ψ0 = 1 is a meromorphi funtion on Γ, with the divisor of
poles D = {γs} outside the puntures P
±
i does not depend on n. In the neighborhoods
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of the puntures ψn has the form (2.27,2.28,2.34), i.e. if n is represented in the form
n = kr+ + j+ = k
′r− + j−, 0 ≤ j± < r±, then
(2a) ψn has the poles of order k at the puntures P
+
0 , P
+
j++1, . . . , P
+
r+−1 and the poles of
order k + 1 at the puntures P+1 , . . . , P
+
j+;
(2b) ψn has zeros of order k
′
at the puntures P−j−, . . . , P
−
r−−1 and zeros of order k
′ + 1
at the puntures P−0 , . . . , P
−
j−−1
(3) in the general position, when the spetral urve is smooth and irreduible, the number
of poles γs (ounting with their multipliities) of ψn(Q) outside the puntures is equal to the
genus g of the urve Γ.
The theorem defines a map whih for a generi pair of ommuting operators, satisfying the
onditions of the theorem, assigns a smooth algebrai urve Γ with l puntures P±i± and a
divisor of degree g:
[L,A] = 0 7−→ {Γ, P±i±, D = {γs}}, 0 ≤ i± < r±, s = 1, . . . , g. (2.39)
Let us show that these algebro-geometri data define uniquely the ommuting operators.
Let Γ be a smooth genus g algebrai urve with l = (r+ + r−) puntures P
±
i±. From the
Riemann-Roh theorem it follows that for any non-speial divisor D = (γ1, . . . , γg) there is a
funtion ψn(Q) unique up to a fator, suh that its divisor of the poles outside the puntures
is not greater than D, and suh that at the puntures P±i it has poles and zeros of the orders
defined in (2a, 2b).
Indeed, the onditions (2a, 2b) mean that ψn(Q) belongs to a spae of meromorphi
funtions  L(Dn), assoiated with the divisor Dn
Dn = D + k
r+−1∑
i+=0
P+i+ +
j+∑
i=1
P+i+ − k
′
r−−1∑
i−=0
P−i− −
j−−1∑
i−=0
P−i− ,
where n = kr+ + j+ = k
′r− + j−. This divisor is of degree g, therefore, aording to the
Riemann-Roh theorem the spae  L(Dn) is one-dimensional.
Let us denote a ring of the meromorphi funtions on Γ with poles at P±i± by A(Γ, P
±
i±).
Theorem 2.2 Let ψ(Q) = {ψn(Q)} be a sequene of funtions, orresponding to algebro-
geometri data (2.39). Then, for eah funtion f ∈ A(Γ, P±i ) there is a unique differene
operator Lf (with oeffiients independent of Q), suh that
Lfψ(Q) = f(Q)ψ(Q).
If the funtion f(Q) has poles of order n+ and n− at the puntures P
±
i± respetively, then
the operator Lf has the form (2.2).
The proof follows immediately from the Riemann-Roh theorem. If the funtion f has poles
at P±i of order n±, then the funtion f(Q)ψn(Q) belongs to the linear spae
f(Q)ψn(Q) ∈  L
Dn + n+ r+−1∑
i+=0
P+i+ + n−
r−−1∑
i−=0
P−i−
 .
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This spae is of the dimension N+ + N− + 1. From the definition of ψn it follows, that
the funtions ψn+i, −rn− ≤ i ≤ rn+, are the basis of this spae. Coeffiients ui(n) of the
operator Lf are just oeffiients of expansion of fψn in the basis of the funtions ψn+i.
The funtion ψn(Q) an be written expliitly in terms of the Riemann theta-funtions.
For simpliity we present the orresponding formulae for the ase r = r+ = r−. Let a
0
i , b
0
i be
a basis of yles on Γ with anonial matrix of intersetions a0i · a
0
j = b
0
i · b
0
j = 0, a
0
i · b
0
j = δij .
In a standard way it defines the basis of normalized holomorphi differentials ωj(P ). The
matrixB of their b-periods defines the Jaobian variety J(Γ) and the Riemann theta-funtion
θ(z) = θ(z|B). Let us introdue the funtions hj , j = 0, . . . , r − 1,
hj(Q) =
fj(Q)
fj(P
+
j )
; fj(Q) =
θ(A(Q) + Zj)
θ(A(Q) + Z0)
∏j−1
i=0 θ(A(Q) + S
−
i )∏j
i=1 θ(A(Q) + S
+
i )
, (2.40)
where
S±i = K − A(P
±
i )−
g−1∑
s=1
A(γs), i = 0, . . . , r − 1. (2.41)
Zj = Z0 +
j−1∑
i=0
A(P−i )−
j∑
i=1
A(P+i ) Z0 = K −
g∑
s=1
A(γs), (2.42)
and A(Q) is a vetor with the oordinates Ak(Q) =
∫Q
q0
ωk. Let dΩ
(0)
be a unique meromorphi
differential on Γ, with simple poles at P±j with the residues ∓1, and normalized by the
onditions ∮
a0
k
dΩ(0) = 0. (2.43)
The oordinates of the vetor of its b0-periods U
(0)
equal
U
(0)
k =
1
2πi
∮
b0
k
dΩ(0) =
r−1∑
j=0
(
A(P−j )− A(P
+
j )
)
(2.44)
Lemma 2.2 The funtion ψn(Q) equals
ψrk+j = hj(Q)
θ
(
A(Q) + kU (0) + Zj
)
θ
(
A(P+j ) + Zj
)
θ (A(Q) + Zj) θ
(
A(P+j ) + kU
(0) + Zj
) exp(k ∫ Q dΩ0) (2.45)
For the proof of (2.45) it is enough to show that a funtion defined by the formula is single-
valued on Γ and has all the required analytial properties.
Corollary 2.1 The oeffiients of ommuting rank 1 generi operators are quasi-periodi
meromorphi funtions of the variable n.
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2.4 Rank > 1. The ase of separated infinities.
From the onstrution of formal ommon eigenfuntions of the operators L and A it follows,
that for almost all values of E the operator A(E) is diagonalizable. We all a set of the multi-
pliities µ = (µ1, . . . , µk) of the eigenvalues of A(E) vetor rank of the ommuting operators.
Note, that rank of ommuting differential operators with salar oeffiients is always salar
(k = 1), and is a ommon divisor of orders of the operators [2℄. The notion of vetor rank in
the lassifiation problem of ommuting differential operators with matrix oeffiients was
introdued in â [29℄. For ommuting operators of a vetor rank µ the harateristi equation
has the form
det(w − A(E)) =
k∏
i=1
Rµii (w,E). (2.46)
We would like to emphasize that onditions (2.22, 2.29), whih are suffiient for simpliity
of the eigenvalues of the operators A(z), A−(z−) in the formal neighborhood of the infinity
are inompatible with auxiliary linear problems for the 2D Toda lattie equations. Indeed,
from the equations
[L,  Li] = [A,  Li] = 0, (2.47)
where L,A è  Li have the form (1.6) è (1.7) it follows that
uN+(n + 1) = uN+(n), uN−(n)c(n−N−) = uN+(n− 1)c(n),
vM+(n+ 1) = vM+(n), vM−(n)c(n−N−) = vM+(n− 1)c(n).
The later equations imply that v±i , given by (2.7, 2.8), satisfy the equations
v+i = v
+, v−i = v
−, (2.48)
In that ase, a priori there are no obstrutions for the existene of multiple eigenvalues for
the operator A(z) or for the operator A−(z−).
Commuting operators suh that the set of eigenvalues of A(z) does not interset with
the set of eigenvalues of A−(z−) are alled operators with separated infinities. Commuting
operators have separated infinities if at least one of the onditions (2.38), i.e. one of the
onditions (i) m+n− 6= m−n+, (ii) v
+ 6= v−, is satisfied.
The set of multipliities µ±i± of distint eigenvalues of the operators A(z), A
−(z−) is alled
type of the pair of ommuting operators with separated infinities,∑
i±∈I±
µ±i± = r±. (2.49)
Here I± are finite sets, whih parameterize distint eigenvalues of the operators A(z) and
A−(z−). Distint eigenvalues of these operators orrespond to distint "infinity" points on
the omponents Γi of the affine spetral urve, defined by the equations Ri(w,E) = 0. A
simple ounting of degree of the divisor of ommon eigenfuntions (see details below in the
proof of the first statement of Theorem 2.3 ) shows that there is no omponent Γi, whih is
ompatified by the points orresponding to eigenvalues of only one of the operators A(z)
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or A−(z−). The multiliity of an eigenvalue of A(E) is onstant on eah of the omponents
Γi. Therefore,
(i) for eah index i± there is at least one index j∓, suh that µ
±
i± = µ
∓
j∓.
As it seems to the authors, there are no more onstraints on the types of ommuting operators
with separated infinities, i.e. for any set of positive integers µ±i±, satisfying equation (2.49)
and the onstraint (i), there is a pair of ommuting operators of the form (2.2) with separated
infinities whih has this set as its type.
Below, we prove the statement for the types of the form (r, r). This is the type of
ommuting operators of the form (2.2) with separated infinities, whih have equal ommon
divisors of positive and negative orders, (r = r+ = r−), having the maximum possible salar
rank µ = r.
Lemma 2.3 Let a pair of irreduible ommuting operators of the form (2.2), where (r =
r+ = r−), have rank r. Then there is a unique Laurent series
v+(x) = v+x−m+ +O(x−m++1)) (2.50)
suh that the equations
LΨ(z) = z−rn+Ψ(z), AΨ(z) = v(zr)Ψ(z) (2.51)
have a solution Ψ(z) of the form
Ψn(z) = z
−n
(
1 +
∞∑
s=1
ξs(n)z
s
)
. (2.52)
The spae of solutions of equations (2.51) in the spae  L(z) of Laurent series is spanned by
the series Ψ(ǫkz), ǫr = 1.
Almost idential statement holds for eigenvalues and eigenvetors of the restrition of the
operator A on the spae  L(z−).
Let us keep the same notation Γ for the urve defined by the equation R(w,E) = 0,
where R(w,E) is a root of degree r from the harateristi polynomial
det(w − A(E)) = Rr(w,E).
From Lemma 2.3 and its analog for the operator A−(z−) it follows, that at the infinity we
have
R(w,E) =
n+−1∏
k=0
(
w − v+(zk)
) n−−1∏
k=0
(
w − v−(zk,−)
) , (2.53)
where the produts are taken over all the roots of E−1 of the orders n+ è and n−, respetively.
To every point of Γ there orresponds r-dimensional subspae of ommon eigenvetors
of the operators L and A. Let us fix a basis ψi(Q) in this subspae by the onditions
ψin(Q) = δin, i, n = 0, . . . , r − 1. (2.54)
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For all n the funtions ψin(Q) are meromorphi funtions. Their form in the neighborhood
of the infinity an be found with the help of basi series Ψ±(ǫkz±). The same as in the
ontinuous ase [2℄, singularities of the vetor-funtion ψn(Q) = {ψ
i
n(Q)} in the affine part
of the spetral urve are desribed by matrix divisors.
In the general position, when the poles of ψn are simple, the orresponding matrix divisor
D = {γs, αs} is just a set of distint points γs, and a set of r-dimensional vetors αs = {α
i
s},
defined up to a fator αs → λαs. The points γs are poles of ψ
i
n, and the parameters αs define
relations between residues
αisresγsψ
j
n(Q) = α
j
sresγsψ
i
n(Q). (2.55)
In [1, 2℄ the sets (γ, α), were alled Tyurin parameters. Aording to [26℄, in a generi
ase they uniquely define a framed stable vetor bundle E over Γ of rank r and degree
c1(det E) = rg.
Theorem 2.3 Let a pair of irreduible ommuting operators with separated infinities sat-
isfies the onditions (2.38), and has the rank r = r+ = r−. Then:
(1) the spetral urve Γ, defined by the harateristi equation (2.53) is irreduible. It is
ompatified at the infinity by two points P±, in the neighborhoods of whih loal oordinates
are z± = E
−1/n± ;
(2) the vetor-funtion ψ(Q), whose oordinates are ommon eigenfuntions
Lψin(Q) = Eψ
i
n(Q), Aψ
i
n(Q) = wψ
i
n(Q), Q = (w,E) ∈ Γ,
normalized by the onditions (2.54), is meromorphi on Γ; its matrix divisor outside the
puntures P±i does not depend on n. In the general position, when the spetral urve is
smooth, the divisor of poles D = {γs, αs} is of degree gr, where g is the genus of Γ.
(3à) in the neighborhood of P+ the funtion ψikr+j(Q) has the form
ψikr+j = O(z
−k
+ ), i < j,
ψikr+i = z
−k
+ (1 +O(z+)),
ψikr+j = O(z
−k+1
+ ), i > j. (2.56)
(3b) in the neighborhood of P− the funtion ψikr+j(Q) has the form
ψikr+j = O(z
k+1
− ), i < j,
ψikr+j = O(z
k
−), i ≥ j. (2.57)
The inverse statement holds. For eah generi set of points γs and vetors αs = (α
i
s), s =
1, . . . , gr, i = 0, . . . , r − 1 there is a unique set of funtions ψin(Q) suh that:
(i) ψin(Q) outside the puntures P
±
has at most simple poles at γs; their residues at these
points satisfy relations (2.55);
(ii) ψin(Q) at the neighborhoods of the puntures P
±
has the form (2.56,2.57).
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Theorem 2.4 Let ψi(Q) = {ψin(Q)} be the funtions, defined above by the data {Γ, P
±, D =
{γs, αs}}. Then for eah funtion f ∈ A(Γ, P
±) there is a unique differene operator Lf
(with oeffiients independent on Q) suh, that
Lfψ
i(Q) = f(Q)ψi(Q).
If the funtion f(Q) has poles of orders n+ è n− at the puntures P
±
i then the operator Lf
has the form (2.2), where r = r+ = r−.
Example. r = 2, g = 1. Without loss of generality we may assume that two puntures on
the ellipti urve with the periods (2ω, 2ω′) are points ±z0. Let us hoose the vetors α1, α2
in the form αs = (as, 1).
From (2.56,2.57) it follows that ψ12n an be represented in the form
ψ12n(z) = An
σ(z − z0)σ(z − γ1 − γ2 − (2n− 1)z0)
σ(z − γ1)σ(z − γ2)
[
σ(z + z0)
σ(z − z0)
]n
, (2.58)
where σ(z) = σ(z; 2ω, 2ω′) is the Weierstrass sigma-funtion. Similar expression for ψ02n has
the form
ψ02n(z) =
(
Bn
σ(z − γ1 − 2nz0)
σ(z − γ1)
+ Cn
σ(z − γ2 − 2nz0)
σ(z − γ2)
) [
σ(z + z0)
σ(z − z0)
]n
, (2.59)
Conditions (2.55) allow us to express the parameters Bn, Cn in terms of An
Bn = a1An
σ(γ2 + (2n− 1)z0)σ(γ1 − z0)
σ(γ1 − γ2)σ(2nz0)
(2.60)
Cn = a2An
σ(γ1 + (2n− 1)z0)σ(γ2 − z0)
σ(γ2 − γ1)σ(2nz0)
(2.61)
In the neighborhood of z0 the funtion ψ
0
2n has the form (z− z0)
−n
. That implies an expliit
formula for An
An =
σ(2nz0)σ(γ1 − γ2)
(a1 − a2)σn(2z0)σ((2n− 1)z0 + γ2)σ(2n− 1)z0 + γ1)
. (2.62)
In analogous way we find
ψ02n+1(z) = A
′
n
σ(z + z0)σ(z − γ1 − γ2 − (2n+ 1)z0)
σ(z − γ1)σ(z − γ2)
[
σ(z + z0)
σ(z − z0)
]n
, (2.63)
ψ12n+1(z) =
(
B′n
σ(z − γ1 − 2nz0)
σ(z − γ1)
+ C ′n
σ(z − γ2 − 2nz0)
σ(z − γ2)
) [
σ(z + z0)
σ(z − z0)
]n
, (2.64)
where
B′n = a
−1
1 A
′
n
σ(γ2 + (2n+ 1)z0)σ(γ1 + z0)
σ(γ1 − γ2)σ(2nz0)
(2.65)
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C ′n = a
−1
2 A
′
n
σ(γ1 + (2n + 1)z0)σ(γ2 + z0)
σ(γ2 − γ1)σ(2nz0)
(2.66)
A′n =
σ(2nz0)σ(γ1 − γ2)
σn(2z0)
(I ′n − I
′′
n)
−1, (2.67)
I ′n =
σ(γ2 + (2n+ 1)z0)σ(γ1 + (2n− 1)z0)σ(γ1 + z0)
a1σ(z0 − γ1)
, (2.68)
I ′′n =
σ(γ1 + (2n + 1)z0)σ(γ2 + (2n− 1)z0)σ(γ2 + z0)
a2σ(z0 − γ2)
. (2.69)
Similar expressions in terms of the Riemann theta-funtions an be found in general ase.
Corollary 2.2 Coeffiients of the operators Lf , defined by the previous theorem, are quasi-
periodi funtions of the variable n.
Remark. Note that the funtions ψ
(i)
2n and ψ
(i)
2n+1 in the ontinuous limit
z0 → 0, n→∞, nz0 → x,
onverge to different funtions of the ontinuous variable x. Probably, that explains why
in the lassifiation problem of ommuting differential operators there are no onstrutions
without funtional parameters.
2.5 Rank >1. Glued infinities.
Now let us onsider ommuting operators of the form (2.2) having maximum possible rank
l = r++r−. In this ase the formal eigenvalues of the operator A on two infinities  L± oinide.
An eigenvalue of the operator A(z) may oinide with an eigenvalue of the operator A−(z−)
only when m+ = m− = m, n+ = n− = n, i.e. the ase of full or partial glued infinities may
our only in the lassifiation problem of ommuting operators of the form:
L =
Nr+∑
i=−Nr−
ui(n)T
i, A =
Mr+∑
i=−Mr−
vi(n)T
i, (N,M) = 1, (2.70)
We all a type of ommuting pair of operators a set (µ+i |µ
−
i ), where the index i is in a set
I, parameterizing all the distint eigenvalues of A(z) è A−(z−), and µ
±
i are multipliities
of the orresponding eigenvalues. Note, that the type of operators with separated infinities
an be identified with the partiular ase of the later definition in whih I is a union of sets
I±, whih parameterize indies i± in (2.49), and all the pairs have either the form (µ
+
i | 0) or
(0|µ−j ).
We onjeture that there are no restritions on the possible types, when the numbers
µ±i > 0 are both non-zero. If the type ontains a pair of the form (µ| 0) then, as before,
it should ontain also the pair of the form (0|µ). Complete solution of the lassifiation
problem of ommuting differene operator requires a onstrution of ommuting operators
of all the possible types. We leave the problem open, and onsider below a onstrution of
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ommuting operators of the type that ontains only one pair (r+| r−). As it was mentioned
above, that is the ase of ommuting operators of the maximum possible rank l = r+ + r−.
Diret spetral problem. From the onstrution of the formal eigenfuntions at the infin-
ity it follows, that the neessary onditions for the ase of the maximum rank are equations
v+i = v
−
j = v, i.e. the operators have the from (2.70), and their leading oeffiients in the
gauge uNr+ = 1 have the from
u−Nr− = h
−1(n−Nr−)h(n), vMr+ = v, v−Mr− = vh
−1(n−Mr−)h(n). (2.71)
As above, we keep the same notation Γ for the urve defined by the equation R(w,E) = 0,
where R(w,E) is a root of degree l from the harateristi polynomial
det(w − A(E)) = Rl(w,E).
At the infinity we have the expansion
R(w,E) =
[
N−1∏
k=0
(w − v(zk))
]
, (2.72)
where the produt is taken over all the roots of E−1 of degree N . Hene, in the ase of the
maximum rank the spetral urve is ompatified at the infinity by one smooth point, and
as a orollary, it is irreduible.
To every point of Γ there orresponds l-dimensional spae of ommon eigenfuntions of
the operators L and A. Let us fix the basis ψi(Q) of this spae by the onditions
ψin(Q) = δin, −r− ≤ i, n < r+. (2.73)
Note, that the hoie of the interval for the parameters i, n, used for the normalization is
ruial for losed desription of analytial properties of the basis funtions at the infinity.
Theorem 2.5 For a generi pair of ommuting rank l operators, the ommon eigenfun-
tions ψin, normalized by (2.73), satisfy the following onditions:
10. On the affine part of the spetral urve Γ the funtions ψin have gl poles γs independent
of n, at whih the equations
αjs resγsψ
i
n(Q) = α
i
s resγsψ
j
n(Q). (2.74)
hold.
20. In the neighborhood of the "infinity" point P0 the vetor-row ψn = {ψ
i
n} has the form
ψn =
(
∞∑
s=0
ξs(n)z
s
)
Ψ0(n, z), z
−n = E. (2.75)
Here ξs(n) = {ξ
i
s(n)} are vetor-rows,
ξi0 = δ
i
0 ; (2.76)
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Ψ0(n, z) is the Wronsky matrix Ψ
j i
0 (n, z) = φ
i
n+j(z), −r− ≤ i, j < r+, defined by the basis
φi of the solutions of the equation
φn+r+ +
r+−1∑
i=−r−
f 0i (n)φn+i = z
−1φn, (2.77)
whose oeffiients f 0i (n) are polynomial funtions of the oeffiients of the operator L. The
solutions φi are normalized by the equation
Ψ0(0, z) = 1. (2.78)
Proof. Let Ψ(n,Q), Q ∈ Γ, be the Wronsky matrix Ψj i(n,Q) = ψin+j(Q), −r− ≤ i, j < r+ .
In the neighborhood of P0, where z = E
−1/n
is a loal oordinate, it an be onsidered as a
funtion of the variable z, i.e. Ψ(n, z). Let us define polynomials φin of the variable z
−1
, by
fixing their asymptoti behavior as z → 0.
Lemma 2.4 In a generi ase there are unique funtions φin(z), that are holomorphi on
the extended omplex z-plane everywhere exept at z = 0, and suh that in the neighborhood
of z = 0 the vetor-row φn(z) = (φ
i
n(z)) has the form
φn(z) = rn(z)Ψ(n, z), (2.79)
where rn(z) is a vetor-row holomorphi in the neighborhood of z = 0, and suh, that its
evaluation at z = 0 equals
rin(0) = δ
i
0. (2.80)
The problem of onstrution of φn(z) is a standard Riemann problem. Let us hoose a small
neighborhood of z = 0. Then we define vetor-funtions φn è rn as holomorphi outside and
inside the neighborhood, respetively, and suh that on the boundary of the neighborhood
the equation (2.79) holds. If the hange of the argument of the determinant of Ψ(n, z) along
the ontour equals zero, then the Riemann has a unique solution if we fix a value of the
vetor-funtion at some point. Therefore, for the proof of the Lemma it is enough to show
that the determinant of Ψ(n, z) is holomorphi in the neighborhood of z = 0 and in general
does not vanish at z = 0. The later statement follows from:
Lemma 2.5 In the neighborhood of the infinity the matrix funtion
X (n,Q) = Ψ(n + 1, Q)Ψ−1(n,Q) (2.81)
has the form
X (n, z) =

0 1 0 · · · 0
0 0 1 · · · 0
· · · · ·
0 0 0 · · · 1
χ−r− (n, z) χ−r−+1 (n, z) χr−+2 (n, z) · · · χr+−1 (n, z)
 (2.82)
χi(n, z) = z
−1δi, 0 − fi(n, z), (2.83)
where fi(n, z) are regular series of the variable z.
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Proof. The matrixX (n,Q) does not depend on the hoie of the basis funtions ψin. Therefore,
the asymptoti behavior of X (0, Q) in the neighborhood of the infinity, an be found with
the help of the formal solutions defined in the subsetion 2.2. Equations (2.27,2.34) imply
that the Wronsky matrix Ψ∞(0, z), defined by the formal solutions, has the following blok
form
Ψ∞(0, z) =
(
z−1A(z) B(z)
C(z) D(z)
)
, (2.84)
where A(z), D(z) are matries of dimensions (r− × r−) and (r+ × r+), respetively. All the
matries A,B,C,D are regular series in the variable z. The leading term of D(z) is a lower
triangular matrix with 1 on the diagonal. The leading term of the series A(z) is an upper
triangular matrix. Hene, the inverse matrix has the form
Ψ−1∞ (0, z) =
(
zA1(z) zB1(z)
zC1(z) D1(z)
)
(2.85)
The leading terms of the regular series A1, B1, C1, D1 equal
A1(0) = A
−1(0), B1(0) = −A
−1(0)B(0)D−1(0),
D1(0) = D
−1(0), C1(0) = −D
−1(0)C(0)A−1(0). (2.86)
The series ψir+ have the form z
−1δi0 + f
i(z), where f i are regular. Therefore, the last row of
the matrix X (0), whih is equal to ψrΨ
−1
∞ (0), has the form
X r+−1, i(0) = z−1δi0 + f
i(z). (2.87)
In the onstrution of the formal solutions index n an be replaed by n − n0. That shift
does not hange X (n). Therefore, the last row of the matrix X (n0) has the same struture
as for X (0), and the Lemma is proven.
Normalization (2.73) is equivalent to the equation Ψ(0, z) ≡ 1. From (2.82) it follows
that
det Ψ(n, z) =
n−1∏
m=0
detX (n, z) = (−1)n
n−1∏
m=0
f−r−(n, z).
Hene the determinant is holomorphi in the neighborhood of z = 0, and in general does not
vanish at z = 0. That ompletes the proof of the Lemma 2.4.
Note, that by their onstrution the funtions φin are entire funtions of the variable z
−1
.
The matrix Ψ(n, z) is meromorphi in the neighborhood of z = 0. Hene, φin at z = 0 has
the pole of finite order and, therefore is a polynomial funtion of z−1.
Let Ψ0(n, z) be the Wronsky matrix of the funtions φ
i
n(z), i.e. Ψ
j, i(n, z) = φin+j(z).
Lemma 2.6 In the neighborhood of z = 0 the matrix funtion Ψ0 has the form
Ψ0(n, z) = R(n, z)Ψ(n, z), (2.88)
where R(n, z) is a matrix funtion holomorphi at z = 0, and suh that R(n, 0) has the blok
form
R(n, 0) =
(
R− 0
0 R+
)
(2.89)
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where R+ is a lower-triangular, and R− is an upper triangular (r±× r±) matries with 1 on
the diagonals.
Proof. From the definition of φn it follows that j-th row Rj of the matrix R for j > 0 equals
Rj(n, z) = rn+j(n, z)
j−1∏
i=0
X (n+ i, z) (2.90)
Equations (2.80, 2.83) imply that Rj is regular. Moreover, oordinates R
i
j (n, 0) of the vetor
Rj(n, 0) might be different from zero only for 0 ≤ i ≤ j. At the same time R
j
j(n, 0) = 1.
That proves that R+ is an upper triangular matrix with 1 on the diagonal. The analogous
statement for R− an be proven by similar arguments if one replaes X by the inverse matrix
X−1 whih has the form
X−1 = χ−1−r−

χ−r−+1 χ−r−+2 χ−r+3 · · · χr+−1 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
· · · · · ·
0 0 0 · · · 1 0
 (2.91)
By the definition Ψ(0, z) = 1. Entries of Ψ0 are polynomials in the variable z
−1
. Therefore,
(2.88) implies that Ψ0(0, z) is a onstant matrix, equal to R(0, 0). By indution in j, it is
easy to show that Ψ0(0, z) satisfies the normalization (2.78), i.e. Ψ0(0, z) = 1.
Let us prove that the funtions φin satisfy an equation of the form (2.77). Consider the
matix
Ψ0(n+ 1, z)Ψ
−1
0 (n, z) = X0(n, z) = R(n + 1, z)X (n, z)R(n, z)
−1 . (2.92)
From (2.83) and the struture of R(n, 0), it follows that the only entry of the last row in
X0, having pole at z = 0 is X
r+−1, 0
0 . A oeffiient at the singular term z
−1
of its expansion
equals 1. The matrix X0 is regular for all z 6= 0. Therefore, it is a polynomial funtion of
z−1. Hene the last row of X0 has the desired form.
In order to omplete the proof of the seond statement of the Theorem it is enough to
invert equation (2.88). We have
Ψ = R−1Ψ0. (2.93)
This equation for the row with the index j = 0 gives (2.75), where the first fator is the
Tailor expansion of the orresponding row of the matrix R−1(n, z).
Using the asymptoti of ψn at the infinity one an find the degree of the matrix divisor
of its poles using arguments idential to that in the ontinuous ase [2℄.
The Theorem 2.3. assigns for the generi pair of ommuting operator of the form (2.70),
having rank l = (r+ + r−) : a smooth algebrai urve Γ with a punture P0; a set of Tyurin
parameters and a set of l − 1 funtions f 0i (n) of the disrete variable n
L,A 7−→ {Γ, (γ, α), f 0i (n)}. (2.94)
preliminary draft 21 5 ìàÿ 2019 ã. 5:28
Inverse spetral problem. Let Γ be a smooth algebrai urve with fixed loal oordinate
z at the neighborhood of punture P0. Let us fix a set of funtion f
0
i (n), r− ≤ i < r+. They
define the Wronsky matrix Ψ0, Ψ
j, i
0 = φ
i
n+j, r− ≤ j < r+, orresponding to the solutions of
the degree l = r+ + r− differene equation
r+∑
i=r−
f 0i (n)φn+i = z
−1φn, f
0
r+
= 1, (2.95)
normalized by the onditions
φin = δ
i
0, r− ≤ i < r+. (2.96)
Theorem 2.6 ([21℄) For a generi set of Tyurin parameters of degree lg and rank l, i.e. for
a generi set of lg points γs and a set of projetive l-dimensional vetors αs = (α
i
s), r− ≤ i ≤
r+ there is a unique vetor-funtion ψn(Q) with oordinates, whih outside the punture P0
have at most simple poles at γs. Their residues satisfy relations (2.74). In the neighborhood
of P0 the vetor-row ψn has the form
ψn =
(
∞∑
s=0
ξs(n)z
s
)
Ψ0(n, z), ξ
i
0 = δ
i
0 . (2.97)
Let f ∈ A(Γ, P0) be a meromorphi funtion on Γ with the only pole at P0 of order N . Then,
there is a unique operator Lf of the form
Lf =
Nr+∑
i=−Nr−
ui(n)T
i, uNr+ = 1, (2.98)
suh that
Lfψ(Q) = f(Q)ψ(Q) . (2.99)
A proof of the theorem is standard. Equation (2.97) means that ψ is a solution of the Riemann
problem on Γ, in whih Ψ0 is the transition funtion in the neighborhood of the punture.
In the general position the existene and uniqueness of the solution of this problem follows
from the results of [27, 28℄, or simply from the Riemann-Roh theorem for vetor bundles
(see details in [2℄). The same results imply the seond statement of the theorem.
Theorem 2.7 A ommutative ring A of operators of the form (2.98) of maximum rank l is
isomorphi to the ring A(Γ, P0) of meromorphi funtions on an algebrai urve Γ with the
only pole at the punture P0. In the general ase the isomorphism A(Γ, P0) = A is defined
by equation (2.99), where the Baker-Akhiezer funtion orresponds to a set of the Tyurin
parameters (γ, α).
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2.6 Disrete dynamis of the Tyrin parameters
In this setion disrete equations for the Tyurin parameters orresponding to ommuting
operators of maximum rank l are derived. Aording to Theorem 2.6, a smooth algebrai
urve Γ with a punture P0, a generi set of the Tyurin parameters (γ, α) and oeffiients
f 0i (n) of differene equation (2.95) define the vetor-funtion ψn(Q). The orresponding
Wronsky matrix is denoted by Ψ(n,Q). The matrix funtion X (n,Q), given by (2.81), has
the asymptoti (2.82, 2.83). Let
fi(n) = fi(n, 0) (2.100)
be the evaluations of the regular series fi(n, z) in (2.83) at the punture z = 0. These
funtions of the disrete variable n an be expressed in terms of the initial parameters f 0i (n),
and the first oeffiients ξ1(n) of expansion (2.97) for ψn. The orresponding formulae are far
from being effetive, beause the oeffiients ξ1(n) depend on the initial data (γs, αs, f
0
i (n)
through the Riemann problem. At the same time, as it will be shown below, there is no
need for expliit formulae for fi(n). They an be hosen as a part of independent parameters
defining ommuting operators.
For n 6= 0 let us denote zeros of detΨ(n,Q) by γs(n). In general position, when they are
simple their number equals gl. Let αs(n) be the orresponding left zero-vetor
αs(n)Ψ(n, γs(n)) = 0 . (2.101)
For n = 0, we set
γs(0) = γs, αs(0) = αs. (2.102)
From the definition (2.81) it follows:
Lemma 2.7 The matrix funtion X (n,Q) has simple poles at the points γs(n) and satisfies
the relations
αjs(n) resγs(n)X
m,i(n,Q) = αis(n) resγs(n)X
m,j(n,Q). (2.103)
The points γs(n+ 1) are zeros of X (n,Q),
detX (n, γs(n+ 1)) = 0. (2.104)
The vetor αs(n+ 1) is the left eigenvetor of the matrix X (n, γs(n + 1)),
αs(n + 1)X (n, γs(n + 1)) = 0. (2.105)
Simple dimension ounting implies the following statement.
Lemma 2.8 Let Γ be a smooth algebrai urve with fixed loal oordinate ñ z(Q) in the
neighborhood of a punture P0. Then for a generi set of data (γs(n), αs(n), fi(n)) there
is a unique meromorphi matrix funtion X (n,Q), Q ∈ Γ, with at most simple poles at the
pointsP0, γs, and suh that:
(i) the Laurent expansion of X (n,Q) at P0 has the form (2.82,2.83), where the regular
series fi(n, z) satisfy (2.100);
(ii) the residues of X (n,Q) at γs satisfy the relations (2.103).
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Equations (2.104, 2.105) an be regarded as equations that define (γs(n + 1), αs(n + 1))
through the matrix X (n,Q). The later is uniquely defined by (γs(n), αs(n), fi(n)). Hene:
Corollary 2.3 The funtions fi(n) and the Tyurin parameters (γ, α), whih define the ini-
tial ondition (2.102) of the orresponding disrete dynamial system, are the full set of
data, whih parameterize ommuting operators with the given spetral urve.
Example g = 1, l = 2. Let us onsider a pair of ommuting operators
L =
2∑
i=−2
ui(n)T
i, A =
3∑
i=−3
vi(n)T
i
(2.106)
of the maximum rank l = 2. Their spetral urve Γ is an ellipti urve. Let 2ω, 2ω′ be periods
of Γ. Without loss of generality we identify the punture P0 with the point z = 0 in the
fundamental domain of z-plane.
The operators (2.106) are uniquely defined by Tyurin parameters, and the parameters
fi(n), i = −1, 0, whih are denoted below by
f−1 = cn+1, f0 = vn+1. (2.107)
Our next goal is to find expliit formulae for the oeffiients of ommuting operators (2.106)
with the help of equations of the disrete dynamis of Tyurin parameters. For brevity, let
us introdue the notations
γ1n = γ1(n), γ
2
n = γ2(n) . (2.108)
For the vetors αis, i = −1, 0, whih are defined up to a fator, we fix the normalization
under whih αs(n) are two-dimensional row-vetors with the oordinates
α1(n) = (a
1
n, 1), α2(n) = (a
2
n, 1). (2.109)
Aording to Lemma 2.8, the data γ1,2n , a
1,2
n , cn+1, vn+1 uniquely define the matrix X
ji
n =
X jin (n, z), i, j = −1, 0. Let us find its expliit form in terms of the standard Weierstrass
funtions. By definition, Xn has the form
Xn =
(
0 1
χ1n(z) χ
2
n(z)
)
(2.110)
An ellipti funtion χ1n(z) has poles at γ
1,2
n and equals −cn+1 at z = 0. Therefore, it an be
written as
χ1n = −cn+1 + A1
(
ζ(z − γ1n) + ζ(γ
1
n)
)
+B1
(
ζ(z − γ2n) + ζ(γ
2
n)
)
, (2.111)
where ζ(z) is the Weierstrass ζ-funtion.
The funtion χ2n in the neighborhood of the punture z = 0 has the form χ
2 = z−1 −
vn+1 +O(z), i.e.
χ2n = −vn+1 + ζ(z) + A2
(
ζ(z − γ1n) + ζ(γ
1
n)
)
+B2
(
ζ(z − γ2n) + ζ(γ
2
n)
)
. (2.112)
preliminary draft 24 5 ìàÿ 2019 ã. 5:28
The sum of residues of an ellipti funtion equals zero. Hene,
A1 +B1 = 0, A2 +B2 = −1. (2.113)
At the same time
A1 = a
1
nA2, B1 = a
2
nB2. (2.114)
From (2.113,2.114) it follows that
χ1n = −cn+1 +
a1na
2
n
a1n − a
2
n
(
ζ(z − γ1n)− ζ(z − γ
2
n) + ζ(γ
1
n)− ζ(γ
2
n)
)
, (2.115)
χ2n = ζ(z)− vn+1 +
a2n
a1n − a
2
n
(
ζ(z − γ1n) + ζ(γ
1
n)
)
+
+
a1n
a2n − a
1
n
(
ζ(z − γ2n) + ζ(γ
2
n)
)
. (2.116)
Aording to Lemma 2.7, the points γsn+1 are defined by the equation
detXn(γ
s
n+1) = χ
1(γsn+1) = 0. Hene,
cn+1 =
a1na
2
n
a1n − a
2
n
(
ζ(γsn+1 − γ
1
n)− ζ(γ
s
n+1 − γ
2
n) + ζ(γ
1
n)− ζ(γ
2
n)
)
. (2.117)
Note, that the sum γ1n + γ
2
n = 2c does not depend on n, beause γ
s
n are poles and γ
s
n+1 are
zeros of an ellipti funtion. Therefore,
γ1n = γn + c, γ
2
n = −γn + c, c = const. (2.118)
Using (2.118), equations (2.115,2.116) an be rewritten as
χ1n =
a1na
2
n
a1n − a
2
n
[ζ(z − γn − c)− ζ(z + γn − c)− ζ(γn+1 − γn)− ζ(γn+1 + γn)](2.119)
χ2n = −vn+1 + ζ(z) +
a2n
a1n − a
2
n
(ζ(z − γn − c) + ζ(γn + c)) +
+
a1n
a2n − a
1
n
(ζ(z + γn − c)− ζ(γn − c)) . (2.120)
If the funtions vn and γn of the disrete variable n are hosen as independent parameters,
then equation (2.117)
cn+1 =
a1na
2
n
a1n − a
2
n
(ζ(γn+1 − γn)− ζ(γn+1 + γn) + ζ(γn + c) + ζ(γn − c)) (2.121)
an be regarded as the definition of the variables cn+1.
From (2.105) it follows that
as(n + 1) = −χ
2
n(γs(n+ 1)). (2.122)
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Equation (2.120), implies reurrent relations defining a1,2n+1:
a1n+1 = vn+1 − ζ(γn+1 + c)−
a2n
a1n − a
2
n
(ζ(γn+1 − γn) + ζ(γn + c))
−
a1n
a2n − a
1
n
(ζ(γn+1 + γn)− ζ(γn − c)) , (2.123)
a2n+1 = vn+1 + ζ(γn+1 − c) +
a2n
a1n − a
2
n
(ζ(γn+1 + γn)− ζ(γn + c))
−
a1n
a1n − a
2
n
(ζ(γn+1 − γn) + ζ(γn − c)) . (2.124)
As shown above, the arbitrary funtions γn, vn and a ertain onstant c define the matrix
funtion Xn, and as a orollary, define the oeffiients of ommuting rank 2 operators, or-
responding to an ellipti urve. Eah operator orresponds to an ellipti funtions with the
pole at the punture z = 0. The simplest operator L4 is of order 4 and orresponds to the
Weierstrass funtion ℘(z) = z−2 + 0(z2).
Coeffiients of this operator are oeffiients of the expansion of ℘(z)ψnΨ
−1
n in the basis
ψn+iΨ
−1
n , 2 ≤ i ≤ 2. The expansion is determined by singular parts of the Laurent series at
z = 0. Let ψ˜m be polynomials in k = z
−1
, suh that ψmΨ
−1
n = ψ˜m + 0(k
−1). Then
ψ˜n+2 = (−cn+1, k − vn+1), ψ˜n+1 = (0, 1), ψ˜n = (1, 0). (2.125)
The polynomial ψ˜n−1 an be found with the help of the equation Ψn−1 = X
−1
n−1Ψn,
X−1n =
1
χ1n
(
−χ2n, 1
χ1n, 0
)
. (2.126)
Let ξijn be oeffiients of the expansions
χ1n = −cn+1
(
1 + ξ11n z + ξ
12
n z
2 + · · ·
)
(2.127)
χ2n = k − vn+1 + ξ
21
n z + · · · (2.128)
Then
ψ˜n−1 = c
−1
n
(
k − vn − ξ
11
n−1 ,−1
)
. (2.129)
In a similar way ψ˜n−2 an be found. After a long but straightforward alulation we find
L4 = L
2
2 −
(
ξ11n−1 + ξ
11
n−2
)
T + cn
(
ξ11n−1 + ξ
11
n−2
)
T−1 + un , (2.130)
where L2 is the disrete Shrodinger operator with the oeffiients
L2 = T + vn + cnT
−1, (2.131)
and the funtion un is given by the formula
un = vn
(
ξ11n−1 − ξ
11
n−2
)
+ ξ12n−1 + ξ
12
n−2 −
(
ξ11n−2
)2
−
(
ξ21n−1 + ξ
21
n−2
)
. (2.132)
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Symmetri ase. Let the onstant c in (2.118) be zero, c = 0. Then χ1n is an even funtion
of z. Hene, ξ11n = 0. Equation (2.119) implies
ξ12n = −
a1na
2
n
(a1n − a
2
n)
℘′(γn)
cn+1
. (2.133)
Using (2.121), we obtain
ξ12n =
℘′(γn)
ζ(γn+1 + γn)− ζ(γn+1 − γn)− 2ζ(γn)
= ℘(γn)− ℘(γn+1) . (2.134)
(The last equation an be obtained from the addition formulae for the Weierstrass ζ-funtion,
or by diret omparison of the poles and the residues of both sides of the equation.) From
(2.120) it follows that
ξ21n = ℘(γn) . (2.135)
Substitution of the last two formulae into (2.132) implies that the operator L4 in the sym-
metri ase equals
L4 = L
2
2 − ℘(γn)− ℘(γn−1). (2.136)
In the symmetri ase the formulae for the oeffiients of L2 an by simplified. Let F (u, v)
be the ellipti funtion
F (u, v) = ζ(u+ v)− ζ(u− v)− 2ζ(v) =
℘′(v)
℘(v)− ℘(u)
. (2.137)
Then, the formulae (2.121-2.124) for the symmetri ase c = 0 an be represented in the
form
cn+1 = −
a1na
2
n
a1n − a
2
n
F (γn+1, γn), (2.138)
a1n+1 = vn+1 +
1
2
(
F (γn, γn+1) +
a1n + a
2
n
a1n − a
2
n
F (γn+1, γn)
)
, (2.139)
a2n+1 = vn+1 −
1
2
(
F (γn, γn+1)−
a1n + a
2
n
a1n − a
2
n
F (γn+1, γn)
)
. (2.140)
The last two equations are equivalent to
a1n+1 − a
2
n+1 = F (γn, γn+1), (2.141)
a1n+1 + a
2
n+1 = 2vn+1 +
a1n + a
2
n
a1n − a
2
n
F (γn+1, γn). (2.142)
Let us define sn by the formula
sn = −
a1n + a
2
n
a1n − a
2
n
. (2.143)
Then
a1n + a
2
n = −snF (γn−1, γn),
a1na
2
n
a1n − a
2
n
= −
1
4
(
s2n − 1
)
F (γn−1, γn) (2.144)
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and equations (2.138, 2.142) an be rewritten as
4cn+1 = (s
2
n − 1)F (γn+1, γn)F (γn−1, γn), (2.145)
2vn+1 = snF (γn+1, γn)− sn+1F (γn, γn+1). (2.146)
The last equation shows, that in the symmetri ase the variables γn, sn an be hosen as
independent parameters. Then, equations (2.131,2.136,2.145,2.146) give expliit expressions
for the oeffiients of the operator L4, whih were presented in the introdution. In the
similar way one an find oeffiients of the operator A6 .
3 High rank solutions of the 2D Toda lattie equations.
A key element of the algebro-geometri integration theory of non-linear equations is a on-
strution of the multiparametri Baker-Akhiezer funtions. These funtions are defined by
their analyti properties on a orresponding algebrai urve. Below we define the multi-
parametri Baker-Akhiezer vetor-funtions. They are deformations of the eigenfuntions
of ommuting operators of an arbitrary rank. The definitions are different in the ases of
operators with separated or glued infinities.
3.1 Separated infinities.
As it was shown above, operators with separated infinities are defined by their algebro-
geometri data: a spetral urve with two puntures and a set of Tyurin parameters. There no
funtional parameters in their onstrution. Funtional parameters do appear in onstrution
of the orresponding solutions of the 2D Toda lattie equations. It is neessary to stress that
these funtional parameters are funtions of ontinuous variables, but not a disrete one, as
in the onstrution of ommuting operators with glued infinities. The funtional parameters
define germ funtions Ψ±(t
±, z), depending on the orresponding half of the times of the
hierarhy of the 2D Toda, and are entire funtions of the variable z−1.
Consider funtions Ψ±(z) of the variable z
−1
, suh that∮
|z|=ε
d (ln det Ψ±) = 0. (3.1)
Lemma 3.1 Let Γ be a smooth genus g algebrai urve with fixed loal oordinates z± in
the neighborhoods of two puntures P±. Then for a generi set of the Tyurin parameters of
degree rg and rank r there is a unique vetor-funtion ψn(Q) suh that:
(i) its oordinates ψin, i = 0, . . . , r − 1, outside the puntures P
±
have at most simple
poles at the points γs, where the relations (2.55) hold;
(ii) in the neighborhoods of the puntures P± the funtion ψn has the form
ψkr+j = z
∓k
± R±(kr + j, z±)Ψ±(z±) , (3.2)
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where R±(n, z) are holomorphi in the neighborhood of z = 0 row-vetors with values at
z = 0 satisfying the normalization onditions
R i−(kr + j, 0) = 0, i ≤ j , R
i
+(kr + j, 0) =
{
0, i > j,
1, i = j.
(3.3)
Equations (3.2) are equivalent to the Riemann fatorization problem on Γ. The dimension of
the spae of its meromorphi solutions with poles at γs an be found from the Riemann-Roh
theorem. This dimension equals the number of linear equations (2.55).
If the funtions Ψ± = Ψ±(t
±, z) depend on some independent variables t± = (t±j ), then
the orresponding vetor-funtions ψn are funtions of the full set of the variables ψn =
ψn(t
+, t−, Q). Let us define the dependene of Ψ± on t
±
suh, that the orresponding Baker-
Akhiezer funtions give solutions of the 2D Toda lattie.
If we restrit ourselves to the onstrution of the 2D Toda equations (1.1), only, then the
dependene on t+1 = ξ, t
−
1 = η is defined by ordinary differential equations. Their oeffiients
are the funtional parameters mentioned above.
Let ai(t
+
1 ), yi(t
−
1 ) be a set of arbitrary funtions. Then the germ funtions Ψ± are defined
with the help of the equations
∂t±
1
Ψ± = M
0,1
± Ψ±, Ψ±(0, z) = 1, (3.4)
where the matries M0,1± (t
±
1 , z) have the form
M0,1+ =

a0 1 0 · · · 0
0 a1 1 · · · 0
· · · · ·
0 0 0 · · · 1
z−1 0 0 · · · ar−1
 , M
0,1
− =

0 0 · · · 0 b0z
−1
b1 0 · · · 0 0
0 b2 · · · 0 0
· · · · ·
0 0 · · · br−1 0
 , (3.5)
where
bi = e
yi−yi−1 , y−1 = yr−1. (3.6)
Theorem 3.1 The Baker-Akhiezer vetor-funtion ψn, orresponding to a generi set of
data {Γ, P±, z±, (γ, α), ai, yi} satisfies the equations
∂t+
1
ψn = ψn+1 + vnψn, ∂t−
1
ψn = cnψn−1, (3.7)
with the oeffiients
vn = ∂t+
1
ϕn, cn = e
ϕn−ϕn−1 ,
where
ϕkr+i = yi(t
−
1 ) + lnR
i
−(kr + i, 0, t
+
1 , t
−
1 ). (3.8)
For eah funtion f ∈ A(Γ, P±) with the poles of order n± at the puntures P
±
there is a
unique differene operator Lf of the form (2.2) with oeffiients depending on t
±
1 suh that
Lfψ
i = fψi.
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The ompatibility ondition of equations (3.7) is equivalent to the 2D Toda lattie equation
(1.1).
Corollary 3.1 The funtions ϕn, given by (3.7), where the seond term is defined by the
evaluation at zero of the regular fator R− in (3.2), are solutions of the 2D Toda lattie
equations.
Proof of the Theorem is standard and follows from omparison of analytial properties on
Γ of the funtions defined by the left and the right hand sides of (3.7). The proof does not
relay essentially on the speifi form (3.5) of the matries M0,1± . The Theorem remains true
if the matries M0,1± are replaed by matries of the form
M˜ 0,1± = M
0,1
± +m±(t
±
1 ), (3.9)
where entries mij± do not depend on z and satisfy the onstraints
mij+ = 0, i < j, m
ij
− = 0, i ≥ j. (3.10)
However, this extension of a set of the germ-funtions provides no new solutions of the 2D
Toda lattie equations. Indeed, expansion (3.2) and onstraints (3.3) are invariant under the
transformations
Ψ˜± = g±Ψ±, R˜± = R±g
−1
± , (3.11)
where g−(t
−
1 ) is an upper-triangular matrix, and g+(t
+
1 ) is a lower-triangular matrix with 1 on
the diagonal. Therefore, these transformations do not hange the Baker-Akhiezer funtion.
They orrespond to the gauge transformations
M˜ 0,1± 7−→ g
−1
± ∂t±
1
g± − g
−1
± M˜
0,1
± g±. (3.12)
In eah gauge equivalene lass there is a unique matries satisfying the onstraints m± = 0.
In order to obtain solutions of the full hierarhy of the 2D Toda lattie equations it is
enough to define a dependene of the germ funtions Ψ± on the times t
±
p with the help of
the differential equations
∂t±p Ψ± = M
0, p
± Ψ±, Ψ±(0, z) = 1, (3.13)
where the matries M0,i± (t
±, z) are polynomial funtions of the variable z−1. Compatibility
onditions of (3.13) for eah half of the times t+p or t
−
p are gauge equivalent to one of the
r-reduation of the KP hierarhy. Beause our mein goal is a onstrution of solutions of
equation (1.1), we will present an expliit desription of the matries M0, p± , p > 1, and
detailed analysis of the orresponding auxiliary soliton system elsewhere.
3.2 One-punture ase
In in the previous ase of the separated infinities, the dependene of one-punture Baker-
Alkhiezer funtion on the variables t±p is ompletely determined by the dependene on these
variables of the germ funtion Ψ0(n, t, z). The later is defined with the help of the equations
∂t±p Ψ0(n, t, z) = M
0, p
± (n, t, z) Ψ0(n, t, z) , (3.14)
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where the matries M0,i± (n, t, z) are polynomial funtions of z
−1
. Unlike the ase of the
separated infinities, even for the onstrution of solutions to the 2D Toda lattie equation
the matries M0,1± should satisfy the ompatibility ondition for equations (3.14) for p = 1
and the differene equation
Ψ0(n + 1, t, z) = X0(n, t, z)Ψ0(n, z) , (3.15)
whih is equivalent to the definition of Ψ0 as the Wronsky matrix, orresponding to solutions
of (2.95). The matrix X0 =
(
X ij0
)
, r− ≤ i, j < r+ − 1, has the form
X0 =

0 1 0 · · · 0
0 0 1 · · · 0
· · · · ·
0 0 0 · · · 1
χ0−r− χ
0
−r−+1
χ0−r−+2 · · · χ
0
r+−1
 , (3.16)
where
χ0i = z
−1δi, 0 − f
0
i (n, t) . (3.17)
Let M0,1± have the form
M0,1+ = X0 + A(n, t), M
0,1
− = B(n, t)X
−1
0 , (3.18)
where A and B are diagonal matries
A = diag{a(n−r−, t), . . . , a(n+r+−1, t)}, B = diag{b(n−r−, t), . . . , b(n+r+−1, t)} (3.19)
Then, ompatibility of equations (3.14) for p = 1 and (3.15) is equivalent to ompatibility
of the system
∂t+
1
φn = φn+1 + a(n, t)φn, ∂t−
1
φn = b(n, t)φn−1,
and equation (2.95). Therefore, the funtions yn(t) suh that b(n, t) = e
yn−yn−1
, are the
solution of some redution of the 2D Toda lattie equations onto stationary points of a
linear ombination of the hierarhy flows, orresponding to the times t−r− , . . . , t
+
r+
.
Let us fix a solution yn of this redution and denote the orresponding solution of the
linear system (3.14, 3.15) by Ψ0(n, t
+
1 , t
−
1 , z). Then the following statement is valid.
Theorem 3.2 ([21℄) For eah smooth genus g algebrai urve Γ with fixed loal oordinate z
in the neighborhood of a punture P0, and eah generi set of the Tyurin parameters (γ, α)
of degree lg and rank l, there is a unique vetor funtion ψn(t
+
1 , t
−
1 , Q), with oordinates
whih outside the punture P0 have at most simple poles at the points γs. Their residues at
these points satisfy relations (2.74). In the neighborhood of P0 the row-vetor ψn has the
form
ψn =
(
∞∑
s=0
ξs(n, t
+
1 , t
−
1 )z
s
)
Ψ0(n, t
+
1 , t
−
1 , z), ξ
i
0 = δ
i
0 . (3.20)
The funtions ψn satisfy the equations
∂t+
1
ψn = ψn+1 +
(
∂t+
1
ϕn
)
ψn, ∂t−
1
ψn =
(
eϕn−ϕn−1
)
ψn−1, (3.21)
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where ϕn is given by the formula
ϕn = yn(t
+
1 , t
−
1 ) + ln
(
1 + ξ
(−1)
1 (n, t
+
1 , t
−
1 )
)
, (3.22)
in whih ξ
(−1)
1 is the oordinate with the index i = −1 of the vetor ξ1 in (3.20).
Example. In the ase of rank l = 2, r± = 1 the germ funtion Ψ0 is defined by any solution
of the one-dimensional Toda lattie equation
y¨n = e
yn−yn−1 − eyn+1−yn , (3.23)
and has the form
Ψ0 = Φ(n, t, z)e
x z−1 , x = t+1 + t
−
1 , t = t
+
1 − t
−
1 , (3.24)
where Φ is the Wronsky matrix of the auxiliary linear problem for (3.23).
3.3 Deformations of the Tyurin parameters
The reonstrution problem of the Baker-Akhiezer vetor-funtion is equivalent to the linear
Riemann problem. As it was mentioned above, this problem in generi ase an not be solved
expliitly. At the same time the orresponding solutions of the 2D Toda lattie an be found
with the help of the equations for the deformation of the Tyurin parameters.
Let Ψ(n, t, Q) be the Wronsky matrix whose rows are the vetor Baker-Akhiezer funtions
ψn+j(t, Q). The orresponding deformation of the Tyurin parameters is defined as follows.
In the generi ase detΨ(n, t, Q) has gl simple zeros γs(n, t), and αs(n, t) are defined as the
orresponding left null-vetor
αs(n, t)Ψ(n, t, γs(n, t)) = 0 . (3.25)
Differene equations desribing the dynamis of Tyurin parameters with respet to the vari-
able n, were obtained in Setion 2.5. The equations for the ontinuous deformations follow
from the earlier results of the authors [21℄.
Let us onsider the logariphmi derivative of Ψ
∂t±p Ψ = M
p
±Ψ. (3.26)
It is a meromorphi funtion on Γ and outside the punture has simple poles at the points
γs = γs(n, t). In the neighborhood of γs it has the form
M =
msαs
z − z(γs)
+ µs +O(z − z(γs), (3.27)
where ms is a vetor-olumn. (For brevity we skip indies p,±.) The first two oeffiients of
expansion (3.27) define the equations of deformation with respet to the variable t = tp±
∂t z(γs) = −Tr (msαs) = −(αsms), ∂tαs = −αsµs + κsαs. (3.28)
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Here κs is a onstant. Equation (3.28) is a well-defined dynamial system on the spae of
Tyurin parameters, whih is the symmetri power Sgl
(
Γ× CP l−1
)
.
The ompatibility ondition
∂tXn = Mn+1Xn −XnMn (3.29)
of the linear problems
Ψn+1 = XnΨn, ∂tΨn = MnΨn, (3.30)
is equivalent to a well-defined system of non-linear equations on singular parts of Xn èMn in
the neighborhood of the punture. Here and below Ψn = Ψ(n, t, Q), Xn = X (n, t, Q), Mn =
M(n, t, Q).)
Disrete analog of the Krihever-Novikov equation. Let us onsider as an instrutive
example the nonlinear equations in the ase l = 2 and g = 1. Reall, that in this ase the
oeffiients of the linear system defining the germ funtion Φ in (3.24) have the form
X 0n =
(
0, 1
−c0n+1, k − v
0
n+1
)
, M0n =
(
−k + 2v0n, 2
−2c0n+1, k
)
, k = z−1. (3.31)
The Lax equations for this systems are equivalent to the equations of the one-dimensional
Toda lattie.
The leading terms of the Laurent expansion of the "dressed"matries Xn (see. (2.110))
and Mn have the same form (3.31) but with different funtions cn, vn. In partiular, the
matrix Mn in the neighborhood of z = 0 has the form
Mn =
(
2vn − k, 2
−2cn+1, k
)
+mnk
−1 +O(k−2), k = z−1. (3.32)
Equations (3.29) imply
c˙n+1 = 2cn+1(vn+1 − vn), v˙n+1 = 2(cn+2 − cn+1) +m
22
n −m
22
n+1. (3.33)
Additional terms mijn an be expressed through cn, vn and the Tyurin parameters γ
s
n, a
s
n. Our
goal is to get a losed system of equations using the dynamis of Tyurin parameters.
For simpliity we onsider the symmetri ase, in whih the onstant c in (2.118) equals
zero, c = 0. From the definition of Mn, it follows that
M21n = −cn+1 + X
21
n , M
22
n = vn+1 + X
22
n . (3.34)
Hene,
m22n = ξ
21
n = ℘(γn). (3.35)
Substitution of this formula in â (3.33) gives
v˙n+1 = 2(cn+2 − cn+1) + ℘(γn)− ℘(γn+1). (3.36)
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Equation (3.28) implies
γ˙n = −resγnMn = −
a1n + a
2
n
a1n − a
2
n
. (3.37)
Therefore, γ˙n an be identified with the variables sn, defined in (2.143), and equations (2.145,
2.146) an be represented in the form
4cn+1 = (γ˙
2
n − 1)F (γn+1, γn)F (γn−1, γn), (3.38)
2vn+1 = γ˙nF (γn+1, γn)− γ˙n+1F (γn, γn+1). (3.39)
Let us present two identities, whih will be used below.
∂u lnF (u, v) = −F (v, u), (3.40)
∂v lnF (u, v) = −F (u, v) + 2ζ(2v)− 4ζ(v), (3.41)
where the ellipti funtion F (u, v) is given by (2.137). The identities an be verified by
omparing of singularities of their right and left hand sides. Substitution of (3.38,3.39) into
the first equation (3.33), gives with the help of (3.40, 3.41) the equation
γ¨n = (γ˙
2
n − 1) (V (γn, γn+1) + V (γn, γn+1)) , (3.42)
where
V (u, v) = ζ(u+ v) + ζ(u− v)− ζ(2u). (3.43)
In the same way it is possible to hek that the substitution of (3.38,3.39) into (3.36) gives
the same system (3.42).
Equations (3.42) are Hamiltonian system of equation with the Hamiltonian
H =
∑
n
ln
(
sh−2 (pn/2)
)
+ ln (℘(xn − xn−1)− ℘(xn + xn−1)) . (3.44)
This system was obtained by one of the authors in [30℄, as the solution of reonstrution
problem of an integrable system orresponding to a given family of the spetral urves.
Inverse problems of this kind are natural in the framework of the Seiberg-Witten theory in
whih families of urves parameterize moduli of nonequivalent physial vauum states in
supersymmetri gauge models.
In [30℄ the system (3.42) was alled ellipti analog of the Toda lattie. After a suitable
hange of variables it oinides with one of systems obtained in [31℄ in the framework of
solution of the lassifiation problem of integrable hains. In [30℄ the system (3.42) was
identified with the pole system, desribing solutions of the 2D Toda lattie that are ellipti
in x. An appearane of the same system in the theory of rank 2 solutions of the 2D Toda
lattie equation ame for authors as a omplete surprise.
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