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tl;dr
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h"ps://youtu.be/PeZ-U0pj9LI
tl;dr
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h"ps://www.theguardian.com/educa@on/2019/may/21/
cut-throat-half-academics-stressed-thinking-leaving
Why	do	we	need	research	assessment?
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To	invest	ﬁnite	(and	mostly	public)	resources	wisely	
To	evaluate	returns	on	those	investments	
To	support	and	encourage	the	best	science	and	the	
best	scien/sts
But	what	do	we	mean	by	‘best’?
We	need	to	assess	research	but	how	should	we	deﬁne	success?	(Ideal	world…)
“Don’t	aim	at	success	[…]	for	
success,	like	happiness,	cannot	
be	pursued;	it	must	ensue,	and	
it	only	does	so	as	the	
unintended	side-eﬀect	of	one’s	
dedica@on	to	a	cause	greater	
than	oneself…”	
Viktor	Frankl
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h"ps://commons.wikimedia.org/wiki/File:Viktor_Frankl2.jpg
 6Sarewitz’s	ar@cle	and	responses	–	h"ps://www.thenewatlan@s.com/publica@ons/must-science-be-useful
We	need	to	assess	research	but	how	should	we	deﬁne	success?	(Real	world…)
“much	of	the	problem	can	be	traced	
back	to	a	bald-faced	but	beau,ful	lie	
upon	which	rests	the	poli/cal	and	
cultural	power	of	science.	[…]	It	goes	
like	this:	
Scien@ﬁc	progress	on	a	broad	front	
results	from	the	free	play	of	free	
intellects,	working	on	subjects	of	their	
own	choice,	in	the	manner	dictated	by	
their	curiosity	for	explora@on	of	the	
unknown.”
Measurement	has	its	uses…
http://www.aronline.co.uk/blogs/news/news-uk-car-manufacturing-enjoys-bumper-2013/ https://www.nuh.com.sg/patients-and-visitors/patients-and-visitors-guide/choice-of-accomodation/ward-types.html
…but	where	are	the	limits?
h"p://occamstypewriter.org/scurry/2019/05/20/
unsustainable-goal-university-ranking/
…and	who	gets	to	decide	when	to	use	metrics?
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The	new	managerialism	-	generalists,	not	generals…	
Metrics	can	be	useful	but:	
• not	if	misapplied	by	people	who	do	not	understand	their	context		
• not	if	/ed	too	/ghtly	to	extrinsic	rewards
Nega,ve	eﬀects	of	over-reliance	on	metrics	based	on	academic	outputs
h"p://occamstypewriter.org/scurry/2012/08/13/sick-of-impact-factors/
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• slows	publica/on	&	reduces	produc/vity	
• posi/ve	bias	in	the	literature		
• JIF	correlates	with	retrac/on	rate	
• impact	on	reliability	&	public	trust?	
• devalua/on	of	other	important	ac/vi/es	
• stress	on	the	individual
“I’m	really	excited.	We	just	had	a	big	paper	in	Cell…	!”	
Postdoc	(University	of	Y)
“Despite	personal	ideals	and	good	inten/ons,	in	this	incen/ve	and	
reward	system	researchers	ﬁnd	themselves	pursuing	not	the	work	
that	beneﬁts	public	or	preven,ve	health	or	pa,ent	care	the	most,	
but	work	that	gives	most	academic	credit	and	is	beaer	for	career	
advancement.”	
Frank	Miedema	
h"ps://blogs.bmj.com/openscience/2018/01/24/seang-the-agenda-who-are-we-answering-to/
Accentuate	the	posi,ve:	how	open	science	can	be	be"er	science	
Preprints:	faster	communica/on;	worldwide	access	
Focus	on	the	content,	not	the	container	(journal)	
-	Valuable	groundwork	for	journal-independent	evalua/on	
Largest	possible	audience	(sharing	+	scru/ny	=	reliability)	
-	Same	applies	to	OA	papers	
Prac/ce	encourages	open	peer	review		
Data	sharing:	scru/ny	beneﬁts	(reliability)	
Beaer	for	changing	the	world	(u/lity	&	impact;	e.g.	Zika	
crisis)
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DORA:	the	declara/on
One	general	recommenda/on:		
Do	not	use	journal-based	metrics,	such	as	Journal	Impact	Factors,	
as	a	surrogate	measure	of	the	quality	of	individual	research	
ar/cles,	to	assess	an	individual	scien/st’s	contribu/ons,	or	in	
hiring,	promo/on,	or	funding	decisions.	
17	posi/ve	recommenda/ons	for	diﬀerent	stakeholders:	
• funders	
• ins,tu,ons		
•publishers	
•data	providers	
•researchers
 12haps://sfdora.org/read/
For	ins,tu,ons:	
4.	Be	explicit	about	the	criteria	used	to	reach	hiring,	tenure,	and	promo/on	
decisions,	clearly	highligh/ng,	especially	for	early-stage	inves/gators,	that	the	
scien,ﬁc	content	of	a	paper	is	much	more	important	than	publica,on	metrics	
or	the	iden/ty	of	the	journal	in	which	it	was	published.	
5.	For	the	purposes	of	research	assessment,	consider	the	value	and	impact	of	all	
research	outputs	(including	datasets	and	somware)	in	addi/on	to	research	
publica/ons,	and	consider	a	broad	range	of	impact	measures	including	
qualita/ve	indicators	of	research	impact,	such	as	inﬂuence	on	policy	and	prac/ce.
DORA:	the	campaign
Declarations are bound to fall short. The 240-year-old United States Declaration of Independence holds it self-evident that “all men [sic] are created equal”, but equality remains a far-off 
dream for many Americans. 
The San Francisco Declaration on Research Assessment (DORA; 
https://sfdora.org) is much younger, but similarly idealistic. Conceived 
by a group of journal editors and publishers at a meeting of the Ameri-
can Society for Cell Biology (ASCB) in December 2012, it proclaims 
a pressing need to improve how scientific research is evaluated, and 
asks scientists, funders, institutions and publishers to forswear using 
journal impact factors (JIFs) to judge individual researchers. 
DORA’s aim is a world in which the content of a research paper 
matters more than the impact factor of the journal in which it appears. 
Thousands of individuals and hundreds of research organizations now 
agree and have signed up. Momentum is build-
ing, particularly in the United Kingdom, where 
the number of university signatories has trebled 
in the past two years. This week, all seven UK 
research councils announced their support. 
Impact factors were never meant to be a metric 
for individual papers, let alone individual people. 
They’re an average of the skewed distribution of 
citations accumulated by papers in a given jour-
nal over two years. Not only do these averages 
hide huge variations between papers in the same 
journal, but citations are imperfect measures of 
quality and influence. High-impact-factor jour-
nals may publish a lot of top-notch science, but 
we should not outsource evaluation of individual 
researchers and their outputs to seductive journal metrics. 
Most agree that yoking career rewards to JIFs is distorting science. 
Yet the practice seems impossible to root out. In China, for example, 
many universities pay impact-factor-related bonuses, inspired by 
unwritten norms of the West. Scientists in parts of Eastern Europe 
cling to impact factors as a crude bulwark against cronyism. More 
worry ingly, processes for JIF-free assessment have yet to gain credibil-
ity even at some institutions that have signed DORA. Stories percolate 
of research managers demanding high impact factors. Job and grant 
applicants feel that they can’t compete unless they publish in promi-
nent journals. All are fearful of shrugging off the familiar harness. 
So, DORA’s job now is to accelerate the change it called for. I feel 
the need for change whenever I meet postdocs. Their curiosity about 
the world and determination to improve it burns bright. But their 
desires to pursue the most fascinating and most impactful questions 
are subverted by our systems of evaluation. As they apply for their first 
permanent positions, they are already calculating how to manoeuvre 
within the JIF-dependent managerialism of modern science.
There have been many calls for something better, including the 
Leiden Manifesto and the UK report ‘The Metric Tide’, both released in 
2015. Like DORA, these have changed the tenor of discussions around 
researcher assessment and paved the way for change.
It is time to shift from making declarations to finding solutions. 
With the support of the ASCB, Cancer Research UK, the European 
Molecular Biology Organization, the biomedical funder the Wellcome 
Trust and the publishers the Company of Biologists, eLife, F1000, 
Hindawi and PLOS, DORA has hired a full-time community manager 
and revamped its steering committee, which I head. We are committed 
to getting on with the job. 
Our goal is to discover and disseminate examples of good practice, 
and to boost the profile of assessment reform. We will do that at con-
ferences and in online discussions; we will also establish regional 
nodes across the world, run by volunteers who will work to identify 
and address local issues.
This week, for example, DORA is participating 
in a workshop at which the Forum for Responsible 
Metrics — an expert group established following 
the release of ‘The Metric Tide’ — will present 
results of the first UK-wide survey of research 
assessment. This will bring broader exposure to 
what universities are thinking and doing, and put 
the spotlight on instances of good and bad practice. 
We have to get beyond complaining, to find 
robust, efficient and bias-free assessment meth-
ods. Right now, there are few compelling options. 
I favour concise one- or two-page ‘bio-sketches’, 
similar to those rolled out in 2016 by the Univer-
sity Medical Centre Utrecht in the Netherlands. 
These let researchers summarize their most 
important research contributions, plus mentoring, societal engagement 
and other valuable activities. This approach could have flaws. Perhaps 
it gives too much leeway for ‘spin.’ But, as scientists, surely we can agree 
that it’s worth doing the experiment to properly evaluate evaluation.
This is hard stuff: we need frank discussions that grind through 
details, with researchers themselves, to find out what works and to 
forestall problems. We need to be mindful of the damage wrought 
to the careers of women and minorities by bias in peer review and in 
subjective evaluations. And we need to join in with parallel moves 
towards open research, data and code sharing, and the proper rec-
ognition of scientific reproducibility. 
Declarations such as DORA are important; credible alternatives to 
the status quo are more so. True success will mean every institution, 
everywhere in the world, bragging about the quality of their research-
assessment procedures, rather than the size of their impact factors. ■
Stephen Curry is a professor of structural biology and assistant 
provost for equality, diversity and inclusion at Imperial College 
London. He is also chair of the DORA steering group. 
e-mail: s.curry@imperial.ac.uk
Words were a good start — 
now it is time for action
Five years ago, the Declaration on Research Assessment was a rallying point. 
It must now become a tool for fair evaluation, urges Stephen Curry.
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WORLD VIEW A personal take on events
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San	Francisco	Declara/on	on	Research	Assessment	
• 6	years	old;	>14,000	individuals	and	>1300	organisa/ons	signed	
• 2018:	New	funding,	new	steering	group,	new	URL	-	sfdora.org	
• New	Roadmap	for	ac,on:		
• Increase	awareness	of	the	need	to	develop	alterna/ves	to	the	JIF	
• Research	and	promote	best	prac,ce	in	research	assessment.	
• Extend	the	global	and	disciplinary	impact	of	DORA	
• New	interna/onal	advisory	board	–	a	truly	global	ini/a/ve
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New	tools	and	processes	for	assessment	
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Researcher	assessment	at	UMC	Utrecht	
1. Research,	publica/ons,	grants		
2. Managerial	&	academic	du/es	
3. Mentoring	&	teaching	
4. Clinical	work	(if	applicable)	
5. Entrepreneurship	&	community	outreach
Charité	University	Hospital,	Berlin	
• Scien/ﬁc	contribu/on	to	your	ﬁeld	
• Your	5	most	important	papers	
• Contribu/on	to	open	science	
• Your	most	important	collabora/ons
New	tools	and	processes	for	assessment	
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DORA	session	at	AAAS	(Feb	2019)
DORA	session	at	ASCB	|EMBO	(Dec	2018)
More	info	&	ideas	at:	h"ps://sfdora.org/
“We	also	understand	that	
researchers	may	be	driven	
to	do	so	by	a	misdirected	
reward	system	which	puts	
emphasis	on	the	wrong	
indicators	(e.g.	journal	
impact	factor).	We	
therefore	commit	to	
fundamentally	revise	the	
incen/ve	and	reward	
system	of	science,	using	
the	San	Francisco	
Declara/on	on	Research	
Assessment	(DORA)	as	a	
star/ng	point.	
h"ps://www.scienceeurope.org/coali@on-s/
h"ps://www.nature.com/ar@cles/d41586-018-06178-7
We	need	to	assess	research	but	how	should	we	deﬁne	success?
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What	should	success	look	like?		
Reliable,	rapidly	communicated,	accessible,	
high-quality	research	that	transforms	our	
understanding	of	the	world	and	can	change	
it	for	the	beaer.	
Researchers	who	collaborate,	who	feel	a	
duty	of	care	to	group	members	&	
colleagues,	and	a	responsibility	to	the	
socie/es	of	which	they	are	an	integral	part.		
A	research	system	that	values	the	people	
within	it,	that	considers	their	quality	of	life,	
their	mental	health,	and	that	provides	the	
training	and	processes	to	seek	out	the	
crea/ve	vigour	of	diversity.
“We	yearn	for	fric/onless,	technological	
solu/ons.	But	people	talking	to	people	is	
s/ll	how	the	world’s	standards	change.”	
Atul	Gawande
hap://www.newyorker.com/magazine/2013/07/29/slow-ideas
Thank	you	
s.curry@imperial.ac.uk	
@Stephen_Curry
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