ABSTRACT Network lifetime (NL) maximization techniques have attracted a lot of research attention owing to their importance for extending the duration of the operations in the battery-constrained wireless sensor networks (WSNs). In this paper, we consider a two-stage NL maximization technique conceived for a fully-connected WSN, where the NL is strictly dependent on the source node's (SN) battery level, since we can transmit information generated at the SN to the destination node (DN) via alternative routes, each having a specific route lifetime (RL) value. During the first stage, the RL of the alternative routes spanning from the SN to the DN is evaluated, where the RL is defined as the earliest time, at which a sensor node lying in the route fully drains its battery charge. The second stage involves the summation of these RL values, until the SN's battery is fully depleted, which constitutes the lifetime of the WSN considered. Each alternative route is evaluated using cross-layer optimization of the power allocation, scheduling and routing operations for the sake of NL maximization for a predetermined per-link target signal-to-interferenceplus-noise ratio values. Therefore, we propose the optimal but excessive-complexity algorithm, namely, the exhaustive search algorithm (ESA) and a near-optimal single objective genetic algorithm (SOGA) exhibiting a reduced complexity in a fully connected WSN. We demonstrate that in a high-complexity WSN, the SOGA is capable of approaching the ESA's NL within a tiny margin of 3.02% at a 2.56 times reduced complexity. We also show that our NL maximization approach is powerful in terms of prolonging the NL while striking a tradeoff between the NL and the quality of service requirements.
INDEX TERMS
A wireless sensor network (WSN) is composed of spatiallydistributed autonomous devices communicating in a wireless fashion and utilizing sensors in order to gather information or to detect certain events of significance in the physical and environmental conditions. These sensor devices are capable of simultaneously sensing, processing and communicating, which offers a vast number of compelling applications [1] - [5] , such as environmental monitoring, military battlefield observations, logistic management, health monitoring, industrial control and smart world applications. These applications have been designed for accomplishing a specific objective or a desired task. Therefore, there are several design criteria that necessitate careful consideration, as part of the WSN deployment depending on the application requirements and on the objectives to be achieved [1] - [3] , [5] . For example, the channel characteristics [6] - [8] , network topology [9] - [12] , resource limits, interference management [13] - [15] , bit error ratio (BER) and other quality of service (QoS) requirements [15] play a significant role in determining the duration of the network's adequate operation, which is termed as the network lifetime (NL). The lifetime of a WSN represents the total amount of time, over which the network remains operational and hence supports the application considered [14] , [15] . Therefore, the network's lifetime is one of the most important design factors in WSNs, since all the design objectives can only be met, if the network is operational. Explicitly, in this treatise we specifically focused our attention on the network lifetime (NL) as our main design objective and characterized the trade-off between the NL and the BER, with the BER being our salient QoS requirement. Furthermore, we considered the effect of different network sizes in the context of a specific network topology in order to illustrate the implementational complexity of a batteryconstrained interference-limited WSN deployment. The NL is a crucial metric of enabling the network designer to make informed decisions for the sake of maintaining the desired network performance and QoS in WSNs. The NL usually relies on the limited battery capacity of the sensor nodes within the WSN. Moreover, in realistic applications, such as for example in case of sensors embedded into the glaciers for measuring the climate changes, replenishing the battery energy of the sensors and/or replacing the sensors is usually impractical and/or costly. Therefore, the NL is constrained by the battery of the individual sensors in the WSN [1] , [2] . Hence, in [14] we proposed an adaptive scheme for striking a compelling trade-off between the attainable transmit rate and the power dissipated. In [15] , we examined a fixedrate system considering the impact of various physical layer parameters on the NL, including the signal processing power dissipated by each sensor. In such scenarios, only the source node (SN) was allowed to generate information, while the rest of the nodes acted as relays aligned in a string-topology for conveying the source data to the sink node, which is also referred to as the destination node (DN). Therefore, the data can only reach the sink node by guaranteeing the connectivity between the SN and the DN in order to maintain a longer NL.
In this paper we consider routing optimization algorithms conceived for maximizing the NL. We invoke a high-complexity exhaustive search algorithm (ESA) for quantifying the upper bound on the NL achieved by a reduced-complexity genetic routing algorithm operated in an interference limited WSN. Moreover, since in [14] and [15] a string-topology was considered, here we extend our network topology to a WSN having random uniformly distributed nodes that are fully connected, as described in [16] and [17] , so that the routing behavior of the algorithms can be investigated. In the literature, there is a paucity of contributions on NL maximization relying on low-complexity routing optimization in interference limited WSNs, when maintaining a target QoS for each transmission link and having sensors that are random uniformly distributed. For example, the authors of [13] considered the joint optimal design of the transmit rate and power, while in [18] scheduling and routing was combined for the sake of maximizing the NL in an interference-limited WSN communicating over an additive white Gaussian noise (AWGN) channel. Similarly, Long et al. [19] proposed a data gathering scheme that accomplishes several network performance metrics, including the NL maximization and the end-to-end reliability, while guaranteeing the desired QoS. In [20] the aim of the authors was to minimize the ED, which is not the same objective as the maximization of the NL, as discussed in [21] . However, [13] , [18] simply considered a rhombus network topology 1 for illustrating the routing behavior of their proposed algorithm. Similarly, the authors of [20] also considered a simplified network topology, where a low-complexity distributed algorithm was developed for minimizing the ED. In [14] , we formulated the NL maximization problem as a non-linear optimization problem encompassing the routing, scheduling, as well as the transmission rate and power allocation operations for transmission over both AWGN and Rayleigh block fading channels using the Lagrangian form and the Karush-KuhnTucker (KKT) optimality conditions. However, in [14] we only considered a string topology, where the impact of the routing on the NL cannot be observed. Similarly, in [15] we optimized the NL of a string topology given the lower bound signal-to-interference-plus-noise ratio (SINR) values per link by analyzing the impact of the physical layer parameters along with the signal processing power dissipation on the NL, while operating both in AWGN and Rayleigh block-fading channels.
The authors of [22] proposed a low-complexity nearoptimal genetic algorithm for analyzing the joint link scheduling and routing strategies for the sake of maximizing the traffic delivery from a SN to a specific DN within a given delay-deadline in the context of wireless mesh networks (WMNs). By contrast, in [23] a low-complexity genetic algorithm was advocated for jointly optimizing the channel assignment, power control and routing operations for the sake of throughput maximization in cognitive radio based WMNs. Even though both [22] and [23] proposed genetic algorithms for solving complex cross-layer operation problems at a reduced complexity, neither the energy efficiency nor the NL were considered in the context of the low-complexity routing optimization of WSNs.
The authors of [24] and [25] investigated beneficial uplink scheduling and transmit power control techniques for maximizing the NL of battery driven machine to machine (M2M) devices deployed in long-term evolution (LTE) networks, where both an optimal solution as well as a lowcomplexity suboptimal solution were presented. To elaborate a little further, the suboptimal solution was capable of accomplishing a near-optimal NL performance at a significantly reduced complexity than the optimal one. In [26] - [28] the authors considered an optimal routing algorithm as well as a reduced-complexity near-optimal routing optimization algorithm designed for maximizing the NL, while guaranteeing the end-to-end delivery-success probability of WSNs. However, they did not take the inter-node interference into account. Similarly, the authors of [29] presented a utility-based nonlinear optimization problem formulation for the sake of NL maximization and proposed a fully distributed routing algorithm for solving the optimization problem, which can of course only provide a near-optimal solution compared to a centralized technique. Nonetheless, the authors of [9] succeeded in conceiving a distributed algorithm for maximizing the NL, which was capable of approaching the performance of the optimal solution at a lower computational complexity. But again, in [9] the impact of the inter-node interference as well as that of the network size was not considered. The authors of [30] proposed a tree-cluster-based data-collection algorithm for WSNs in conjunction with a mobile sink, where the traffic load of the entire network was balanced, since the sink node was able to move around the network for a certain period in order to collect data and avoid the utilization of the same hot-spots in order to prolong the NL. Similarly, in [31] the authors advocated a low-complexity genetic algorithm for achieving both an enhanced coverage and an improved NL for multi-hop mobile WSNs, but their objective function was to minimize the ED, which also improved the NL. However, as discussed in [21] , even though energy conservation is beneficial in terms of extending the NL, it has subtle differences with respect to the NL maximization. This difference is mainly due to the network topologies, which is strictly dependent on the type of the applications considered. For example, for the point to point communication of a single source and a single destination, the NL is fully dependent on the SN, assuming that the DN is plugged into the mains power source. Hence, for this specific scenario, minimizing the energy consumption only at the SN is adequate for maximizing the NL. However, in certain topologies minimizing ED of each individual sensor node may not be sufficient for maximizing the NL. Therefore, only minimizing the ED of each node in the network may not be feasible for maximizing the NL. However, the NL may be extended with the aid of an energy minimization approach depending on the applications and the network topology considered. Furthermore, Shi et al. in [35] proposed a low-complexity genetic algorithm for jointly optimizing the power control, the scheduling and the routing to maximize the end-to-end throughput in cognitive radio networks. Moreover, Gu et al. [33] studied the options for beneficial base station placement for extending the NL based on a specific problem formulation, given the flow routing and energy conservation constraints. Hence, the authors of [33] developed a heuristic algorithm for solving the NL maximization problem at a reduced complexity, but at the cost of a small reduction in NL compared to the optimal NL solution. A multi-objective routing optimization approach was proposed in [34] for extending the lifetime of disaster response networks, where a low-complexity genetic algorithm was utilized for analyzing the trade-off between the ED and the packet delivery delay. Similarly, the authors of [36] formulated the maximum-NL routing challenge as a linear programming problem, where the optimal NL was obtained and compared to the near-optimal NL acquired by the proposed routing algorithm. However, the goal in [36] was to only find the specific flow that maximizes the NL relying on the flow conservation constraint. In [37] , the authors considered a distributed ED balancing algorithm based on a game-theoretical approach for data gathering and routing in WSNs, where the inter-node interference was not taken into account. Our study shows some similarities with [22] and [35] in terms of the solution approaches applied to the problems considered, but our main objective is the NL maximization in WSNs, while the authors of [35] aimed for maximizing the end-to-end throughput of cognitive radio networks. By contrast, the authors of [22] focused their attention on the computational complexity of the traffic delivery maximization problem. However, compared to [35] , our NL maximization algorithm is capable of achieving a longer NL. One interesting NL maximization technique was proposed by Long et al. in [38] , where the authors aimed for preserving the source location privacy, which in return extended the NL by minimizing the energy consumption in hotspots. A cross-layer mathematical model was proposed in [39] for high data rate applications of WSNs that exceeds the capability of the low-power 802.15.4 radios, where the authors observed significant improvement in the NL by using twin-standard radios (802.15.4 and 802.11) compared to using only 802.15.4 radios. The major NL maximization techniques with reduced-complexity algorithm design are summarized in Table 2 . The network model provided in the above contributions mostly considered simplified topologies of low-complexity networks. In this paper, we consider a WSN relying on randomly distributed and fully connected sensor nodes, which exponentially increases the computational complexity required for the network design and optimization with the number of sensor nodes due to the fully connected nature of the WSN. Explicitly, a fully connected WSN is considered, where one sensor can communicate with any other sensor in the network. This paper considers a lowcomplexity algorithm designed for maximizing the NL, while guaranteeing a specific worst-case end-to-end BER (E2EB), which provides the BER upper bound of the interference limited WSN considered. We also characterize the tradeoff between the proposed low-complexity algorithm and its optimal exhaustive search based benchmarker. Moreover, we compare the NL performance of the different WSN scenarios consisting of various numbers of sensors. Note that in the scenarios considered each transmission link has to satisfy a predefined target SINR, which determines the QoS of the WSN. For the sake of clarity, in the rest of the paper we consider the route lifetime (RL) as the lifetime of a single route spanning from a SN to a DN, which can be considered as a string topology, whereas the NL is defined as the lifetime of a WSN, consisting of many other routes. This paper focuses on the cross-layer optimization of the power allocation, scheduling and routing operations for the sake of NL maximization for predetermined per-link target SINR values. We propose an optimal algorithm, namely the above-mentioned ESA at a high complexity for high number of nodes and a near-optimal single objective genetic algorithm (SOGA) exhibiting a reduced complexity in fully connected WSNs. The contributions of this paper are summarized as follows.
1) We propose an extended-NL algorithm capable of exploiting alternative routes exhibiting the longest RL for end-to-end transmission in a fully connected WSN, where the aim is to carry the information generated at the SN to the DN, until the SN's battery becomes completely depleted. More explicitly, the addition of the maximum RL computed over the entire range of alternative routes provides us with an extended NL, since the NL is determined by the RL values, until the SN's battery becomes entirely depleted. Therefore, in this paper the NL values are expected to be higher than those in [14] and [15] . 2) We optimize the power, the scheduling and the routing for the sake of NL maximization, where we propose the above-mentioned ESA and SOGA algorithms conceived for random network topologies relying on fully connected nodes. Each SN-DN route is passed to an optimization function, namely the so-called dualsimplex function for finding the optimal RL for the corresponding route, where by definition the ESA finds the best route and its RL by searching through all the possible solutions provided by the given number of nodes in the fully connected WSN. On the other hand, the SOGA finds the best solution, given a predetermined number of generations and GA individuals. We show that the SOGA is capable of finding a near-optimal solution at a significantly reduced complexity compared to ESA, specifically when the number of nodes is larger than 7. 3) During the iterations of the ESA and SOGA algorithms, more than one maximum NL value may be returned. Therefore, the selection of the best route is required, where the selection process determines the best SN-DN route for the end-to-end transmission. The selection process also determines the battery drain of the sensors, which has to be updated after each iteration for the forthcoming RL computation relying on the residual battery charges. Hence, we conceive beneficial route selection schemes (RSSs) for finding the specific route with the least total energy dissipation (LTED), the least number of hops (LNOH), the largest remaining SN battery (LRBAT) charge and the random route selection (RANR). For simplicity, we assume that each hop introduces one unit of delay. 4) We provide the E2EB as an upper bound on the BER of the interference-limited fully connected WSN using both uncoded binary phase-shift keying (BPSK), as well as 1/2-rate convolutional coded (CC) harddecoded and soft-decoded quadrature phase shift keying (QPSK) modulation and coding schemes (MCSs) for the proposed RSSs. We will demonstrate that the 1/2-rate CC soft-decoded QPSK MCS has a higher NL than the other MCSs in all scenarios of the ESA and SOGA. 5) We also demonstrate that the RSS-LRBAT and RSS-LTED outperforms other RSSs in terms of their NL, since they are the most NL-aware RSSs. The E2EB of the RSS-LNOH exhibits a slightly better E2EB versus SINR performance, which is due to its reduced bit error accumulation over the associated lower number of hops. 6) Since we assume that the ED of any operation is negligible, compared to the transmit power, introducing an additional sensor into the WSN extends the NL, since this creates more opportunities for relaying the information over alternative routes. We observe that the NL gain achieved by an additional sensor, when for example the 5th sensor enters the WSN having 4 sensors, provides an approximately 5500 extra hours of NL, when the WSN operates at SINR = 10dB. 7) For a network size given by V = 7 the computational complexity is similar for both the ESA and SOGA. However, for larger networks the complexity starts to increase exponentially for the ESA, while it is only increased modestly for the SOGA at the cost of a small NL-reduction compared to the optimal NL for WSNs composed of V > 7 nodes. 8) The fully connected network model considered can also be applied to any distributed network having more nodes but less distinct routes. We opted for a fully connected WSNs due to the exponentially increased number of the distinct routes, which provides us with a complex network yet tractable even for a low number of nodes to characterize the capability of our SOGA. Therefore, in our scenarios the performance analysis of the SOGA and ESA is based on the total number of distinct routes. The rest of this paper is organized as follows. Our system model is described in Section II, which is characterized by its network topology, transmission scheme, physical layer, BER and NL. We also provide an example of the interference model and define the integration of the specific MCSs considered into our system model. Then, our problem formulation and the ESA as well as SOGA are presented in Section III, while our experimental results are provided in Section IV. Finally, we summarize our findings in Section VI.
II. SYSTEM MODEL
We consider a fully connected stationary WSN, where the sensors are randomly and uniformly distributed over the sensor field, as illustrated in Fig. 1 , which also portrays how the sensor nodes may join the WSN. Once a pending sensor node FIGURE 1. Distributed fully connected WSN illustrating the node admission and awaiting sensor nodes.
becomes capable of initiating a communication session with a sensor node in the network, we assume that the pending sensor node can also communicate with any other sensor node in the WSN. Furthermore, we also assume that a sensor node stores the distance information (d 1 , d 2 , d 3 , . . .) with respect to any other node in the WSN and any changes in the distance information is relayed to the control center, which maintains all the global knowledge concerning the WSN considered at the DN. A communication link can be established between nodes i and j, when node i ∈ {1, . . . , V }, (i = j) transmits at its optimum transmit power and node j ∈ {1, . . . , V } receives a signal with a power higher than a predetermined threshold, where V denotes the number of nodes in the fully connected WSN. We consider a low threshold for guaranteeing that the WSN remains fully connected, as illustrated in Fig. 1 , where each sensor is capable of communicating with any other sensor in the network. A fully connected WSN has an exponentially increased complexity upon increasing the number of nodes V . Again, our goal is to study the behavior of our algorithms in a high-complexity fully connected WSN composed of a large number of distinct non-looping routes. 2 Note that the SN and the destination node, which is termed as the DN in the rest of the paper, are located at the opposite corners for ensuring that the geographic distance between the SN and the DN is the longest. The rest of the (V −2) nodes are randomly distributed according to the uniform distribution. Additionally, we assume that only the SN generates information to be transmitted to its neighboring nodes with the aid of a multi hop relaying scheme through to the DN. Therefore, apart from the SN, all nodes in the network act as a relay, which carries information to the DN, as illustrated in Fig. 1 . We note that the SN is also capable of directly transmitting to the DN, without the need of a relay node, due to the fully connected nature of the WSN.
Since we assume that only the SN generates information and all the other sensor nodes share a single frequency band, carrying data to the DN requires careful consideration due to the interference. Considering a fully connected network, the SN may have numerous alternative routes for delivering the data to the DN. However, relying on the constrained lifetime of the sensors, choosing the best-lifetime route plays a significant role in keeping the network operational, whilst efficiently utilizing the limited resources of the WSN. Owing to the full connectivity of the WSN, the data generated at the SN can be transmitted until the SN fully drains its battery. We assume that as long as at least one SN-DN route exists in 2 The term ''non-looping route'' defines the route with the dissimilar sensor nodes lying in, where one sensor node can only transmit once on the same route, i.e. SN−1−2−3−DN is non-looping, but SN−1−2−3−1−DN is looping, since node-1 repeats in the same route. The term ''distinct route'' indicates different routes having dissimilar sensor nodes in the same WSN. For example, suppose we can only generate SN − 1 − 2 − 3 − DN and SN−1−2−3−4−DN routes in the same WSN. Then, SN−1−2−3−DN and SN−1−2−3−4−DN are distinct routes, since the second route obtains node-4, which the first route does not have. Therefore, the term ''distinct nonlooping routes'' indicates the routes with non-repeating or dissimilar sensor nodes within the same route and this route differs from another route due to its dissimilar sensor nodes within the same WSN. the WSN and the battery of the SN is not fully drained, the data transmission from the SN to the DN continues. This process requires the addition of the computed RL values, until the source battery is fully drained. In our system model, at most one SN-DN route can be activated at a time for delivering data to the DN, i.e. we consider a unicast network, and each route is associated with a specific RL value calculated based on the optimization problem to be described in Section III-A. Hence, the maximum RL pair is selected for the transmission of data to the DN. More explicitly, observe in Fig. 2 that there are five distinct non-looping routes, namely Route-1, Route-2, Route-3, Route-4 and Route-5. The term RL refers to the lifetime of any route based on the minimum lifetime of nodes forming part of that particular route, as illustrated in Fig. 2 . Additionally, the NL is calculated by the summation of the longest RL values, until the SN's battery is completely drained. For example, we start computing the lifetime of all the routes in the network and assuming that in the first iteration we obtain Route-1=1000 hours (hrs), Route-2=2000hrs, Route-3=3000hrs, Route-4=4000hrs, Route-5=5000hrs of RL values for each of those specific routes. During this iteration, Route-5 will be selected for the end-to-end transmission, since it is the highest RL value computed and hence using that particular route is beneficial for extending the duration of the network's operation. Since our NL model is strictly constrained by the SN's battery energy capacity, we have to check the battery level of the SN after each RL calculation and sum up the longest RL values computed after each iteration. Let us assume for a moment that after the first iteration we still conserved some energy in the SN's battery, therefore the network is still capable of transmitting its information to the DN via alternative routes, which do not rely on the specific sensor node that ran out of battery. Hence, we compute the lifetime of all routes in the current WSN by avoiding the drained sensor node. Let us assume for example that node-1 was the one that completely drained its battery. Then, in the second iteration we assume that we have the following RL values: Route-1=2000hrs and Route-2=4000hrs, which requires Route-2 to be utilized for the next end-to-end transmission. At this stage, if there is no energy left in the SN's battery, then the NL is defined by the summation of the RL values of Route-5 in the first iteration and of Route-2 VOLUME 3, 2015 in the second iteration, which results in (5000 + 4000 = 9000)hrs of NL.
A. TRANSMISSION SCHEME Again, in a fully connected WSN there are numerous alternative routes for the end-to-end transmission. However, selecting the highest-NL route for end-to-end transmission is crucial. Therefore, lifetime of every possible SN-DN route is considered as the RL, which is defined as the time instant at which the first node lying on a given route fully drains its battery. The specific route having the best RL is selected for the final end-to-end transmission, as explained in Fig. 2 of Section II. Moreover, the battery-information of the sensor nodes actually utilized for the end-to-end transmission is updated. After each end-to-end transmission, the battery level of the SN is checked and if the SN battery is not fully depleted, RL computation is updated with the remaining battery power. Here, each maximum RL computation corresponds to one iteration of the algorithm considered. On the other hand, the NL is a function of the RL, until the SN fully depletes its battery. Therefore, the computation of the resultant NL may require a few iterations of the RL computations. Once again, the RL corresponds to the computation of any SN-DN route. Hence, the NL is dependent on the lifetime of the routes of the WSN considered. A unidirectionally communicating route extracted from the omnidirectionally communicating network of Fig. 1 is illustrated in Fig. 3 . More explicitly, NL computation relies on the unidirectional links of the available routes extracted from the WSN of Fig. 1 , despite the fact that the communication of the WSN is omni-directional. In Fig. 3 the nodes are only capable of transmitting unidirectionally to their consecutive neighboring nodes. We note that a specific SN-DN route of Fig. 3 extracted from the WSN of Fig. 1 can be considered as a single string-topology. Each string-topology extracted from Fig. 1 is utilized for the RL computation by exploiting their distance values, which are correspondingly assigned to the extracted route in Fig. 3 , and illustrated as the distances of (d 1 Fig. 1 . The computation of the RL for each extracted route relies on the spatially periodic time sharing (SPTS) technique of [13] for modeling the periodic time slot (TS) activation scheduling used, where we consider a distance of T hops between the pairs of nodes, which are transmitting in the same time TS. The same TSs are reactivated after every T TSs. Fig 4 illustrates the SPTS for T = 3, where [n = 1, n = 2, n = 3, . . . , n = N ] describes each TS n for a given N -TS time-division multiple access (TDMA) frame per link and ''+'' denotes the active links. Therefore, a link l, spanning from node i to node j, scheduled for TS n, is denoted by (l i,j , n). For example, during the first TS (n = 1), the links (l 1,2 , 1), (l 4,5 , 1), (l 7,8 , 1) are activated for simultaneous transmissions, which only moderately interfere with each other and each link is activated only once during the whole TDMA frame. For the simplicity of our system model, we use T = 3 in our SPTS-aided interference-limited scenario and the total number of TSs per link frame is assumed to be N = 3 due to its low computational complexity. This means that each link can be scheduled for one of N = 3 TSs and in each TS the distance between the scheduled links has to be T = 3 hops. We assume that an ongoing transmission is capable of interfering with any other transmission in the extracted route, if they are scheduled during the same TS, as shown in Fig. 5 . Naturally, the analysis presented here applies to any arbitrary T value.
For the sake of simplicity, we provide two different illustrations of the same transmission scheme seen in Fig. 3 , which allows the reader to readily observe which specific links are activated in a particular TS, giving us a TS-centric view, as illustrated in Fig 5 and which TSs are activated for a particular link, providing us with a link-centric view, as illustrated in Fig. 6 . More explicitly, we illustrate the TS-centric view of the SPTS strategy for the route illustrated in Fig. 3 in the context of the topology seen in Fig. 1 , where we can observe how many links are activated per TS in Fig 5. Due to the periodic nature of the SPTS for T = 3, the third TS (n = 3) contains only a single active link for the 6-node scenario of Fig. 5 . If a 7-node route were to be considered, another link would have appeared in the third TS obeying the T = 3 scheduling scheme, which can be clearly inferred from the 10-node scenario of Fig. 4 .
As a further insight, we provide the link-centric view of the SPTS strategy in Fig. 6 , so that we can clearly observe how many times a specific link is activated in each TS. Since this specific scenario is proposed for N = 3 TDMA frames and T = 3, observe in Fig. 6 each link only has been activated once in different TSs. When the first TS (n = 1) is activated obeying the SPTS of T = 3, the links l S,1 and l 3,4 start their actual transmission actions Act 1 and Act 2 over their arbitrary link-distances d 1 and d 4 , respectively in Fig. 7 . However, during Act 1 , node-3 initiates an interfering transmission to node-1 denoted by Int 1 . In the mean time, during Act 2 , SN concurrently initiates an interfering transmission to node-4, which is denoted by Int 2 . Therefore, we can readily see that the interferers (interfering nodes) of the link l S,1 and l 3,4 are node-3 and node-SN, respectively. Since there are only 2 scheduled links in the same TS, one link interferes with another one. If there were 3 links scheduled in the same TS obeying the SPTS of T = 3, one link would have been concurrently interfered with the other two. More explicitly, a receiving node would have been exposed to more interference emanating from additional interferers.
B. PHYSICAL LAYER
The sensor nodes of the fully connected WSN rely on using omni-directional antennas. This implies that a SN-DN route selection process takes place with the aid of omni-directional communication. Once a route is selected, the communication is handed over to uni-directional links, because information can only flow from a SN to a DN along the selected route. Additionally, the nodes use half-duplex communications, where each node can either transmit or receive in the same TS n. We note that the sensor nodes communicate via the same shared wireless channel. The channel gain of a link between the transmitter i and the receiver j is given by between the transmitter i and receiver j, with the path loss exponent denoted by m. In addition, each node is capable of transmitting at an adjustable transmit power between the no-transmission state and the maximum affordable transmit power assigned to that node, given by 0
Each node has an initial battery capacity that cannot be exceeded by the total ED of the node. The AWGN channel is defined by a certain propagation path-loss model and a fixed noise power at the receiver. The link quality is defined in terms of the SINR, which is denoted by l for the AWGN channel model and it is given by [40] 
for a specific link l, where P l i,j ,n denotes the transmit power of link l spanning from node i to node j in TS n and N 0 is the noise power at the receiver. Note that the SINR of each link in the extracted route cannot be lower than the target SINR γ given by l i,j ,n ≥ γ , ∀n, l i,j ∈ L n , where l i,j denotes the link between transmitter i and receiver j, while L n is the set of links activated in the same TS n. On the other hand, G i ,j denotes the channel gain of a link between the interfering node and the receiving node of the desired communication, while P l i ,j ,n is the transmit power of the interfering link l spanning from node i to node j in TS n, where i is the transmitter and j is the receiver of the link interfering with the desired communication.
In our system model, we rely on a BER-SINR look-up table (LUT) for characterizing the upper layers, which specifies the particular SINR value to be satisfied for the sake of maintaining a given target BER. Note that we consider the interference to be noise-like in the SINR calculation. 3 Upon knowing the SINR constraint and our deterministic path loss model, we can calculate the interference imposed on the intended receivers, depending on which TS is activated, as shown in Fig. 7 , assuming that the actual communication occurs between the SN and node-1 during the first TS. Then, the interference power at the receiving node-1 can be expressed as
and the power received at node-1 can be formulated as
Note that if we consider a fixed noise power at the receiver, then we can compute the SINR of link l S,1 during the first TS as in (1),
where only a single node interferes with node-1. However, in a scenario, where more than two links are activated during the same TS, we have to sum up the interferences imposed on the corresponding receiver node, along with the fixed noise power. Now Eq. (1) invoked for calculating the SINR of any link in any TS can be generalized for any given route as
which defines the quality of the corresponding link. Therefore, we set l i,j ,n ≥ γ , which can be rewritten as follows,
Let us consider a communication session taking place between node i and j separated by a distance of d i,j , where the BER of the link l i,j is denoted by BER l i,j . This error probability, plausibly depends on the SINR experienced at the receiver node j of the link l i,j , on the modulation scheme, on the channel coding and on the characteristics of the channel. Considering a multi hop scenario, consisting of more than one link, we can derive an expression for the E2EB defined by the BER accumulated along the route spanning from the SN to the DN given by [41] , [42] ,
where BER l is a function of the SINR (
, which can be fetched from the LUT selected for the specific MCS employed and (V − 1) is the number of links along the route. In this contribution, we consider an uncoded BPSK modulated system and a 1/2-rate CC hard-decoded as well as soft-decoded QPSK scheme communicating over an AWGN channel. We can compute the NL of any of the different MCSs by relying on their BER-SINR LUT for the system considered. Note that since we can estimate the BER at the relay nodes, we invoke a decode and forward scheme in our scenarios, where we neglect the ED of the coding and decoding operations. At the DN, all ED is ignored, since we assume that the DN is plugged into the mains power source. The BER-SINR relationship of the system model considered for transmission over the AWGN can be observed in Fig. 8 , where for SINRs in excess of 4dB, CC soft QPSK outperforms both CC hard QPSK and uncoded BPSK. Moreover, to guarantee a BER of 10 −2 or lower, CC soft QPSK requires the lowest SINR, which is the most energy-efficient MCS amongst our MCSs considered. The CC hard QPSK is the second most energy-efficient MCS. Therefore, we also expect to see a similar pattern in terms of the NL for the system model considered, which will indeed be confirmed by the results of Section IV.
C. LIFETIME MODEL
In our model, we consider a novel two-stage lifetime evaluation process, as exemplified by a simplified scenario in Fig. 2 of Section II. The first stage is related to the RL, which is based on the maximization of the minimum node lifetime given by T R = min i =DN, i∈V T i , where T i denotes the lifetime of node i lying on the route R. This lifetime definition is realistic, especially if the failure of any node in the route disconnects the SN and the DN. More explicitly, in a route, where the information generated at the SN has to be relayed to the DN via multiple hops, this NL definition is feasible, since a node in the route cannot communicate with the node that is two hops away. The second stage of the lifetime computation is strictly dependent on the RL computation of the first stage, where each computed maximum RL is summed up, until the SN battery is fully depleted. More explicitly, the best route associated with each maximum RL computation is relied upon for the end-to-end transmission and the sensor nodes lying on those best routes are updated with the remaining batterylevels for the next RL computation. Each maximum RL is summed up in order to calculate the NL, until the SN battery is fully depleted. Since our only concern is that of carrying the SN's information to the DN with the aid of alternative routes, the NL is strictly dependent on the SN's battery level. Therefore, until the SN fully depletes its battery, the maximum RL values are added for calculating the NL in the second stage, as exemplified in Fig. 2 of Section II. Note finally that there are also other alternative NL definitions, which were discussed in [3] , [12] , [15] , and [43] - [45] . In summary, the NL models considered in the literature are as follows.
1) The most commonly used NL model is defined by the earliest time instant at which any of the sensor nodes in the network fully depletes its battery energy. 2) The time instant, until a certain fraction of operational nodes exists in the network.
3) The time, at which the first cluster head fully discharges its battery energy. 4) The time, when all the sensor nodes in the network fully deplete their battery energy. 5) The duration, when the target area is covered by at least k number of nodes, which was termed as the k-coverage. 6) The time, until a specific target area or whole area is covered by at least a single sensor node. 7) The time duration, in which a certain fraction of a region is covered by at least one node. 8) The time duration, in which the coverage falls below a predefined threshold. 9) The total amount of time, until either the coverage or the packet delivery ratio falls below a certain threshold. 10) The time, until a certain amount of information is transmitted. 11) The time, until a percentage of sensors in the network maintains a specific path to the base station. 12) The time, when either the connectivity or the coverage is lost. 13) The duration, until the network becomes incapable of maintaining a reasonable event detection ratio. 14) The duration, until the concurrent analysis of connectivity probability and k-coverage stays above a predefined threshold. 15) In [46] , a parameterized NL definition, including the above common definitions, such as node availability, coverage, connectivity, service disruption tolerance and so on, is provided. This NL definition can be used for most of the applications, since the required objective can be incorporated into or discarded from the formulation of the NL definition.
III. PROBLEM FORMULATION
Our NL maximization problem is divided into two stages. The first stage considers the formulation of the system model described in the context of the route extracted, which forms a string topology, followed by the selection of the best RL-aware route. The second stage includes the specific design of the algorithm conceived for maximizing the NL by summing up the RL values, until the SN battery becomes entirely depleted in the WSN considered. We detail the RL computation in Section III-A, followed by the maximum NL computation in Section III-B, where the complexity of a fully connected WSN is also characterized as a function of V . Furthermore, we study the details of both the ESA and SOGA of Section III-B followed by the run-time simulation analysis of both algorithms in Section III-B.
A. ROUTE LIFETIME COMPUTATION
Let us first discuss the problem formulation regarding the routes extracted, which are the SN-DN routes obtained from the fully connected WSN illustrated in Fig. 1 , for a given number of nodes per network. Having discussed the system model in Section II, we focused our attention on the general optimization problem formulation for the first stage of maximizing the NL in (4) subject to the constraints of (5)- (7).
0
We maximize T R in (4) in order to maximize the minimum lifetime of nodes lying on the route extracted, while obeying the constraints mentioned in our system model. For example, (2) formulates the link quality, given the relationship between the attainable rate, the signal power and the interference imposed as well as the noise power encountered at the receiver, which can be associated with the QoS. Therefore, (5) may be formulated as a constraint to be satisfied for guaranteeing the QoS at a specific predetermined target SINR value. Additionally, each sensor node relies on limited batteries, which cannot be replenished. Therefore, the ED of a single sensor cannot exceed its initial battery charge level E i , which can be readily written as
, where u i = {1, . . . , U } characterizes the sensor operations imposing a specific ED and f ED (x) is the ED function. We assume that any operation other than the transmission of information across the network incurs a negligible ED. Therefore, the signal processing power dissipation P sp is set to 0 and u i can be set to 1, since the transmit power is the only reason for dissipating energy in the sensor. Then, f ED (x) can be characterized by (6) , representing how the initial battery energy is dissipated as a function of both the system parameters and of the transmit power P l i,j , where α denotes the power amplifier's efficiency and N corresponds to the total number of TSs per link, n = {1, . . . , N }.
For simplicity, in our scenarios we consider N = 3. For example, for the topology defined in Fig. 5 , links l S,1 and l 3, 4 are activated in the first TS (n = 1), links l 1,2 and l 4,D are activated in the second TS (n = 2), and link l 2,3 is activated in the third TS (n = 3). Moreover, (7) indicates that the transmit power can be adjusted to the no-transmission state of P l i,j = 0 or to the maximum affordable transmit power at any sensor P l i,j = (P i ) max or to any value between 0 and (P i ) max , depending on the SPTS parameter of T = 3 and on the VOLUME 3, 2015 other optimization variables. Explicitly, the variables of the optimization problem are the RL T R and the transmit power P l i,j ,n of the link spanning from sensor node i to node j in TS n. It is clear that (4)- (7) is non-convex owing to their reliance of the product of two optimization variables, which is generally non-convex [47] .
We can readily transform the non-convex 4 NL maximization problem into a convex 5 one by minimizing the reciprocal of the RL, which is formulated as z = 1 T R in (8) by using a change of variable in order to avoid the product of the two variables. In fact, the optimization problem is converted into a linear programming problem, which is also a special case of convex optimization problems. Note that T R cannot be zero in the reciprocal domain, since the SN has a battery capacity of E i > 0 and a positive lifetime, implying that the SN definitely transmits information for a non-zero amount of time. This is also applicable to any other sensor nodes in the WSN considered. Additionally, Eq. (5) is rearranged into (9) . Most importantly, the optimization variables contained in the product are appropriately separated so that (6) becomes linear in (10), which is a special case of convex problems, where l ∈ O(i) represents the transmit link of node i. Furthermore, (9) represents the set of nodes, which the transmit links are connected to and that are activated in the same TS.
We compute the maximum RL of the routes obtained from the fully connected WSN using the dual simplex method of the CPLEX library [48] , which is a powerful solution method conceived for linear programming problems, as a special case of convex problems. Therefore, the first phase of the NL maximization problem is based on the computation of the RL and on the selection of the best RL-aware route. Generally speaking, based on the transmission scheme proposed in Section II-A, we maximize the NL of an arbitrarily created and uniformly distributed WSN composed of V nodes, where the SN and the DN have their positions fixed at the opposite corners of the sensor field, while the nodes lying on a route adjust their transmit powers for a predetermined target SINR γ for guaranteeing at least the minimum signal quality required for each link, until the NL of the WSN is exhausted due to the depleted SN battery.
B. MAXIMUM NETWORK LIFETIME
In this section, we propose a pair of algorithms for maximizing the NL of our fully connected WSNs. The first technique considered is the so-called exhaustive search algorithm (ESA), which searches for all the possible distinct routes in the given network. The second algorithm, which we refer to as the single-objective genetic algorithm (SOGA), intelligently searches through a fraction of the potentially excessive solution space for finding the optimum at a low 4 Non-convex optimization problems may have local optimal points. However, these local optimal points mostly will not be the global optimal solutions. Additionally, proving that there is no feasible solution can be time consuming and is not guaranteed. 5 Convex optimization problems can only have one global optimal solution and one can easily prove if there is no feasible solution to the convex problem. complexity. The general structure of our algorithms can be seen in Fig. 9 , where each algorithm starts with a fully connected network-creation. Then, beneficial route discovery and route evaluation processes are provided by the proposed algorithms. The route information obtained is utilized for RL computation for each route selection scheme. Since the NL is strictly dependent on the SN, the battery level of the SN is updated by both algorithms. Having a large number of nodes in a fully connected network leads to an exponential increase of the number of routes, which imposes an exponentially increasing complexity. Therefore, we first provide the complexity analysis of the fully connected network before describing our proposed algorithms.
1) FULLY CONNECTED WSN AND COMPLEXITY ANALYSIS
Short-range densely deployed sensor networks can be used for numerous realistic applications [1] , [2] , where any sensor between the SN and DN may act as a relay to forward the information of the SN. For example, in battle fields nonrechargeable sensors can be densely deployed for maintaining the lowest battery consumption and for keeping the network operative as long as possible. Another example of densely deployed short-range networks can be found in a football stadium, where each person carries a sensor for health and security reasons. Finally, earth quake monitoring requires a dense sensor deployment for measuring the backscattered wave fields [49] . Therefore, all of these applications may necessitate communication of a node with any other node in the network, which leads to a fully connected WSN. More explicitly, a WSN associated with numerous communication links can be represented by a tractable fully connected WSN. However, the complexity is an important issue in fully connected networks, since the number of distinct non-looping routes increases exponentially upon increasing V . The term ''distinct non-looping routes'' indicates the routes associated with distinct sensor nodes within the same route and this route differs from any other route due to its unique sensor nodes within the same WSN. The total number of distinct and nonlooping routes is given by which is basically the aggregation of all the route permutations for each route having (h+1) links or hops, given the total number of V nodes in the network. As an example, we provide the route permutations of a 4-node fully connected WSN in Fig. 10 , where Eq. (12) constructed for a scenario associated with V = 4 leads to:
which can also be verified with the aid of (12) and (13) indicate that {1, 2, 2} number of distinct route permutations are calculated for the corresponding number of hops {1, 2, 3}, respectively. This can also be confirmed using Fig. 10 , which is illustrated by the blue solid lines for the 3-hop, by the red dotted lines for the 2-hop, by the green dashed line for the 1-hop communication scenarios, respectively. It is observed that there are two 3-hop, two 2-hop and one 1-hop distinct routes, which is summed up to 5, as seen in Eq. (13) using Fig. 10 . Naturally, we can also say that any route constructed for a given network can have a maximum of (V − 1) hops starting from 1-hop communication.
We provide Table 3 for V nodes as a reference for evaluating the associated complexity trade-offs, representing how the total number of distinct non-looping routes changes as a function of the number of nodes using (12) . Table 3 also portrays that the complexity increases exponentially as a function of V . Since we quantify the complexity of the algorithms in terms of the total number of function calls to the RL evaluation, i.e. by the number of cost function evaluations (CFEs), the complexity is linearly proportional to the number of distinct non-looping routes. 
2) EXHAUSTIVE SEARCH ALGORITHM
Algorithm 1 shows the exhaustive search algorithm (ESA) used for maximizing the NL, which can be summarized as follows.
We initialize the parameters in the ''input'' section of Algorithm 1 for V , such as the target SINR γ , number of trials τ and the initial battery capacity E i of each sensor. Note that the SN is always considered to be the first node and the DN is always set as the last node. Let us assume that a fully connected WSN is composed of 10 sensor nodes. Then the SN has the unique identifier of 0, while the DN has the unique index of 9.
Then, a fully connected network conceived for a given number of V nodes is created at line 3 of Algorithm 1. We consider a single SN, which is fixed at a coordinate of (0, 0), and a single DN is located at the coordinate of (x max , y max ), where (x max × y max )m 2 describes the size of the sensor field, guaranteeing that SN and DN are far apart having the longest distance in between. All the other sensors are stationary and randomly distributed according to a uniform distribution. Therefore, the distance of a node from any other node in the network can be readily recorded with the aid of a distance matrix. This scenario may correspond to a network illustrated in Fig. 1 , where the Euclidean distance between the SN and the DN is given by d S,D = (x max ) 2 + (y max ) 2 , which coincides with the diagonal of the sensor field. We rely on the same distance matrix, until we compute the accumulated NL. More explicitly, since the WSN considered is stationary, once the network is created, the distances of all sensors are fixed for a given NL computation.
The SN can transmit the information to the DN along with all possible distinct routes given by Eq. (12) . Therefore, all possible SN-DN routes, which can be seen from Table 3 for V number of nodes, are passed on to an optimization function, one at a time. On line 8, the optimization function, namely the so-called dual-simplex, computes the 
Create a fully connected, randomly and uniformly distributed network for V 4:
d all ← Get distance matrix using coordinates of sensors lying on (x max × y max )m 2 5:
T net = 0 ← Set initial value of NL to zero per created network 6:
R ← Discover all possible non-looping routes using (12) 7:
if infeasible 10:
eliminate R infeasible 11: else 12:
T R ← Return the route lifetime of R 13:
E R ← Return the energy usage per node of R 14:
P R ← Return the transmit power per link of R 15:
end if 16:
T R ← Obtain maximum T R 17:
R best ← Reserve the best RL aware routes with T R 18:
do while E SN > 0 ← NL strictly depends on the SN battery level 19:
T net = T net + T R ← Accumulate each RL value for building the NL 20:
R best ← Select the best route using RSS i from R best for end-to-end transmission 21:
R final ← Copy R best to a final array for each iteration of RL.
22:
Update the batteries of all sensors with E R best to obtain E residual 23:
return return each E2EB worst−case to an array for averaging E2EB τ times for given RSS i 32:
end for 33: end for 34: return averaged T net and worst case E2EB over τ trials for each RSS RL according to (8)- (11) . Each route associated with a different number of hops in the fully connected network is automatically and appropriately arranged according to it scheduling matrix for RL computation. For example, the active links are determined for each TS n corresponding to the SPTS parameter T , discussed in Section II-A, so that we are capable of identifying the interfering nodes and their gain matrices G i,j in the same TS to compute the interference terms, as shown in (1) . Since our objective is to maximize the RL for all possible routes identified by the ESA, each optimization function call returns a RL value as its output, as indicated in Algorithm 1 on line 12. This implies that we obtain RL values for all the distinct routes in the fully connected WSN considered.
Then, we choose the route associated with the highest RL on line 17. Additionally, since there may be more than one route having the same maximum RL value, we have introduced the RSSs. Four different RSSs are introduced for their appropriate employment in different application scenarios. The first one is based on the total energy usage of the routes having the maximum RL. We basically select the specific route having the least total ED. In the second RSS, the route associated with the least number of hops is chosen, since here we assume that each sensor incurs a delay of a single time unit due to queuing delays both at the SN and intermediate nodes.
The third RSS relies on the SN battery level. The route associated with the largest remaining SN battery is selected. The last RSS is based on a random route selection strategy. A random route is selected amongst all the routes having the maximum RL value. Note that the selection process exclusively relies on the specific routes having the maximum RL value. Therefore, we expect the NL results of these various RSSs to be similar, which will indeed be confirmed in Section IV. For each of the RSS, we run τ number of trials for averaging the NL results, as indicated on line 25 of Algorithm 1. Moreover, for convenience we term the four route selection schemes mentioned above as RSS-LTED, RSS-LNOH, RSS-LRBAT and RSS-RANR, respectively.
The best selected RL route, based on its RSS, is used for the end-to-end transmission as indicated on line 20 of Algorithm 1. Let us refer to this end-to-end transmission as the ''transmission phase''. Therefore, a single evaluation of the best RL-aware route indicates that a transmission phase will take place over the reference route, which is the best RL-aware route. During the transmission phase, the battery level of the sensor nodes utilized during this transmission is reduced. Therefore, on line 22 of Algorithm 1, those battery levels have to be updated relying on their appropriately adjusted transmit power conforming to (8)- (11), respectively. Since we consider a scenario, where the NL is strictly dependent on the SN battery level considered on line 18 of Algorithm 1, the SN battery level has to be checked after every transmission phase. If the SN battery is not fully depleted, the ESA continues searching for the next best RL-aware route in the fully connected WSN with its residual (updated) batteries, commencing from the previous transmission phase. Basically, if there is sufficient battery charge at the SN, Algorithm 1 recursively searches for the next best route in the next iteration on line 23. If the SN battery is fully depleted, then the NL is determined by the summation of the maximum RL values gleaned from the previous iterative transmission phases, as indicated on line 19 of Algorithm 1. Note that each NL computation may require a few iterations of the RL-aware route computation or transmission phase, depending on the SN battery status after each iterative transmission phase.
Since we know what the best RL-aware routes are from the various iterations of this specific transmission phase, on line 29 of Algorithm 1 we can invoke (3) for the E2EB calculation of the best RL-aware routes. Note that we assume the best RL-aware routes are indeed reserved by the SN after each transmission phase, as indicated on line 20 and 21 of Algorithm 1. We aim for finding the highest E2EB in the network to determine the upper bound of the BER in our WSN. Therefore, the route associated with the largest E2EB amongst the best RL routes is utilized on line 30 of Algorithm 1. More explicitly, the best RL-aware routes possibly carry the highest E2EB, because these routes are the most power-efficient routes, since the only objective of the optimization problem is to maximize the NL, while maintaining a required QoS. Therefore, finding the highest E2EB amongst these best RL-aware routes is adequate for determining the upper bound of the E2EB in the WSN considered. Additionally, Eq. (9) guarantees maintaining the required signal quality of each link, which has to maintain the predefined target SINR. However, in our results we will confirm that each link attains the exact target SINR values, so that the transmit power per link can be minimized. Minimizing the transmit power can only be achieved by keeping the SINR per link as close as possible to the target SINR, which is given by the Eq. (9) and shown on line 27 of Algorithm 1. Therefore, it is demonstrated on line 28 of Algorithm 1 that the BER per link can be obtained from the LUT of the corresponding SINR, which can then be utilized for the E2EB computation using (3). Therefore, we conclude that for a given MCS and for a specific target SINR per link, the E2EB can be readily determined using (3) along the best RL routes and the route associated with the largest E2EB is used as the upper bound of the BER for the WSN considered, which describes the worst-case E2EB performance of the network, as indicated on line 30 of Algorithm 1.
3) RUN-TIME EXAMPLE OF THE ESA
We consider a 6-node fully connected network, where the SN has the unique identifier of 0 and the DN has the unique index of 5. In order to exemplify the NL computation, we select a target SINR of γ = 0 dB, where the discrete-input continuous output memoryless channel (DCMC) [50] capacity of QPSK is about 0.5 bit/symbol. The battery capacity per sensor is initialized to 5000 Joule. This simulation example only covers a single trial 6 (τ = 1) of the NL computation for a path loss exponent of m = 3 and for the system model considered in Section II.
The size of the sensor field is given by 40 × 40m 2 , where the sensors are randomly and uniformly deployed over the sensor field. However, the SN is fixed at a coordinate of (0, 0), while the DN is placed at the other corner of the sensor field associated with the coordinate of (40, 40) . Therefore, the distance between the SN and the DN corresponds to the largest possible distance in the network, which is approximately d SN ,DN ≈ 56.57m, as illustrated in Fig. 11 .
We can readily observe from Table 3 that the SN has 65 alternative routes for transmitting its data to the DN for V = 6. Therefore, the ESA looks for all those possible routes and computes their RL by passing the route information to the optimization function. For this specific scenario, the symmetric distance matrix of the fully connected WSN seen in Fig. 11 can be exported, as observed in Table 4 , where we can look up all the distance information of any relevant sensor node. For the sake of clarity, we present the distance conversion matrix of a single actual route R act = [0 − 4 − 1 − 2 − 3 − 5] out of the 65 possible routes. 6 A NL computation trial may be constituted by several RL computation iterations. For the sake of computing the RL in dual-simplex optimization function, arranging the corresponding matrix elements of the distance and G i,j of the WSN is one of the challenging parts of the problem due to the presence of the interference terms. Therefore, in our approach we utilize the distance conversion matrix, where each sensor along the route having a unique identifier is reordered. Let us clarify this with the aid of an example by referencing it to the original distance matrix of Table 4 . Firstly, a distance matrix is extracted from Table 4 , which is only specified for the route R act . In the mean time, the actual route R act associated with the actual distance matrix d act in Table 5 is converted to the ordered route Table 6 . This approach provides us with the converted route R ord along with the actual distance matrix d act of the route R act . The ordered route R ord exploits the simplified indices of the corresponding sensors, while reserving the required distance values of the actual route R act . Basically, each time when a route R act is passed to the optimization function, its distance information is assigned to the converted route R ord . Note that the reordered routes can be in the range of {0 − 1, 0 − 1 − 2, 0 − 1 − 2 − 3, . . . , 0 − 1 − 2 − 3 − 4 − 5 − 6 − 7, . . .}, depending on the size of the actual route R act . Additionally, a zero is placed in Table 5 and Table 6 , if there are no direct communication links between the nodes lying on the route.
Then, we estimate the gain matrix seen in Table 7 of the reordered route using the distance matrix of Table 6 , which is calculated using G i,j = 1/d m i,j , as discussed in Section II-B. Given the gain matrix of Table 7 and using an optimization tool, referred to as the dual simplex function of the CPLEX library [48] , we obtain the optimal values of the transmit power and the RL variables.
4) NL COMPUTATION AND BATTERY STATE UPDATE
In the first step of the NL computation, the ESA searches for the best RL-aware routes. For the 6-node fully connected scenario of Fig. 11 , ESA finds four different routes having the same maximum RL. These four routes of Fig. 11 are
with a RL of 81,292.4 hours (hrs) for a predefined target SINR value of γ = 0 dB, as evaluated by the optimization tool. To further elaborate on this specific example, we consider a target SINR value of γ = 0 dB. 7 However, this can be extended for any of the target SINR values of γ = {0, 0.5, 1, 1.5, . . . , 9, 9.5, 10} dB. In Section III-B2, we introduced four RSSs to deal with the route selection process, which we referred to as RSS-LTED, RSS-LNOH, RSS-LRBAT and RSS-RANR. However, for this specific example we will only consider RSS-LTED, which reserves the route associated with the least total ED. Therefore, we can identify the best RL-aware route by checking the total ED of each route.
From Table 8 , we can observe 3 iterations (iters) of the RL computation, which constitutes one trial NL computation for the V = 6-node fully connected WSN. Each iteration of the RL computation evaluates how much of the SN battery (initialized to 5000J) has been dissipated by the route that is selected as the best RL-aware route after each iteration. For example, route [0 − 1 − 2 − 3 − 5] is selected with the aid of RSS-LTED, since it consumes a total of 5733.57J energy, which is the least amount of ED among all the routes. 7 We compute the NL for the target SINR values of γ = {0, 0.5, 1, 1.5, . . . , 9, 9.5, 10} dB. However, as an example here we use only 0 dB SINR to present the routing information, the remaining battery charge and other related operations during the NL computation. We note that for a target SINR value of 0dB, the discrete-input continuous output memoryless channel (DCMC) [50] capacity of QPSK is about 0.5 bit/symbol.
Moreover, since the NL is strictly dependent on the level of the SN battery, the remaining battery (RBAT) of the SN after each iteration of the RL computation is provided in Table 8 . During the first iteration, 112.699J of energy is utilized at the SN, while in the second iteration, an amount of 1731.86J is depleted from the SN, which had an instantaneous RBAT of 4887.3J. The RBAT of the SN is reduced to 3155.44J. Finally, in the third iteration an amount of 3155.44J energy is consumed from the RBAT of 3155.44J. Since there is no more energy left in the SN battery, the information cannot be generated and transmitted to the DN. Therefore, the network becomes inoperative and hence the NL is determined and accumulated to arrive at 81, 292.4 + 77, 985.3 + 25, 595.2 ≈ 184, 873hrs after terminating the RL computation. Note that a single trial of the NL computation may be composed of a few iterations of the RL computations and it is not fixed to three iterations. It can vary depending on how much energy is utilized at the SN after each RL computation.
To elaborate further on how the sensor batteries are depleted after each iteration using the best route shown in Table 8 , in Table 9 we provide the battery states for all sensors lying in the best route. We consider three states for the battery of sensor nodes lying on the best route. The ''After'' and ''Before'' states represent the level of all the sensor batteries in the network, except for the DN. The ''Used'' state represents the amount of battery dissipation for the sensors lying on the best route utilized for the end-toend transmission. Recall that node-0 is the SN and node-5 is the DN in Fig. 11 . Since we assume that the ED at the DN is unimportant, because it is plugged into the mains power supply, the DN is removed from the battery charge update list. Therefore, only the first 5 nodes of the 6-node fully connected WSN of Fig. 11 is reserved for the battery charge update list. For example, each battery of the sensor nodes, in the order of [0 − 1 − 2 − 3 − 4] is initialized with [5000 − 5000 − 5000 − 5000 − 5000] Joules battery capacity, respectively and these nodes are always reserved in order and are updated, when a node is on the route utilized for the endto-end transmission. Explicitly, depending on which route is used for an end-to-end transmission after each iteration of the RL computation, the corresponding battery of the sensor node is depleted in the WSN. For example, assuming that the sensors [0 − 1 − 2 − 3 − 5] are utilized for the endto-end transmission, only the actively utilized sensor battery charges are reduced by the amount of [112.699 − 5000 − 14.821 − 606.048], respectively, as illustrated in Table 9 . The battery of node-4 is never utilized in the first iteration, therefore in the state ''After'' of the first iteration it remains 5000J, while the residual battery charge of the other nodes becomes [4887.3 − 0 − 4985.18 − 4393.95 − 5000].
Furthermore, for the sake of clarity we provide Fig. 12a, 12b , 12c, and 12d for illustrating which particular routes are utilized for end-to-end transmission, and hence which sensor batteries are updated after each iteration of the RL computation. Note that the hollow batteries represent the fully-depleted batteries after each iteration. Surprisingly, node-2 and node-3 were capable of preserving their battery levels as close as possible to their initial battery levels. This is due to the smaller distance between the transmitting node-2 and its receiver for the routes selected as the best RL-aware ones in each iteration. A similar trend is observed for node-3. For example, for the first iteration the distance between node-2 and node-3, as well as node-3 and node-5 is lower than those of others on the same route. Similar trends can be observed during the second and third iterations. Additionally, in the first iteration node-1, in the second iteration node-4 and in the third iteration SN (node-0) communicates over longer distances with their receivers compared to that of node-2 and node-3, respectively. Therefore, those sensor nodes depleted their batteries earlier than the other nodes lying on their respective routes, which are illustrated by the hollow batteries in Fig. 12b, 12c , and 12d, respectively.
5) SINGLE OBJECTIVE GENETIC ALGORITHM
The above run-time simulation analysis of ESA is based on V = 6 nodes, but it can be readily generalized for any arbitrary number of nodes. However, the computation of the NL strictly depends on the specific route's complexity in the WSN considered. For example, the V = 6 scenario of Fig. 11 examines 65 distinct non-looping alternative routes, whilst according to Table 3 V = 10 introduces 109,601 distinct routes for the NL computation using ESA. Therefore, the exponential increase in the number of distinct routes from 65 to 109,601 may impose an excessive complexity, especially when each NL computation requires more than a few RL computation iterations, which invokes a full search of the fully connected WSN during each iteration. This large number of distinct routes may correspond to a larger partially connected distributed network with many more sensor nodes. Therefore, our fully connected WSN approach can also be applied to any other realistic network without being limited to fully connected networks.
In order to circumvent the computational complexity of ESA encountered in realistic WSNs composed of a vast number of distinct routes we invoke a single-objective genetic algorithm (SOGA), which relies on genetic operations inspired by evolutionary biology, such as inheritance, selection, crossover, mutation and recombination. Before moving on to the intricate details of the SOGA considered, let us familiarize ourselves with the terms of evolutionary biology and its exploitation in our context. For example, a chromosome of the SOGA is composed of sequences of integers, which represent a specific route consisting of a unique sensor node index. Hence we refer to a sensor node as a gene, each of which belongs to the chromosome. We also refer to a chromosome as an individual of the SOGA having a specific route's path (chromosome) information. Moreover, a fitness function evaluates the quality of a chromosome in terms of achieving the desired objective. In our scenarios, we evaluate the route information of each individual using a fitness function or objective function to acquire the RL fitness value. Therefore, we can say that the fitness function quantifies the quality of a chromosome (individual), where the fitness function is expected to have a higher fitness value in maximization problems for a better solution, i.e. route.
A general overview of how our SOGA operates is outlined in Fig. 13 . The process commences with the initialization of a population, which is constituted by the individuals that are evaluated in terms of their specific fitness functions in order to identify the quality of the corresponding solutions. Note that we deploy a regular genetic algorithm, including some modifications of its operators. In a GA, a termination FIGURE 13. A flowchart presenting the general overview of the SOGA adopted for our NL maximization technique, which the flow of the genetic operations can also be followed for more details in Fig. 17 . rule has to be set, so that it can terminate when a certain condition is satisfied, i.e. a sufficiently high quality solution has been found or the affordable number of generations has been exhausted. Specifically, in the SOGA we can adjust the number of generations ℵ gen , as illustrated in Fig. 13 , which allows us to strike a performance versus complexity trade-off. Additionally, since there are numerous individuals in a population, the specific selection amongst the candidate solutions (individuals) plays a significant role in terms of converging to an improved solution. Basically, the selection operator is invoked for improving the quality of the population by giving the high-quality individuals a higher chance of passing on their fitness characteristics to the next generations, as seen in Fig. 13 . Consequently, we obtain the population G k containing ℵ gen high-quality individuals, as illustrated in Fig. 13 .
Following the inclusion of these high-quality individuals in the current population, we invoke the binary tournament selection (BTS) of Fig. 13 , where the individuals of the current population are divided into two sets G k /2. Then, a specific individual is randomly selected from each of the two sets for a competition in terms of their fitness values. Finally, the particular individual having a better fitness value is selected as a parent individual for creating the next generation, which forms the populations F k and F k . Then, as seen in Fig. 13 , the crossover operation is applied to each of these populations F k and F k containing the parent individuals, respectively, for examining the current solutions in order to find more fit individuals, which may also introduce a certain grade of solution diversity for the current population. We use the single-point cross-over method, where a common gene (sensor node) is used for dividing the chromosomes into two parts for merging a certain fraction of the individual constituted by a route with the other half of the other individual and vice versa. These newly created individuals are termed as child individuals, which are expected to inherit the beneficial characteristics of the parent individuals. We note that as illustrated in Fig. 13 , the BTS and crossover operations are applied twice for increasing the solution diversity as well as for acquiring a sufficient number of individuals. Then, the populations C k and C k , which are subjected to both the BTS and crossover operations, are combined in order to create the population C k + C k = I k , which is then subjected to mutation, as seen in Fig. 13 .
Finally, as seen in Fig. 13 , a mutation operation is applied to the child individuals constituting the population I k , where each one of the genes of each child individual is mutated with a certain mutation probability, so that entirely new individuals constituting the population M k can be introduced into the next generation. When the mutation operation is applied to a particular gene, we opt for one of three different mutation operations in our scenarios with equal probability, namely for node replacement, for node removal and for node insertion. Their specific details will be provided along with our more elaborate explanations of SOGA later in this section. Basically, the mutation operation further increases the diversity of the population by examining the fitness of new candidate solutions. Therefore, we may conclude that a population is created in the first generation (iteration) consisting of several individuals (candidate solutions) and throughout the successive generations by using the genetic operations described above. As a benefit, the individuals are expected to gradually create better solutions [51] - [53] . After the mutation operation, any potential node repetitions are removed from the routes, which leads to the population L k , as illustrated in Fig. 13 . Then, the fitness of the individuals in population L k is evaluated before proceeding to the forthcoming generation. Ultimately, as seen in Fig. 13 , the newly created population L k and the current population G k are combined, since we do not want to lose any of the current high-quality solutions. The specific process of combining the new and current populations as well as the technique of selecting the high-quality individuals from this combined population is referred to as elitism, which will be discussed later. Having summarized the general structure of a genetic algorithm and the SOGA considered, the diverse terminologies concerning the above genetic operations, including the individuals, populations, fitness values, binary tournament selection, crossover and mutation operations will be exemplified later in this section.
We simplified the multi-objective genetic algorithm described in [51] so that it can be utilized for single-objective optimization. We further modified the genetic operations in a manner similar to our work in [16] . One of the main differences between the SOGA and ESA is that SOGA intelligently searches through the solution space relying on the above-mentioned genetic operators, while ESA performs a brute-force full search by means of looking for all possible permutations in the solution space. As illustrated in Fig. 14 , SOGA is capable of arriving at the best solution (marked by the largest dot filled with black color) after 5 generations, whereas ESA has to search though the entire solution space constituted by each dot for finding the best solution. However, the reduced-complexity SOGA may produce suboptimal results for large networks. Nonetheless, it may be configured to strike the required performance versus complexity trade-offs approaching the optimal NL. Let us now discuss the SOGA as described in Algorithm 2, where we mostly focus our attention on the genetic operators of the algorithm. At the ''input'' section of Algorithm 2, we define the simulation parameters as well as the genetic operation constants, such as ℵ ind , ℵ gen , Pr c , Pr m denoting the number of individuals, number of generations, the crossover probability and the mutation probability, respectively. In each generation of a population, ℵ ind individuals are created, each of which represents a candidate solution, which is randomly initialized with feasible values during the initial population. After each iteration of ℵ gen , these initialized individuals are expected to converge to superior fitness values by applying the genetic operators of inheritance, selection, crossover, mutation and recombination, which also assist us in increasing the diversity of the solutions, so that the algorithm would not miss the improved solutions. Firstly, we create a fully connected, randomly and uniformly distributed WSN and obtain the distance matrix of it with the aid of coordinates of the sensors, as indicated on line 3 and 4 of Algorithm 2. Then, an initial population associated with ℵ ind = 48 individuals is created and each individual is associated with a route randomly selected from the fully connected WSN, as shown on line 7-9 of Algorithm 2 and in Table 10 . Here, we only gather the route information of the individuals, but the RL objective function or synonymously the fitness function, is not evaluated. Hence we have no knowledge of the fitness values for the corresponding individuals. Therefore, on line 10 of Algorithm 2 these routes are passed to the dual-simplex optimization function in conjunction with their respective distance matrices for the RL evaluation, where each RL evaluation is characterized in terms of its fitness value. Hence, in our case each function call to the dual-simplex optimization function produces a fitness array consisting of the RL, the energy used per node and the transmit power per link utilized. The ℵ ind number of individuals (candidate solutions) are selected from population ϒ k as the set of strongest individuals denoted by G k . As the iterations (generations) progress, ϒ is returned in conjunction with (2×ℵ ind ) individuals at the end of each generation. Therefore, the selection process 8 ℵ gen (number of generations) ℵ ind (number of individuals) Pr c (probability of crossover) Pr m (probability of mutation) 1: for i from 0 until κ do 2:
for j from 1 until τ do 3:
d all ← Get distance matrix using coordinates of sensors lying on (x max × y max )m 2 
5:
create(ϒ 0 ) ← Create an initial population 8:
ϒ 0 → R ← Create ℵ ind random routes for setting up the population 9:
ϒ 0 → T R = 0 ← Initialize the RL of each individuals in the population 10:
for k from 0 until ℵ gen do 12:
end for 23:
T R ← Return the route lifetime of ϒ T R ← Obtain maximum T R 27:
R best ← Reserve the best RL aware routes with T R 28:
do while E SN > 0 ← NL strictly depends on the SN battery level 29:
T net = T net + T R ← Accumulate each RL value for building the NL 30:
R best ← Select the best route using RSS i from R best for end-to-end transmission 31:
32:
Update the batteries of all sensors with E R best to obtain E residual 33:
return run(E residual , T net , γ ) 34:
end do 35:
E2EB computation as between line 26 and 31 of the Algorithm 1 36: end for 37: end for 38: return averaged T net and worst case E2EB over τ trials for each RSS for the current population associated with the strongest attributes. The population G k having ℵ ind individuals is randomly divided into two halves each having ℵ ind /2 individuals of the population F k in order to find the parents based on the BTS, as illustrated in Table 11 for crossover operation on line 13. We note that in Table 11 each index value TABLE 11 . The indices of the selected parents after BTS operation of Pair 1 and Pair 2 in the first iteration of the first trial of the SOGA.
represents an individual. Despite the fact that the index of 48 individuals is uniquely divided into two pairs of Pair 1 and Pair 2 , the route information these individuals refer to can be exactly the same. For example, in Fig. XI , the individuals 24 and 30 are supposed to be different individuals due to their unique index values. However, the route information of the individuals 24 and 30 can be exactly the same. Nonetheless, the genetic operations can be extended to a strategy for creating arbitrary non-replicative individuals in the genetic algorithm considered, which provides us with a potentially faster convergence, since the algorithm is naturally forced to provide a higher grade of diversity of solutions at the initial stage. Note that BTS assists us in obtaining moderately stronger parent individuals associated with better fitness values for crossover operation. However, the BTS cannot guarantee that the selected individuals will always be stronger. More explicitly, in Table 11 , Pair 1 and Pair 2 are compared in terms of their fitnesses and the better individuals are listed as ''Parents''. For example, individuals 24 and 30 are compared in terms of their fitnesses and 24 is selected as a better individual, since its RL evaluation produced a better fitness value for its route information. However, the fitness value of eliminated individual 30 for its route could have been better than that of the next elected individual, namely 12 in the current population F k . Therefore, BTS can only advocate the selection of fairly stronger individuals, while maintaining a beneficial solution diversity, which prevents early convergence by exploring much of the search-space. On line 14 of Algorithm 2 (ℵ ind /2) individuals of the population F k are consecutively divided into two halves, each of which now contains ℵ ind /4 parent individuals. The pair sets of parent individuals, i.e. { (24, 12), (23, 3), (18, 8) , . . . , (13, 34)} of Table 11 , are then mated with the aid of the crossover operation as exemplified in Fig. 15 using Pr c in order to create two child individuals, which may inherit attributes of both fairly strong parents selected by the BTS. Explicitly, assume that two consecutive arbitrary parents {. . . (1, 35) . . .} selected from Table 10 exist in the population F k for the sake of illustrating the crossover operation in Fig. 15 . At the instant of the crossover operation, we use a similar strategy to that of our work in [16] , where a common sensor node is chosen for the crossover point in our scenarios considered. We assume that the parents Parent 1 and Parent 2 represent the individuals 1 and 35 of F k , respectively. In this particular scenario, as illustrated in Fig. 15 the common node is selected as 3 for both Parent 1 and Parent 2 . Then, Child 1 is created by the concatenation of the specific parts of the individuals representing the nodes leading up to and including the common node 3 from Parent 1 with the nodes following 3 in Parent 2 and similarly for Child 2 . Then, the newly created two sets of child individuals are merged to a total number of ℵ ind /4 + ℵ ind /4 = ℵ ind /2 individuals. However, to obtain the original population size of ℵ ind , lines 15 and 16 of Algorithm 2 are applied again as the operations on lines 13 and 14 of Algorithm 2. More explicitly, both BTS and the crossover operations are applied twice to the current population in order to obtain ℵ ind individuals of the population I k , as indicated on line 17 of Algorithm 2. Further clarifications concerning the changes of the population size are provided in Fig. 17 , while the genetic operators continue to iterate from the initial population ϒ 0 to the final population ϒ k throughout k generations. Moreover, in our scenarios a similar mutation method to that of our work in [16] is applied to each sensor node (gene) lying on a route of an individual (candidate solution, chromosome or route) with the probability of Pr m . In the implementation of the mutation operator, three possible modifications are invoked with equal probability, such as the node replacement, node removal and node insertion. In case of node replacement, the current node is replaced with a randomly selected node, as shown in Fig. 16 . In node removal, the current node is removed from its route and the previous node is linked with the latter node. In case of node insertion, a randomly selected new node is inserted before the current node. After mutation is applied to each individuals, any potential node repetitions imposed are removed from each route in the interest of improving the population-diversity.
IV. EXPERIMENTAL RESULTS
We consider a fully connected network associated with V = {4, 5, 6, 7, 8, 10, 15, 20} nodes, where for example V = 7 is composed of 326 and V = 10 is composed of 109, 601 distinct non-looping routes, as indicated in Table 3 . A fully connected network is considered, because it may have an excessive number of links upon increasing the number of sensor nodes, when we aim for investigating the complexity of the distinct routes for a given WSN. Therefore, our implementation of a fully connected network may be applied to any distributed network having more nodes, but with less number of communicating links. Specifically, we consider a sensor field of 40 × 40m 2 for a WSN having V sensor nodes. The SN and the DN are placed at the opposite corners of the sensor field, where the SN is placed at the coordinate of (0, 0) and the DN is located at the coordinate of (40, 40), which guarantees having the longest distance between the SN and the DN at all time. This specific SN and DN placement is important, because a single-hop transmission from SN to DN is not a favorable option due to its highest transmit power required over the longest distance amongst all the other distinct routes. Therefore, the end-to-end transmission across the network is designed for the sake of NL maximization by the evaluation of the various routes across the WSN considered. We note that the experimental results of the NL are obtained for a continuous transmission scenario, termed as 'continuous-time NL'. For brevity, we simply use the term 'NL' for 'continuoustime NL'. On the other hand, in this paper the NL values are expected to be much higher than those of our previous papers [14] and [15] owing to the specific NL definition considered. Explicitly, in our previous papers [14] and [15] the NL was computed for a string topology, where the distances are fixed, hence a sensor does not have the option of transmitting over another lower-dissipation route. However, in our scenario the SN is capable of exploiting alternative routes with the aid of a greedy-ED approach, by selecting the maximum RL-aware route for the end-to-end transmission in a fully connected WSN, where the aim is to carry the information generated at the SN to the DN until the SN battery is fully depleted. More explicitly, the accumulation of the maximum RL computed over the alternative routes provides us with a substantially extended NL, since the NL computation is composed of the summation of the several RL values, until the SN battery is fully depleted. Moreover, the maximum affordable transmit power of each node is set to (P i ) max = 0.01W, as in the IEEE Standard 802.15.4 [54] . We consider an AWGN channel, which is defined by a certain propagation path loss model having the path loss exponent of m = 3 and a fixed noise power of N 0 = −60dBm at the receiver. Since the sensors communicate over the same shared channel, we utilize a TDMA based scheduling scheme we defined in Section II-A, namely the SPTS with T = 3, where each link relies on a TDMA frame consisting of N = 3 TSs. The target SINR thresholds per link are defined as γ = {0, 0.5, 1, . . . , 9, 9.5, 10}dB in order to investigate the NL performance of the WSN considered, where each link operates over different sets of target SINR values. Each sensor is equipped with an AAA long-life alkaline battery having the capacity of 5000J. For convenience, we summarize the system parameters used in our simulations in Table 12 . In all scenarios of the SOGA, we set ℵ ind = 48. These parameters are utilized in each iteration of the RL computation for each NL trial and the NL is averaged over τ = 5000 trials. We use the number of CFEs to measure the complexity by accumulating each fitness evaluation call to the dual-simplex function, until a NL value is calculated by the ESA and SOGA described in Algorithm 1 and Algorithm 2, respectively. In some of our analysis, the target SINR value or RSS is not specified, because we only compare the complexity of the algorithms. Therefore, as an example we choose the results of γ = 0dB and/or RSS-LTED, unless stated otherwise. For example, for any SINR value other than γ = 0dB, we observe the same complexity for the same algorithm, hence the number of CFEs is independent of both the target SINR value and of the RSS.
A. DIFFERENCE WITH RESPECT TO THE OPTIMAL NL VERSUS COMPLEXITY
The optimality analysis of the SOGA is provided in Fig. 18 for the sake of NL maximization, while considering ℵ gen = {3, 12} generations for V = {4, 6} sensor nodes, as well as ℵ gen = {3, 15, 18} generations for V = 8 sensor nodes, and ℵ gen = {9, 21, 24} generations for V = 10 sensor nodes. The target SINRs are set to γ = {0, 0.5, 1, . . . , 9, 9.5, 10}. Note that here we consider the NL achieved by the RSS-LTED, but the other RSSs also exhibit similar trends. It is observed that for a lower number of nodes the convergence to the optimal NL can be readily obtained with the aid of a lower number of generations. For example, in Fig. 18 we can see for V = 4 that the NL results always match the optimal NL values after a few generations. Therefore, for V = 4 this emphasizes that there is no further improvement in the NL results upon increasing N gen , which would introduce unnecessary additional complexity. However, upon increasing V , increasing the complexity becomes inevitable for the sake of attaining the optimal NL. For instance, for V = 6 there is a slight reduction in the performance of the SOGA for ℵ gen = 3, when aiming for attaining the optimal NL obtained using the ESA. For a fixed number of generations, such as ℵ gen = 3, the gap between the optimal and the suboptimal NL values further increases upon increasing V . This is because the number of distinct non-looping routes exponentially increases, as indicated in Table 3 . Hence obtaining a near-optimal NL necessitates investing a higher computational complexity, VOLUME 3, 2015 where a higher ℵ gen is required. For example, for V = 10 the difference between the NL solutions for various ℵ gen values is significant, especially for ℵ gen = {9, 21}. This is because the SOGA leads to a suboptimal NL at a reduced complexity, i.e. for V = 10 and ℵ gen = 9, whereas the SOGA is capable of approaching the optimal NL value, which is only possible at the cost of a higher complexity, i.e. for V = 10 and ℵ gen = 21. Therefore, the complexity versus the discrepancy with respect to the optimal NL plays a significant role in characterizing the system model considered, which will be discussed later in this section. Nonetheless, when the WSN operates at SINR = 2dB, a NL improvement of approximately 45,000hrs is achieved with the aid of an additional sensor node, for example when a 5th sensor is admitted to the 4-node fully connected WSN or a 6th sensor node is admitted to the 5-node fully connected WSN and so on. However, the NL improvement is reduced to about 5,500hrs, when the WSN operates at SINR = 10dB for the system model considered. Another significant finding is that to obtain a near-optimal NL when V increases, we have to increase ℵ gen , which in turn increases the computational complexity imposed. The ESA is considered as the best possible solution for the NL evaluation, which is an upper bound to the true NL attained by the SOGA. In Fig. 19 , the SOGA is seen to be capable of achieving the optimal NL with the aid of ℵ gen = 3 for V = {4, 5}. However, the V = {6, 7, 8, 10} scenarios require a larger ℵ gen for approaching the optimal NL. For example, when considering V = {6, 7}, the SOGA is only capable of achieving suboptimal NL solutions for ℵ gen = 3, but when we have ℵ gen = 6, the NL becomes near-optimal for V = 6 and for ℵ gen = 9 the NL gap with respect to the ESA benchmark becomes extremely small for V = 7. Therefore, in the following investigations, we consider that for V = {4, 5} using ℵ gen = 3, for V = 6 using ℵ gen = 6, for V = 7 using ℵ gen = 9, for V = 8 using ℵ gen = 15 and for V = 10 using ℵ gen = 21 constitute an attractive compromise, when aiming for obtaining a near-optimal NL value at the cost of a reasonable complexity. maximum RL. Therefore, the selection of the route in this stage plays a significant role in determining the NL, because the best route selected will be utilized for the end-to-end transmission and therefore the battery of the sensors utilized is correspondingly drained and updated for the next iteration. For a lower V , such as for example V = 4, the differences between the RSSs are negligible. However, for V = 7 we only have small differences in the NL of the RSSs considered. This is because there are many distinct non-looping routes for the fully connected network composed of a higher number of nodes V , and hence the probability of having a variety of best routes in each iteration of RL computations is high in terms of the LTED, LNOH, LRBAT and RANR. For example, for V = 7 at SINR of 2dB the optimal NL for RSS-LTED is the highest, followed by RSS-LRBAT, then RSS-RANR and finally, RSS-LNOH. We expect that the NL of RSS-LRBAT and RSS-LTED becomes moderately better than the other two RSSs owing to their energy awareness. More explicitly, RSS-LTED is based on the least total ED of the route, while RSS-LRBAT relies on the SN's battery level. Therefore, we observe that in our scenarios RSS-LRBAT and RSS-LTED typically outperform RSS-RANR and RSS-LNOH in terms of their NL, which can be readily seen in Fig. 20 and Fig. 21 . Specifically, when a higher number of nodes V is considered, the difference in NL can be readily observed.
Rather than providing the NL results associated with all
ℵ gen values for different WSNs composed of V sensor nodes, as previously mentioned, we only consider the near-optimal NL characteristics of SOGA associated with their nearoptimal ℵ gen choices, as indicated in Fig. 21 . It becomes clear in Fig. 21 that for the near-optimal ℵ gen choices and for their respective WSNs composed of V sensor nodes, the maximum NL attained by SOGA approaches that of its benchmark NL values, as illustrated in Fig. 19 . We observe that similar to Fig. 20 a near-optimal NL is obtained for the corresponding RSSs by SOGA in Fig. 21 .
C. THE NL VERSUS COMPLEXITY TRADE-OFF
The NL versus routing complexity trade-off plays a significant role in characterizing the system model considered. It will be demonstrated that SOGA is capable of achieving a near-optimal NL in conjunction with ℵ gen = 15 at a much lower complexity for a WSN having V = 8 nodes, as illustrated in Fig. 19 . Furthermore, SOGA is capable of finding route resulting in a near-optimal NL value for a WSN consisting of V = 10 nodes. Here, due to the high computational complexity of ESA, the optimal NL achieved by the ESA is not provided for WSNs having V > 8 nodes, which consist of more than 1,957 distinct non-looping routes. One may think that increasing V from 8 to 10 imposes an insignificant change in complexity. However, in our scenarios we consider the distinct non-looping routes of a fully connected WSN, which leads to an exponential increase in the computational complexity. Correspondingly, increasing V from 8 to 10 increases the number of distinct nonlooping routes from 1,957 to 109,601, which is a substantial escalation of the computational complexity, and whilst the SOGA can cope with it, the ESA cannot. The computational complexity of both the ESA and SOGA is proportional to the average number of CFEs required for the computation of a specific NL value. Therefore, the attainable NL associated with their required number of CFEs is illustrated in Fig. 22 . More explicitly, the convergence of the computed NL to the optimal achieved at the cost of the complexity required by the SOGA can be readily seen from Fig 22, which also explains the optimal choices of ℵ gen provided in Fig. 21 . Note that in Fig 22 , the vertical points of the different markers represent the computed NL value for each ℵ gen , which is incremented by 3 from left to the right for each fully connected WSN composed of V nodes. In terms of the attainable NL, increasing ℵ gen from 3 to 12 with intervals of 3 for V = {4, 5} does not improve the NL, but imposes unnecessary complexity, while the NL of the V = {6, 7} scenarios barely improves upon increasing ℵ gen from 3 to 12. However, the V = 10 scenario results in a significant NL improvement for each increase of ℵ gen from ℵ gen = 3 to ℵ gen = 21, when it is seen to converge to its optimal NL value at ℵ gen = 21. The number of CFEs required for the NL computation by the ESA and SOGA for V number of nodes is illustrated in Fig. 23 , where the NL of SOGA is computed for each of the ℵ gen values considered. For each fully connected WSN composed of V nodes, the number of CFEs required for achieving the optimal NL can be compared to that of ESA as an upper bound to the true NL. We also illustrated in Fig. 23 number of the CFEs required for attaining the nearoptimal NL for each WSN composed of V sensor nodes. Moreover, Fig. 23 illustrates that the ESA outperforms the SOGA for V ≤ 7, when aiming for near-optimal NL values. This is a benefit of the higher number of individuals ℵ ind = 48 evaluated in each iteration of ℵ gen . Therefore, in each iteration of the RL computation, the routes represented by the ℵ ind = 48 individuals are evaluated and this requires at least 48 CFEs. Note that a single NL computation may require a few RL computation iterations, hence it may lead to a higher number of CFEs. However, in the least complex scenario, where a single iteration of RL computation fully drains the SN battery and produces the NL value, 48 CFEs will be required, which already necessitates a larger number of CFEs than in the scenarios of V ≤ 7 for the ESA. In Fig. 23 , we can observe that V = 7 is the point, where the computational complexity of the ESA is similar to that of the SOGA and increases exponentially, when V > 7. Therefore, we may conclude that the SOGA imposes a lower complexity than the ESA for WSN having V > 7 nodes. For example, observe in Fig. 23 that the SOGA is capable of finding a near-optimal NL for V = 8 at a 2.56 times lower complexity than the ESA. Another important conclusion is that the complexity imposed by finding the nearoptimal NL values in SOGA increases near-linearly upon increasing V , whereas the complexity of spotting the optimal NL values in the ESA increases exponentially. For example, the complexity of the optimal NL, when moving from V = 6 to V = 7 in the SOGA is provided in Fig. 23 , where the number of CFEs is increased 1.58 times. Similarly, the complexity of the optimal NL upon extending the network from V = 7 to V = 8 in the SOGA is increased 1.70 times. We expect this gap to be much larger for the ESA due to its exponentially increasing complexity. For example, upon extending the network from V = 6 to V = 7 the complexity is increased by a factor of 5.46, whereas the complexity of obtaining the optimal NL for V = 8 is increased 6.46 times compared to V = 7. The scenario of V = 10 characterized in Fig. 23 and associated with different vertically stacked markers representing the ℵ gen = {3, 6, 9, 12, 15, 18, 21} generations incremented by 3 from bottom to the top corresponds to the line associated with the star marker at the top in Fig. 22 , which commences from 40 × 10 4 hrs of NL with ℵ gen = 3 and converges to 55 × 10 4 hrs of near-optimal NL in conjunction with ℵ gen = 21. Therefore, one can readily observe that the ''Near-optimal NL'' points are selected in Fig. 23 based on their convergence to the near-optimal NL values extracted from Fig. 22 . For example, convergence to the optimal NL at ℵ gen = 21 for the V = 10 scenario can be clearly seen from Fig. 22 , which is explicitly marked as the ''Near-optimal NL'' point in Fig. 23 by a diamond-marker. 
D. E2EB VERSUS SINR PERFORMANCE PER WSN
In this section, we provide the E2EB versus SINR performance analysis of the WSNs operated with the aid of uncoded BPSK and a 1/2-rate CC hard-decoded as well as soft-decoded QPSK scheme communicating over an AWGN channel. Fully connected WSNs consisting of V = {4, 10} nodes for the SOGA are considered for various RSSs in Figs. 24a-24b , respectively. In all scenarios of SOGA, the E2EB is the lowest for 1/2-rate-CC soft-decoded QPSK at a given SINR value, which can be seen from Figs. 24a-24b. The E2EB of the system model considered slightly decreases upon increasing V , which is due to the higher chances of selecting a longer hop for the end-to-end transmission, yielding more accumulated bit errors during the passage of the message through to the DN. Furthermore, in most of the scenarios, especially for lower V values, RSS-LNOH performs slightly better in terms of its E2EB performance compared to the other RSSs. The main reason behind this is a natural consequence of using RSS-LNOH as a delay-aware scheme, which relies on the route having the lowest number of hops. Consequently, on the routes, where each link operates at the same SINR, less bit errors are accumulated over less hops. Another important point is that for a higher V , e.g. V = 10 the E2EB curves overlap in Fig. 24b , which means that the difference between the E2EB performances of the RSSs is barely noticeable. The fundamental reason behind this is that for a higher V having a larger number of distinct routes, the probability of requiring a RSS is low, because the chance of having only a single route associated with the maximum NL is extremely high. More explicitly, there may only be a single route having the maximum NL or routes having the same number of hops. Therefore, RSSs will always provide the same E2EB due to the selection of the specific route having the same number of hops in each RL iteration. Consequently, the E2EB performance will be similar, regardless of the RSSs. In Figs. 24a-24b , we note that ESA and SOGA perform identically within the measurement error of each other.
E. E2EB VERSUS SINR PERFORMANCE FOR RSS-LTED
Here, we consider the E2EB versus SINR performance analysis of various WSNs composed of V sensor nodes operating with the aid of uncoded BPSK, a 1/2-rate CC hard-decoded as well as soft-decoded QPSK MCSs communicating over an AWGN channel. Fully connected WSNs consisting of V = {4, 6, 8, 10} nodes in the SOGA are considered for only RSS-LTED in Fig. 25 . Explicitly, Fig. 25 illustrates the E2EB performance upon increasing the number of nodes. At the same SINR value, the highest E2EB belongs to the WSN composed of V = 10 nodes in the SOGA compared to the WSNs consisting of a lower number of nodes. One of the main reasons behind this is that the WSNs composed of larger number of nodes have a higher chance of achieving the maximum RL with the aid of the best route having longer hops in each iteration of the RL computation. The other main reason is that of relying on the worst-case E2EB computation strategy. We select the final route amongst the best routes obtained by each RL computation providing the longest hop. More explicitly, let us assume that the NL computation requires three iterations for RL computation. Then, each iteration provides us both with its best route and with the associated RL value, depending on the RSS. Once three iterations have been completed, the E2EB of these three best routes is calculated, respectively and the route that provides us with the worst E2EB value is selected, since we aim for finding the upper bound of the E2EB for the WSN considered. Here, the selection of the worst E2EB requires the selection of the route associated with the longest hop due to the specific nature of the E2EB computation. Therefore, the selection of the route having the worst-case E2EB requires longer hops, which in return yields higher E2EB for larger networks, as illustrated in Fig. 25 . We note in the context of Fig. 25 that ESA and SOGA perform identically within the measurement error.
F. AVERAGE NL VERSUS E2EB PERFORMANCE PER WSN
The average NL versus E2EB trade-off is of salient importance, since it characterizes the QoS of the system model considered. In this section, we provide the average NL versus E2EB performance analysis of the WSNs operated with the aid of uncoded BPSK, a 1/2-rate CC hard-decoded as well as soft-decoded QPSK MCSs communicating over an AWGN channel. The fully connected WSNs composed of V = {4, 5, 6, 7} nodes for the ESA and V = 10 nodes for the SOGA are considered for various RSSs in Figs. 26a-26d and Fig. 27 , respectively. The E2EB performance of the 1/2-rate CC soft-decoded QPSK MCS is better than any of the other MCSs in all scenarios of both the ESA and the SOGA. For example, in the V = 4 scenarioof ESA, at the same E2EB of 10 −3 , approximately 4 × 10 4 hrs of NL gain is achieved by the 1/2-rate CC soft-decoded QPSK MCS compared to uncoded BPSK and nearly 2.4 × 10 4 hrs of NL gain compared to the 1/2-rate CC hard-decoded QPSK MCS. For an E2EB of 10 −3 , the NL gain of 1/2-rate CC soft-decoded QPSK MCS for the V = 5 scenario is increased to approximately 6 × 10 4 hrs compared to uncoded BPSK and to about 4 × 10 4 hrs compared to 1/2-rate CC hard-decoded QPSK MCS. The NL gain further increases upon introducing additional sensor nodes, namely for a V = 6 scenario approximately to 8 × 10 4 hrs of NL compared to uncoded BPSK and to about 5 × 10 4 hrs compared to 1/2-rate CC harddecoded QPSK MCS. Similarly, for V = 7 this gain increases to about 10 × 10 4 hrs of NL compared to uncoded BPSK and to about 7 × 10 4 hrs of NL compared to the 1/2-rate CC hard-decoded QPSK MCS. Since the NL results converged to their optimal values under the SOGA, the E2EB performance of the ESA seen in Figs. 26a-26d and that of the SOGA recorded for the scenarios having the same number of nodes perform identically within the measurement error. Therefore, the E2EB performance analysis of ESA provided for V = {4, 5, 6, 7} nodes is also carried out for the corresponding SOGA scenarios. Finally, for the V = 10 scenario of the SOGA, as illustrated in Fig. 27 , a NL gain of 17 × 10 4 hrs is attained compared to uncoded BPSK and 10 × 10 4 hrs compared to 1/2-rate CC hard-decoded QPSK MCS at the same E2EB of 10 −3 . Note that we were not able to generate the NL versus E2EB performance curves for V = 10 for the ESA due to its excessive computational complexity. We may conclude that the average NL versus E2EB tradeoff for the various RSSs and MCSs in the considered fully connected WSNs composed of V sensor nodes provides the network designer with insights concerning the interplay between the NL and E2EB, depending on the application considered.
V. APPLICATION SCENARIOS
Our NL maximization approach significantly extends the lifetime of the WSN considered, compared to our previous studies in [14] and [15] . Therefore, our NL maximization approach is particularly well-suited for the applications that require longer network connectivity and operations in military battlefields, in monitoring climate changes and so on. For instance, the longevity of network operations in the military battlefield is crucial, since the hostile territory may become inaccessible and thus the battery of the sensors cannot be replaced. Therefore, a significant piece of information may be captured by a specific sensor and relaying its information to the base station is vital. More particularly, a specific sensor or a group of sensors that are located closer to the hostile targets may in fact carry the most significant information. Therefore, using these sensor(s) as the more significant sensor(s) and assuming that the rest of the sensors relay these significant pieces of information can conserve more energy and this can assist us in extending the NL, as described in our NL maximization technique.
Another example of densely deployed WSNs may be found in a football stadium, where each user carries a RFID sensor for health and safety reasons. Whenever a predefined threshold is exceeded, as exemplified by a high temperature, the information is relayed to the base station by hundreds of sensors. Again, only the most crucial information is transmitted to the base station by selecting the most lifetime-efficient route amongst thousands of potential alternative routes. Nonetheless, there are numerous other applications [3] , [4] for the employment of our NL maximization framework, including environmental monitoring [56] , surveillance [57] , smart water quality monitoring, smart environment sensing, smart metering, smart agricultural applications, health monitoring and smart cities [58] , just to name a few.
VI. SUMMARY AND CONCLUSIONS
In this paper, the NL maximization of interference-limited fully connected WSNs composed of V nodes associated with a single source and destination is considered, where the SN and the DN are located at the opposite corners of the sensor field of Fig. 11 to ascertain the longest distance between them, so that the system model guarantees the utilization of alternative routes for the end-to-end transmission. The information to be transmitted is only generated at the SN and the aim of the system model considered is to carry the SN's information to the DN via the relays, which are also capable of decoding and forwarding the information relayed. For the sake of mitigating the interference, we use the SPTS TDMA scheduling method, where on each route a node can only interfere with another node at the distance of T , if they are scheduled during the same TS. Moreover, each sensor node is equipped with a limited battery capacity and we only consider the transmit power as the main ED factor. Moreover, the E2EB constituting the worst-case BER of the fully connected WSN considered is formulated in (3) for uncoded BPSK, 1/2-rate CC hard-decoded and soft-decoded QPSK MCSs, as described in Section II-B. Naturally, the NL versus E2EB performance can be obtained for any arbitrary MCSs. In the system model described in Section II, we proposed the ESA and the SOGA for solving the linear optimization problem formulated for each route given by (8)- (11) in Section III-A. Note that the ESA finds the optimal NL, where the best possible NL can be achieved by checking all the possible solution candidates of the entire solution search space, which the NL performance of the SOGA is benchmarked against. However, the SOGA is designed in a way that it can intelligently search through a limited fraction of the solution space using genetic operators. Since the NL is strictly dependent on the battery level of the SN, it is described in two stages; first stage is responsible for the computation of the RL, until the SN fully drains its battery, because the system model is only subjected to the end-to-end transmission of the information generated at the SN with the aid of the maximum-RL-aware routes. The second stage is involved in the accumulation of RLs during the iterations of the RL computation, until the SN battery is fully depleted. Thus, the NL computation may consist of a few RL computation iterations, where in each iteration the best route is selected from the set of routes having the maximum RL for end-to-end transmission. This selection process may rely on several criteria, which are described as the set of RSSs methods constituted by the RSS-LTED, RSS-LNOH, RSS-LRBAT, RSS-RANR of Section III-B2.
The computation of the NL in such networks may be challenging due to its computational complexity for a large V , which might result in numerous alternative routes that have to be evaluated in terms of their RL. Moreover, considering the exponential increase of the number of distinct routes upon increasing the number of nodes, an algorithm associated with a much reduced complexity is required for NL maximization. Therefore, the SOGA of Section III-B5 was introduced for circumventing the shortcomings of the ESA for larger network sizes. Upon using the parameter values of Table 12 discussed in Section IV, an approximately 45,000hrs of NL gain is attained for the WSN considered, when operating at SINR = 2dB by inserting an additional sensor node into a WSN having an arbitrary size. This NL gain is reduced to about 5,500hrs, when the WSN operates at SINR = 10dB. We also observed that for V ≤ 7 using the ESA is a better option due to its lower computational complexity at a specific target-performance. Observe from Table 13 that for V = 7 the computational complexity of the ESA and SOGA is similar. As illustrated in Fig. 28 , the NL discrepancy of the SOGA with respect to the optimal NL value of the ESA is as low as 3.17%, which corresponds to 1.07 × 10 4 hrs of NL. We say that the NL is converged to its optimal NL value, if the NL discrepancy is less than 3.5%. For example, in the V = 8 scenario the NL gap of the SOGA with respect to the upper bound ESA is 3.02%. Hence, in the V = 8 scenario of Fig. 19 the NL computed by the SOGA becomes nearoptimal at a 2.56 times lower complexity compared to the ESA. Nonetheless, observe in Fig. 23 that the SOGA imposed a lower complexity than the ESA for any WSN having V > 7. For convenience, Table 13 summarizes the computational complexity of both the ESA and SOGA imposed for different V values, when relying on the RSS-LTED. Again, the convergence of SOGA to a near-optimal NL value is achieved at a much reduced complexity.
Furthermore, observe in Figs. 20 and 21 that both RSS-LTED and RSS-LRBAT have a higher NL owing to their energy-awareness compared to the other RSSs. Additionally, as illustrated in Figs. 24a-24d , RSS-LNOH tends to exhibit a better E2EB performance than the other RSSs due to its delay-awareness, which naturally results in the accumulation of less bit errors as a benefit of selecting the route having the least number of hops. However, one can conclude that since the objective function is formulated for achieving RL maximization, the RSSs presented attain a similar NL. More explicitly, as long as the RL is maximized, any route associated with the maximum RL amongst the routes having the same maximum RL can be selected for the end-to-end transmission. On the other hand, the decision concerning the route selection significantly affects the E2EB performance, since the computation of the E2EB strictly relies on the number of hops and the MCSs considered.
Nonetheless, the 1/2-rate CC soft-decoded QPSK MCS outperforms the other MCSs in all scenarios for the ESA and SOGA. For example, in the V = 4 scenario of the ESA, at the same E2EB of 10 −3 the 1/2-rate CC soft-decoded QPSK MCS achieves an approximately 4×10 4 hrs of NL gain compared to uncoded BPSK and nearly 2.4 × 10 4 hrs of NL gain compared to the 1/2-rate CC hard-decoded QPSK MCS. This gain is further increased upon increasing the number of nodes. Moreover, WSNs composed of larger number of nodes result in higher E2EB. The main reason for this is that the route selection strategy associated with the worst-case E2EB requires longer hops, which in return yields a higher E2EB for larger networks. Another reason is that WSNs composed of larger number of nodes have a higher chance of achieving the maximum RL with the aid of the best route having longer hops in each iteration of the RL computation. 
