Abstract. Let C r [0, t] be the function space of the vector-valued continuous paths
Introduction and an analogue of the r-dimensional Wiener space
Let C 0 [0, t] be the space of real-valued continuous functions x on [0, t] with x(0) = 0. It is well known that the space C 0 [0, t] is equipped with the Wiener measure which is a probability measure. On the space, Yeh [10, 11, 12] introduced an inversion formula that a conditional expectation can be found by a Fouriertransform. In [2] , the author and his co-authors introduced a simple formula for the conditional Wiener integrals over C 0 (B), the space of the abstract Wiener space B-valued continuous functions which vanish at 0. Using the formula, they established various evaluation formulas for the conditional analytic Wiener and Feynman integrals of the functionals on C 0 (B) in a certain Banach algebra which corresponds to the Cameron and Storvick's Banach algebra S ′′ [1] . In [3] , the author evaluated conditional analytic Fourier-Feynman transform for functional of the form exp {∫ t 0
θ(s, x(s)) dζ(s)
where ζ is a complex Borel measure on [0, t] and both θ(s, ·) and ϕ are the FourierStieltjes transforms of the complex Borel measures on the real separable Hilbert space embedded in B. Note that θ(s, ·) and ϕ are defined on B, the abstract Wiener space [8] .
On the other hand, let C[0, t] denote the space of real-valued continuous functions on the interval [0, t]. Ryu and Im [6, 9] introduced a probability measure w φ on (C[0, t], B(C[0, t])), where B(C[0, t]) denotes the Borel σ-algebra on C [0, t] and φ is a probability distribution on (R, B(R)). This measure space is a generalization of the Wiener space C 0 [0, t]. In the Wiener space, every path x starts at the origin, that is, x(0) = 0. If the paths x start at any points, that is, if x ∈ C[0, t], certain properties on C 0 [0, t] can not hold or some of them should be modified. Fortunately, in [4, 5] , the author could derive two simple formulas for the conditional w φ -integrals of the functions on C[0, t] with the vector-valued conditioning functions X : C[0, t] → R n+1 and Y : C[0, t] → R n given by X(x) = (x(t 0 ), x(t 1 ), · · · , x(t n )) and Y (x) = (x(t 0 ), x(t 1 ), · · · , x(t n−1 )), where 0 = t 0 < t 1 < · · · < t n−1 < t n = t is a partition of [0, t] . These formulas express the conditional w φ -integrals directly in terms of the non-conditional w φ -integrals.
Let and Y t : C r [0, t] → R nr by X t (x) = (x(t 0 ), x(t 1 ), · · · , x(t n−1 ), x(t n )) and Y t (x) = (x(t 0 ), x(t 1 ), · · · , x(t n−1 )). In the present paper, with the conditioning functions X t and Y t , we introduce two simple formulas for the conditional expectations over C r [0, t] , an r-dimensional analogue of Wiener space. We then establish evaluation formulas for an analogue of the conditional analytic Fourier-Feynman transform for the function of the form exp
where η is a complex Borel measure on [0, t] and both θ(s, ·) and ψ are the FourierStieltjes transforms of the complex Borel measures on R r .
Throughout this paper, let C and C + denote the sets of complex numbers and complex numbers with positive real parts, respectively. Now, we introduce the probability measure w φ on (C[0, t], B(C[0, t])). For a positive real t, let C = C[0, t] be the space of all real-valued continuous functions on the closed interval [0, t] with the supremum norm. For
n+1 be the function given by
is called an interval and let I be the set of all such intervals. For a probability measure φ on
Then B(C[0, t]) coincides with the smallest σ-algebra generated by I and there exists a unique probability measure
This measure w φ is called an analogue of the Wiener measure associated with the probability measure φ [6, 9] . Let r be a positive integer and 
, where P Z is the probability distribution of Z. The function Ξ is called the conditional w r φ -integral of F given Z and it is also denoted by E[F |Z]. 
The simple formulas for conditional w
where P Xt is the probability distribution of
where P Yt is the probability distribution of 
is the probability distribution of X λ t on the Borel class of R (n+1)r . Throughout this paper, for
unless otherwise specified, where the expectation is taken over the variable x. Moreover, under the notations used in Theorem 2.3, we have by (2.5) 
has the limit as λ approaches to −iq through C + , then it is called the conditional analytic Feynman w r φ -integral of F given X t with the parameter q and denoted by
Similarly, the definitions of
Time-dependent conditional Fourier-Feynman transform
For a given extended real number p with 1 < p ≤ ∞, suppose that p and p ′ are related by
Then we write 
we define the
, where λ approaches to −iq through C + .
Similar definitions are understood with
Let η be a complex valued Borel measure on [0, t]. Then η = µ + ν can be decomposed uniquely into the sum of a continuous measure µ and a discrete measure ν. Further, let δ p l,j denote the Dirac measure with total mass 1 concentrated at p l,j .
Let M(R r ) be the class of all complex Borel measures on R r and G * be the set of all C-valued functions θ on [0, ∞) × R r which have the form
where ⟨·, ·⟩ denotes the dot product on R r and {σ s : s ∈ [0, ∞)} is the family from M(R r ) satisfying the following conditions;
Now we have the following theorem.
Theorem 3.2. Let X t be given by (2.2) and let
Further, let k be a positive integer and let
where θ ∈ G * is given by (3.1) .
and it is given by
where
with the conventions those s l,0,0
n+1)r , we have by Lemma 2.1 and the binomial expansion
Using the simplex method [7] and the Fubini's theorem we have by (3.1)
where ⃗ s l , ⃗ v l , ⃗ h l and ∆ m l,0 ;j0,··· ,jr l are given by the assumptions, and
] r 2 and for l = 2, · · · , n let 
Then we have by the change of variable theorem
where the last equality follows from the well known integration formula
for a ∈ C + and any real b. By the Morera's theorem, the theorem follows. 2
Corollary 3.3. Under the assumptions given as in Theorem 3.2, with one exception η = µ, that is, assuming that η has no discrete part, we have for
with the conventions those
Corollary 3.4. Under the assumptions given as in Theorem 3.2 with one exception
η = ∑ n l=1 ∑ r l j=1 w l,j δ p l,j ,
that is, assuming that η has no continuous part, we have for
with the conventions those 
and it is given by
where A is given as in Theorem 3.2.
ξ n ) be given by the right hand side of (3.5). If λ ∈ C + or λ = −iq, we have by the simplex method and the binomial expansion
so that for λ ∈ C + we have
Hence when 1 < p ≤ ∞, for
Letting λ → −iq through C + , we have the result by the dominated convergence theorem. 2
Then under the assumptions given as in Theorem 3.5,
Proof. By the Maclaurin series of the exponential function, we have
where A is given as in Theorems 3.2 and 3.5. Hence we have for
since the convergence of (3.8) is uniform with respect to both λ and y.
ξ n ) be given by the right hand side of (3.7). For λ ∈ C + we have
} and hence when 1 < p ≤ ∞, for
By (3.10), (3.11), Theorems 3.2, 3.5 and 3.6, we have the following theorem.
Theorem 3.7. Let G k and G be given by 
and
Remark 3.8.
• If F k , G k , F and G are defined on r-dimensional Wiener space, then we can obtain the same results in Theorems 3.2, 3.5, 3.6 and 3.7 with ξ 0 = ⃗ 0 ∈ R r in the expression of ⃗ ξ n .
• If some of the p l,j s are in the set {t 0 , t 1 , · · · , t n }, we can obtain all the results in the present section with minor modifications.
•
∑ r l j=1 w l,j δ p l,j and some of the r l s are ∞, then, using the following version of the ℵ 0 -nomial formula [7, p.41] (
Time-independent conditional Fourier-Feynman transform
In the present section we evaluate the conditional analytic Fourier-Feynman transform of G given Y t , where Y t and G are given by (2.4) and (3.12), respectively. For the purpose we need the following lemma.
Proof. For λ > 0, we have by the change of variable theorem and (3.4)
which completes the proof. 2 given by (4.1) . 
Theorem 4.2. Let the assumptions and notations be given as in Theorem 3.2. Suppose that Y t is given by (2.4). Then for
λ ∈ C + , y ∈ C r [0, t] and ⃗ ξ n−1 = (ξ 0 , ξ 1 , · · · , ξ n−1 ) ∈ R nr , T λ [F k |Y t ](y, ⃗ ξ n−1 )
exists and it is given by
where the last equality follows from Lemma 4.1. Now, by the Morera's theorem, we have the theorem. 2
For λ ∈ C + it is easy to prove
where Ψ is given by (4.1). Applying the same method used in the proof of Theorems 3.5, 3.6 with (4.2), we can prove the following theorem. 
ξ n−1 ) exist and they are given by 
Proof. For ⃗ ξ n−1 = (ξ 0 , ξ 1 , · · · , ξ n−1 ) ∈ R nr , let ( ⃗ ξ n−1 , ξ n ) = (ξ 0 , ξ 1 , · · · , ξ n−1 , ξ n ) ∈ R (n+1)r , where ξ n ∈ R r . Then for λ > 0 we have by Theorem 3.7 By the Morera's theorem and the dominated convergence theorem, we have the theorem. 2 Remark 4.5.
• If F k , G k , F and G are defined on r-dimensional Wiener space, then we can obtain the same results in Theorems 4.2, 4,3 and 4.4 with ξ 0 = ⃗ 0 ∈ R r in the expression of ⃗ ξ n−1 .
• If η = µ or η = ∑ n l=1 ∑ r l j=1 w l,j δ p l,j , we can obtain more simple expressions in Theorems 4.2, 4.3 and 4.4.
• If η = µ + ∑ n l=1 ∑ r l j=1 w l,j δ p l,j and some of the r l s are ∞, then, using (3.13), we can show that T 
