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We introduce and study a simplification of the symmet-
ric single-impurity Kondo model. In the Ising-Kondo
model, host electrons scatter off a single magnetic im-
purity at the origin whose spin orientation is dynami-
cally conserved. This reduces the problem to potential
scattering of spinless fermions that can be solved ex-
actly using the equation-of-motion technique. The Ising-
Kondo model provides an example for static screening.
At low temperatures, the thermodynamics at finite mag-
netic fields resembles that of a free spin-1/2 in a reduced
external field. Alternatively, the Curie law can be inter-
preted in terms of an antiferromagnetically screened ef-
fective spin. The spin correlations decay algebraically
to zero in the ground state and display commensurate
Friedel oscillations. In contrast to the symmetric Kondo
model, the impurity spin is not completely screened, i.e.,
the screening cloud contains less than a spin-1/2 elec-
tron. At finite temperatures and weak interactions, the
spin correlations decay to zero exponentially with corre-
lation length ξ(T ) = 1/(2πT ).
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1 Introduction Dilute magnetic spin-1/2 impurities
strongly influence the physical properties of a metallic
host at low temperatures. The most celebrated example
is the Kondo resistivity minimum [1] that results from
spin-flip scattering of conduction electrons off magnetic
impurities. The magnetic response of these systems is
also peculiar: the zero-field magnetic susceptibility of the
impurities does not obey Curie’s law [2] down to lowest
temperatures but remains finite in the ground state; for
finite temperatures, characteristic logarithmic corrections
are discernible, see Ref. [3] for a review.
The finite zero-field susceptibility shows that the impu-
rity spin is screened by the conduction electrons. At zero
temperature they form a non-magnetic ‘Kondo singlet’ that
is separated from the triplet by a finite energy gap. The
screening cloud around the impurity spreads over a sizable
distance and serves as a scattering center for the conduc-
tion electrons [4]. Since the size, and thus the scattering
phase shift, of the screening cloud decreases as a function
of temperature, the resistivity decreases from its value at
zero temperature before it eventually increases again due
to electron-phonon scattering. In this way, the occurrence
of the Kondo resistance minimum is qualitatively under-
stood.
The Kondo physics is properly incorporated in Zener’s
s-d model [3,5], also known as ‘Kondo model’. Unfor-
tunately, the Kondo model poses a true many-body prob-
lem and its solution requires sophisticated analytical ap-
proaches such as the Bethe Ansatz [6,7], or advanced nu-
merical techniques such as the Numerical Renormalization
Group technique [8,9]. Therefore, it is advisable to analyze
simpler models to study the thermodynamics and screen-
ing in interacting many-particle problems. Examples are
the non-interacting single-impurity and two-impurity An-
derson models [10,11,12].
In this work, we address the Ising-Kondo model that
disregards the spin-flip scattering in the s-d model. There-
fore, it only contains the effects of static screening because
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the impurity spin is dynamically conserved, i.e., there is no
term in the Ising-Kondo Hamiltonian that changes the im-
purity spin orientation. This has the advantage that its exact
solution requires only the solution of a single-particle scat-
tering problem off an impurity at the origin. Therefore, the
free energy and the spin correlation function can be calcu-
lated exactly. The lack of dynamical screening in the Ising-
Kondomodel has the drawback that the Kondo singlet does
not form at low temperatures. Therefore, the zero-field sus-
ceptibility displays the Curie behavior of a free spin down
to zero temperature with a reduced Curie constant that re-
flects the static screening by the host electrons.
Our work is organized as follows. In Sect. 2 we in-
troduce the model Hamiltonian, define the free energy,
thermodynamic potentials (internal energy, entropy, mag-
netization), and response functions (specific heat, mag-
netic susceptibilities), and introduce the spin correlation
function and the amount of unscreened spin at some dis-
tance from the impurity to visualize the screening cloud.
In Sect. 3 we calculate the free energy and discuss the
thermodynamics of the Ising-Kondo model at zero and fi-
nite magnetic field. While the formulae apply for arbitrary
magnetic fieldsB < 1, we focus on small fields,B ≪ 1. In
Sect. 4 we restrict ourselves to the case of zero magnetic
field and one spatial dimension. We discuss the spin cor-
relation function and the unscreened spin as a function of
distance from the impurity at zero and finite temperatures.
In particular, we analytically determine the asymptotic be-
havior at large distances. Short conclusions, Sect. 5, close
our presentation. Technical details of the calculations for
spinless fermions are deferred to appendix A. The extrac-
tion of correlation lengths is discussed in appendix B.
2 Single-impurity Ising-Kondo model We start our
analysis with the definition of the Kondo and Ising-Kondo
models. Next, we consider the thermodynamic quantities
of interest (free energy, chemical potential at half band-
filling, thermodynamic potentials, susceptibilities). At last,
to analyze the screening cloud, we define the spin correla-
tion function and the unscreened spin as a function of the
distance from the impurity.
2.1 Model Hamiltonians The Hamiltonian for the
Kondo model reads [2,3,13]
HˆK = Tˆ + Vˆ + Hˆm , (1)
where Tˆ is the kinetic energy of the host electrons, Vˆ is
their interaction with the impurity spin at the lattice ori-
gin, and Hˆm describes the electrons’ interaction with the
external magnetic field.
2.1.1 Host electrons The kinetic energy of the host
electrons is given by
Tˆ =
∑
σ
Tˆσ , Tˆσ =
∑
i,j
ti,j cˆ
+
i,σ cˆj,σ . (2)
Here, cˆ+i,σ (cˆi,σ) creates (annihilates) an electron with spin
σ =↑, ↓ on lattice site i, and ti,j = t∗j,i are the matrix
elements for the tunneling of an electron from site j to site i
on a lattice with L sites. Assuming translational invariance,
ti,j = t(i−j), the kinetic energy is diagonal in momentum
space,
Tˆσ =
∑
k
ǫ(k)aˆ+k,σaˆk,σ , (3)
where
aˆ+k,σ =
1√
L
∑
r
eikr cˆ+r,σ ,
cˆ+r,σ =
1√
L
∑
k
e−ikraˆ+kσ . (4)
The corresponding density of states of the host electrons is
given by
ρ0(ω) =
1
L
∑
k
δ(ω − ǫ(k)) . (5)
We assume particle-hole symmetry. It requires that there
exists half a reciprocal lattice vector Q for which ǫ(Q −
k) = −ǫ(k) for all k. Consequently, ρ0(−ω) = ρ0(ω). In
the following, we set half the bandwidthW as our energy
unit, i.e.,W = 2, so that ρ0(|ω| > 1) = 0.
The Hilbert transform of the density of states ρ0(ω)
provides the real part Λ0(ω) of the local host-electron
Green function g0(ω),
g0(ω) =
1
L
∑
k
1
ω − ǫ(k) + iη ≡ Λ0(ω)− iπρ0(ω) (6)
with
Λ0(ω) =
∫ 1
−1
dǫ
ρ0(ǫ)
ω − ǫ . (7)
For |ω| < 1, this is a principal-value integral. To be defi-
nite, we frequently choose to work with a one-dimensional
density of states for electrons with nearest-neighbor elec-
tron transfer on a ring,
ρ1d0 (|ω| ≤ 1) =
1
π
1√
1− ω2 , (8)
with its Hilbert transform
Λ1d0 (|ω| > 1) =
sgn(ω)√
ω2 − 1 ,
Λ1d0 (|ω| < 1) = 0 , (9)
where sgn(x) = x/|x| is the sign function.
Alternatively, we shall employ the semi-elliptic den-
sity of states that corresponds to electrons with nearest-
neighbor electron transfer on a Bethe lattice with infinite
coordination number,
ρse0 (|ω| ≤ 1) =
2
π
√
1− ω2 , (10)
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with its Hilbert transform
Λse0 (|ω| ≤ 1) = 2ω ,
Λse0 (ω > 1) = 2
(
ω −
√
ω2 − 1
)
,
Λse0 (ω < −1) = 2
(
ω +
√
ω2 − 1
)
. (11)
In the following we shall consider the case where the host
electron system is filled on average with N¯ = N¯↑ + N¯↓
electrons; the thermodynamic limit, N¯, L → ∞ with n =
N¯/L fixed, is implicit.
2.1.2 Kondo interaction In the (anisotropic) Kondo
model, the host electrons interact locally with the impurity
spin at the origin,
Vˆ = Vˆ⊥ + Vˆz ,
Vˆ⊥ = J⊥
(
sˆx0 Sˆ
x + sˆy0Sˆ
y
)
=
J⊥
2
(
cˆ+0,↑cˆ0,↓dˆ
+
⇓ dˆ⇑ + cˆ
+
0,↓cˆ0,↑dˆ
+
⇑ dˆ⇓
)
,
Vˆz = Jz sˆ
z
0Sˆ
z
=
Jz
4
(
cˆ+0,↑cˆ0,↑ − cˆ+0,↓cˆ0,↓
)(
dˆ+⇑ dˆ⇑ − dˆ+⇓ dˆ⇓
)
. (12)
The operators dˆ+s (dˆs) create (annihilate) an impurity elec-
tron with spin s =⇑,⇓. In eq. (12) it is implicitly under-
stood that the impurity is always filled with an electron
with spin ⇑ or ⇓. For the isotropic Kondo model we have
J⊥ = Jz .
2.1.3 External magnetic field We couple the elec-
trons to a global external magnetic field
Hˆm = −B
(
nˆd⇑ − nˆd⇓
)−B∑
i
(nˆi,↑ − nˆi,↓) (13)
with the local density operators nˆds = dˆ
+
s dˆs and nˆi,σ =
cˆ+i,σ cˆi,σ to investigate the magnetic properties of the Ising-
Kondo model. Here, the magnetic energy reads
B = geµBH/2 > 0 , (14)
where H is the external field, ge ≈ 2 is the electrons’ gy-
romagnetic factor, and µB is Bohr’s magneton.
2.1.4 Particle-hole transformation In the definition
of the particle-hole transformation we include a spin-flip
operation,
τ˜S : aˆk,σ 7→ aˆ+Q−k,σ¯ , dˆs 7→ dˆ+s¯ ,
aˆ+k,σ 7→ aˆQ−k,σ¯ , dˆ+s 7→ dˆs¯ , (15)
where ↑¯ =↓ (⇑¯ =⇓) and ↓¯ =↑ (⇓¯ =⇑) denotes the flipped
spin. The particle-hole transformation implies cˆ+0,σ 7→ cˆ0,σ¯ .
The Hamiltonian is invariant under the transformation, τ˜S :
HˆK 7→ HˆK.
2.1.5 Ising-Kondo model In this work, we investi-
gate the Ising-Kondo model where we disregard the spin-
flip terms in eq. (12), J⊥ = 0,
HˆIK = Tˆ + Vˆz + Hˆm . (16)
The anisotropic Kondo model reduces to the Ising-Kondo
model for an infinitely strong anisotropy in z-direction.
Thus, the Ising-Kondo model and the anisotropic Kondo
model share the same relationship as the Ising model and
the anisotropic Heisenberg model [2].
2.2 Thermodynamics For the thermodynamics we
need to calculate the free energy from which we obtain the
thermodynamic potentials and the response functions.
2.2.1 Free energy The free energy of a quantum-me-
chanical system is given by
F (T, µ) = −T ln (Z(β, µ)) ,
Z(β, µ) = Tr
(
e−β(Hˆ−µNˆ)
)
≡
∑
N,n
exp
[−β(ENn − µN)] , (17)
where Z(β, µ) is the grand-canonical partition function,
T is the temperature, β = 1/T (kB ≡ 1), and µ is the
chemical potential. Here, ENn denote the eigenenergies of
the Hamiltonian Hˆ for a system with N particles.
The chemical potential µ is fixed by the requirement
that the system contains N¯ particles on average
N¯ = 〈Nˆ〉 , (18)
where Nˆ counts all electrons; for the (Ising-)Kondo model
we have
Nˆ =
∑
i,σ
nˆi,σ +
∑
s
nˆds . (19)
The thermal average of an operator Aˆ is defined by
〈Aˆ〉 = 1ZTr
(
e−β(Hˆ−µNˆ))Aˆ
)
≡ 1Z
∑
N,n
e−β(E
N
n −µN)〈ΨNn |Aˆ|ΨNn 〉 . (20)
Here, |ΨNn 〉 denote the eigenstates of the Hamiltonian Hˆ
for a system with N particles. In general, eq. (18) has a
solution that depends on the temperature T and the average
particle number N¯ , i.e., µ ≡ µ(T, N¯).
2.2.2 Chemical potential for the Kondo and Ising-
Kondo models at half band-filling We consider the
case of half band-filling, N¯ = L+1. For the (Ising-)Kondo
model we have for all interactions
µ(T, L+ 1) = 0 . (21)
This relation is readily proven using particle-hole sym-
metry. The particle-hole transformation (15) leaves the
Copyright line will be provided by the publisher
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anisotropic Kondo Hamiltonian invariant but it affects the
particle number operator,
τ˜S : Nˆ 7→ 2L+ 2− Nˆ . (22)
Therefore,
N¯(µ) =
1
ZTr
(
e−β(Hˆ−µNˆ)Nˆ
)
=
Tr
(
e−β(Hˆ−µ(2L+2−Nˆ))(2L+ 2− Nˆ)
)
Tr
(
e−β(Hˆ−µ(2L+2−Nˆ))
)
= 2L+ 2− N¯(−µ) , (23)
or
N¯(µ) + N¯(−µ) = 2L+ 2 . (24)
This relation holds for the anisotropic Kondo model at all
temperatures. It readily proves eq. (21) when we demand
half band-filling, N¯ = L + 1. Note that this relation holds
for all values of J⊥ and Jz . In particular, it also applies for
the Ising-Kondo model, J⊥ = 0.
2.2.3 Thermodynamic potentials Thermodynamic
potentials are first derivatives of the free energy. The inter-
nal energy is the thermal expectation value of the Hamilto-
nian. At fixed chemical potential µ(T ) = 0 we have
U(T ) = 〈Hˆ〉 = −∂ ln (Z(β))
∂β
= −T 2 ∂
∂T
(
F (T )
T
)
.
(25)
The entropy follows from the general relation F (T ) =
U(T )− TS(T ) as
S(T ) =
U(T )− F (T )
T
= −∂F (T )
∂T
. (26)
In the presence of a finite external field, we calculate the
magnetization
M(B, T ) = − ∂F
∂H = geµBm(B, T ) ,
m(B, T ) = −1
2
∂F
∂B
(27)
=
1
2
〈nˆd⇑ − nˆd⇓ +
∑
i
(
nˆi,↑ − nˆi,↓
)〉 .
For the Kondo and Ising-Kondo models we are interested
in the impurity-induced contributions of order unity. We
denote these quantities with the an upper index ‘i’, e.g.,
F i(T ) andmi(T ) [7,14,15].
The impurity-induced contribution to the magnetiza-
tion mi(B, T ) is a thermodynamic potential. It must be
distinguished from the impurity spin polarization,
Sz(B, T ) =
1
2
〈nˆd⇑ − nˆd⇓〉 . (28)
For a thorough discussion of the difference between the
impurity-induced magnetization, mi(T ), and the impurity
spin polarization, Sz(T,B), see Refs. [14,15].
2.2.4 Susceptibilities Response functions (suscepti-
bilities) are first derivatives of the thermodynamic poten-
tials. For example, the impurity-induced contribution to the
specific heat is defined by
ciV (T ) =
∂U i(T )
∂T
(29)
and the impurity-induced magnetic susceptibility reads
χi(B, T ) =
∂M i(B, T )
∂H =
(geµB
2
)2 ∂[2mi(B, T )]
∂B
.
(30)
Likewise, we are also interested in the impurity spin-
polarization susceptibility,
χi,S(B, T ) = geµB
∂Sz(B, T )
∂H
=
(geµB
2
)2 ∂[2Sz(B, T )]
∂B
. (31)
Below, in Sect. 3.3, we shall focus on the zero-field sus-
ceptibilities, χ
i(S)
0 (T ) = χ
i(S)(0, T ).
2.3 Screening cloud The Kondo impurity distorts
the charge and spin distribution of the host electrons
around the origin, known as screening clouds. To describe
these clouds, two-point correlation functions at some dis-
tance r between impurity and the bath electrons need to be
investigated.
A well-known textbook example is the screening of
an extra charge in an electron gas [16,17]. Apart from
some Friedel oscillations at large distances from the im-
purity, the additional charge is screened on the scale of
the inverse Thomas-Fermi wave number k−1TF. i.e., the cor-
responding charge distribution function decays essentially
proportional to exp(−kTFr) as a function of the distance r
from the extra charge.
To visualize the spin screening cloud for the Ising-
Kondo model, we calculate the spin correlation function
between the impurity and bath electrons. We work at finite
temperatures, T ≥ 0, and zero magnetic field, B = 0, and
focus on the spin correlation function along the spin quan-
tization axis. The local correlation function is defined by
CSdd = 〈SˆzSˆz〉 =
1
4
〈(nˆd⇑ − nˆd⇓)2〉 = 14 − 12 〈nˆd⇑nˆd⇓〉 = 14 ,
(32)
where we used the fact that the impurity is singly occupied.
The correlation function between the impurity site and
the bath site r is defined by
CSdc(r) = 〈Sˆz sˆzr〉 =
1
4
〈(nˆd⇑ − nˆd⇓) (nˆr,↑ − nˆr,↓)〉 . (33)
To visualize the screening of the impurity spin, we define
S(0, T, V ) = CSdd + CSdc(0) and, for R ≥ 1,
S(R, T, V ) = CSdd + CSdc(0) +
R∑
||r||=1
CSdc(r) , (34)
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where ||r|| denotes a suitable measure for the length of
a lattice vector. The function S(R, T, V ) describes the
amount of unscreened spin at distance R from the impu-
rity site.
As we shall show below, for the one-dimensional Ising-
Kondo model the screening is incomplete at all tempera-
tures, S(R →∞, T ≥ 0, V ) = S∞(T, V ) > 0. Moreover,
S(R, T ≥ 0, V ) shows an oscillating convergence to its
limiting value, i.e., it displays Friedel oscillations.
3 Thermodynamics of the Ising-Kondo model In
this section we derive closed formulae for the free energy
of the Ising-Kondo model. We give expressions for some
thermodynamic potentials (internal energy, entropy, mag-
netization) and for two response functions (specific heat,
zero-field magnetic susceptibilities).
3.1 Free energy First, we express the partition func-
tion of the Ising-Kondo model in terms of an (incomplete)
partition function for spinless fermions. Next, we provide
explicit expressions for the free energy of spinless fermions
in terms of the single-particle density of states; the deriva-
tion is deferred to appendix A.4. Lastly, we express the
impurity-induced contribution to the free energy in terms
of the corresponding expressions for spinless fermions.
3.1.1 Partition function of the Ising-Kondo model
The trace over the eigenstates in the partition function (17)
contains the sum over the two impurity orientations (V ≡
Jz/4 > 0),
ZIK(β, V ) = 〈⇑|Trc e−βCˆ |⇑〉+ 〈⇓|Trc e−βCˆ |⇓〉 ,
Cˆ =
∑
σ
Tˆσ + V (nˆ
d
⇑ − nˆd⇓)(cˆ+0,↑cˆ0,↑ − cˆ+0,↓cˆ0,↓)
−B(nˆd⇑ − nˆd⇓)−B
∑
i
(nˆi,↑ − nˆi,↓) , (35)
where we used µ(T, V ) = 0 at half band-filling for all tem-
peratures T and interaction strengths V , see eq. (21), and
ZIK(β, V ) ≡ ZIK(β, µ = 0, V ) henceforth. Since the spin
orientation of the impurity spin is dynamically conserved
in the Ising-Kondo model, we can evaluate the expectation
values with respect to the impurity spins. The remaining
terms describe potential scattering for spinless fermions in
the presence of an energy shift due to an external field,
ZIK(β, V ) = eβBZ¯sf(β,B, V )Z¯sf(β,−B,−V )
+e−βBZ¯sf(β,B,−V )Z¯sf(β,−B, V ) ,
Z¯sf(β,B, V ) = Trsf e
−βHˆsf(B,V ) , (36)
Hˆsf(B, V ) =
∑
k
(ǫ(k)−B) aˆ+k aˆk +
V
L
∑
k,p
aˆ+k aˆp .
Here, the creation and annihilation operators aˆ+k and aˆk
carry no spin index but still obey the Fermionic algebra,
aˆ+k aˆp+aˆpaˆ
+
k = δk,p, and all other anticommutators vanish.
Note that Z¯sf is an incomplete grand-canonical parti-
tion function because it lacks the chemical potential term,
see appendix A.4. The chemical potential is not zero even
at half band-filling because Hˆsf is not particle-hole sym-
metric.
3.1.2 Free energy for spinless fermions As is de-
rived in appendix A.4, the chemical potential correction is
of the order 1/L, as had to be expected for a single impurity
problem. Eventually, it drops out of the problem and we
find for the (incomplete) free energy of spinless fermions
Z¯sf = e
−βF¯sf ,
F¯sf = F
(0)
sf (B, T ) + F
i
sf(B, T, V ) , (37)
where
F
(0)
sf (B, T ) = −T
∫ ∞
−∞
dωρ0(ω) ln
[
1 + e−β(ω−B)
]
(38)
is the free energy of non-interacting spinless fermions with
V = 0 in eq. (36), and
F isf(B, T, V ) = −T
∫ ∞
−∞
dωD0(ω, V ) ln
[
1 + e−β(ω−B)
]
(39)
is the contribution due to the impurity; the impurity-contri-
bution D0(ω, V ) to the single-particle density of states is
calculated in appendix A.1. In one dimension we find with
ωp ≡ ωp(V ) =
√
1 + V 2
D1d0 (ω, V ) = δ(ω + ωp)θH(−V ) + δ(ω − ωp)θH(V )
−1
2
δ(ω + 1)− 1
2
δ(ω − 1) (40)
−θH(1− − |ω|) 1
π
∂
∂ω
arctan
[
V√
1− ω2
]
,
and, for V < 1/2,
Dse0 (ω, V ) = −θH(1− |ω|)
1
π
∂
∂ω
arctan
[
2V
√
1− ω2
1− 2ωV
]
(41)
for the semi-elliptic density of states, where θH(x) is the
Heaviside step function. For V > 1/2, poles appear also
for the semi-elliptic host-electron density of states [10]; we
do not analyze this case in our present work.
3.1.3 Impurity contribution to the free energy We
insert eq. (37) into eq. (36) and find that the free energy
of the Ising-Kondo model is given by the sum of the free
energy of the host electrons and of the free energy from the
impurity,
FIK(B, T, V ) = −T ln [ZIK(β, V )]
= F h(B, T ) + F i(B, T, V ) , (42)
with the free energy of the non-interacting host electrons
F h(B, T ) = −T
∑
s=±1
∫ ∞
−∞
dωρ0(ω) ln
[
1 + e−β(ω−sB)
]
.
(43)
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The impurity contribution reads
F i(B, T, V ) = −T ln
[
e−β[−B+F
i
sf(B,T,V )+F
i
sf(−B,T,−V )]
+ e−β[B+F
i
sf(B,T,−V )+F
i
sf (−B,T,V )]
]
.
(44)
For the derivation, see appendix A.4.
In the following we discuss the impurity contribu-
tion (44) that is of order unity, and ignore the host-electron
contribution because the thermodynamic properties of the
host electrons are well understood [2,18]. Note that phys-
ical constraints that apply to the total free energy do not
necessarily apply to the impurity contribution alone, e.g.,
the condition that the specific heat must be strictly positive
is not necessarily guaranteed when solely F i is considered,
see Sect. 3.2.4.
3.2 Thermodynamics at zero magnetic field In
this section, we discuss the thermodynamics of the Ising-
Kondo model at zero external field.
3.2.1 Free energy We start from eq. (44) that simpli-
fies to
F i(T, V ) = F spin(T ) +∆F i(T, V ) ,
F spin(T ) = −T ln(2) ,
∆F i(T, V ) = F isf(T, V ) + F
i
sf(T,−V ) ,
F isf(T, V ) = −T
∫ ∞
−∞
dωD0(ω, V ) ln
[
1 + e−βω
]
(45)
in the absence of an external field, where we abbreviate
F i(T, V ) ≡ F i(B = 0, T, V ), etc. The free energy of
the isolated spin-1/2 is given by the entropy term alone,
F spin(T ) = −TSspin with Sspin = ln(2). The inter-
action contribution to the impurity-induced free energy
∆F i(T, V ) obeys ∆F i(T, V = 0) = 0 for all tempera-
tures.
For large temperatures, the entropy contribution from
the free spin dominates the interaction term,
∆F i(T ≫ 1, V ) ≈ −V
2
4T
, (46)
both for the one-dimensional density of states and for the
semi-elliptic density of states.
The one-dimensional density of states is very special
because the total density of states consists of isolated peaks
only [ωp ≡ ωp(V ) =
√
1 + V 2]
D1d0 (ω, V ) +D
1d
0 (ω,−V ) = δ(ω + ωp)− δ(ω + 1) (47)
+δ(ω − ωp)− δ(ω − 1) ,
as seen from eq. (40) due to the antisymmetry of the arc-
tan function. In contrast to our expectation, only the (anti-)
bound states and the band edges matter for the free energy,
the states near the Fermi edge drop out in F i(T, V ).
Therefore, the free energy becomes particularly simple,
∆F i1d(T, V ) = −T ln
[
1 + cosh[ωp(V )/T ]
1 + cosh[1/T ]
]
(48)
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
T
−0.009
−0.008
−0.007
−0.006
−0.005
−0.004
−0.003
−0.002
−0.001
0.000
ΔF
i (T
,V
)
Jz=0.4,ΔB=0
1d se T≫1
Figure 1 Interaction contribution to the impurity-induced
free energy at zero field ∆F i(T, V ) as a function of tem-
perature for the one-dimensional and semi-elliptic density
of states for Jz = 4V = 0.4. Also included is the large-
temperature asymptote (46).
with ωp(V ) =
√
1 + V 2. For the semi-elliptic density of
states, eq. (45) can be simplified to
∆F ise(T, V ) = −
∫ 1
−1
dω
π
tanh
[ ω
2T
]
× arctan
[
2V
√
1− ω2
1− 2ωV
]
(49)
for V = JK/4 < 1/2. In general, the integral must be
evaluated numerically.
In Fig. 1 we show the interaction contribution to the
impurity-induced free energy for zero magnetic field as a
function of temperature for the one-dimensional and semi-
elliptic density of states. For high temperatures, the free
energy becomes independent of the choice of the density
of states. It is seen from Fig. 1 that the high-temperature
formula (46) becomes applicable for T & 1.
At T = 0, the free energy is identical to the ground-
state energy, F (T = 0, V ) = e0(V ),
e0(V ) =
∫ 0
−∞
dω ω (D0(ω, V ) +D0(ω,−V )) . (50)
From appendix A.2 or, alternatively, from eq. (48) we find
the ground-state energy of the Ising-Kondo model
e1d0 (V ) = 1− ωp(V ) = 1−
√
1 + V 2
≈ −1
2
V 2 for V ≪ 1 (51)
for the one-dimensional density of states, and
ese0 (V ) =
1
π
− 1 + 4V
2
4πV
arctan
[
4V
1− 4V 2
]
≈ − 8
3π
V 2 for V ≪ 1 (52)
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for the semi-elliptic density of states. The ground-state en-
ergy for the semi-elliptic density of states is lower than
the ground-state energy for the one-dimensional density of
states.
As we mentioned earlier, in one dimension only the
bound state and the lower band edge contribute to the free
energy for low temperatures. Therefore, as a function of
temperature, the changes in the interaction contribution to
the impurity-induced free energy are exponentially small
in∆F i1d(T, V ).
In contrast,∆F ise(T, V ) displays the generic quadratic
dependence in T for the semi-elliptic density of states. To
make this dependence explicit, we note that the tempera-
ture dependence of the free energy in eq. (49) results from
the region |ω| . T . We readily find
∆F ise(T, V ) ≈ ese0 (V ) + F se2 (V )T 2 +O(T 4) ,
F se2 (V ) =
4πV 2
3(1 + 4V 2)
. (53)
Note that F se2 (V ) is positive for all interaction strengths V .
This leads to a negative contribution to the specific heat for
low temperatures, see Sect. 3.2.4.
3.2.2 Internal energy We use eq. (25) to calculate
the impurity-induced internal energy from the impurity
contribution to the free energy. For the one-dimensional
density of states we find from eq. (48)
U i1d(T, V ) = −ωp(V ) tanh
[
ωp(V )
2T
]
+ tanh
[
1
2T
]
(54)
with ωp(V ) =
√
1 + V 2 for the impurity-induced contri-
bution to the internal energy. For the semi-elliptic density
of states, eq. (49) yields
U ise(T, V ) = −
∫ 1
−1
dω
π
(
ω/(2T )
cosh2[ω/(2T )]
+ tanh
[ ω
2T
])
× arctan
[
2V
√
1− ω2
1− 2ωV
]
. (55)
For high temperatures, eq. (46) gives
U i(T ≫ 1, V ) = −V
2
2T
. (56)
This result is independent of the choice of the density of
states.
For zero temperature, the internal energy reduces to the
ground-state energy,U i(0, V ) = e0(V ), where the ground-
state energy is given in eq. (51) for the one-dimensional
density of states (8) and in eq. (52) for the semi-elliptic
density of states (10). In one dimension, eq. (54) shows
that finite-temperature corrections to the ground-state en-
ergy are exponentially small at low temperatures. For
the generic semi-elliptic density of states, we find from
eq. (53) and eq. (25) that
U ise(T, V ) ≈ ese0 (V )− F se2 (V )T 2 +O(T 4) . (57)
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
T
−0.010
−0.008
−0.006
−0.004
−0.002
0.000
U
i (T
,V
)
Jz=0.4, B=0
1d se T≫1
Figure 2 Impurity-induced internal energy at zero field
U i(T, V ) as a function of temperature for the one-
dimensional and semi-elliptic density of states for Jz =
4V = 0.4. Also included is the large-temperature asymp-
tote (56).
The impurity contribution to the internal energy decreases
as a function of temperature. This again implies that the
impurity contribution to the specific heat is negative at low
temperatures, see Sect. 3.2.4.
In Fig. 2 we show the internal energy as a function of
temperature for Jz = 4V = 0.4 for the one-dimensional
and semi-elliptic density of states. Both curves are quali-
tatively similar. The common high-temperature asymptotic
is reached for T & 1.5 at Jz = 0.4. For small temperatures
and in one dimension, the gap for thermal excitations leads
to exponentially small changes of the internal energy from
the ground-state energy. The semi-elliptic density of states
leads to the generic quadratic dependence of the internal
energy as a function of temperature for small T .
3.2.3 Entropy The entropy consists of the free impu-
rity contribution Sspin = ln(2) and the interaction-induced
impurity terms. Using eq. (26) and eq. (45) we can write
Si(T, V ) = Sspin +
U i(T, V )−∆F i(T, V )
T
. (58)
Explicit expressions for U i(T, V ) and ∆F i(T, V ) for the
one-dimensional density of states are given in eqs. (48)
and (54), their counterparts for the semi-elliptic density of
states are found in eq. (49) and (55).
For large temperatures, we use the high-temperature
limit (56) for U i(T, V ) and (46) for ∆F i(T, V ) to deter-
mine the limiting behavior of the entropy,
Si(T ≫ 1, V ) ≈ ln(2)− V
2
4T 2
; (59)
again, the result is independent of the choice of the density
of states. For small temperatures, the interaction-induced
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Figure 3 Impurity-induced entropy at zero field Si(T, V )
as a function of temperature for the one-dimensional and
semi-elliptic density of states for Jz = 4V = 0.4. Also
included is the large-temperature asymptote (59).
contribution to the impurity entropy is exponentially small
for the one-dimensional density of states. For the semi-
elliptic density of states, we obtain from eq. (53) in eq. (26)
Sise(T ≪ 1, V ) ≈ ln(2)− 2F se2 (V )T , (60)
which displays a linear dependence of the entropy on tem-
perature that is generic for fermionic systems. The negative
prefactor shows that the interaction tends to reduce the en-
tropy of the free spin.
In Fig. 3 we show the impurity entropy. It is seen that
the Ising-Kondo interaction decreases the impurity-spin
entropy Sspin = ln(2). Note, however, that for small in-
teractions the reduction is small for all temperatures and
vanishes for both small and large temperatures. This indi-
cates that screening is not very effective in the Ising-Kondo
model. The high-temperature asymptote (59) is reached for
T & 1.
3.2.4 Specific heat As last point in this subsection,
we discuss the specific heat in the absence of a magnetic
field. In one dimension, it explicitly reads
ci,1dV (T, V ) =
[ωp(V )]
2
2T 2 cosh2[ωp(V )/(2T )]
− 1
2T 2 cosh2[1/(2T )]
(61)
with ωp(V ) =
√
1 + V 2. For the semi-elliptic density of
states eq. (55) leads to
ci,seV (T, V ) =
∫ 1
−1
dω
ω(2T − ω tanh[ω/(2T )])
2πT 3 cosh2[ω/(2T )]
× arctan
[
2V
√
1− ω2
1− 2ωV
]
(62)
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T
−0.008
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0.008
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ci V
(T
,V
)
Jz=0.4, B=0
1d se T≫1
Figure 4 Impurity contribution to the specific heat at zero
field ciV (T, V ) as a function of temperature for the one-
dimensional and semi-elliptic density of states for Jz =
4V = 0.4. Also included is the large-temperature asymp-
tote (63).
for V < 1/2. The limit of high temperatures is independent
of the choice of the density of states,
ciV (T ≫ 1, V ) ≈
V 2
2T 2
, (63)
using eq. (56) in eq. (29).
For small temperatures, the specific heat is exponen-
tially small for the one-dimensional density of states. Us-
ing eq. (57) in eq. (29) the impurity-induced contribution
to the specific heat for the semi-elliptic density of states
shows the generic linear dependence on T but with a neg-
ative coefficient,
ci,seV (T ≪ 1, V ) ≈ −2F se2 (V )T (64)
with F se2 (V ) from eq. (53). Note that the total specific heat
of the system remains positive as required for thermody-
namic stability since the impurity provides only a small
negative contribution.
In Fig. 4 we show the impurity contribution to the spe-
cific heat at zero field as a function of temperature for
the one-dimensional and semi-elliptic density of states for
Jz = 4V = 0.4. The specific heat is negative for small
temperatures and displays a minimum around T . Jz/2
(T . Jz/4) and a broad maximum around T ≈ 2Jz
(T ≈ Jz) for the one-dimensional (semi-elliptic) density
of states. The high-temperature asymptote (63) becomes
applicable for T & 1.5.
3.3 Thermodynamics at finite magnetic field As
our last subsection, we discuss the thermodynamics at fi-
nite magnetic field. While the results are applicable for
general 0 ≤ B < 1, we restrict the discussion to the exper-
imentally realistic region B ≪ V ≪ 1.
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3.3.1 Free energy To address the impurity-induced
contribution to the free energy, we abbreviate
F¯ (B, T, V ) = F isf(B, T, V ) + F
i
sf(−B, T,−V ) , (65)
where F isf(B, T, V ) is calculated in appendix A.4, so that
in eq. (44) we can write
F i(B, T, V ) = −T ln
[
e−β[−B+F¯(B,T,V )]
+ e−β[B+F¯ (−B,T,V )]
]
. (66)
We split F¯ (B, T, V ) = F¯s(B, T, V ) + F¯a(B, T, V ) into
two parts that are symmetric and antisymmetric in B,
F¯s(−B, T, V ) = F¯s(B, T, V ) ,
F¯a(−B, T, V ) = −F¯a(B, T, V ) , (67)
and find in eq. (66)
F i(B, T, V ) = F¯s(B, T, V )
−T ln [2 cosh[Beff(B, T, V )/T ]] , (68)
Beff(B, T, V ) = B − F¯a(B, T, V ) . (69)
For small fields we have
F¯s(B ≪ 1, T, V ) = F i(T, V ) +O(B2) ,
F¯a(B ≪ 1, T, V ) = α(T, V )B +O(B3) ,
α(T, V ) =
∂F¯ (B, T, V )
∂B
∣∣∣∣
B=0
(70)
so that, in the small-field limit,
Beff(B ≪ 1, T, V ) = (1− α(T, V ))B ,
F i(B ≪ 1, T, V ) ≈ F i(T, V )
−T ln
[
2 cosh
[ (1− α(T, V ))B
T
]]
.
(71)
For a free spin we obtain
F spin(B, T ) = −T ln
[
2 cosh
[B
T
]]
. (72)
A comparison with eq. (71) shows that, for small external
fields, the impurity-contribution to the free energy consists
of the field-free term discussed in Sect. 3.2 and the contri-
bution of a free spin in the effective field Beff(B, T, V ) =
(1− α(T, V ))B.
To present tangible results, we use the one-dimensional
host-electron density of states in eq. (40) and the semi-
elliptic host-electron density of states in eq. (41) when
V < 1/2 to evaluate the free energy for spinless fermions
from eq. (39). Performing a partial integrationwe can write
(F 1d,ses,a ≡ F 1d,ses,a (B, T, V ), ωp(V ) =
√
1 + V 2)
F¯ 1ds = −T ln
[
cosh(B/T ) + cosh(ωp(V )/T )
cosh(B/T ) + cosh(1/T )
]
, (73)
compare eq. (48), and
F¯ 1da =
∫ 1
−1
dω
π
arctan
[
V√
1− ω2
]
(
1
1 + e(ω−B)/T
− 1
1 + e(ω+B)/T
)
. (74)
Moreover,
F¯ ses = −
∫ 1
−1
dω
2π
(
tanh
[
ω −B
2T
]
+ tanh
[
ω +B
2T
])
× arctan
[
2V
√
1− ω2
1− 2ωV
]
, (75)
compare eq. (49), and
F¯ sea = −
∫ 1
−1
dω
2π
(
tanh
[
ω −B
2T
]
− tanh
[
ω +B
2T
])
× arctan
[
2V
√
1− ω2
1− 2ωV
]
. (76)
We again split the impurity free energy into the interaction
contributions and that of the free spin,
∆F i(B, T, V ) = F i(B, T, V )− F spin(B, T ) (77)
with F spin(B, T ) from eq. (72) so that ∆F i(B, T, V =
0) = 0 for all fields and temperatures.
Simplifications of the above expressions are only pos-
sible in limiting cases. For high temperatures, T ≫ 1, we
expand
−βF isf(B, T ≫ 1, V ) ≈ −
1
2T
ω1(V )
+
1
8T 2
(ω2(V )− 2Bω1(V )) ,
ωn =
∫ ∞
−∞
dω ωnD0(ω, V ) . (78)
Note that ωn(−V ) = (−1)nωn(V ) due to the symmetry
D0(ω,−V ) = D0(−ω, V ). Then, we obtain
F spin(B, T ≫ 1) ≈ −T ln(2)− B
2
2T
,
∆F i(B, T ≫ 1, V ) ≈ −ω2(V )
4T
+
ω1(V )B
2
2T 2
, (79)
with corrections of the order 1/T 3. Using MATHEMAT-
ICA [19] we find ω1(V ) = V and ω2(V ) = V
2 so that
for T ≫ 1
∆F i(B, T ≫ 1, V ) ≈ −V
2
4T
+
V B2
2T 2
, (80)
up to and including second order in 1/T . Using pertur-
bation theory in Jz/T [7,15], it is readily shown that
∆F i(B, T, V ) is indeed independent of the host-electron
density of states up to second order in Jz/T . Eqs. (79)
and (80) show that small magnetic fields induce small
corrections, of the order B2.
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At low temperatures, eq. (71) shows that the temper-
ature dependence of the impurity contribution to the free
energy is dominated by the logarithm. Therefore, the Som-
merfeld expansion of F¯ (T, V ) [2,18] can be restricted to
the leading-order term, i.e., we use F¯ (B, T ≪ 1, V ) ≈
F¯ (B, T = 0, V ) ≡ E¯(B, V ). Thus, we find in eq. (68)
F i(B, T ≪ 1, V ) ≈ E¯s(B, V )
−T ln [2 cosh[Beff(B, V )/T ]] , (81)
Beff(B, V ) = B − E¯a(B, V ) (82)
with Beff(B, V ) ≡ Beff(B, T = 0, V ). Eq. (81) shows
that the low-temperature thermodynamics of the model at
finite fields is described by a free spin in an effective field
Beff(B, V ). Eq. (81) is actually applicable in the temper-
ature region T . Beff(B, V ). At low temperatures, the
interaction-induced impurity contribution to the free en-
ergy becomes
∆F i(T ≪ 1) ≈ E¯s(B, V )
−T ln
[
cosh[(B − E¯a(B, V ))/T ]
cosh[B/T ]
]
,
(83)
where we abbreviate∆F i(T ≪ 1) ≡ ∆F i(B, T ≪ 1, V ).
The above expressions can be worked out further when
the density of states is specified. For the one-dimensional
density of states we have
E¯1ds (B, V ) = e
1d
0 (V ) = 1− ωp(V ) = 1−
√
1 + V 2 ,
E¯1da (B, V ) =
∫ B
−B
dω
π
arctan
[
V√
1− ω2
]
(84)
with e1d0 (V ) from eq. (51), and, with ωp(V ) =
√
1 + V 2,
E¯1da (B, V ) =
2V
π
arcsin(B) +
2B
π
arctan
[
V√
1−B2
]
−2ωp(V )
π
arctan
[
BV
ωp(V )
√
1−B2
]
, (85)
where we used MATHEMATICA [19] to carry out the inte-
gral.
For the semi-elliptic density of states we find
E¯ses (B, V ) =
∫ −B
−1
dω
π
arctan
[
2V
√
1− ω2
1− 2ωV
]
−
∫ 1
B
dω
π
arctan
[
2V
√
1− ω2
1− 2ωV
]
(86)
and
E¯sea (B, V ) =
∫ B
−B
dω
π
arctan
[
2V
√
1− ω2
1− 2ωV
]
. (87)
With ω¯(V ) =
√
1 + 4V 2 we explicitly have
E¯ses (B, V ) =
√
1−B2
π
+
B
π
arctan
[
2V
√
1−B2
1− 2BV
]
−B
π
arctan
[
2V
√
1−B2
1 + 2BV
]
(88)
+
ω¯2(V )
8πV
arctan
[
Bω¯2(V )− 4V√
1− B2(1− 4V 2)
]
− ω¯
2(V )
8πV
arctan
[
Bω¯2(V ) + 4V√
1− B2(1− 4V 2)
]
and
E¯sea (B, V ) = −
(1− 4V 2) arcsin(B)
4πV
+
B
π
arctan
[
2V
√
1−B2
1− 2BV
]
+
B
π
arctan
[
2V
√
1−B2
1 + 2BV
]
(89)
+
ω¯2(V )
8πV
arctan
[
Bω¯2(V )− 4V√
1− B2(1− 4V 2)
]
+
ω¯2(V )
8πV
arctan
[
Bω¯2(V ) + 4V√
1− B2(1− 4V 2)
]
,
where we used MATHEMATICA [19] to carry out the inte-
grals.
At T = 0, the impurity-contribution to the ground-state
energy is obtained from eq. (81) as
e0(B, V ) = E¯s(B, V )− |B − E¯a(B, V )| . (90)
The absolute value can be ignored because the argument is
always positive for B > 0. Thus, we have
e0(B, V ) ≡ F i(B, T = 0, V )
= E¯s(B, V ) + E¯a(B, V )−B (91)
for the interaction contribution to the impurity-induced
change in the ground-state energy at finite fields B.
In Fig. 5 we show the interaction contribution to the
impurity-induced free energy ∆F i(B, T, V ) as a function
of temperature for the one-dimensional and semi-elliptic
density of states for B = 0.01 and Jz = 4V = 0.4.
The low-temperature expression (83) works very well un-
til ∆F i(B, T, V ) reaches its limiting value ∆F i(B, T ≫
B, V ) = E¯s(B, V ) for T & 2B
eff . Thus, it is clearly seen
that, at very low temperatures T . B ≪ 1, the thermo-
dynamics of the Ising-Kondo model can be described by
a spin-1/2 in an effective field, see eq. (82). In the region
T & V , a small magnetic field becomes irrelevant and we
may approximate ∆F i(B ≪ 1, T & B, V ) ≈ ∆F i(B =
0, T, V ).
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Figure 5 Interaction contribution to the impurity-induced
free energy∆F i(B, T, V ) as a function of temperature for
the one-dimensional and semi-elliptic density of states for
B = 0.01 and Jz = 4V = 0.4. Also included is the
free energy at zero field, eqs. (48) and (49), and the low-
temperature approximation (83).
For further reference, we list the results in the limit of
small fields. We have
E¯1da (B, V ) ≈
2B
π
arctan(V ) +
B3
3π
V
1 + V 2
+O(B5) ,
E¯ses (B, V ) ≈ ese0 (V ) +
4B2
π
V 2
1 + 4V 2
+O(B4) ,
E¯sea (B, V ) ≈
2B
π
arctan(2V )− 2B
3
3π
1− 4V 2
(1 + 4V 2)2
+O(B5) (92)
for B ≪ 1 with ese0 (V ) from eq. (52). Moreover, for the
ground-state energy we find
e1d0 (B ≪ 1, V ) ≈ e1d0 (V )−B
(
1− 2
π
arctan(V )
)
,
ese0 (B ≪ 1, V ) ≈ ese0 (V ) +
4B2
π
V 2
1 + 4V 2
−B
(
1− 2
π
arctan(2V )
)
, (93)
up to and including second order in B > 0 with e1d0 (V )
from eq. (51) and ese0 (V ) from eq. (52).
For small fields, the effective field in eq. (82) is scaled
linearly, see eqs. (70) and (71) with α(V ) ≡ α(T = 0, V ),
Beff(B, V ) ≈ (1 − α(V ))B ,
α1d(V ) =
2
π
arctan(V ) ,
αse(V ) =
2
π
arctan(2V ) . (94)
For small interactions, the effect is small, of the order V .
Due to the interaction, the effective magnetic field is some-
what smaller than the external field. This is readily under-
stood from the fact that the conduction electrons screen the
impurity and thus weaken the externally applied field.
3.3.2 Internal energy and entropy Next, we briefly
discuss the impurity-induced internal energy and entropy
for the case of small fields.
For all temperatures, couplings, and fields, the internal
energy and the entropy are obtained from the free energy
by differentiation with respect to T , see eq. (25) for the
internal energy and eq. (26) for the entropy. Since we as-
sume a small magnetic field, typically B ≪ Jz ≪ 1, the
impurity-induced internal energy and entropy follow the
curves shown in Fig. 2 and Fig. 3 when T & V , with small
corrections of the order B2.
For small temperatures, T . B, we start from eq. (83)
and find for the internal energy of a spin in an effective
field
U i(B, T . B, V ) = E¯s(B, V ) (95)
−Beff(B, V ) tanh
[
Beff(B, V )
T
]
with Beff(B, V ) from eq. (82). The impurity-contribution
to the entropy reads
Si(B, T . B, V ) = ln
[
2 cosh(Beff(B, V )/T )
]
(96)
−B
eff(B, V )
T
tanh
[
Beff(B, V )
T
]
for low temperatures; for a free spin, replace Beff by B in
eqs. (95) and (96).
In Fig. 6 we show the impurity-induced internal en-
ergy U i(B, T, V ) as a function of temperature for the
one-dimensional and semi-elliptic density of states for
Jz = 4V = 0.4, a small external field B = 0.01, and
low temperatures. The internal energy increases from its
value e0(B, V ), eq. (91), only exponentially slowly be-
cause the magnetic field induces an energy gap of the
order Beff(B, V ) between the two spin orientations.
When the temperature becomes of the order of the
effective magnetic field Beff(B, V ), the impurity contri-
bution to the internal energy U i(B, T, V ) approaches the
value E¯s(B, V ) ≈ e0(V ), with corrections of the or-
der B2, and the approximate low-temperature internal en-
ergy (95) starts to deviate from the exact result. At tem-
peratures T & V , the internal energy becomes essentially
identical to its zero-field value shown in Fig. 2 on a larger
temperature scale.
In Fig. 7 we show the impurity contribution to the en-
tropy Si(B, T, V ) as a function of temperature for the one-
dimensional and semi-elliptic density of states for Jz =
4V = 0.4, and a small external field B = 0.01. In contrast
to the zero-field case, the entropy is zero at zero tempera-
ture because the impurity spin is oriented along the effec-
tive external field. Due to the excitation gap, the entropy is
Copyright line will be provided by the publisher
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Figure 6 Impurity-induced internal energy U i(B, T, V )
as a function of temperature for the one-dimensional and
semi-elliptic density of states for Jz = 4V = 0.4
and external field B = 0.01. Also included is the low-
temperature approximation (95) and the zero-field approx-
imation shown in Fig. 2.
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Figure 7 Impurity-induced entropy Si(B, T, V ) as a func-
tion of temperature for the one-dimensional and semi-
elliptic density of states for Jz = 4V = 0.4 and external
field B = 0.01. Also included is the low-temperature ap-
proximation (96) and the zero-field approximation shown
in Fig. 3.
exponentially small for T ≪ Beff(B, V ). When the tem-
perature becomes of the order of Beff(B, V ), the impurity
entropy approaches S ≈ ln(2). For T & V , it becomes
essentially identical to its zero-field value shown in Fig. 3
on a larger temperature scale.
3.3.3 Magnetization and impurity spin polariza-
tion For the calculation of the impurity-induced magne-
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Figure 8 Impurity-induced magnetization at zero temper-
ature mi(B, T = 0, V ) as a function of magnetic field for
the one-dimensional and semi-elliptic density of states for
Jz = 4V = 0.4 from eq. (99). Also included is the value
for the impurity spin polarization,Sz(B > 0, T = 0, V ) =
1/2 from eq. (104).
tization mi(B, T, V ) ≡ mi, see eq. (27), we start from
eq. (68) and find
mi = −1
2
[
∂F¯s
∂B
−
(
1− ∂F¯a
∂B
)
tanh
[
B − F¯a
T
]]
(97)
with F¯s/a ≡ F¯s/a(B, T, V ). We numerically perform the
derivatives with respect to B for all temperatures.
At temperature T = 0, eq. (91) gives for B > 0
mi(B, V ) ≡ mi(B, 0, V ) ,
mi(B, V ) =
1
2
(
1− ∂E¯s(B, V )
∂B
− ∂E¯a(B, V )
∂B
)
. (98)
For the model density of states we obtain
mi,1d(B, V ) =
1
2
− 1
π
arctan
[
V√
1−B2
]
,
mi,se(B, V ) =
1
2
− 1
π
arctan
[
2V
√
1−B2
1− 2BV
]
. (99)
At V = 0, we recover the value for a free spin in a finite
field at zero temperature, mi(B > 0, T = 0, V = 0) =
mspin(B > 0, T = 0) = 1/2. For finite antiferromagnetic
interactions, V > 0, the impurity-inducedmagnetization is
smaller than the free-spin value because the impurity spin
is screened by the band electrons in its surrounding, see
Sect. 4.
In Fig. 8 we show the impurity-induced magnetization
at zero temperature mi(B, V ) ≡ mi(B, T = 0, V ) as
a function of magnetic field for the one-dimensional and
semi-elliptic density of states for Jz = 4V = 0.4. Due to
the larger density of states at the Fermi energy for smallB,
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the screening is more effective for the semi-elliptic den-
sity of states than for the one-dimensional density of states.
Since the one-dimensional density of states diverges at the
band edges, the two curves cross at some (very large) mag-
netic fields, B ≈ 0.8. At B = 1, the screening vanishes
for the semi-elliptic density of states, mi,se(B = 1, T =
0, V ) = 1/2, and becomes perfect for the one-dimensional
density of states, mi,1d(B = 1, T = 0, V ) = 0, reflecting
the behavior of the density of states at the band edges.
For low temperatures, T . B, the asymptotic expres-
sion for the magnetization is obtained from eq. (97) as
mi(B, T . B, V ) ≈ −1
2
∂E¯s
∂B
+
1
2
(
1− ∂E¯a
∂B
)
tanh
[
Beff(B, V )
T
]
(100)
with Beff(B, V ) from eq. (82). For small fields this can be
further simplified to give
mi(B ≪ 1, T ≪ 1, V ) ≈ B
eff(B, V )
2B
tanh
[
Beff(B, V )
T
]
(101)
withBeff(B, V )/B = 1−α(V ) from eq. (94). This shows
that, for small fields and temperatures, the magnetization
is a universal function of B/T , as for a free spin [2,18].
For high temperatures, we can derive the asymptote
from eqs. (79) and (80) as
mi(B, T ≫ 1) ≈ B
2T
(
1− V
T
)
, (102)
with corrections of the order 1/T 3.
In Fig. 9 we show the impurity-induced magnetiza-
tionmi(B, T, V ) as a function of temperature for the one-
dimensional of states for Jz = 4V = 0.4 and B = 0.01;
the curves for the semi-elliptic density of states are qualita-
tively very similar. For small interactions, the temperature-
dependence of the magnetization follows that of a free spin
in an effective field, i.e., the temperature dependence is
very small as long as T . Beff(B, V ), see eq. (100). When
T exceedsBeff the magnetization rapidly declines and ap-
proaches zero for high temperatures. Indeed, as seen from
eq. (102), at large temperatures the magnetization vanishes
proportional to 1/T , as for a free spin; interaction correc-
tions are smaller, of the order V/T 2.
To demonstrate the screening of the host electrons, we
compare the impurity-induced magnetization with the im-
purity spin polarization. We have from eq. (28)
Sz =
1
2
e−β[−B+F¯(B,T,V )] − e−β[B−F¯ (−B,T,V )]
e−β[−B+F¯(B,T,V )] + e−β[B−F¯ (−B,T,V )]
=
1
2
tanh
[
Beff(B, T, V )
T
]
(103)
with Sz ≡ Sz(B, T, V ) and Beff(B, T, V ) from eq. (71).
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Figure 9 Impurity-induced magnetization mi(B, T, V )
and impurity spin polarization Sz(B, T, V ) as a function
of temperature for the one-dimensional density of states for
Jz = 4V = 0.4 and external fieldB = 0.01. Also included
are the approximate results for low temperatures and small
fields from eq. (101) and eq. (104), respectively, and the
large-temperature asymptotes, eq. (102) and eq. (105). In-
set: region of small temperatures.
For low temperatures and B > 0, this expression sim-
plifies to
Sz(B, T . B, V ) ≈ 1
2
tanh
[
Beff(B, V )
T
]
(104)
with Beff(B, V ) from eq. (82). For T = 0 and B > 0,
the impurity spin is aligned with the external field. A
comparison with eq. (101) shows that, at low temper-
atures and small fields, the impurity spin polarization
and the impurity-induced magnetization differ by a fac-
tor Beff(B, V )/B = 1 − α(V ). The impurity-induced
magnetization is smaller because it is more sensitive to the
screening by the host electrons.
For large temperatures, we find from eq. (78)
Sz(B, T ≫ 1, V ) ≈ B
2T
(
1− V
2T
)
(105)
with corrections of the order T−3. The impurity-induced
magnetization and the impurity spin polarization agree to
first order in 1/T (free spin) but slightly differ already in
second order, compare eq. (102) and eq. (105). Again, the
impurity-induced magnetization is smaller than the impu-
rity spin polarization because of the larger screening con-
tribution from the host electrons. The results for the im-
purity spin polarization are visualized in Fig. 9 in compari-
son with those for the impurity-inducedmagnetization. For
small fields and interactions, the differences between mi
and Sz are small but discernible.
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Figure 10 Impurity contribution to the specific heat
ciV (B, T, V ) as a function of temperature for the one-
dimensional density of states for Jz = 4V = 0.4 and
B = 0.01. Also included is the specific heat for zero field
from eq. (61) as shown in Fig. 4 on a larger temperature
scale.
3.3.4 Response functions Lastly, we discuss the
specific heat in the presence of a small magnetic field
and the zero-field susceptibilities for the impurity-induced
magnetization and the impurity spin polarization.
In general, we calculate the specific heat from the in-
ternal energy using eq. (29), see eqs. (61) and (62) for the
zero-field case and the two model density of states. For
small B, we thus focus on small temperatures where we
can use eq. (95) to find
ciV (B, T . B, V ) ≈
(
Beff(B, V )
T cosh[Beff(B, V )/T ]
)2
(106)
with Beff(B, V ) from eq. (82). It is seen that the specific
heat displays a peak aroundBeff(B, V ). Due to the screen-
ing by the host electrons, the impurity spin in the Ising-
Kondo model behaves like a free spin in an effective field.
We show the specific heat in Fig. 10 for Jz = 4V = 0.4
and B = 0.01 as a function of temperature for the one-
dimensional density of states; the curves for the semi-
elliptic density of states differ only slightly. For small
fields, the specific heat approaches the zero-field value
around T & V , with small corrections of the order B2.
Lastly, we consider the zero-field susceptibilities at fi-
nite temperature T > B = 0. Since we keep T finite
and let B go to zero first, none of the approximate ex-
pressions is applicable that were derived for the impurity-
induced magnetization or the impurity spin polarization in
Sect. 3.3.3.
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Figure 11 Impurity contribution to the zero-field magnetic
susceptibilities χ
i(S)
0 (T, V ) as a function of temperature for
the one-dimensional density of states for Jz = 4V = 0.4.
Also included are the asymptotic expressions forχi0(T, V ),
eq. (110) for high temperatures and eq. (111) for low tem-
peratures. Note the logarithmic scale on the ordinate.
Using the impurity-induced free energy (71) we can de-
rive the zero-field susceptibility as
χi0(T, V )
(geµB)2
=
1
4T
(1− α(T, V ))2 , (107)
see eq. (70). Explicitly, for the one-dimensional density of
states we have
α1d(T, V ) = tanh
[√
1 + V 2
2T
]
− tanh
[
1
2T
]
+
2
T
∫ 1
−1
dω
π
(
1
2 cosh[ω/(2T )]
)2
× arctan
[
V√
1− ω2
]
, (108)
and for the semi-elliptic density of states we find
αse(T, V ) =
2
T
∫ 1
−1
dω
π
(
1
2 cosh[ω/(2T )]
)2
× arctan
[
2V
√
1− ω2
1− 2ωV
]
. (109)
For high temperatures, this gives
χi0(T ≫ 1, V )
(geµB)2
=
1
4T
(
1− V
2T
)2
+O(T−4) . (110)
for a general density of states. For small temperatures we
find
χi0(T ≪ 1, V )
(geµB)2
=
1
4T
(1− α(V ))2 ≡ C˜
T
, (111)
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where 1 − α(V ) is the reduction factor for the magnetic
field for small fields at zero temperature, see eq. (94). This
had to be expected because, for small fields and low tem-
peratures, the system describes an impurity spin in an ef-
fective field. Therefore, we obtain the Curie law (111) with
a modified Curie constant C˜ [2,18].
In Fig. 11 we show the impurity-induced zero-field
magnetic susceptibility χi0(T, V ) as a function of tempera-
ture for the one-dimensional density of states for V = 0.1
(Jz = 0.4); the curves for the semi-elliptic density of
states are almost identical. The high-temperature asymp-
tote (110) and the low-temperature asymptote (111) to-
gether provide a very good description of the zero-field
impurity-induced magnetic susceptibility.
Since the Curie constant is proportional to S(S + 1)/3
with S = 1/2 in our case, we can argue that the Ising-
Kondo interaction with the host electrons reduces the ef-
fective spin on the impurity,
Seff(V ) =
1
2
−
(
1−
√
1− 3α(V )
2
+
3α2(V )
4
)
≈ 1
2
− 3α(V )
4
for α≪ 1. (112)
It is only for V = ∞ that α(V ) = 1, i.e., there always
remains an unscreened spin on the impurity.
Finally, we address the spin impurity susceptibility,
χi,S0 (T, V )
(geµB)2
=
1
4T
(1− α(T, V )) , (113)
where we took the derivative of Sz(B, T, V ) in eq. (103)
with respect to B and put B = 0 afterwards. The impurity
spin susceptibility is also reduced from its free-spin value
but the reduction factor is only linear in (1 − α(T, V )) in-
stead of quadratic as for the impurity-induced magnetic
susceptibility, see eq. (107). Fig. 11 also shows the im-
purity spin susceptibility as a function of temperature for
Jz = 4V = 0.4.
4 Screening cloud In this section we first calculate
the matrix element for the spin correlation between impu-
rity and bath electrons. Next, we focus on the spin correla-
tion function on a chain. Lastly, we discuss the screening
cloud in one spatial dimension.
4.1 Spin correlation function We evaluate the spin
correlation function (33). At B = 0, the partition function
is given by
ZIK(β, V ) = 2Z¯sf(β, V )Z¯sf(β,−V ) (114)
with Z¯sf(β, V ) ≡ Z¯sf(β,B = 0, V ) and V = Jz/4 > 0
because, in the absence of a magnetic field, the two impu-
rity orientations contribute equally and the bath electrons
experience either a repulsive or an attractive potential at the
origin. Then,
CSdc(r) =
1
2Z 〈⇑|Trc
[
e−β[Tˆ+V (nˆ
d
⇑−nˆ
d
⇓)(cˆ
+
0,↑cˆ0,↑−cˆ
+
0,↓cˆ0,↓)]
× (nˆd⇑ − nˆd⇓)(nˆr,↑ − nˆr,↓)]|⇑〉
(115)
because the impurity spin configuration |⇓〉 gives the
same contribution due to spin symmetry. At half band-
filling, µ(T, V ) = 0 for all temperatures T and interaction
strengths V , see eq. (21).
Since nˆd⇑|⇑〉 = |⇑〉 and nˆd⇓|⇑〉 = 0, we find
CSdc(r) =
1
2Z Trc,↑
[
e−β[Tˆ↑+V cˆ
+
0,↑ cˆ0,↑]cˆ+r,↑cˆr,↑
]
× Trc,↓
[
e−β[Tˆ↓−V cˆ
+
0,↓cˆ0,↓]
]
− 1
2Z Trc,↑
[
e−β[Tˆ↑+V cˆ
+
0,↑cˆ0,↑]
]
× Trc,↓
[
e−β[Tˆ↓−V cˆ
+
0,↓
cˆ
0,↓
]cˆ+r,↓cˆr,↓
]
=
1
4
(
〈cˆ+r cˆr〉sf(V )− 〈cˆ+r cˆr〉sf(−V )
)
, (116)
where
〈Aˆsf〉sf(V ) = 1
Z¯sf(β, V )
Tr
(
eβ[Tˆ+V cˆ
+
0 cˆ0]Aˆsf
)
(117)
is the thermal expectation value for an operator Aˆsf for
spinless fermions with impurity scattering of strength V
at the origin.
4.2 Spin correlations in one dimension The ex-
pressions (116) for spinless fermions in one dimension
are evaluated in Appendix A.5. In the following, we use
r ≥ 0 because the spin correlation function is inversion
symmetric. We analytically derive explicit expressions for
the long-range asymptotics of the spin correlation function
at zero and finite temperatures.
4.2.1 Analytic expressions The correlation func-
tion contains contributions from the poles and from the
band part (V = Jz/4 > 0), see appendix A.5,
CSdc(r) =
1
4
(
N0(r, T, V )−N0(r, T,−V )
)
≡ CS,pdc (r) + CS,bdc (r) (118)
with
CS,pdc (r) =
1
4
(
Np0 (r, T, V )−Np0 (r, T,−V )
)
= −1
4
V
(
V +
√
1 + V 2
)−2r
√
1 + V 2
tanh
[√
1 + V 2
2T
]
(119)
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Figure 12 Spin correlation function as a function of dis-
tance r from the impurity for Jz = 4V = 0.4 at tem-
perature T = 0 in one dimension. The numerical data are
compared with the asymptotic expressions (125).
and
CS,bdc (r) =
1
4
(
Nb0 (r, T, V )−Nb0 (r, T,−V )
)
=
(−1)rV
2π
∫ π/2
−π/2
dpf(sin(p), T )
sin(2pr) cos(p)
V 2 + cos2(p)
(120)
with the Fermi function f(ω, T ) = 1/(1 + exp(ω/T )). In
general, the integral must be evaluated numerically.
In Fig. 12 we show the spin correlation function as a
function of distance in the ground state for Jz = 4V =
0.4. It is seen that the asymptotic expression (125) as de-
rived in Sect. 4.2.2 becomes applicable for r & r0 with
2r0(Jz/4) ≈ 1 or r0 ≈ 5 for Jz = 0.4.
In Fig. 13 we show the logarithm of the absolute value
of the spin correlation function as a function of distance for
Jz = 4V = 0.4 for various small temperatures. It is seen
that the correlation function decays to zero exponentially.
The correlation length agrees with the analytically deter-
mined value (ξ2)
−1 = 2πT from eq. (127), as derived in
Sect. 4.2.3.
4.2.2 Asymptotics at zero temperature The pole
contribution to the spin correlation function decays expo-
nentially for all temperatures, as has to be expected for
bound and anti-bound states that are localized around the
impurity. Therefore, the long-range asymptotic is governed
by the Friedel oscillations of the band contribution. We fo-
cus on the limit of small interactions, V = Jz/4≪ 1.
For the band contribution to the correlation function we
consider at T = 0
CS,bdc (r, T = 0) =
V
2π
cS(r, V ) (121)
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Figure 13 Logarithm of the absolute value of the spin cor-
relation function as a function of distance r from the im-
purity for Jz = 4V = 0.4 at temperatures T = 0.02,
T = 0.04, T = 0.1 in one dimension. The numerical data
are compared with the analytically determined exponential
decay with exponent (ξ2)
−1 = 2πT , see eq. (127).
with
cS(r, V ) = (−1)r
∫ 0
−π/2
dp
sin(2pr) cos(p)
V 2 + cos2(p)
(122)
=
∫ π/2
0
du
sin(2ur)
sin(u)
(
1− V
2
sin2(u) + V 2
)
.
The first term in the brackets can be integrated analytically
using MATHEMATICA [19],
cS1 (r, V ) =
1
4
[
ψ
(
1
4
+
r
2
)
− ψ
(
1
4
− r
2
)
− ψ
(
3
4
+
r
2
)
+ ψ
(
3
4
− r
2
)]
≈ π
2
− (−1)r 1
2r
for r ≫ 1 , (123)
where ψ(x) = Γ ′(x)/Γ (x) is the digamma function.
The integrand in the second term of eq. (122) is of the
order V 2 when sin(u) is of order unity. Therefore, only
small arguments are of interest,
cS2 (r, V ) ≈ −
∫ γV
0
du
sin(2ru)
u
V 2
u2 + V 2
≈ −
∫ ∞
0
dx
(2rV )2
x2 + (2rV )2
sin(x)
x
= −π
2
(
1− e−2rV )
≈ −π
2
for r ≫ 1 (124)
with γ smaller than one but of the order unity so that
2rγV ≫ 1 for r ≫ 1. The integral was evaluated using
MATHEMATICA [19].
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Summing the two terms from eq. (123) and (124) gives
the long-range asymptotics of the spin correlation function
at zero temperature for small interaction strengths, V ≪ 1,
CS,bdc (r ≫ 1, T = 0) = −(−1)r
V
4πr
. (125)
The correlation function decays to zero algebraically, and
displays Friedel oscillations [2] that are commensurate
with the lattice at half band-filling.
4.2.3 Asymptotics at finite temperature At finite
temperature and small interactions V = Jz/4 ≪ 1, the
correlation function decays to zero exponentially as a func-
tion of distance r from the impurity,
CSdc(r ≫ 1, T > 0) ∼ (−1)re−r/ξ2(T ) (126)
with
ξ2(T ) =
1
2πT
. (127)
A detailed derivation is given in Appendix B.3. Note that
the same correlation length was obtained earlier for the
non-interacting single-impurity Anderson model [11].
4.3 Screening cloud in one dimension Lastly, we
discuss the screening cloud. We analytically derive the
long-range asymptotics of the unscreened spin.
4.3.1 Analytic expressions We have CSdd = 1/4
from eq. (32) and Cdc(0) = C
p
dc(0). After summing the
spin correlation function from |r| = 1 up to |r| = R we
find for the unscreened spin at distance R ≥ 1
S1d(R, T, V ) = 1
4
(
1− V√
1 + V 2
tanh
[√
1 + V 2
2T
])
+spR(T, V ) + s
b
R(T, V ) (128)
with (K = V +
√
1 + V 2, 1−K2 = −2VK)
spR(T, V ) = − tanh
(√
1 + V 2
2T
) (
1−K−2R)
4K
√
1 + V 2
, (129)
and
sbR(T, V ) =
V
2π
∫ π/2
−π/2
dpf(sin(p), T )
1
V 2 + cos2(p)
× ((−1)R sin[(2R+ 1)p]− sin(p))
= − V
2π
∫ π/2
0
dp tanh
[
sin(p)
2T
]
1
V 2 + cos2(p)
× ((−1)R sin[(2R+ 1)p]− sin(p)) .
(130)
In Fig. 14 we show the unscreened spin as a func-
tion of distance in the ground state for Jz = 4V = 0.4.
Even at zero temperature, the impurity spin is not com-
pletely screened at infinite distance from the impurity but
reaches the limiting value given in eq. (131), as derived in
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Figure 14 Unscreened spin as a function of distance R
from the impurity for Jz = 4V = 0.4 at temperature T =
0 in one dimension. The numerical data are compared with
the limiting value (131) and the asymptotic behavior (132)
for small couplings.
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Figure 15 Logarithm of the decaying part of the
unscreened spin, ∆S(R, T, V ) = |S1d(R, T, V ) −
S1d∞ (T, V )|, as a function of distance R from the impurity
for Jz = 4V = 0.4 at temperatures T = 0.02, T = 0.04,
T = 0.1 in one dimension. The numerical data are com-
pared with the analytically determined exponential decay
with exponent (ξ2)
−1 = 2πT , see eq. (136).
Sect. 4.3.2. The unscreened spin displays Friedel oscilla-
tions around its limiting value that decay algebraically to
zero, see eq. (132).
In Fig. 15 we show the decaying part of the unscreened
spin, ∆S(R, T, V ) = |S1d(R, T, V ) − S1d∞ (T, V )|, as a
function of distance for Jz = 4V = 0.4 for various small
temperatures. It is seen that the correlation function de-
cays to zero exponentially. The correlation length agrees
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with the analytically determined value (ξ2)
−1 = 2πT from
eq. (136), as derived in Sect. 4.3.3.
4.3.2 Asymptotics at zero temperature First, we
determine the unscreened spin in the ground state for R→
∞. As shown in Appendix A.5, the Friedel sum rule [2]
gives
S1d∞ (V ) = lim
R→∞
S1d(R, T = 0, V )
=
1
4
+
1
2
∆N1d0 (T = 0, V )
=
1
4
− 1
2π
arctan(V ) (131)
because ∆N0(T,−V ) = −∆N0(T, V ), see eq. (209) in
appendixA.5.3. For all finite interactions, the impurity spin
is not completely screened, S∞(T, V ) > 0, even at zero
temperature. In fact, for small interactions, V ≪ 1, we
have S1d∞ (V ≪ 1) ≈ 1/4 − V/(2π), i.e., the screening is
very small, of the order V .
Next, we use eq. (125) to determine the approach of the
unscreened spin to its limiting value for small V ,
S1d(R, T = 0, V )−S1d∞ (V ) ≈ −
(−1)R
4πR
V +O (V 3/R) .
(132)
The Friedel oscillations seen in the correlation function
also show up in the unscreened spin.
4.3.3 Asymptotics at small temperatures As dis-
cussed in Appendix A.5, the Friedel sum rule is slightly
modified at finite temperatures (β = 1/T ),
S1d∞ (T, V ) = lim
R→∞
S1d(R, T, V )
=
1
4
−
[
exp
(
β
√
1 + V 2
)− exp(β)]/2(
1 + exp
(
β
√
1 + V 2
))
(1 + exp(β))
−
∫ β/2
−β/2
dx arctan
[
V√
1− (2x/β)2
]
× 1
4π cosh2(x)
. (133)
At low temperatures, we find
S1d∞ (T ≪ 1, V ) ≈
1
4
− 1
2π
arctan(V )− π
12
V
1 + V 2
T 2 ,
(134)
with corrections of the order V T 4. In one dimension, the
density of states increases around the Fermi energy. There-
fore, at finite temperatures, more electrons are available to
screen the impurity spin so that the screening becomes a lit-
tle bit more effective for small but finite temperatures than
in the ground state. Note, however, that the corrections are
small, of the order V T 2 for small V and T .
At finite temperature and small interactions V =
Jz/4 ≪ 1, as seen from Fig. 15, the amount of the un-
screened spin decays exponentially to its limiting value
S∞(T, V ) as a function of distance r from the impurity,
S(R ≫ ξ2, T, V ) = S∞(T, V )+s˜(T, V )(−1)Re−R/ξ2(T )
(135)
with an unspecified proportionality constant s˜(T, V ) and
the correlation length
ξ2(T ) =
1
2πT
(136)
in one dimension. A detailed derivation is given in Ap-
pendix B.2.
5 Conclusions In this work, we calculated and dis-
cussed the thermodynamics and spin correlations in the
exactly solvable Ising-Kondo model. In this problem, the
impurity spin orientation is dynamically conserved so that
the partition function and thermal expectation values can
be expressed in terms of the single-particle density of states
of spinless fermions with a local scattering potential.
As examples, we studied in detail the case of nearest-
neighbor hopping on a chain and on a Bethe lattice with
infinite coordination number at half band-filling. The lat-
ter condition considerably simplifies the analysis because it
fixes the chemical potential to zero for all temperatures and
interaction strengths. We gave explicit equations for the
free energy, several thermodynamic potentials such as the
internal energy, entropy, and magnetization, and response
functions such as the specific heat and magnetic suscepti-
bilities.
The Ising-Kondo model provides an instructive exam-
ple for static screening. At zero external magnetic field, the
impurity scattering is attractive for one spin species of the
host electrons and repulsive for the other. For an antifer-
romagnetic Ising-Kondo coupling, host electrons with spin
opposite to the impurity accumulate near the impurity site
and partially screen the localized spin.
Since there is no dynamic coupling of the two im-
purity spin orientations in the Ising-Kondo model, the
ground state remains doubly degenerate. This is seen in the
impurity-induced entropy that remains Sspin(T = 0) =
ln(2) at zero temperature. Due to the thermally activated
screening, the impurity-induced entropy is reduced from
its limiting value for all temperatures, as seen in Fig. 3.
As a consequence, the impurity contribution to the specific
heat is negative at low temperatures, see Fig. 4.
The static screening also shows up for small external
magnetic fields B. At low temperatures, T . B, the ther-
modynamics of the Ising-Kondo model becomes identical
to that of a free spin in an effective magnetic field, see
Figs. 8 and 9, e.g., the impurity-induced zero-field suscep-
tibility obeys a Curie law. The effective fieldBeff(B, Jz) is
smaller than the external field B due to the antiferromag-
netic screening by the host electrons. Alternatively, one
may argue that the host electrons reduce the size of the
local spin to Seff < 1/2. This effective spin remains finite
as long as the Ising-Kondo interaction does not diverge. In
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our work, we provide explicit results for the effective field
as a function of temperature T , external magnetic field B,
and Ising-Kondo interaction Jz .
The incomplete static screening is also seen in the spin
correlation function. In the ground state, the spin correla-
tion function displays an algebraic decay to zero with com-
mensurate Friedel oscillations, see Fig. 12. At finite tem-
peratures and in one dimension, the spin correlations decay
exponentially with correlation length ξ(T ) = 1/(2πT ) for
weak interactions, see Fig. 13. For Jz ≪ 1, the correla-
tion length is independent of the Ising-Kondo interaction
and identical to that for the non-interacting single-impurity
Anderson model [11]. The amount of unscreened spin re-
mains finite at zero temperature even at infinite distance
from the impurity, see Fig. 14.
The extensive analysis in our work provides tangible
results for a non-trivial many-particle problem. The ex-
plicit formulae may be used as benchmark tests for so-
phisticated numerical methods that can be applied to gen-
eral many-body problems such as the (anisotropic) Kondo
model; recall that the Ising-Kondo model is the limiting
case of the anisotropic Kondo model where the spin-flip
terms are completely suppressed. Thus, the Ising-Kondo
model may also serve as a starting point for the analysis
of the Kondo model for large anisotropy. However, when
pursuing the goal of an analytical approach to the Kondo
model, a systematic treatment of spin-flip excitations for
the description of dynamical screening in the Kondo model
continues to pose an intricate many-particle problem.
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A Spinless fermions We treat spinless fermions that
interact with a scattering potential at the lattice origin
Hˆps =
∑
i,j
ti,j cˆ
+
i cˆj + V cˆ
+
0 cˆ0
=
∑
k
ǫ(k)aˆ+k aˆk +
V
L
∑
k,p
aˆ+k aˆp (137)
for aL-site system with periodic boundary conditions. This
textbook problem is addressed, e.g., in Ref. [20] for a
quadratic dispersion relation.
In the main text, we encounter the case where an exter-
nal field of strength B couples to each fermion mode,
Hˆsf(B) = Hˆps − Hˆext , Hˆext = B
∑
k
aˆ+k aˆk . (138)
The external field acts like an external chemical potential
because it couples to the operator for the particle number
Nˆ =
∑
k
aˆ+k aˆk . (139)
Therefore, we first consider Hˆps alone, and later absorb B
in the chemical potential when we focus on Hˆsf .
A.1 Calculation of the Green function We need to
calculate the retarded Green function
Gretk,p(t) = (−i)θH(t)〈
[
aˆk(t), aˆ
+
p
]
+
〉 , (140)
where Aˆ(t) = exp(iHˆpst)Aˆ exp(−iHˆpst) is the Heisen-
berg operator assigned to the Schro¨dinger operator Aˆ,
and θH(x) is the Heaviside step function. The discussion
closely follows Ref. [21].
A.1.1 Equation-of-motion method The derivative
of the retarded Green function obeys
iG˙retk,p(t) = δk,pδ(t) + ǫ(k)G
ret
k,p(t) +
V
L
∑
p′
Gretp′,p(t) .
(141)
A Fourier transformation leads to the result (η = 0+)
G˜retk,p(ω) =
δk,p + V Hp(ω)
ω − ǫ(k) + iη (142)
with the abbreviation
Hp(ω) =
1
L
∑
p′
G˜retp′,p(ω) . (143)
We insert eq. (142) into eq. (143) to find
Hp(ω) =
1
L
∑
p′
δp′,p + V Hp(ω)
ω − ǫ(p′) + iη
=
1
L
1
ω − ǫ(p) + iη + V g0(ω)Hp(ω) ,
Hp(ω) =
1
L
1
1− V g0(ω)
1
ω − ǫ(p) + iη , (144)
where
g0(ω) =
1
L
∑
p
1
ω − ǫ(p) + iη = Λ0(ω)− iπρ0(ω)
(145)
is the local Green function of the non-interacting host
fermions; eqs. (8) and (9) [eqs. (10) and (11)] give explicit
expressions for nearest-neighbor transfers on a chain [on a
Bethe lattice with infinite coordination number].
Then, the solution of eq. (142) can be cast into the form
G˜retk,p(ω) = G˜
ret,h
k,p (ω) + G˜
ret,i
k,p (ω) ,
G˜ret,hk,p (ω) =
δk,p
ω − ǫ(k) + iη ,
G˜ret,ik,p (ω) =
V/L
1− V g0(ω)
1
ω − ǫ(k) + iη
1
ω − ǫ(p) + iη .
(146)
The host-electron part G˜ret,hk,p (ω) provides a bulk contribu-
tion that is independent of V . Only the impurity-induced
part G˜ret,ik,p (ω) of order unity is relevant for our further con-
siderations.
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A.1.2 Density of states The impurity-induced con-
tribution to the single-particle density of states is given by
D0(ω) = − 1
π
Im
(∑
k
G˜retk,k(ω)
)
− Lρ0(ω)
= −Im
[
1
πL
∑
k
V
1− V g0(ω)
( 1
ω − ǫ(k) + iη
)2]
= − 1
π
∂
∂ω
Im [ln (1− V g0(ω))] . (147)
For general g0(ω) we note the useful relation
D0(−ω,−V ) = D0(ω, V ) , (148)
where we made explicit the V -dependence of the impurity-
induced contribution to the density of states. Moreover,∫ ∞
−∞
dωD0(ω, V ) = 0 (149)
where we use eq. (147) and the fact g0(|ω| → ∞) = 0.
One-dimensional host-electron density of states
Let |ω| > 1. We obtain the (anti-)bound state from
1− V Λ0(ωb,ab) = 0 . (150)
For the one-dimensional case we thus find
ωb,ab = ±
√
1 + V 2 . (151)
There is a bound state at ωb = −
√
1 + V 2 for V < 0
and an anti-bound state at ωab =
√
1 + V 2 for V > 0. To
calculate the contribution to the density of states from the
bound states outside the band where we have ρ0(ω) = η ≡
0+, we expand
R(ω) ≡ 1− V Λ0(ω) ≈ R′(ω0)(ω − ω0) (152)
in the vicinity of ω0 ≡ ωb,ab. Then,
Db,ab0 (ω) = −
1
π
∂
∂ω
[
cot−1
(
R′(ω0)(ω − ω0)
πV η
)]
=
1
π
η˜
η˜2 + (ω − ω0)2
= δ(ω − ω0) (153)
with η˜ = πV η/R′(ω0) → 0+. Thus, the bound and anti-
bound states contribute
Db,ab0 (ω) = δ(ω−ωb)θH(−V )+δ(ω−ωab)θH(V ) (154)
to the impurity part of the density of states.
For the band contribution we consider the region that
includes the band edges, |ω| ≤ 1+. In general, we obtain
Dband0 (ω) = −
1
π
sgn(V )
∂
∂ω
Cot−1 [ϕ(ω)] ,
ϕ(ω) =
1− V Λ0(ω)
π|V |ρ0(ω) , (155)
where Cot−1(x) = πθH(−x) + cot−1(x) is continuous
and differentiable across x = 0, and sgn(x) = x/|x| is the
sign function.
In one dimension and for V > 0, the phaseϕ(ω) jumps
by π/2 when going from ω = (−1)− to ω = (−1)+.
The same jump appears at ω = 1. For V < 0, we obtain
the same discontinuities. Inside the band we have instead
Λ0(|ω| < 1) = 0 so that we find altogether (ωp(V ) ≡
ωp =
√
1 + V 2)
D1d0 (ω) = δ(ω + ωp)θH(−V ) + δ(ω − ωp)θH(V )
−1
2
δ(ω + 1)− 1
2
δ(ω − 1) (156)
−θH(1− − |ω|) 1
π
∂
∂ω
arctan
[
V√
1− ω2
]
.
Semi-elliptic host-electron density of states
For the semi-elliptic density of states, see eqs. (10)
and (11), there are no bound states for V < 1/2 [10] and no
singularities at the band edges. Therefore, the semi-elliptic
density of states displays only a band contribution,
Dse0 (ω) = −θH(1− |ω|)
1
π
∂
∂ω
arctan
[
2V
√
1− ω2
1− 2ωV
]
.
(157)
A.2 Ground-state energy When we calculate the
ground-state energy, we need to know the Fermi energy.
At half band-filling, the interaction-induced changes in the
Fermi energy vanish in the thermodynamic limit and thus
are irrelevant for the calculation of the interaction-induced
change in the ground-state energy.
A.2.1 Fermi energy The impurity Hamiltonian (137)
is not particle-hole symmetric. Therefore, the Fermi energy
ǫF(V ) depends on V . Since the scattering only appears at
a single site, we have
ǫF(V ) = ǫ
(0)
F +
ǫ
(1)
F (V )
L
(158)
to leading order in 1/L. Here, ǫ
(0)
F is determined from the
particle number,
N = L
∫ ǫ(0)F
−∞
dωρ0(ω) . (159)
At half band-filling,N = L/2, and for a symmetric density
of states, ρ0(−ω) = ρ0(ω), it is readily shown that the bulk
Fermi energy is zero, ǫ
(0)
F = 0.
We can calculate ǫ
(1)
F (V ) from
0 = L
∫ ǫ(0)F +ǫ(1)F (V )/L
ǫ
(0)
F
dωρ0(ω) +
∫ ǫ(0)F
−∞
dωD0(ω, V ) ,
(160)
so that
ǫ
(1)
F (V ) = −
1
ρ0(ǫ
(0)
F )
∫ ǫ(0)F
−∞
dωD0(ω, V ) (161)
Copyright line will be provided by the publisher
pss header will be provided by the publisher 21
in the thermodynamic limit.
At half band-filling, we do not need the correction to
calculate the ground-state energy because ǫ
(0)
F = 0 and the
bulk contribution to the energy is
Ebulk0 (V ) = L
∫ 0
−∞
dωωρ0(ω) + L
∫ ǫ(1)F /L
0
dωωρ0(ω)
= Ebulk0 (V = 0) + Lρ0(0)
1
2
(
ǫ
(1)
F
L
)2
= Ebulk0 (V = 0) +O(1/L) . (162)
Thus, we can calculate the scattering contribution to the
ground-state energy from the single-particle density of
states as
e0(V ) = E0(V )−Ebulk0 (V = 0) =
∫ 0
−∞
dωωD0(ω, V ) .
(163)
In Sect. A.1.2 we provide explicit expressions for the im-
purity-induced single-particle density of states D0(ω, V )
for nearest-neighbor electron transfer on a chain and on
a Bethe lattice with infinite coordination number, see
Sect. 2.1.1.
A.2.2 One-dimensional density of states There is
no bound state for V > 0 and the ground-state energy can
be calculated from the band contribution alone,
e1d0 (V > 0) =
1
2
− 1
π
[
ω arctan (πV ρ0(ω))
]0
−1+
+
1
π
∫ 0
−1
dω arctan [πV ρ0(ω)]
=
1
π
∫ 0
−1
dω arctan [πV ρ0(ω)]
=
1
2
(
1 + V −
√
1 + V 2
)
. (164)
For the last step we rely on MATHEMATICA [19].
For attractive interactions, V < 0, we can investigate
the particle-hole transformed Hamiltonian,
τ+phHˆps(V )τˆph = Hˆps(−V ) + V . (165)
At half filling, this implies for the scattering contribution
to the ground-state energy
e0(V ) = V + e0(−V ) . (166)
Thus, we find (V < 0)
e1d0 (V ) = V +
1
2
(
1− V −
√
1 + V 2
)
=
1
2
(
1 + V −
√
1 + V 2
)
. (167)
Eq. (167) is formally identical to eq. (164).
Alternatively, we can calculate e0(V ) for V < 0 from
the density of states. We include the bound state and find
e1d0 (V < 0) = −
√
1 + V 2 +
1
2
+
1
π
[
ω arctan (π|V |ρ0(ω))
]0
−1+
− 1
π
∫ 0
−1+
dω arctan [π|V |ρ0(ω)]
=
1
2
(
1 + V −
√
1 + V 2
)
, (168)
which is identical to eq. (167), and
e1d0 (V ) =
1
2
(
1 + V −
√
1 + V 2
)
(169)
holds for all V .
A.2.3 Semi-elliptic density of states For the den-
sity of states in eq. (10) and 0 < V < 1/2 there are no
(anti-)bound states [10]. Eq. (163) gives
ese0 (V > 0) = −
1
π
∫ 0
−1
dω ω
∂
∂ω
arctan
[
2V
√
1− ω2
1− 2V ω
]
=
1
π
∫ 0
−1
dω arctan
[
2V
√
1− ω2
1− 2V ω
]
=
1
2π
+
V
2
− 1 + 4V
2
8πV
arctan
[
4V
1− 4V 2
]
(170)
after a partial integration. In the last step, we used MATH-
EMATICA [19] to carry out the integration. For −1/2 <
V < 0 we verified that ese0 (−|V |) obeys eq. (166).
A.3 Free energy (potential scattering) We con-
sider the case of potential scattering only. Before we can
calculate the free energy, we must determine the chemical
potential µ(N, T, V ).
A.3.1 Chemical potential For finite temperatures T ,
eq. (158) generalizes to
µ(N, T, V ) = µ(0)(N, T ) +
µ(1)(N, T, V )
L
(171)
to leading order in 1/L. By definition, µ(0)(N, T ) is the
chemical potential for non-interacting spinless fermions at
temperature T with average particle numberN ,
N = L
∫ ∞
−∞
dω
ρ0(ω)
1 + exp[β(ω − µ(0)(N, T )] , (172)
where β = 1/T . When we consider the particle numberN
as a function of µ(0)(T ), we can use particle-hole symme-
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try, ρ0(ω) = ρ0(−ω), to write
N(µ(0)(T )) = L
∫ ∞
−∞
dω
ρ0(ω)
1 + exp[β(−ω − µ(0)(T )]
= L
∫ ∞
−∞
dω
ρ0(ω) exp[β(ω + µ
(0)(T )]
1 + exp[β(ω + µ(0)(T )]
= L−N(−µ(0)(T )) . (173)
which implies
µ(0)(L−N, T ) = −µ(0)(N, T ) , (174)
i.e., when µ(0)(T ) fixes the average particle number to N ,
the chemical potential −µ(0)(T ) leads to the average par-
ticle number to L − N . Thus, for half band-filling, a zero
chemical potential
µ(0)(T ) = 0 , (175)
implies half band-filling,N = L/2, for all temperatures.
In the thermodynamic limit, we can calculate the cor-
rection µ(1)(N, T, V ) in eq. (171) from
0 = −L
∫ ∞
−∞
dω
ρ0(ω + µ
(0)(N, T ))
1 + exp(βω)
+L
∫ ∞
−∞
dω
ρ0(ω + µ
(0)(N, T ))
1 + exp[β(ω − µ(1)(N, T, V )/L)]
+
∫ ∞
−∞
dω
D0(ω + µ
(0)(N, T ))
1 + exp(βω)
, (176)
where we usedD(ω) = Lρ0(ω) +D0(ω) so that
µ(1)(N, T, V ) = −A1(N, T, V )
A2(N, T )
,
A1(N, T, V ) =
∫ ∞
−∞
dω
D0(ω + µ
(0)(N, T ), V )
1 + exp(βω)
,
A2(N, T ) =
∫ ∞
−∞
dω
ρ0(ω + µ
(0)(N, T ))β exp(βω)
[1 + exp(βω)]2
(177)
in the thermodynamic limit. Note that, for T → 0, we re-
cover µ(1)(T = 0, N, V ) = ǫ
(1)
F (V ) from eq. (161).
With eq. (148) it is readily shown that
A1(L−N, T,−V ) =
∫ ∞
−∞
dω
D0(ω + µ
(0)(N, T ), V )
1 + exp(−βω)
=
∫ ∞
−∞
dωD0(ω + µ
(0)(N, T, V ))
−
∫ ∞
−∞
dω
D0(ω + µ
(0)(N, T ), V )
1 + exp(βω)
= −A1(N, T, V ) , (178)
where we used eqs. (149) and (174). Likewise we find
A2(L −N, T ) = A2(N, T ) . (179)
Thus,
µ(1)(L−N, T,−V ) = −µ(1)(N, T, V ) . (180)
A.3.2 Free energy For non-interacting fermions with
single-particle density of states D(ω), the free energy can
be written as [16,17]
F = −T
∫ ∞
−∞
dω ln (1 + exp[−β(ω − µ])D(ω) ,
(181)
where F ≡ F (N, T ), µ ≡ µ(N, T ) for notational sim-
plicity. For the spinless fermion model in eq. (137) we
use D(ω, V ) = Lρ0(ω) + D0(ω, V ) to write (µ
(0) ≡
µ(0)(N, T ), µ(1) ≡ µ(1)(N, T, V ))
Fps = −TL
∫ ∞
−∞
dω ln
[
1 + e−β(ω−µ
(1)/L)
]
ρ0(ω + µ
(0))
−T
∫ ∞
−∞
dω ln
(
1 + e−βω
)
D0(ω + µ
(0), V )
= F (0)ps − µ(1)
∫ ∞
−∞
dω
ρ0(ω + µ
(0))
1 + exp(βω)
(182)
−T
∫ ∞
−∞
dω ln
(
1 + e−βω
)
D0(ω + µ
(0), V ) ,
where F
(0)
ps ≡ Fps(N, T ) = Fps(N, T, V = 0) is the free
energy for free spinless fermions,
F (0)ps = −T
∫ ∞
−∞
dω ln
(
1 + exp[−β(ω − µ(0)]
)
ρ0(ω) .
(183)
Using the definition of µ(0) in eq. (172), we readily find
Fps(N, T, V ) = F
(0)
ps (N, T )− µ(1)(N, T, V )
N
L
+F ips(N, T, V ) ,
F ips(N, T, V ) = −T
∫ ∞
−∞
dω ln
(
1 + e−βω
)
(184)
×D0(ω + µ(0)(N, T ), V ) .
A.4 Free energy (external field) In the following,
we consider Hˆsf , see eq. (138), where the spinless fermions
encounter an external field. The external field B can be
absorbed in the chemical potential, i.e., we simply have
to replace µ(0)(T ) by µ(0)(T ) + B in all formulae of the
preceding section A.3.
A.4.1 Half band-filling We focus on a half-filled sys-
tem at B = 0, i.e., we set µ(0)(T ) = 0. Thus, for finite B
we have
N ≡ N(B) = L
∫ ∞
−∞
dω
ρ0(ω)
1 + exp[β(ω −B)] (185)
for the particle number. Note that we choose B small
enough to not completely fill or empty the system. Note
that
N(−B) +N(B) = L (186)
which expresses the half-filling condition at B = 0.
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We proceed analogously to Sect. A.3.1 and find
µ¯(1)(B, T, V ) = − A¯1(B, T, V )
A¯2(B, T )
,
A¯1(B, T, V ) =
∫ ∞
−∞
dω
D0(ω +B, V )
1 + exp(βω)
,
A¯2(B, T ) =
∫ ∞
−∞
dω
ρ0(ω + B)β exp(βω)
[1 + exp(βω)]2
. (187)
In analogy to eq. (180) we have
µ¯(1)(−B, T,−V ) = −µ¯(1)(B, T, V ) (188)
for the impurity-induced correction to the chemical po-
tential at half band-filling in the presence of an external
field B.
For the free energy of a half-filled system in the pres-
ence of an external field we find
Fsf(B, T, V ) = F
(0)
sf (B, T )− µ¯(1)(B, T, V )
N(B)
L
+F isf(B, T, V ) ,
F isf(B, T, V ) = −T
∫ ∞
−∞
dω ln
(
1 + e−βω
)
×D0(ω +B, V ) (189)
with N(B) from eq. (185) and
F
(0)
sf (B, T ) = −T
∫ ∞
−∞
dω ln (1 + exp(−βω)) ρ0(ω+B)
(190)
for non-interacting spinless fermions at half band-filling in
an external field.
A.4.2 Incomplete free energy In the main text, we
encounter the incomplete partition function
Z¯sf = Tr e
−βHˆsf (191)
that lacks the chemical potential term µ(1) in the partition
function for spinless fermions at half band-filling in the
presence of an external field,
Zsf = Tr e
−β(Hˆsf−µ
(1)Nˆ/L) , (192)
where Nˆ is the particle-number operator, see eq. (139).
We add the chemical potential term in eq. (191),
Z¯sf = e
−βµ(1)N/LTr e−β(Hˆsf−µ
(1)Nˆ/L+µ(1)(Nˆ−N)/L) ,
(193)
where N is the average particle number from eq. (185).
Since particle-number fluctuations are small, we may ex-
pand
Z¯sf ≈ Zsfe−βµ
(1)N/L
(
1− βµ
(1)
L
〈Nˆ −N〉sf
+ β2
[µ(1)]2
L2
〈(Nˆ −N)2〉sf
)
,
(194)
where
〈Aˆsf 〉sf = 1
Zsf
Tr
(
e−β(Hˆsf−µ
(1)Nˆ/L)Aˆsf
)
(195)
is the thermal expectation value of an operator Aˆsf for the
model of spinless fermions, see eq. (117). By construction,
〈Nˆ −N〉sf = 0. Moreover,
1
L2
〈(Nˆ −N)2〉sf = O(N)
L2
= O(1/L) (196)
so that the second-order term and all higher-order terms
in the expansion in eq. (194) vanish in the thermodynamic
limit. Thus,
F¯sf = −T ln Z¯sf = µ(1)N
L
+ Fsf . (197)
Together with eq. (189) we find
F¯sf(B, T, V ) = F
(0)
sf (B, T ) + F
i
sf(B, T, V ) , (198)
as used in the main text.
Eq. (198) shows that the chemical potential µ(1) is
irrelevant for the calculation of the effective free energy
F¯sf(B, T, V ). This can readily be understood from the fact
that, in the grand canonical ensemble, the particle num-
ber is only fixed on average, with fluctuations of the order
1/
√
N , see eq. (196). Thus, the small changes in the parti-
cle number induced by the interaction on a single site can
be ignored from the beginning by putting µ(1)/L ≡ 0.
A.5 Local density For the calculation of the screen-
ing cloud, we need the impurity-induced change in the lo-
cal density,
N0(r, T, V ) = 〈cˆ+r cˆr〉V − 〈cˆ+r cˆr〉V=0 . (199)
After a Fourier transformation and using the retarded
single-particle Green function, this single-particle expec-
tation value can be expressed as [16]
N0(r, T, V ) =
1
L
∑
k,p
ei(k−p)r
∫ ∞
−∞
dωf(ω, T )D0(k, p;ω)
(200)
with the Fermi function
f(ω, T ) =
1
1 + exp((ω − µ)/T ) (201)
and the impurity-induced contribution to the single-particle
spectral function
D0(k, p;ω) = − 1
π
Im
(
G˜ret,ik,p (ω)
)
. (202)
For the impurity-induced part of the Green function, see
eq. (146).
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Using inversion symmetry we perform the sum over k
and p and arrive at
N0(r, T, V ) =
∫ ∞
−∞
dωf(ω, T )
[
− 1
π
Im
(
V Q2r(ω)
1− V g0(ω)
)]
(203)
where
Qr(ω) =
∫ π
−π
dk
2π
eikr
ω + cos(k) + iη
(204)
with ǫ(k) = − cos(k) when W = 2 is the bandwidth.
With the help of MATHEMATICA [19], the integrals can be
carried out analytically,
Qr(ω > 1) =
(
ω +
√
ω2 − 1)−|r|√
ω2 − 1 ,
Qr(ω < −1) = −
(
ω −√ω2 − 1)−|r|√
ω2 − 1 ,
Qr(|ω| < 1) = (i)ir cos(pr) + i sin(p|r|)
cos(p)
, (205)
where ω = sin(p) for |ω| < 1 [21].
We split the frequency integral in eq. (203) into the
pole contribution for |ω| > 1 and the band contribution
for |ω| < 1, and discuss them separately.
A.5.1 Pole contribution In eq. (203), the poles at
ωb = −ωp for V < 0 and at ωab = ωp for V > 0 with
ωp =
√
1 + V 2 contribute (r ≥ 0)
Np0 (r, T, V ) = −
V 3√
1 + V 2
θ(−V )f(−ωp, T )Q2r(−ωp)
+
V 3√
1 + V 2
θ(V )f(ωp, T )Q
2
r(ωp)
=
V√
1 + V 2
(
|V |+
√
1 + V 2
)−2r
× [θ(V )f(ωp, T )− θ(−V )f(−ωp, T )] ,
(206)
where we used eq. (205) and
− 1
π
Im
(
V
1− V Λ0(ω) + iV η
)
=
1
|Λ′0(ω0)|
δ(ω − ω0) ,
1
|Λ′0(ω0)|
=
V 3sgn(V )√
1 + V 2
(207)
with ω0 = ±ωp for the bound and anti-bound states.
Eq. (206) shows that the pole contribution decays expo-
nentially as a function of distance, with exponent 1/ξ1 =
−2 ln(K), K = |V | +√1 + V 2, where ξ1 is the correla-
tion length for the pole contribution.
A.5.2 Band contribution We substitute ω = sin(p)
to find the band contribution for |ω| < 1 as (r ≥ 0)
Nb0 (r, T, V ) = (−1)r
V
π
∫ π/2
−π/2
dp
f(sin(p), T )
cos2(p)
× sin(2pr)− V cos(2pr)πρ
1d
0 (sin(p))
1 + [V πρ1d0 (sin(p))]
2
= (−1)r V
π
∫ π/2
−π/2
dpf(sin(p), T )
× sin(2pr) cos(p)− V cos(2pr)
V 2 + cos2(p)
.(208)
In general, the integral can only be evaluated numerically.
A.5.3 Sum rule Lastly, we calculate the shift in the
particle number due to the impurity scattering,
∆N0(T, V ) =
∑
r
N0(r, T, V ) =
∫ ∞
−∞
dωf(ω, T )D0(ω) ,
(209)
where we used eq. (200) and D0(ω) =
∑
kD0(k, k;ω),
see eq. (147). We note in passing that ∆N0(T,−V ) =
−∆N0(T, V ). This is readily shown using eqs. (148) and
eq. (149)
At zero temperature, we recover the Friedel sum rule
which states that the shift in particle number is determined
by the scattering phase shifts at the Fermi energy [2],
∆N0(T = 0, V ) =
∫ 0
−∞
dωD0(ω)
= − 1
π
Im [ln (1− V g0(0))]
= − 1
π
arctan (πV ρ0(0)) (210)
because g0(±∞) = 0 and Λ0(0) = 0 from particle-hole
symmetry.
For T > 0 and in one dimension, we use the density of
states (156) and find after a partial integration (β = 1/T )
∆N1d0 (T, V ) =
sgn(V )
[
exp(β) − exp (β√1 + V 2)](
1 + exp
(
β
√
1 + V 2
))
(1 + exp(β))
−
∫ β/2
−β/2
dx arctan
[
V√
1− (2x/β)2
]
× 1
2π cosh2(x)
. (211)
The first term is exponentially small for small tempera-
tures. The denominator in the integrand guarantees that
only values |x| . 1 noticeably contribute to the integral.
Consequently, for small temperatures, we may expand the
square root and perform the integrals over the real axis,
∆N1d0 (T, V ) ≈ −
arctan(V )
π
− π
6
V
1 + V 2
T 2 . (212)
Corrections are of the order V T 4.
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B Extracting correlation lengths Physical quanti-
ties often display an exponential decay as a function of
time or distance. We discuss how exponents can be ex-
tracted from data or intricate analytic dependencies.
B.1 Analytic considerations We start with some
basic analytic considerations. We apply them to the case of
the Ising-Kondo model in appendix B.2.
B.1.1 Constant and exponential dependency We
assume that some quantity decays exponentially to a con-
stant value as a function of time,
f(t) = c0 + c1e
−t/τ , (213)
and values fi = f(ti) are measured at some time ti. The
decay time τ is of interest. Since the measuring time is
limited, and the constant c0 is unknown or of no interest, it
is advisable to fix a time interval∆ and to consider
F∆(t) = f(t+∆)− f(t) = c1
(
e−∆/τ − 1
)
e−t/τ .
(214)
Apparently, the constant c0 drops out of the problem, and
the slope of the data for ln[F∆(ti)] versus ti gives (−1/τ).
B.1.2 Constant and two exponentials Let us now
consider the case where a correlation function decays with
two exponentials,
f(x) = c0 + c1e
−x/ξ1 + c2e
−x/ξ2 . (215)
We introduce two shifts∆1 and∆2 to write
f(x+∆1)− f(x) = c1
(
e−∆1/ξ1 − 1
)
e−x/ξ1
+c2
(
e−∆1/ξ2 − 1
)
e−x/ξ2 ,
f(x+∆2)− f(x) = c1
(
e−∆2/ξ1 − 1
)
e−x/ξ1
+c2
(
e−∆2/ξ2 − 1
)
e−x/ξ2 . (216)
We assume that we know the exponent ξ1. Then,
F∆1,∆2(x) =
(
1− e−∆2/ξ1
)
(f(x+∆1)− f(x))
−
(
1− e−∆1/ξ1
)
(f(x+∆2)− f(x))
= C˜2e
−x/ξ2 ,
C˜2 = c2
(
1− e−∆1/ξ1
)(
1− e−∆2/ξ2
)
−c2
(
1− e−∆2/ξ1
)(
1− e−∆1/ξ2
)
. (217)
The slope of ln[F∆1,∆2(x)] versus x gives (−1/ξ2).
B.2 Application to the screening cloud We now
calculate the correlation length for the screening cloud.
B.2.1 Analytic expressions In the main text, we
showed that (V = Jz/4 > 0)
S1d(R, T, V ) = const + spR(T, V ) + sbR(T, V ) (218)
with
spR(T, V ) = − tanh
(ωp
2T
) 1
4ωpK
(
1− e−2R ln(K)
)
,
sbR(T, V ) = −
V
2π
∫ π/2
0
dk
cos[(2R+ 1)k]
sin2(k) + V 2
tanh
[cos(k)
2T
]
(219)
with ωp =
√
1 + V 2 andK = V +
√
1 + V 2. Apparently,
we have 1/ξ1 = 2 ln(K) for the exponential decay of the
pole contribution spR(T, V ).
Since we showed numerically that SR(T, V ) decays to
zero with the screening length ξ2, we can conclude that the
band contribution sbR(T, V ) asymptotically behaves like
sbR≫1(T, V ) ∼ c0 + c1e−R/ξ1 + c2e−R/ξ2 . (220)
It displays the structure that we analyzed in appendix B.1.
B.2.2 Identifying the exponent In eq. (217) we set
x ≡ R, ∆1 = −1, and∆2 = 1, 1/ξ1 = 2 ln(K) and
f(R) = − V
2π
∫ π/2
0
dk
cos[(2R+ 1)k]
sin2(k) + V 2
tanh
[cos(k)
2T
]
.
(221)
Thus, we find
F−1,1(R) = (1− e−1/ξ1) (f(R− 1)− f(R))
−(1− e1/ξ1) (f(R+ 1)− f(R)) . (222)
Moreover, we are interested in the limit of small couplings,
V ≪ 1, so that we use 1/ξ1 ≈ 2V , 1 − exp(±1/ξ1) ≈
∓2V so that we find (F−1,1 ≡ F−1,1(R))
F−1,1 ≈ 2V [f(R+ 1) + f(R− 1)− 2f(R)]
= 8V 2
∫ π/2
0
dk
2π
tanh
[cos(k)
2T
]
cos[(2R+ 1)k]
× sin
2(k)
sin2(k) + V 2
≈ 8V 2
∫ π/2
0
dk
2π
tanh
[cos(k)
2T
]
cos[(2R+ 1)k] ,
(223)
neglecting terms formally of the order V 4 in the last step.
After a substitution we arrive at
F−1,1(R) ≈ 2V
2(−1)R
dR
hR,T , (224)
hR,T =
∫ dR
0
du sin(u) tanh
[ sin(uπ/(2dR))
2T
]
,
where dR = (π/2)(2R + 1). We split the integral and use
dR ≫ 1 for R≫ 1 to approximate
hR,T ≈ 1 +
∫ ∞
0
du sin(u)
[
tanh
[ sin(uπ/(2dR))
2T
]
− 1
]
=
2dRT
sinh(2dRT )
≈ 4dRTe−2dRT , (225)
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where we used MATHEMATICA [19] in the next-to-last step
and dR ≫ 1 again in the last step. Altogether we have in
eq. (224)
F−1,1(R) ≈ 8V 2T (−1)Re−2πTR (226)
for R≫ 1. Using eq. (217) we can read off the exponent
ξ2 =
1
2πT
, (227)
as claimed in the main text. Note that we also reproduce
the numerically observed oscillating convergence.
B.3 Application to the correlation function In this
last section, we calculate the correlation length for the spin
correlation function.
B.3.1 Analytic expressions In the main text, we
showed that (V = Jz/4 > 0) the band contribution to the
spin correlation function reads
CS,bdc (r) = −
(−1)rV
2π
∫ π/2
−π/2
dp tanh
[
sin(p)
2T
]
× sin(2pr) cos(p)
V 2 + cos2(p)
. (228)
As for the screening cloud, we have 1/ξ1 = 2 ln(K) for the
exponential decay of the pole contribution CS,pdc (r). More-
over, the band part goes to zero for large distances,
CS,bdc (r ≫ 1) = c˜1e−r/ξ1 + c˜2e−R/ξ2 . (229)
It displays the structure that we analyzed in appendix B.1.
B.3.2 Identifying the exponent In eq. (217) we set
x ≡ R,∆1 = −1, and∆2 = 1, 1/ξ1 = 2 ln(K) and
f(R) =
∫ π/2
0
dp tanh
[ sin(p)
2T
] sin(2rp) cos(p)
cos2(p) + V 2
. (230)
As in the previous section B.2 we find in the limit of small
interactions (F−1,1 ≡ F−1,1(r))
F−1,1 = −8V
∫ π/2
0
dp tanh
[ sin(p)
2T
]
sin(2pr) cos(p)
× cos
2(p)
cos2(p) + V 2
≈ −8V
∫ π/2
0
dp tanh
[ sin(p)
2T
]
sin(2pr) cos(p) ,
(231)
neglecting terms formally of the order V 4 in the last step.
After a substitution we arrive at
F−1,1(r) ≈ −8V
[
2r
4r2 − 1 +
h˜r,T
2r
]
, (232)
h˜r,T =
∫ d˜r
0
du sin(u)
[
tanh
[ sin(uπ/(2d˜r))
2T
]
− 1
]
with d˜r = πr. Here, we approximated cos(p) ≈ 1 in the
integrand in eq. (231) because the dominant contribution to
the integral results from the region p≪ 1. We use d˜r ≫ 1
for r ≫ 1 to extend the integration limit to infinity so that
h˜r,T ≈ 2πrT
sinh(2πrT )
− 1 , (233)
where we used MATHEMATICA [19] to evaluate the inte-
gral. Altogether we have from eq. (228)
CS,bdc (r) ≈ (−1)re−2πTr (234)
for r ≫ 1. Using eq. (217) we can read off the exponent
ξ2 =
1
2πT
, (235)
as for the screening cloud. This result is not surprising
because the sum over an exponentially decaying function
gives an exponentially decaying function with the same ex-
ponent.
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