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Abstract
Three isoperimetric results are treated. (i) At a given pressure gradient, for all chan-
nels with given (cross-sectional) area that which maximises the steady flow Qsteady has
a circular cross-section. (ii) Consider flows starting from prescribed initial conditions
developing from a prescribed imposed pressure gradient, either periodic or steady. For
such flows, amongst all channels with given area, that which generically has the slowest
approach to the long-term, periodic or steady, flow is the circular disk cross-section.
(iii) Similar results for polygonal, n-gon, channels, with the optimising shape being the
regular n-gon are discussed.
This arXiv preprint will supplement the journal paper (submitted just before this sup-
plement): the journal paper reports, concisely, the isoperimetric results of Theorems
1, 2 and 3. Items here additional to the journal paper include further isoperimetric
results, estimates involving geometric functionals besides area such as perimeter and
moment of inertia, perturbation analysis of nearly circular domains, and reporting on
some previously published conjectures.
1 Introduction
1.1 Overview
General remarks on microchannels and applications are given in many papers, in par-
ticular [49, 74, 75, 85]. The papers just cited develop explicit exact solutions of pde
problems, similar to those of §1.2, for various simple geometries for the cross-sectional
shape Ω of the microchannel; rectangles in [85], circular cross-section in [74]. This pa-
per has a different focus, namely that of describing qualitative properties and bounds
on solutions to functionals of solutions of the pde problem. The bounds in the main
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theorems of this paper are universally known as ‘isoperimetric’ inequalities, though we
remark that here they are actually ‘iso-area’. Both explicit solutions and bounds are
useful for checking the results from numeric codes used by engineers.
The new announcements in this paper concern slip boundary conditions, equa-
tion (1.2) with β > 0. The no-slip case has β = 0. The results stated in the abstract
are well-known, from around 1950, for no-slip boundary conditions. See [71]. Although
some engineers have assumed – correctly as it turned out – that they are also true with
slip boundary conditions, the proof that this is the case is relatively recent. The papers
containing the proofs of Theorems 1 and 2 have other applications in mind – heat flow
with Newton’s law of cooling, for example – and the main new element in this paper is
to call attention to the results in connection with microchannels. Theorem 3 – a further
observation concerning rectangular microchannels – is new, but its proof is merely cal-
culation, building from calculations similar to those in [85]. The result of Theorem 3 is
important mostly as evidence that some open problems already stated in the literature
may be answered affirmatively.
The proofs for the no-slip case use symmetrisation: see [71]. However symmetrisation
is not appropriate for the slip-flow case. Partly to reassure engineer readers who may
find the proofs of the theorems difficult, but who know the explicit exact solutions, we
use these to illustrate the main results. Those readers who just want the main results
need only read §1, §4.1 and §5.1 and can omit all the explicit solutions. Some of the
explicit solution work is perhaps helpful in connection with some of the details in the
discussion and open questions of §11 and §A.1.2.
1.2 The pde problem
Batchelor’s classic book on fluid mechanics [6] §4.3 gives a number of solutions for
unsteady unidirectional flows of a viscous fluid with no-slip boundary conditions. See
also [80]. (Steady solutions with no slip are treated in [6] §4.2 and many papers, e.g. [76],
and in the context of microchannels with slip in [2, 3, 24, 53, 77, 82, 83].) We use
coordinates in which z is in the direction of the flow, and x and y transverse to it, (x, y)
varying over a cross-section Ω. The pressure gradient pz(t) is prescribed. Then equations
(4.2.2) and (4.2.3) from [6] become
ρ
∂u
∂t
= pz(t) + µ
(
∂2u
∂x2
+
∂2u
∂y2
)
for (x, y) ∈ Ω and t > 0. (1.1)
The notation is as in [6]: u is the fluid velocity, ρ density and µ viscosity. The boundary
condition we treat is, with β ≥ 0,
u+ β
∂u
∂n
= 0 on ∂Ω, (1.2)
where n denotes the outward normal to the boundary. In the context of flows this
boundary condition is called a slip boundary condition or Navier’s boundary condition;
in the wider mathematical literature it is called a Robin boundary condition. In [6] it is
just the β = 0 case that is studied.
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It is appropriate here to note that how well the Navier (Robin) boundary condition
fits real microchannel flows is problematic, see [64]. It is an open question as to how one
might generalize to obtain results similar to those of Theorems 1 and 2 when boundary
conditions more accurately modelling real flows are used.
Absorb the ρ and µ into space and time variables so that we take ρ = 1 and µ = 1.
There are several functionals of interest, for example the volume flux
Q(β, t) =
∫
Ω
u. (1.3)
Of course the same pde problem arises in other contexts. One of these is heat flow
where the Robin boundary condition is known as Newton’s law of cooling.
The special cases of pz(t) we study here are
• steady flows, where pz is positive and constant in time, and u is also constant in time;
• periodic flows (which can be found by superposition of solutions) when pz = exp(iωt)
and u(x, y, t) = up(x, y) exp(iωt) is also periodic with the same period (and the steady
flow case is that of ω = 0);
• transient flows where pz is a Heaviside step function in time multiplying the functions
above and initial data u(x, y, 0) is also prescribed. When pz is a Heaviside step function,
pz(t) = ∆p Heaviside(t) with ∆p > 0, and u(x, y, 0) = 0 we refer to this as a ‘starting
flow’. For a starting flow, and the details of the initial data do not matter, Qsteady(β) =
Q(β,∞).
What is new in the main part of this paper is not the Theorems 1 and 2 stated here
– these were proved by others – but noting their application to microchannel flows with
slip. The same pde problems, but in polygonal domains, are treated in the appendices:
Theorem 3 concerns transient flows in rectangular microchannels.
1.3 Eigenfunction expansions
The linear constant coefficient pde problems here are standard undergraduate applied
mathematical exercises, the methods being treated in many text books, e.g. Courant
and Hilbert [18], Lebedev at al. [55], etc.
Sturm-Liouville style eigenvalue problems arise on seeking solutions of the heat equa-
tion in the form exp(−λnt)φn(x, y). This leads to the Helmholtz eigenvalue problem to
find the (λn, φn), with φn not identically zero, satisfying(
∂2φn
∂x2
+
∂2φn
∂y2
)
+ λnφn = 0. (1.4)
The λn are ordered so that λn+1 ≥ λn. Completeness of the eigenfunctions and expan-
sions in terms of them is treated in classical mathematical methods books such as [18].
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1.3.1 Periodic and steady flows
Suppose pz(t) = exp(iωt). Then seek solutions in the form
u(x, y; t) =
∞∑
j=1
Cj exp(iωt)φj(x, y),
where here φj is normalized in the usual way. On substituting this into equation (1.1)
one gets
iωCj = 〈1, φj〉 − λjCj
so that
Cj =
∫
Ω φj
λj + iω
.
Hence
Q(β, t) =
 ∞∑
j=1
1
λj + iω
(
∫
Ω φj)
2∫
Ω φ
2
j
.
 exp(iωt). (1.5)
On letting ω tend to zero, we get the steady-flow case
usteady(x, y)
∆p
=
∞∑
j=1
∫
Ω φj
λj
∫
Ω φ
2
j
φj(x, y) . (1.6)
Integrating equation (1.6) or letting ω tend to zero in equation (1.5) gives, with
Qj =
(
∫
Ω φj)
2
λj
∫
Ω φ
2
j
, (1.7)
that
Qsteady(β)
∆p
=
∞∑
j=1
Qj . (1.8)
There are methods other than this eigenfunction method to solve for periodic and
for steady flows. These lead to rather different formulae, as exemplified in the examples
of Ω circular or rectangular or equilateral triangular given later in this paper. It then
becomes an exercise to demonstrate that these formulae agree with the eigenfunction
expansions.
1.3.2 Transients
We now treat initial boundary-value problems. After subtracting off the flow that would
be achieved at large time, the time-dependent remainder urem(x, y, t) satisfies the heat
equation
∂urem
∂t
=
(
∂2urem
∂x2
+
∂2urem
∂y2
)
for (x, y) ∈ Ω and t > 0, (1.9)
4
together with the slip boundary condition (1.2) and given initial values.
This leads to developing the solution urem as an eigenfunction expansion
urem(x, y, t) =
∞∑
j=1
∫
Ω urem(x, y, 0)φj
λj
∫
Ω φ
2
j
φj(x, y) exp(−λjt)) . (1.10)
One particular example is that of ‘starting flows’ where the step-function pressure
gradient is turned on at t = 0 acting on an initially still liquid:
u(x, y, t) = usteady(x, y)−∆p
∞∑
j=1
∫
Ω φj
λj
∫
Ω φ
2
j
exp(−λjt)φj(x, y) . (1.11)
From equation (1.6) one finds
Q(β, t) = Q(β,∞)−∆p
∞∑
j=1
exp(−λjt)Qj . (1.12)
(We remark that the normalisation of φ is not needed in equations (1.11-1.12).) The
function Q(β, ·) is positive, increasing, concave for t ∈ [0,∞).
For large time we have
Q(β, t) ∼ Q(β,∞)−∆p exp(−λ1t)Q1 as t→∞ , (1.13)
with Q1 being as in equation (1.7) with j = 1. The series (1.8) for Qsteady(β) is evident
from equation (1.12) on setting t = 0 and noting Q(0, β) = 0: See also [71]p106 equation
(12) (and for Ω a circle, p109, equation (21)). Some analytic solutions for starting flows
in simple geometric shapes are given in [65].
More generally, the large-time asymptotics is dominated by the periodic or steady
flow at large time and, generically, the term in exp(−λ1t), λ1 determines the rate at
which the large time solution is approached. The generic qualification is because in very
exceptional circumstances the coefficient of exp(−λ1t) in equation (1.10) might be zero.
Some analytic solutions for starting flows in simple geometric shapes are given in [65].
1.4 Overview, ctd.
Our main results are Theorems 1 to 3.
• Theorem 1 is in §4, Theorem 2 in §5.
We remark that all the sections of the main part from §7 to §10 record matters
related to attempts to extend the results in various directions.
• Also of note, though concerning just λ1 for rectangles, is Theorem 3 in Ap-
pendix B.1.
As this is a new result, we have attempted different proofs of it, and also allowed
ourselves to establish other inequalities on λ1.
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The table below provides a short and partial ‘index’ of these notes, intended for
reference after some study of the notes.
§ geometry Comments Q(t) Qsteady λ1
§2 Circle §2.1 §2.2
§3 EquilateralTriangle §3.1 §3.2
§3 Rectangle §3.3 §3.4
§4 Theorem 1 *
§5 Theorem 2 *
§6 Circle *
As noted above, the sections of the main part from §7 to §10 record matters re-
lated to attempts to extend the results in various directions. Specifically §7 notes that
symmetrisation is appropriate when β = 0, but inappropriate when β > 0. After this
§8 introduces the following two sections and notes that improvements to some isoperi-
metric inequalities can be effected using moments of inertia about the centroid. The
next section §9 addresses the question of how the departure of the domain functional,
especially Qsteady(Ω) and λ1(Ω) (but also simpler functionals such as polar moments of
inertia about the centroid) might be estimated in terms of simple geometric quantities –
modulus of asymmetry and isoperimetric deficit being examples. We use the ellipse as an
example. In §10 we treat domains which are nearly circular. Again, the main example
we treat is the ellipse. There is a discussion and mention of some open questions in §11.
The appendices treat polygonal domains. Open questions concerning general poly-
gons, n-gons, some due to Polya and Szego [71] for β = 0, are described in Appendix A.
When β = 0 [71] have results for n = 3, triangles, and n = 4 quadrilaterals. A small
result towards n = 4 and β > 0, for rectangles is given in our Theorem 3 proved in
Appendix B. The final appendix C treats some technicalities arising from side-issues to
Theorem 3
2 Circular channels
We don’t actually need the explicit formulae of this section (or the next) for the the-
orems below, in §4.1 and in §5.1. We offer the following partial justification. (i) Our
theorems compare flows in different cross-sections to those in circular channels. (ii) The
formulae (2.7,2.9) below do provide an example of the eigenfunction expansions used in
this paper. (iii) Ratios of domain functionals (Qsteady and λ1) comparing other shapes
(e.g. the rectangular shapes of [85]) with those of the circle with the same area are
given in §3 and provide some indication that the theorems with β > 0 are more delicate
than the classical, 1950s, results at β = 0.
The isoperimetric inequalities of this paper are in connection with some functional
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being extreme when the problem is solved in a circular domain. A classic reference
on isoperimetric inequalities is [71] and the results in that book establish the theorems
mentioned in this paper when β = 0.
2.1 Circular cross-section: ultimate behaviour
When Ω is a circular disk of radius a, the solutions are readily found using polar coor-
dinates r =
√
x2 + y2. The periodic flow is u(r, t) = u(r) exp(iωt) where u(r) satisfies
the o.d.e.
iωu = 1 +
1
r
∂
∂r
r
∂u
∂r
.
Define
σ =
(1− i)√
2
√
ω so that σ2 = −i ω, ω = iσ2.
Using the boundary conditions that u(0) is bounded, this and the o.d.e. are satisfied by
u(r) =
CJ0 (σr)− J0 (σa)
J0 (σa)σ2
=
CJ0 (σr)
J0 (σa)σ2
− 1
σ2
. (2.1)
There is less clutter in the no-slip case, i.e. when β = 0, is The solution of the
preceding ode using the boundary conditions u(0) bounded and u(a) = 0 is obtained by
setting C = C0 = 1 in equation (2.1). The oscillatory volume flux is Q(t) = q exp(iωt)
where
q = 2pi
∫ a
0
u(r)r dr
= −pi a (−2 J1 (σ a) + a σ J0 (σ a))
σ3J0 (σ a)
when β = 0 .
When β > 0 the solution is given by equation (2.1) where now
C = Cβ =
J0(σa)
J0(σa)− βσJ1(σa) .
Now the volume flux parameter q is
q =
pi a
(−2 J1 (σ a) + a σ J0 (σ a)− σ2aβJ1 (σa))
σ3(J0 (σ a)− βσJ1 (σ a)) . (2.2)
The steady flow is most simply derived directly, but it can also be obtained as the
limit of the preceding periodic solutions when ω tends to zero. The steady flow is
usteady
∆p
=
1
4
(
a2 − r2)+ βa
2
. (2.3)
When β = 0 this is Poiseuille flow.
For general β ≥ 0 we have
Qsteady(β) = Q(β,∞) = pia
3
8
(a+ 4β)∆p. (2.4)
See also [52]§331, p586. Equation (2.4) is very well-known and is used in the experimental
determination of β.
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2.2 Circular Cross-Section: Transients
The eigenvalues corresponding to radial eigenfunctions are found by separation of vari-
ables. These eigenvalues are λj = (γj/a)
2 where the γj are consecutive positive roots
of
J0(γ) =
β
a
γJ1(γ). (2.5)
It is the least positive solution γ1 , which dominates at large time: with
λ1 =
(γ1
a
)2
. (2.6)
A plot showing the behaviour of λ1 as β varies is given in Figure 1. When β = 0,
λ1 = (j0/a)
2 and as β tends to infinity, λ1 tends to zero. We have(γ1
a
)2
= λ1 ∼ |∂Ω|
β|Ω| =
2
βa
as β →∞.
Figure 1: Plot of a2λ1 = γ
2
1 against β/a.
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As a simple example of flows involving transients, consider starting flows, with the
fluid initially at rest. The series solution, when β = 0 is given in Batchelor [6] §4.3
equation (4.3.19). The series solution when β ≥ 0 is given (in the context of heat flow)
in Problem 247 of [55], and results there include the following:
u(r, t)
2a2∆p
=
1
8
(1− r
2
a2
) +
β
4a
−
∞∑
j=1
J0(γj
r
a)
γ2j (1 + (
β
aγj)
2)J1(γj)
exp(−γ2j
t
a2
). (2.7)
Integrating (2.7) gives ∫ a
0
rJ0(γr) dr =
a2 J1(γ)
γ
, (2.8)
and hence
Q
a2∆p
=
pia
8
(a+ 4β)− 4pia2
∞∑
j=1
exp(−γ2j t/a2)
γ3j (1 + (
β
aγj)
2)
. (2.9)
3 Triangular and rectangular cross-sections
The formulae in this section are used to compare their domain functionals with those
of a circle with the same area. (The results are briefly reviewed in §4.2 and in §5.2 in
connection with illustrating theorems. They are also referenced in §6.1.) They are also
used in Appendix A where we consider triangles with a given area and rectangles with
a given area.
3.1 Qsteady for equilateral triangles
There is a simple polynomial solution for the steady flow when Ω is an equilateral
triangle. We suspect that it may date from the nineteenth century, but, unlike the
situation for λ1 we do not know papers treating it. We treat the triangle with vertices
(−a, 0), (a, 0), (0, a√3). The elastic torsion β = 0 solution has been known for centuries:
u∆,0
∆p
=
y
(
y −√3(a+ x)) (y −√3(a− x))
4
√
3a
for β = 0.
See equation (3.12) of [60]. Define
u∆,∞
∆p
=
(
a2
6
− 1
4
(
x2 + (y − a√
3
)2
))
.
Then, as in equation (3.16) of [60],
usteady
∆p
=
u∆,β
∆p
=
a√
3
u∆,0 + βu∆,∞ + a2√3β(
a√
3
+ β)
a√
3
+ β
.
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The solution has been found, independently, many times and reported frequently: e.g. [81,
82].
Formulae for Qsteady have been found several times. When β = 0 it is a classical
formula for the torsional rigidity of an equilateral triangle, due to St Venant, and we
denote it here, as in [60] by S0, and
S0 =
√
3a4
20
=
|Ω|2
20
√
3
.
The formula for Qsteady is conveniently written in terms of S0 and S∞ where S∞ is the
integral of u∞ over Ω:
S∞ =
a4
4
√
3
=
|Ω|2
12
√
3
.
Finally, with the area |Ω| = a2√3 and perimeter |∂Ω| = 6a,
Qsteady
∆p
=
β|Ω|2
|∂Ω| + S0 +
β
c0 + β
(S∞ − S0) , where c0 = a√
3
= 2
|Ω|
|∂Ω| . (3.1)
See equations (3.19) and (3.15) of [60].
Denote by Qsteady the steady volume flow for the circle as given in equation (2.4).
Denote by Qsteady∆ the steady volume flow for the equilateral triangle as given in equa-
tion (3.1). Now set ∆p to be the same for both and als the areas of both to be the same,
and we usually take the circle to have unit radius. One can readily plot, as a function
of β, (the rational function of β giving) the ratio Qsteady∆/Qsteady when both shapes
have area pi. It is of course a consequence of the St Venant inequality that at β = 0 the
ratio is less than one. It happens that when β > 0 the ratio is always greater than that
which it is at β = 0. This can be established by routine algebra. Another simple piece of
algebra involves noting that the rational function of β (1 −Qsteady∆/Qsteady) has two
linear factors in its numerator, both of which are positive for β ≥ 0 and a numerator
which is quadratic in β and positive for all real β. This accords, of course, with the
recent result given in Theorem 1 below, that the ratio Qsteady∆/Qsteady remains less
than one for all β.
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Figure 2: For domains with area pi, the ratio Qsteady∆/Qsteady plotted against β. For
domains both with the same area, but different from pi, the curves are different but
remain less than 1
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3.2 λ1 for equilateral triangles
When β = 0, for an equilateral triangle of side 2a, from [71] p256, λ1∆ = 4pi
2/(3a2).
Thus
λ1∆ =
4pi2√
3|Ω| ≈
22.8
|Ω| while λ1 =
pij20
|Ω| ≈
18.2
|Ω|
We remark that Lame´ in 1833 discovered the Dirichlet eigenvalues and eigenfunctions
of the equilateral triangle, not just the fundamental which is the main concern in this
paper.
We now consider β > 0. This problem was also solved by Lame´ in 1833, though
the numerical study waited until better computing became available. The history is
mentioned in [59]. We begin by reporting the solution in [60] where the equilateral
triangle treated has vertices (−1, 0), (1, 0), (0,√3). The function
v = sin(a+ b
√
3x+ by) + sin(a− b
√
3x+ by) + sin(a+ b
√
3− 2by)
satisfies the Helmholtz equation with λ = 4b2. It also satisfies the Robin boundary
condition on the 3 sides when the transcendental equation
tan
(
t
√
3
β
)
=
3t
2t2 − 1 and a = arctan(t), b =
t
β
. (3.2)
See (3.23) and (3.24) of [60]. We comment that the function satisfies the pde over the
whole plane, and the Robin boundary conditions on the 3 (infinite) lines through the
vertices. The critical points on the triangle medians and line extensions of them can be
calculated. Thus
vy(0, y) = 4b sin
(
3b
2
(
1√
3
− y)
)
sin
(
a+
b
2
(
√
3− y)
)
.
The centroid, in-centre, of the triangle, y = 1/
√
3, is a critical point. More generally,
y = 1/
√
3 + 2npi/(3b) for integer n are critical points. There are other critical points at
y = (2a+ b
√
3− 2npi)/b for integer n.
To find λ1(= λ1∆) we need the smallest root t1 of the transcendental equation (3.2)
and then
λ1 = (
2t1
β
)2. (3.3)
Both the left and right-hand sides of the transcendental equation are odd functions of t
so if tj is a solution so is −tj . The equation can be rewritten to determine λ1 directly:
tan
(√
3λ1
2
)
=
1
β
3
√
λ1(
λ1 − 2β2
) (3.4)
The account above suffices for calculating λ1: see the further development following
this paragraph. The set of all eigenvalues and eigenfunctions are determined in [59, 29].
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The approach in McCartin [59] leads to a coupled pair of transcendental equations
which we now show is equivalent to our equation (3.2) as follows. First our interest is
in McCartin’s ‘symmetric modes’ and the eigenvalue is given by his (5.3)
λ1 =
4
27
(pi
r
)2
(µ2 + µν + ν2),
where r is the inradius of the triangle and µ and ν are described below. They are found
in terms of quantities L, M and N solutions of coupled transcendental equations given
in McCartin’s equations (5.7) where, for our fundamental mode we can set m = n = 0
and M = N arriving at
2(L−M) tan(L) = 3r
β
,
−(L−M) tan(M) = 3r
β
.
Since
tan(L−M) = tan(L)− tan(M)
1 + tan(L) tan(M)
the coupled equations can be wtitten as a single equation for (L−M) in which tan(L−M)
is equal to a simple rational function of (L−M). Then setting (L−M) = t√3/β in the
single equation and using r = 1/
√
3 we recover the transcendental equation given in our
equation (3.2). McCartin’s formula (5.8) gives, for our fundamental mode,
µ = ν = −L−M
pi
and hence
λ1 =
4
9
(pi
r
)2
µ2 =
4
9
(
1
r
)2
(L−M)2 = 4
3
(L−M)2
on using r = 1/
√
3. Finally, substituting (L−M) = t√3/β gives
λ1 =
4t2
β2
as previously given in equation (3.3).
There are several approaches to equation (3.4) which yield information (some of
which may be in Lame´’s paper).
• It is easy to solve for β as a function of λ1 though considerations of branches of
solutions do enter:
β(λ) =

3+
√
9+8 tan(
√
3λ/2)2
2
√
λ tan(
√
3λ/2)
, for 0 ≤ √λ < pi√
3√
6
pi , for
√
λ = pi√
3
3−
√
9+8 tan(
√
3λ/2)2
2
√
λ tan(
√
3λ/2)
, for pi√
3
<
√
λ
(3.5)
13
Asymptotics are easily found. For example
β(λ) ∼ 2
√
3
λ
as λ→ 0.
This is consistent with the general result that
λ1 ∼ |∂Ω|
β|Ω| as β →∞.
• By differentiating equation (3.4) one finds;
dλ
dβ
=
−12λ(β2λ+ 2)√
3β4λ2 + β2(5
√
3 + 6β)λ+ 4
√
3 + 12β
. (3.6)
Solving the initial-value problem starting from λ1(β = 0) = (4pi
2)/3 finds the λ1
at larger values of β. For any positive starting value for λ(0), λ(β) decreases as
β > 0 increases.
Asymptotics for β large and for β small can be found. We have
λ1 ∼ 2
√
3
β
for β →∞.
Also
λ1 ∼ 4pi
2
3
− 8pi
2
√
3
β for β → 0.
Figure 3: For domains with area
√
3, the ratio λ1∆/λ1 plotted against β. For domains
both with the same area, but different from
√
3, the curves are different but remain
greater than 1
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3.3 Qsteady for rectangle
The pulsatile flow in a rectangular channel is treated in detail in this journal: see [85].
Our main concern is isoperimetric results appropriate to Qsteady, the steady flow (limit
of the pulsatile flow as the frequency tends to zero) and, in later subsection, with λ1
which determines the speed transients die out.
Consider the rectangle (−a, a)× (−b, b).
Qsteady is given by formula (40) with (26) and (27) of [85]. There are different
approaches, and earlier derivations. See [26, 83] and [60]. A very slight adaptation of
material in [60] is as follows.
Let
usteady =
a2 − x2
2
+ βa−
∞∑
p=1
Cp cosh
(
Xpy
a
)
cos
(
Xpx
a
)
, (3.7)
with Xp satisfying
cos(Xp) =
β
a
Xp sin(Xp)
so that the boundary conditions at x = ±a are satisfied. To satisfy the boundary
conditions at y = ±b, we calculate that at y = +b
u+ β
∂u
∂y
=
a2 − x2
2
+ βa−
∞∑
p=1
Cp
(
cosh
(
Xpb
a
)
+
β
a
sinh
(
Xpb
a
))
cos
(
Xpx
a
)
.
We find Cp as follows. Write
a2 − x2
2
+ βa =
∞∑
p=1
Ap cos
(
Xpx
a
)
so Ap = 2
(
a
Xp
)3 sin(Xp)
(β sin(Xp)2 + a)
.
Then
Cp =
Ap
cosh
(
Xpb
a
)
+ βa sinh
(
Xpb
a
) .
Integrating (3.7) gives
Qsteady =
4
3
a3b+ 4βa2b− 4a2
∞∑
p=1
Cp
sin(Xp) sinh
(
bXp
a
)
X2p
.
Figure 4 indicates that, for domains with the same area, Qsteady(square) is less than
Qsteady(circle). The ratio shown there varies only by about 10% over the whole range
of β. Qsteady(circle) is linear in β, and plots of Qsteady(square) are approximately linear
in β. Plots, for other rectangles also indicate that Qsteady is approximately linear in β.
This is in agreement with the statement in the Conclusion of [85].
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3.4 λ1 for rectangles generally
The function u = cos(µXx) cos(µY y) satisfies
∆u+ λu = 0, with λ = µ2X + µ
2
Y .
The Robin boundary conditions are satisfied if
µX tan(µXa) =
1
β
, µY tan(µY b) =
1
β
. (3.8)
A ‘dimensionless’ form of the equation is
µˆ tan(cˆµˆ) = 1, where µˆ = βµ, cˆ =
c
β
. (3.9)
The transcendental equations have been widely studied, e.g. [17, 57, 56]. Numerical val-
ues, often used for checks, are given in Table 4.20 of Abramowitz and Stegun, Handbook
of Mathematical Functions (1964, Dover: 1965).
We have an interest in the smallest positive solutions,
0 < µX < pi/(2a), 0 < µY < pi/(2b), 0 < µ < pi/(2c).
Because it is the square of µ which occurs in λ1 (as in equation (3.12)), we also define
µ(2) = µ
2.
• At fixed c > 0, µ decreases as β increases.
For β small, µ ∼ pi(1− β/c)/(2c)
for β large,
µ ∼ 1/
√
cβ for β →∞. (3.10)
• At fixed β > 0, µ decreases as c increases:
dµ
dc
= − µ(1 + β
2µ2)
β + c(1 + β2µ2)
,
dµ(2)
dc
= − 2µ(2)(1 + β
2µ(2))
β + c(1 + β2µ(2))
. (3.11)
The µ(2) de can be written
dµˆ(2)
dcˆ
= − 2µˆ(2)(1 + µˆ(2))
1 + cˆ(1 + µˆ(2))
.
Also µ(c) is convex in c:
d2µ
dc2
=
2µ(1 + β2µ2)(2β3µ2 + cβ4µ4 + 2cβ2µ2 + β + c)
(β + c(1 + β2µ2))3
.
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Continuing calculations we see that log(µ(c)) is convex in c:
d2 log(µ(c))
dc2
=
µ(c)µ′′(c)− µ′(c)2
µ(c)2
=
(1 + β2µ2)(3β3µ2 + cβ4µ4 + 2cβ2µ2 + β + c)
(β + c(1 + β2µ2))3
.
On the basis of having calculated a few more higher derivatives d
jµ
dcj
of µ(c) with
respect to c there are indications that µ(c) may be completely monotone. (Any
completely monotone function is both nonincreasing and logconvex.) In Lemma 1
of §B.1 we show that c(µ) is completely monotone.
For c small, µ ∼ pi/(2√cβ).
For c large, µ ∼ pi/(2(c+ β)).
The fundamental Robin eigenvalue for the rectangle is, with µX and µY each the
smallest root of their defining transcendental equations,
λ1 = µ
2
X + µ
2
Y . (3.12)
We have, for a fixed rectangle, the following asymptotics, where we write a = rh and
b = h/r:
λ1 ∼ pi
2
4
(
1
a2
+
1
b2
− 2β
a3
− 2β
b3
)
as β → 0 (3.13)
∼ pi
2
4h2
 1
r
(
1 + βhr
)
2 +
 r(
1 + βrh
)
2 as β → 0 (3.14)
λ1 ∼ |∂Ω|
β|Ω| =
1
β
(
1
a
+
1
b
)
=
1
βh
(
1
r
+ r
)
as β →∞. (3.15)
In the case of a square µX = µY = µ and λ1 = λ1(square) = 2µ2 so the transcen-
dental equation for µ is readily re-written in terms of λ1. Also, with a = b = h,
dλ1
dβ
=
−2λ1
β + h(1 + β2λ1/2)
, λ1(β = 0) =
pi2
2h2
,
which, for a square, corresponds to an equation (3.6) for an equilateral triangle. In
both cases one sees that λ1(β) decreases as β increases. For a square one can show that
λ1(β) is log-convex in β. The terms in 3rd derivatives and higher involve both signs.
For more on λ1 see the next subsection §3.5. For rectangles more generally there does
not appear to be a single transcendental equation, or differential equation, for λ1(β) but
coupled equations involving µX and µY appear to be needed.
It is generally true that amongst domains with the same area, that which has the
smallest fundamental eigenvalue is a disk. A numerical illustration of this fact, for the
square, is given in Figure 5 .
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Various checks of the results shown in Figure 5 are possible. When β = 0, λ1(circle) =
j20 ≈ 5, 783 with j0 the smallest zero of J0, and λ1(square) = 2pi, so the ratio is approxi-
mately 1.086.
We also compare λ1 for rectangles of the same area with each other. See §A.1.2,
in particular, Figure 8. In this connection, further development from equation (3.12) is
given in Theorem 3 in §B.
3.5 Inequalities for λ1 for a square, side 2h
The formula for µ2 can be rewritten
1
β
=
√
λ1
2
tan
(√|Ω|
2
λ1
2
)
. (3.16)
(Compare this with equation (3.5).)
Several items are immediate consequences of items in the previous subsection. Equa-
tion (3.10) gives
λ = 2µ
2 ∼ 2
hβ
=
|∂Ω|
β|Ω| as β →∞.
The following inequalities on tan(x)
8x
pi2 − 4x2 < tan(x) <
xpi2
pi2 − 4x2 (3.17)
are established in [86].
Upper bounds on the tan function lead to lower bounds on µ(r) while lower bounds
on the tan function lead to upper bounds on µ(r). Inequalities (3.17) lead to
µLB(c, β) =
pi√
c (4 c+ pi2β)
< µ(c, β) < µUB(c, β) =
pi
4β
(
−1 +
√
1 + 4
β
c
)
. (3.18)
In particular, the formula for µLB(h, β) gives
λ >
2
βh+ 4h2/pi2
.
Other bounds can be established. For example, for all r > 0,
λ >
2
hβ
− 2
β2
− 4r(r
2 + 1)
βh(r4 + 1)
, so λ >
2
hβ
− 2
β2
.
This follows from equation (B.7) on using that Vx > 0 and Vy > 0.
3.6 The modulus of asymmetry for the equilateral triangle and for
rectangles
See [28] for some calculations of the modulus of asymmetry (see §9.1) for various domains.
The interest here is in how it might relate to quantitative estimates of the difference
between the functionals for Ω and for the disk of the same area Ω∗.
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Figure 4: For domains with area pi, the ratio Qsteady(square)/Qsteady(circle) plotted
against β. For domains both with the same area, but different from pi, the curves are
different but remain less than 1
Figure 5: For domains with area pi, the ratio λ1(square)/λ1(circle) plotted against β.
For domains both with the same area, but different from pi, the curves are different but
remain greater than 1
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4 Steady flows
4.1 The main theorem
There have been many studies of these, sometimes oriented towards exact solutions,
sometimes numerical approximations, and sometimes checking theory against experi-
ment: see e.g. [3, 77, 82, 83] and [81].
For given Ω and ∆p > 0 there is a unique solution for u and it is positive in Ω
(Theorem 2.3 of [47], but well known before this). The solutions at different β vary
monotonically with β (as shown in Theorem 2.4 of [47]). The effects of varying the
domains Ω are more difficult to study: there is monotonicity with domain inclusion
when β = 0 (Theorem 2.6 of [47]) but not generally when β 6= 0.
We now reference the proof of the first sentence in the Abstract. The area of Ω is
denoted by |Ω|. When β = 0 the result is called the St Venant inequality. The proof
techniques for non-zero β differ from the ‘symmetrisation’ proof techniques used for the
earlier proofs for β = 0. The pure mathematical papers write that they denote by Ω∗
the ‘ball’ with the same ‘volume’ as Ω: in our 2-dimensional case, Ω∗ is the (circular)
disk of radius
√|Ω|/pi.
Theorem 1. For every β > 0, for every bounded Lipschitz set Ω ⊂ RN , the following
inequality holds
Qsteady(Ω, β) ≤ Qsteady(Ω∗, β). (4.1)
This is Theorem 1.1 of [16]. (Caution. The β of [16] is the reciprocal of our β.) The
expression on the right hand side of equation (4.1) is given by equation (2.4) with
a =
√|Ω|/pi.
Formulae for Qsteady(β) for various shapes are given in [60]. Other inequalities, for
general Ω, are given in [47]. Related work is presented in [8].
4.2 Qsteady: circle compared with equilateral triangle and square
The formula for Qsteady(circle) is given in equation (2.4). Figures 2 (for the triangle)
and 4 (for the square) provide examples consistent with Theorem 1.
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5 Transient Flows
5.1 An isoperimetric result
The second sentence of the Abstract follows from the representation (1.11), noting that
λ1 is the least of the eigenvalues, and the following theorem.
Theorem 2. For every β > 0, for every bounded open Lipschitz set Ω ⊂ RN
λ1(Ω, β) ≥ λ1(Ω∗, β). (5.1)
with equality if and only if Ω = Ω∗.
This is the N = 2, q = 2 case of Theorem 2.1 of [16]. (The paper [16] titles Theorem 2.1
as A family of Faber-Krahn inequalities.) The theorem was first proved, in the N = 2
case in [11] (see also [10, 12], and the general N case in [21]. Related work is presented
in [13, 14, 15, 20, 21]. The expression on the right hand side of equation (5.1) is given
by equation (2.6) with a =
√|Ω|/pi.
5.2 λ1: circle compared with equilateral triangle and square
Figures 3(for the triangle) and 5 (for the square) provide examples consistent with The-
orem 2.
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6 Illustrative examples of, and notes on, time-dependent
flows
6.1 β = 0 and starting flows
The results of Theorems 1 and 2 have been known in the β = 0 case since 1949 and
1923 respectively. We suspect that graphical illustration of the kind shown in Figure 6
will be available in older literature, perhaps a century ago. The separation-of-variables,
eigenfunction expansions are straightforward to find in several domain shapes, circles
and rectangles being common examples. We have already cited [6] for the circle while
the rectangle is treated, for example, in [27], though we expect the first publication of
these might well be over a century ago. In Figure 6 we show plots of Q(t) for a circle of
unit radius and a square with sides
√
pi.
Figure 6: The left hand plots are of Q(t): the right hand plots are of Q(t)/Q(∞). The
plots for the circular cross section are shown by the solid (red) curve: those for the
square cross section are shown dotted (blue) with a small square symbol.
The left hand plots illustrate that the disk has the larger Q(∞). The right hand
plots illustrate that the approach to Q(∞) is slower for the circular cross section than
for others.
It is also easy to plot Q(t, square)/Q(t, circle). The values in [71] can be used to
check the behaviour at very large time as, for domains with area pi, Qsteady(circle) =
pi/8 ≈ 0.3927 and Qsteady(square) ≈ 0.3469.
6.2 β > 0: comparing λ1
The results are less striking for large β. In particular, when β is very large the situation
is essentially like that when un is an appropriate constant around the boundary, u is
constant across Ω and Q(t) is approximately t|Ω|∆p, and there is no dependence on the
shape of Ω (at the lowest order in the approximation for β large).
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6.3 A few more results valid for β > 0
6.3.1 Other checks on φn
See [71] p107:
|Ω| =
∞∑
n=1
(∫
Ω φn
)2∫
Ω φ
2
n
.
Similarly the polar moment of inertia about the centroid satisfies
Ic =
∞∑
n=1
∫
Ω |z − zc|2φn(z)
∫
Ω φn∫
Ω φ
2
n
.
6.3.2 Qsteady
Conjecture
Qsteady(Ω
∗,β)−Qsteady(Ω,β)
Qsteady(Ω∗,β)
→ 0 as β →∞.
6.3.3 The decay rate λ1 when β > 0
Some monotonicity results for the principal eigenvalue of the generalized Robin problem
are established in [35]. Their α = −1/β; their λ has the opposite sign to ours, and it
is our sign we use in this report. Before treating monotonicity aspects we repeat items
they report: The eigenvalue λ1(β) is simple, and that an eigenfunction φ1(., β) can be
chosen with a single sign and normalized by letting the integral of its square over Ω being
1. In addition, as β → 0, λ1(β) converges to the principal eigenvalue for the Dirichlet
problem. Also
lim
β→∞
λ1(β)β =
|∂Ω|
|Ω| .
There are partial monotonicity results.
• Let B ⊂ Rn n ≥ 2 be a ball and Ω ⊂ B. If α < 0 then λ1(Ω1, α) > λ1(B,α) > 0.
• Again, let α < 0. If Ω ⊂ Rn, n ≥ 2, is a convex domain that contains a ball B,
then
λ1(B,α)≥λ1(Ω, α) > 0.
(See Theorem 2 and Corollary 3 of [35].)
• Let α < 0 and Ω1 ⊂ B ⊂ Ω2 where B ⊂ Rn n ≥ 2 is a ball and Ω1, Ω2 are convex
domains, we have that λ1(Ω1, α)≥λ1(Ω2, α) > 0
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6.4 Further results applicable when β = 0
6.4.1 Isoperimetric results for some geometric functionals
Strictly speaking this subsubsection doesn’t require β = 0. However, at present our
applications of the geometric functionals in connection with Qsteady and λ1 are just for
the case β = 0.
In this version of these notes, the other geometric domain functionals we consider
are, the perimeter |∂Ω|, the polar moment of inertia Ic and B defined – for star-shaped
domains – by equation (6.1).
B(z0) =
∫
∂Ω
ds
n · (z − z0) and B = minz0∈ΩB(z0). (6.1)
For domains in the plane, see [71] for Polya’s proof that
2Ic
pi
≤ ( |∂Ω|
2pi
)4
(6.2)
Equality is attained only for disks. (Hadwiger gave a different proof, one which gener-
alizes to Rn. For references, see [46].) We remark that a combination of this (6.2) and
another easier-to-prove inequality, represents a refinement of the classical (|Ω|, |∂Ω|),
area-perimeter, isoperimetric inequality:( |Ω|
pi
)2 ≤ 2Ic
pi
≤ ( |∂Ω|
2pi
)4
. (6.3)
We first note that connectedness is essential for inequality (6.2). For, if we let the
domain be the union of two equal disjoint disks, symmetically placed either side of the
origin so that the centroid is at the origin, we have a counterexample. By taking the
components further apart we can increase Ic indefinitely, while |∂Ω| stays fixed. However,
on joining the disks by a straight line the perimeter increases and this dumbell shaped
domain does satisfy inequality (6.2).
Polya’s proof begins with conformal mapping, and requires the domain to be simply
connected. Inequality (6.2) can be shown to be true for multiply-connected ones too:
see [46].
6.4.2 Physical functionals: isoperimetric results applicable when β = 0
It was conjectured by Polya and Szego that among sets with given torsional rigidity
Qsteady, balls minimize λ1. specifically
Qsteadyλ
2
1 ≥
pi
8
j4. (6.4)
This is proved in [50, 51].
The Payne-Rayner inequality, proved in [69], s relevant to estimating Q1(β = 0). It
states
Q1 ≥ 4pi
λ21
.
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Furthermore, there is equality when Ω is a disk. We remark that for the unit disk
Qn(disk) =
4pi
j4n
,
where jn is the n-th positive zero of J0.
There are many more isoperimetric inequalities. With B defined – for star-shaped
domains – by equation (6.1), [71] p93 and p94 give
Qsteady ≥ |Ω|
2
4B
, λ1 ≤ j
2B
2|Ω| .
The first of these is an equality when Ω is an ellipse: see [71] p262. Other inequalities
involving B include
λ1 ≤ j2 B
2|Ω| ,
(see [71]) which gives an equality when Ω is a disk. The functional B occurs in an
inequality involving Q1,
Q1 ≤ 4B
λ21
.
See [19, 44].
6.4.3 Some other results when β = 0 and Ω is convex
When Ω is convex,
• the steady solution, torsion function, has a square root which is concave;
• the principal eigenfunction φ1 > 0 is such that log(φ1) is concave.
Let Ω0 and Ω1 be convex, and define the Minkowski sum
Ωt = (1− t)Ω0 + tΩ1.
• Qsteady(0,Ωt)1/4 is concave. See [9].
• λ1(0,Ωt)−1/2 is concave.
7 Symmetrisation
Theorem [71] Symmetrization of a plane domain with respect to a line leaves the area
unchanged, but decreases the perimeter, polar moment of inertia about the centroid.
See [71]p6. In connection with moments of inertia, Steiner symmetrization about the line
through the centroid reduces the moment associated with the direction perpendicular to
the line, and leaves unchanged that associated with the direction of the line.
See [71] for the use of symmetrisation in proving
• for β = 0, Qsteady increases,
• for β = 0, λ1 decreases.
The methods are only applicable in the case β = 0. See also the Appendix to this paper.
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8 Overview: Perturbations from circular domains
Theorems 1 and 2 say nothing about by how much the quantities for some cross-section
differ from those of a circular channel of the same cross-sectional area. Furthermore
for domains Ω with given area |Ω|, Theorem 1 is an upper bound on Qsteady(Ω), while
Theorem 2 is an lower bound on λ1(Ω). Also of interest are bounds on the other side
with various forms of geometric restrictions. And there are many other improvements
that are possible, and many more that have been conjectured but remain unproven. For
example, when β = 0, [71]p112 report a result (of Nicolai) from the 1920s that
Qsteady ≤ ImaxImin
Imax + Imin
, (8.1)
where Imax and Imin are the principal moments of inertia about the centroid of Ω.
Inequality (8.1) is an equality for any ellipse. With Ic = Imax + Imin from this we readily
see
Qsteady ≤ ImaxImin
Imax + Imin
≤ Ic
4
,
with the latter inequality an equality only for disks.
This section, and the next two, are primarily intended as a literature survey of items
which seem relevant to these topics. There is an historical component to this. Rayleigh
supported his conjecture on what has become known as the Faber-Krahn inequality with
Fourier series approximations appropriate to nearly circular domains: this is described
in [71]. Such asymptotics are the topic of §10.1. Before this we treat, in §9, methods less
dependent on the perturbations being small. In §9.1 we indicate an area-based measure
of asymmetry, one of many used in improving isoperimetric inequalities. In §9.2 we
review bounds in terms of the classical geometric isoperimetric deficit. After these we
consider nearly circular domains, first for the case β = 0 in §10.2, then, in work that
hasn’t previously been published, for ellipses with β > 0 in §10.3,
9 Measuring the effect of departures from circular
9.1 A measure of asymmetry
Several decades ago Fraenkel defined a modulus of asymmetry
α(Ω) = minz∈Ω
|Ω \ Ω∗(z)|
|Ω| ,
where Ω∗(z) is the disk centred at z with the same area as Ω. See [30, 28]. Of course
0 ≤ α(Ω) ≤ 1. Since Ω and Ω∗(z) have the same area
|Ω \ Ω∗(z)| = |Ω∗(z) \ Ω|.
Note that some authors, perhaps most, use a symmetric difference, and hence have a
modulus which is twice that of the definition above.
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α(Ω) for ellipses (x/a)2 + (ya)2 = 1, a ≥ 1.
The asymmetry α(Ω) for an ellipse has been calculated several times, e.g. [28] but
this might be susceptible to improvement, absolute values used as needed, as I would
expect α(ellipse(a)) = α(ellipse(1/a)), and we would expect an even function of a:
α(ellipse) =
2
pi
(
arcsin
(
a√
1 + a2
)
− arcsin
(
1√
1 + a2
) )
,
=
2
pi
(
arctan(a)− arctan(1
a
)
)
=
2
pi
arctan
(
a− 1/a
2
)
,
∼ 1
pi
(
2(a− 1)− (a− 1)2 + 1
3
(a− 1)3 + . . .
)
as a→ 1.
These expressions can be written in terms of :
 =
a2 − a−2
a2 + a−2
∼ 2(a− 1) as a→ 1,
As (
a− 1
a
)2
= a2 + a−2 − 2 = 2√
1− 2 − 2,
we have
α(ellipse) =
2
pi
arctan
(√
1
2
(
1√
1− 2 − 1
))
.
The ellipse is also treated in [37], p89.
9.1.1 Improving the isoperimetric inequality for Ic in terms of α
This subsubsection is here in spite of the fact that, with the inequalities on Qsteady and
λ1 presented in this note to date, very few have any connection with Ic. However, the
section is included as it illustrates, perhaps with the easiest domain functional for the
purpose, that improvements to isoperimetric inequalities are possible.
One domain functional for which the isoperimetric inequality can be easily improved
using this modulus of asymmetry is Ic, the polar moment of inertia about the centroid.
The isoperimetric inequality is
Ic(Ω
∗) =
|Ω|2
2pi
≤ Ic(Ω) .
In 1986 (see [37], p87) the first author proved
Ic(Ω
∗)
(
1 + 2α(Ω)2
) ≤ Ic(Ω), (9.1)
which we have now seen, with a different proof, at page 198 of [38].
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Consider polar moments about any point z of Ω, and denote the disk centred z with
the same area as Ω by Ω∗z. Now, with the integrals being w.r.t area in the z′ variables
(i.e. dx′dy′)
Iz(Ω) =
∫
Ω
|z − z′|2, Ic(Ω) = minz∈Ω Iz(Ω) and
∫
Ω∗z
|z − z′|2 = |Ω|
2
2pi
.
Here Ic denotes the moment about the centroid, zc, and the Parallel-Axes Theorem (one
of several ingredients in the proof in [38]) states:
Iz(Ω) = Ic(Ω) + |z − zc|2 |Ω|.
Our proof of inequality (9.1) is as follows. Since |Ω| = |Ω∗z|,
|Ω \ Ω| = |Ω∗z \ Ω|. (9.2)
We have ∫
Ω
|z − z′|2 +
∫
Ω∗z
|z − z′|2 =
∫
Ω∪Ω∗z
|z − z′|2 +
∫
Ω∩Ω∗z
|z − z′|2.
This is
Iz(Ω) +
|Ω|2
2pi
=
∫
Ω∪Ω∗z
|z − z′|2 +
∫
Ω∩Ω∗z
|z − z′|2.
Both the tems on the right can be bounded using the isoperimetric inequality, so
Iz(Ω) +
|Ω|2
2pi
≥ |Ω ∪ Ω
∗
z|2 + |Ω ∩ Ω∗z|2
2pi
=
(|Ω|+ |Ω∗z \ Ω|)2 + (|Ω| − |Ω \ Ω∗z|)2
2pi
=
2|Ω|2 + 2|Ω \ Ω∗z|2
2pi
.
In the last line we have used equation (9.2). We are free to choose z, so take z = zc, the
centroid. Rearranging the last inequality gives
Ic(Ω) ≥ |Ω|
2
2pi
(
1 + 2
|Ω \ Ω∗zc |2
|Ω|2
)
≥ |Ω|
2
2pi
(
1 + 2α(Ω)2
)
,
as α(Ω) is found from minimizing over the centres z of the disks. This establishes
the inequality (9.1). It is perhaps remarkable that repeated uses of the isoperimetric
inequality yield an improvement on it. However there are many properties of the polar
moment of inertia that enter the proof. First it is an additive domain functional, though
only superadditivity is used. The first properties are
D(Ω) +D(Ω∗) ≥ D(Ω ∪ Ω∗) +D(Ω ∩ Ω∗) and D(Ω) ≥ D(Ω∗) ∀Ω ,
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and the final property is the specific form of I(Ω∗) in terms of area. (Some slight
generalization might be possible, e.g. for higher-order moments
Ip(Ω, z) =
∫
Ω
|z − z′|p, Ip(Ω∗) = 2pi
p+ 2
( |Ω|
pi
)(p+2)/2
,
satisfies the properties mentioned in general for domain functional D but a more elabo-
rate relation involving |Ω \ Ω∗| arises at the end of the calculation.)
We record the items below as other inequalities can be found. Cauchy-Schwarz gives
the rightmost of
(|Ω| − |Ω \ Ω∗z|)2
2pi
=
|Ω ∩ Ω∗z|2
2pi
≤
∫
Ω∩Ω∗z
|z−z′|2 =
∫
|z−z′|χΩ |z−z′|χΩ∗z ≤
√
Iz(Ω)
|Ω|2
2pi
,
where the characteristic functions χ have arguments z′. Making use of the fact that the
square of the radius of Ω∗z is |Ω|/pi,
α(Ω)2
|Ω|2
2pi
≤ |Ω
∗
z \ Ω|2
2pi
≤
∫
Ω∗z\Ω
|z − z′|2 ≤ |Ω
∗
z \ Ω||Ω|
pi
,
2α(Ω)
|Ω|2
2pi
≤ |Ω \ Ω
∗
z||Ω|
pi
≤
∫
Ω\Ω∗z
|z − z′|2
An aside. Let r(Ω) denote the transfinute diameter (also known as logarithmic capacity
or outer mapping radius). It is possible to use this, in tandem with the inequality
Ic ≤ pi
2
r4 equivalently
(
r(Ω)
r(Ω∗)
)4
≥ Ic(Ω)
Ic(Ω∗)
.
See [71] p126. (Note the different uses of the overline here to later subsections, e.g. the
table.)
Rewriting an earler inequality relating Ic to the perimeter |∂Ω|,
Ic ≤ pi
2
( |∂Ω|
2pi
)4
equivalently
(
|∂Ω|√
4pi|Ω|
)4
≥ Ic(Ω)
Ic(Ω∗)
.
Hence the classical geometric inequality, concerning the isoperimetric deficit, is improved
to
|∂Ω|2
4pi|Ω| − 1 ≥
√
1 + 2α(Ω)2 − 1. (9.3)
Regular polygons. (Amongst the domains considered in detail in this paper are equi-
lateral triangles and squares. See also §A.2.) The polar moment of inertia about the
centre of a regular n-gon is
Ic(n−gon) = |Ω|
2
6n
(
tan(
pi
n
) + 3 cot(
pi
n
)
)
.
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In the literature, e.g. [71] (where n = 3, 4 and 6 is given on pages 252, 256 and 258), the
functionals are given in terms of side length, there denoted by a. Then
|Ω| = na
2
4 tan(pin)
.
The isoperimetric deficit satisfies
|∂Ω|2−4pi|Ω| = a2n2
(
1− pi/n
tan(pi/n)
)
= 4|Ω|pi tan(pi/n)
pi/n
(
1− pi/n
tan(pi/n)
)
∼ 4|Ω|pi
3
(pi
n
)2
,
as n tends to infinity. The circumradius R is related to the area by
|Ω| = nR
2
2
sin(
2pi
n
).
The inradius ρ satisfies (by a simple application of Pythagoras’ Theorem)
R2 − ρ2 = a
2
4
,
and hence is given by
ρ =
√
R2 − |Ω| tan(pi/n)
n
.
The modulus of asymmetry has been calculated for various polygons in [28]. As an
example
2α(square) =
4
pi
(
2 arccos(
√
pi
2
)− 1
2
√
pi(4− pi)
)
≈ 0.1810919377 .
Below we use the values of α(Ω) from [28] to compare the left-hand and right-hand sides
of the inequality (9.3).
n 2α(Ω) |∂Ω|
2
4pi|Ω| − 1
√
2piIc(Ω)
|Ω| − 1
√
1 + 2α(Ω)2 − 1
3 0.3649426110 3
√
3
pi − 1 = 0.653986686 0.099636111 0.032759195
4 0.1810919377 4pi − 1 = 0.273239544 0.023326708 0.008165237
6 0.0744657545 2
√
3
pi − 1 = 0.102657791 0.003825838 0.001385327
n tan(pi/n)pi/n − 1
√
pi
3n
(
tan(pin) + 3 cot(
pi
n)
)− 1
n >> 1 pi
2
3n2
2pi4
45n4
∞ 0 0 0 0
30
9.1.2 Improving other isoperimetric inequalities in terms of α
When β = 0, the modulus of asymmetry α is used to bound the departure of λ1 in [34].
In the inequality following their equation (2), for our situation of the ordinary Laplacian
and the plane,
λ1(Ω) ≥ λ1(Ω∗)
(
1 + c α(Ω)4
)
for some constant c > 0. (When estimating c, recall that our modulus of asymmetry
differs by a factor of 2 from that in [34].)
The isoperimetric deficit is used to bound the departure of the eigenvalues in [67].
See also [58].
Regular polygons, and β = 0. Data on these is available in [71], e.g. for λ1:
• equilateral triangle λ1|Ω| = 4pi2√3 = 22.793
• square λ1|Ω| = 2pi2 = 19.7392
• regular hexagon
•
• circle λ1|Ω| = pi j2 = 18.168
9.2 β = 0 and bounds in terms of the classical isoperimetric deficit
|∂Ω|2 − 4pi|Ω|
Defining Ψ = 1− 4pi|Ω|/|∂Ω|2, [68] inequality (4.12) gives
Qsteady(Ω) ≥ |Ω|
2
8pi
(
1− 2Ψ2(1−Ψ2)−1 − 4Ψ4(1−Ψ2)−2 log(Ψ)) when β = 0.
There are also results for λ1, and conjectures, e.g. the following.
Conjecture. (Taken from [31]:see their equation (12).) It is conjectured (in [1]) that
for simply-connected plane domains
λ1(Ω) ≤ pij
2
|Ω| +
pi2
4
|∂Ω|2 − 4pi|Ω|
|Ω|2 .
Equality occurs not only for the disc but also asymptotically on infinite rectangular
strips.
9.2.1 Relations between the classical isoperimetric deficit and α(Ω)
See [33].
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10 Nearly circular domains
10.1 Geometric preliminaries, nearly circular domains
The domain functionals Qsteady and λ1 involve pde problems, and much effort has been
expended seeking to bound these in terms of simpler geometric functionals. Thus The-
orems 1 and 2 give inequalities involving the area, |Ω|. Besides area, there are other
geometric functionals, perimeter, polar moment of inertia about the centroid, etc.
In much of this section we treat boundaries whose equation in polar form is
r = a(1 + ρ(θ)) with a = 1.
For most of this we consider ρ small. In connection with small perturbations for a circle,
we follow the methods given in [71], p53. There the boundary of the domain is given by
r = 1 + δρ(θ)
with δ a first-order small quantity. The boundary function is given as a Fourier series
ρ(θ) = a0 +
∞∑
n=1
(an cos(nθ) + bn sin(nθ)). (10.1)
(Caution. The Fourier coefficients with n ≥ 1 in [71] equation (1) are half ours as they
have a factor of 2 outside their sum.)
Various geometric functionals are considered in [71]: perimeter |∂Ω|, polar moment of
inertia Ic, etc.. These can be approximated using ρ small: We begin with considerations
of the area.
10.1.1 Area |Ω|
With the boundary described by equation (10.1) the area of Ω is given by
|Ω|
pi
= (1 + a0)
2 +
1
2
∞∑
n=1
(a2n + b
2
n). (10.2)
Ellipse
A test case for the methods is the ellipse x
2
a2
+a2y2 ≤ 1. In polar coordinates relative
to the centre the boundary curve is
r =
1√
cos(θ)2
a2
+ a2 sin(θ)2
=
√
2
a2 + a−2 − (a2 − a−2) cos(2θ)
= r
(pi
4
)(
1− a
2 − a−2
a2 + a−2
cos(2θ)
)−1/2
where r
(pi
4
)
=
√
2
a2 + a−2
(10.3)
=
√
1 + tan2(θ)
a−2 + a2 tan2(θ)
(10.4)
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Without any assumptions on a, the coefficients in the Fourier series for r(θ) involve
elliptic integrals. Our interest is in a near 1. However (a − 1) might not be the best
perturbation parameter. We have also used, in computations,
 =
a2 − a−2
a2 + a−2
∼ 2(a− 1) as a→ 1,
and others, e.g. [23], use the eccentricity
e =
√
1− 1
a4
∼ 2(a− 1)1/2 as a→ 1.
Including an a dependence in r(a, θ) we remark that r(1/a, θ) = r(a, θ + pi/2) and
(1/a) = −(a). The binomial expansions
r(0)
r(pi/4)
= (1− )−1/2 = 1 +
∞∑
k=1
(2k)!
22k(k!)2
k,
r(θ)
r(pi/4)
= (1−  cos(2θ))−1/2 = 1 +
∞∑
k=1
(2k)!
22k(k!)2
cos(2θ))kk, (10.5)
may be useful in finding higher terms in the perturbation expansions of some domain
functionals. The symmetries of the ellipse explain the form of the expansion:
• It is symmetric about θ = 0, hence only cosine terms.
• It is symmetric about θ = pi/2 and hence only the even order cosine terms cos(2mθ).
• When  is replaced by − and θ by θ+pi/2 the expression is unchanged and hence
the form of the polynomial coefficients in  forming the Fourier coefficients. For m
is odd, only odd powers of  appear: for m is even, only even powers of  appear.
We will see these symmetries in connection with φ1 and usteady. Returning to the study
of the boundary curve, we also need the expansion for r(pi/4):
a2 =
√
1 + 
1−  ,
2
r(pi/4)
= a2 + a−2 =
2√
1− 2 , r
(pi
4
)
=
(
1− 2)1/4 .
The first few terms give
r(θ) = 1 +
1
2
cos (2 θ) +
(
3
16
cos (4 θ)− 1
16
)
2 +O(3).
Alternatively we can consider asymptotics as a→ 1. Then ρ = rellipse − 1 satisfies
ρ(θ) ∼ (a− 1) cos(2θ)− (1
4
+
1
2
cos(2θ)− 3
4
cos(4θ))(a− 1)2 +O((a− 1)3)
= −1
4
(a− 1)2 +
(
(a− 1)− 1
2
(a− 1)2
)
cos(2θ) +
3
4
(a− 1)2 cos(4θ) +O((a− 1)3). (10.6)
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in the notation of equation (10.1)
a0 = −1
4
(a− 1)2 + o((a− 1)2), a2 = (a− 1) + o((a− 1)),
and all other Fourier coefficients are of sufficiently small order that they are not needed
in subsequent calculations in this paper. Of course we already know that the area of our
ellipse is pi. The Fourier coefficients given in equation (10.6) for the approximation to
the ellipse’s boundary inserted into equation (10.2) is consistent with this:
areaEllipse
pi
∼
(
1− 1
4
(a− 1)2
)2
+
1
2
(a− 1)2 +O((a− 1)3),
= 1 +O((a− 1)3).
For calculations extending the use of higher order terms in the Fourier series (10.6).
one might need formulae like
x2n = 21−2n
1
2
(
2n
n
)
+
n∑
j=1
(
2n
n− j
)
T2j(x)
 ,
and we plan, for elliptical Ω to implement this but have yet to do so.
We now consider general curves close to circular with the a0, an and bn all small,
O(δ) or smaller. Equation (10.2) is
|Ω|
pi
= (1 + a0)
2
(
1 +
∑∞
n=1(a
2
n + b
2
n)
2(1 + a0)2
)
,
and hence, with the . . . indicating smaller order terms√
|Ω|
pi
∼ (1 + a0)
(
1 +
∑∞
n=1(a
2
n + b
2
n)
4(1 + a0)2
+ . . .
)
,
∼ (1 + a0) + 1
4
∞∑
n=1
(a2n + b
2
n) + . . . . (10.7)
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10.1.2 Perimeter |∂Ω|
The approximation for the perimeter when ρ is small is as follows. (Note the Caution
given earlier about the difference in notation of our Fourier coefficients and those in [71].)
|∂Ω| =
∫ 2pi
0
√
r2 + (
dr
dθ
)2 dθ =
∫ 2pi
0
√
1 + 2ρ+ ρ2 + (
dρ
dθ
)2 dθ
∼ 2pi
∫ 2pi
0
(
1 +
1
2
(2ρ+ ρ2 + (
dρ
dθ
)2)− 1
8
(2ρ)2
)
dθ
∼ 2pi
∫ 2pi
0
(
1 + ρ+
1
2
(
dρ
dθ
)2)
)
dθ
|∂Ω|
2pi
∼ 1 + a0 + 1
4
∞∑
n=1
n2
(
a2n + b
2
n
)
. (10.8)
Ellipse
The perimeter of our ellipse, area pi, can be given without any approximation of small
eccentricity e, by
|∂Ω| = 4aEllipticE(e) ∼ 2pia
(
1− e
2
4
− 3e
4
64
. . .
)
for a→ 1.
Thus with e2 ∼ 2− 22 and a ∼ 1 + /2 + 2/8,
|∂Ω| ∼ 2pi(1 + 3
16
2 + . . .) for → 0. (10.9)
10.1.3 Polar moment of inertia about the centroid Ic
The polar moment of inertia is, taking the origin at the centroid is
Ic =
∫
Ω
(
(x− xc)2 + (y − yc)2
)
,
where zc = (xc, yc) is the centroid of Ω. When the boundaries are given in polar coordi-
nates, this is
Ic =
1
4
∫ 2pi
0
r(θ)4 dθ.
Ellipse
For our disk and ellipse these are
Ic(disk) =
pi
2
a4, Ic(ellipse) =
pi
4
(a2 + a−2) =
pi
2
√
1− 2 . (10.10)
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The asymptotics below check with the entries in the table of [71] reproduced in a later
subsection:
2Ic(ellipse)
pi
∼ 1 + 2(a− 1)2 as a→ 1,(
2Ic(ellipse)
pi
)1/4
∼ 1 + 1
2
(a− 1)2 + o(a− 1)2) as a→ 1,
∼ 1 + a0 + 3
4
a22 + o(a− 1)2) as a→ 1.
10.2 Nearly circular domains with β = 0
First we treat the case β = 0 and seek approximations, notably for Qsteady and λ1. We
follow [71] in expressing the asymptotics (at small δ) as
Quantity = 1 + a0 +
1
4
∞∑
n=1
R(n)(a2n + b
2
n).
(The factor 14 is because of differing definitions of an and bn.) Use an overline, as in [71],
p33 to denote various radii.
10.2.1 The eigenvalue λ1 at β = 0
[71] report that Rayleigh found
j√
λ1
= λ1 = 1 + a0 − 1
4
∞∑
n=1
(
1 +
2jJn
′(j)
Jn(j)
)
(a2n + b
2
n).
Here the λ1 denotes the radius of the disk with principal eigenvalue λ1. Numeric values
of the n-th term, involving the Bessel functions, are readily computed. The n = 1 term
is −1. The rest are positive. Furthermore as shown in [71] p133 equation (2)
2n− 3 ≤
(
1 +
2jJn
′(j)
Jn(j)
)
< 2n+ 1,
with equality (in the left hand expression) only when n = 1.
At large n, we have
(
1 + 2jJn
′(j)
Jn(j)
)
∼ 2n+ 1. The expressions
(
1 + 2jJn
′(j)
Jn(j)
)
can, at each
n, be written as a rational function of j.
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For an ellipse one finds
j√
λ1(ellipse)
∼ 1− 1
4
(a− 1)2 − 1
4
(
1 +
2jJ2
′(j)
J2(j)
)
(a− 1)2 + o((a− 1)2)
λ1(ellipse)
j2
∼ 1 + 1
2
(a− 1)2 + 1
2
(
1 +
2jJ2
′(j)
J2(j)
)
(a− 1)2 + o((a− 1)2)
∼ 1 +
(
1 +
jJ2
′(j)
J2(j)
)
(a− 1)2 + o((a− 1)2)
∼ 1 +
(
j2
2
− 1
)
(a− 1)2 + o((a− 1)2), (10.11)
∼ 1 + 1.891592982 (a− 1)2 + o((a− 1)2).
Without the special interest in nearly circular, eigenvalues for elliptical domains have
been investigated before, with Mathieu functions in the eigenfunctions: see [78, 23, 42].
In particular [23] equation (3.5) reports that [42] gave the approximation:
√
λ
a
= j
(
1− e
4
− c4e4 − c6e6 − c8e8
)
,
where e is the eccentricity, defined above, and the numerical coefficients are
c4 = 0.034640, c6 = 0− 010355, c8 = 0.004650 .
This can be rearranged so that it determines λ
λ = a2j2
(
1− e
4
− c4e4 − c6e6 − c8e8
)2
,
∼ j2 (1 + (3− 32c4) (a− 1)2 + . . . ) as a→ 1,
∼ j2 (1 + 1.89152 (a− 1)2 + . . . ) as a→ 1
where we have just indicated the first nontrivial term in the approximation for a → 1
and note that, except that the final decimal place is wrong, this agrees with Rayleigh’s
result, equation (10.11).
An inequality given in [71] p99 is
j2 ≤ λ1 ≤ j
2
2
(a2 + a−2)
(∼ j2(1 + 2(a− 1)2 + . . .)) ,
the asymptotics in the parentheses being for a tending to 1. The right hand side isn’t
asymptotically tight for a → 1 as the 2 there differs from the 1.89 . . . of Rayleigh’s
result equation(10.11).
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10.2.2 Qsteady at β = 0
Now, at β = 0,
8Qsteady(ellipse)
pi
=
2
(a2 + a−2)
=
√
1− 2,
∼ 1− 2(a− 1)2 +O((a− 1)3) as a→ 1,
∼ 1− 1
2
2 +O(3) as → 0, (10.12)(
8Qsteady(ellipse)
pi
)1/4
∼ 1− 1
2
(a− 1)2 +O((a− 1)3) as a→ 1. (10.13)
Applying the formula from [71] with the ellipse’s values, just a0 and a2 to the order
treated, (
8Qsteady(ellipse)
pi
)1/4
∼ 1 + a0 − (4− 3)
4
a22
∼ 1− 1
4
(a− 1)2 − 1
4
(a− 1)2 as a→ 1
∼ 1− 1
2
(a− 1)2 as a→ 1..
10.2.3 Other domain functionals, mostly geometric
Quantity R(n) Comments
|∂Ω|
2pi n
2 see equation (10.8)
r 2n− 1 outer mapping radius
transfinite diameter
Ic =
(
2Ic
pi
)1/4
3
|Ω| =
√
|Ω|
pi 1 see equation (10.7)
Qsteady =
(
8Qsteady
pi
)1/4 −2n+ 3 ∆p = 1, β = 0
= P the P of [71] is 4Qsteady
See [71] p131
λ1 =
j√
λ1
(
−1− 2jJ ′n(j)Jn(j)
)
due to Rayleigh, β = 0
See [71] p132
(r˙ ≤) rc −2n− 1 rc is inner mapping radius
with respect to the centroid zc
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The ordering in the table is that of the isoperimetric inequalities
r˙ ≤ λ1 ≤ Qsteady ≤ |Ω| =
√
|Ω|
pi
≤ Ic ≤ r ≤ |∂Ω|
2pi
.
See [71] supplemented by equation (6.4).
10.3 Nearly circular ellipses with β > 0
The symmetries of the ellipse noted in §10.1 are useful to reduce the amount of compu-
tation. (Of course assuming more parameters does not stop the calculations proceeding:
it merely slows them as one discovers that the unnecessary parameter is zero.) The
solution usteady is of the form:
usteady
∆p
=
1
4
(
1− r2)+ β
2
+
∞∑
k=1
sk()r
2k cos(2kθ).
Furthermore on integrating this over the ellipse
Qsteady(β)
∆p
=
pi
8
(1 + 4β) +
∞∑
k=1
qk
2k. (10.14)
The solution (λ1, φ1) is, with λ1 = γ
2, of the form
γ = γ0 +
∞∑
k=1
γk
2k,
φ1 = J0(rγ) +
∞∑
k=1
ak()J2k(rγ) cos(2kθ),
where, of course, γ0 is, as given in §2, the least positive root of
J0(γ0) = βγ0J1(γ0).
That Qsteady and γ are even in  is evident from the symmetry that changing the sign
of  is the same as interchanging a and /1a: geometrically the ellipse is the same. The
cosine series in usteady and φ1 is because of the symmetry across the x− axis, i.e. about
θ − 0. Also the presence of just the even order Fourier cosine coefficients is because of
the symmetry across the y − axis, i.e. about θ = pi/2. There is also information on the
structure of the ak() and sk() associated with the invariance under the simultaneous
transformations, → −, θ → θ + pi/2. This requires that, when k is odd, the functions
ak() and sk() are odd in ; when k is even, the functions ak() and sk() are even in .
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10.3.1 Details for the steady solution, β ≥ 0
We present the β = 0 solution here in order to check against our asymptotics for the
solution when β ≥ 0. The β = 0 solution dates back at least to St Venant. In polar
coordinates with the origin at the centroid of the ellipse
u =
1
4
(√
1− 2 − r2 +  r2 cos(2θ)
)
,
and
Qsteady(ellipse, β = 0) =
pi
4(a2 + a−2)
=
pi
8
√
1− 2.
When → 0, this agrees with the asymptotics given earlier in equation (10.12).
Concerning the ellipse when β > 0, the steady flow is not yet available, exactly,
in general. Approximations – some involving series and Mathieu functions – are given
in [24, 22]. When  is small, u can be approximated in the form
u =
1
4
(
1− r2)+ β
2
+ 2 t02 +  t11r
2 cos(2θ) + 2 t22 r
4 cos(4θ).
The result of the perturbation analysis is
t11 =
1
4
1 + β
1 + 2β
,
t02 = − 1
32
4 + 5β + 6β2
1 + 2β
= − 1
32
(
1 + 3β +
3
1 + 2β
)
,
t22 = − 1
32
β(1− 2β)
(1 + 4β)(1 + 2β)
.
Integrating this over the ellipse gives the coefficients of the expansion in (10.14) for
Qsteady(ellipse):
Qsteady(ellipse) ∼ pi
8
(1+4β)+q1
2 where q1 = − pi
16
(1− 8t11 − 16t02) = − pi
16
(
1 +
β (1 + 6β)
2(2β + 1)
)
.
When β = 0, this agrees with the asymptotics given earlier in equation (10.12). When
β is large, Qsteady is large, as expected.
A task which remains is to check our results against those in [24].
10.3.2 Details for the principal eigenvalue λ1 and eigenfunction φ1 when
β ≥ 0
We seek the asymptotic approximation of the form
γ = γ0 + γ2 
2,
φ1 = J0(rγ) + a11 J2(rγ) cos(2θ) + a22 
2J4(rγ) cos(4θ),
40
where γ0 is known from the solution for a circular disk. Substituting this into the
boundary condition and considering the successive terms of the Taylor series in  first
yields
a11 =
γ0
2
4
(
β2γ0
2 − β + 1)
β2γ02 − 2β + 1 ,
then (from simultaneous linear equations) [a22, γ2]:
a22 =
γ0
4
128
n22
d22
,
n22 = γ0
4
(
γ0
2 − 12)β4 − γ02 (2 γ02 − 31)β3 + (−14− 17 γ02 + 2 γ04)β2+(
25− 2 γ02
)
β + γ0
2 − 6 ,
d22 =
(
β2γ0
2 − 2β + 1) (−12β2γ02 + γ04β2 − 2β γ02 + 24β + γ02 − 6) ,
γ2 =
γ0
16
(
β4γ0
6 − γ02
(
2 γ0
2 − 3)β3 + (2 γ02 + 3) (−2 + γ02)β2 + (5− 2 γ02)β − 2 + γ02)
(β2γ02 − 2β + 1) (β2γ02 + 1) .
(10.15)
A check on the solution is as follows. Equation (10.11) rewritten in terms of  is
λ1(ellipse)
j2
= 1 +
1
8
(j2 − 2)2,
so that √
λ1(ellipse)
j
= 1 +
1
16
(j2 − 2)2,
Setting β = 0 in equation (10.15) gives
γ
γ0
= 1 +
γ2
γ0
2 = 1 +
1
16
(γ20 − 2)2,
which agrees with equation (10.11) as when β = 0, γ0 = j.
A further check on the solution is as follows. When β is large, an alternative approach
begins with
γ2 = λ1 ∼ |∂Ω|
β|Ω| for β →∞.
Applying this formula to the nearly circular ellipses, with area pi, on using equation (10.9),
we have, in the double limit
γ2 ∼ 2
β
(1 +
3
16
2),
γ
γ0
∼ (1 + 3
32
2).
On using γ0 ∼
√
2/β in equation (10.15) we find
γ2
γ0
∼ 3
32
,
which checks.
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11 Discussion and open questions
This paper reports isoperimetric results found outside the context of microchannel flows.
We hope that the open questions of §A.1.2 and more stated below may be of interest to
– and resolved by readers of our paper.
The mathematical literature on this sort of pde problem has value for engineers.
Bounds for pde problems allow for checks on numeric computations.
For applied mathematicians there are many challenges. It was noted in §1 that there
is considerable uncertainty about modelling of slip flows, and it may be that, under
appropriate restrictions on β(u), it may be possible to prove Theorems 1 and 2 when
the boundary condition is
u+ β(u)
∂u
∂n
= 0. (11.1)
Another direction for generalization is replacing the Laplacian in the pde with some other
second-order elliptic operator. Indeed some of the isoperimetric results have been estab-
lished for the p-Laplacian. There may be non-Newtonian fluids (studied with different
goals in [63] for example) for which the results can be established.
There are various related issues. One of the issues is to what extent the isoperimetric
inequalities can be improved. For example if the cross-section is in some sense close to
circular by how much do the functionals Qsteady and λ1 depart from those of a circular
cross-section of the same area. There is also a tradition of perturbation expansions for
nearly circular domains. The Faber-Krahn inequality (the β = 0 case of Theorem 2) was
conjectured by Rayleigh partly on the basis of information concerning nearly circular
domains. This is reported in [71].
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A Polygonal cross-sections
A.1 n-gons: fixing n ≥ 3, area and β ≥ 0
A.1.1 β = 0
The following results when β = 0 are consequences of results in [71].
• At a given pressure gradient, for all triangular channels with given area, that
which maximises the steady flow is equilateral. Consider flows starting from rest
developing from a constant imposed pressure gradient: for all triangular channels
with given cross-sectional area, that which has the slowest approach to the steady
flow is equilateral.
• At a given pressure gradient, for all quadrilateral channels with given area, that
which maximises the steady flow is square. Consider flows starting from rest de-
veloping from a constant imposed pressure gradient: for all quadrilaterial channels
with given cross-sectional area, that which has the slowest approach to the steady
flow is square.
Steiner symmetrisation arguments can be used to prove these. The first sentence is akin
to the more familiar St Venant Inequality. The second sentence is akin to the more
familiar Faber-Krahn inequality.
See [71] page vii and page 158 where this is set in a larger context.
Define S(n, functional, 〈smallest|largest〉) as the statement:
Of all polygons with n sides in some class C and with a given area, the regular polygon
(in C) has the 〈smallest|largest〉 functional.
A famous conjecture of Polya and Szego is that for any n
• S(n, functional, smallest) is true for the functional being any of perimeter, moment of
inertia, ... and fundamental Dirichlet eigenvalue λ1 over the class C of all n-gons, and
• S(n, functional, largest) is true for the functional being (any of inner mapping radius
and) torsional rigidity (Qsteady) over the class C of all n-gons.
The underlined result on [71] page 158 states that both the above are true when n = 3
(triangles) and when n = 4 (quadrilaterals), in each case with the pde functionals using
β = 0.
Further results concerning triangles are given in [73].
Motivated by the unsolved problems when β > 0, we also consider special cases
of what has already been proved for general quadrilaterals. Consider next trapeziums
(including parallelograms) whose parallel sides are distance b apart and symmetrising
about a perpendicular to these parallel sides. One has the following.
Amongst all trapeziums whose parallel sides are distance b apart and whose area is fixed,
that which has the least fundamental Dirichlet eigenvalue λ1 is the symmetric trapezium.
It would be possibe to explore numerically whether there might be a similar result with
Robin boundary conditions. There are many other upper and lower bounds on the
Dirichlet λ1: see for example [43, 41, 32].
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A.1.2 β > 0
As noted before, the exact solutions for equilateral triangles (see §3.1, §3.2) and rectan-
gles (see §3.4) are available for the Robin boundary condition case (Navier slip condition).
However symmetrisation techniques are inappropriate when β > 0, and we do not know
if the results for triangles and quadrilaterals stated for β = 0 in the preceding subsection
are also true when β > 0.
Triangles
Indeed the question for triangles is noted as Open Problem 1 in [54]. Restated in our
notation, the problem is:.
Is S(3, λ1, smallest) true with λ1 the fundamental Robin eigenvalue over the class C of
all triangles?
A corresponding problem for Qsteady is also open.
Rectangles
The plots and result here are obtained from the formulae from §3.4. In Figures 7 and
8 we consider rectangles of area pi as a varies. The numerics which led to these figures
was independent of that in [85]. The Conclusion of [85] presents the observation that
there was numerical evidence that, over rectangles of a given area, Qsteady is maximized
by the square.
Figure 7: β and |Ω| fixed. For rectangles with fixed area, the numerical evidence (also
noted in [85]) is that Qsteady is maximized by the square. Shown are plots of Qsteady/|Ω2|
(a) at left against |Ω|/(4a2) and (b) at right against log(|Ω|/(4a2)).
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The expressions for Qsteady are rather lengthy: the formulae for λ1 are more tractable,
and the following small result, Theorem 3, consistent with the numerical evidence in the
plot shown in Figure 8 is found by calculation.
Figure 8: β. and |Ω| fixed. For rectangles with fixed area, λ1 is minimized by the
square. Shown are plots of |Ω|λ1 (a) at left, against |Ω|/(4a2), and (b) at right, against
log(|Ω|/(4a2))
The main item for remainder of this paper is the proof of Theorem 3, which can be
restated:
S(4, λ1, smallest) is true with λ1 the fundamental Robin eigenvalue over the class C of
all rectangles. Its proof is in §B.
A.2 Regular n-gons: fixing area and β ≥ 0, but varying n
In connection with β = 0 and λ1, see [66]. The conjecture below is stated in [1]:
Conjecture. For all n ≥ 3 the first Dirichlet Laplacian eigenvalue of the regular n-gon
is greater than the one of the regular (n+ 1)-gon of same area.
It is easy to verify this when n = 3, as the formulae for both the equilateral triangle,
and the square, are available. See equations (3.5) and (3.16). This suggests the question:
Question. Is it true that, for β ≥ 0, for all n ≥ 3 the first Robin Laplacian eigenvalue
of the regular n-gon is greater than the one of the regular (n+ 1)-gon of same area.
Again this is the case for n = 3: see Figure 9.
There is a corresponding question for Qsteady. From the formulae we have for the
equilateral triangle and the square:
Qsteady > Qsteady∆, λ1 < λ1∆.
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Figure 9: λ1∆ (red) and λ1 (blue) plotted against β. Both areas are
√
3.
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B Isoperimetric and other bounds on λ1 for a rectangle
The plots and result here are obtained from the formulae from §3.4. In Figure 8 we
consider rectangles of area pi as a varies.
Our result, Theorem 3, is consistent with the numerical evidence in the plot shown
in Figure 8.
Much of the remainder of this section concerns the proof of Theorem 3 and related
inequalities. We have several approaches to the proof. In all of them β is given.
• The first of these in §B.1, is reasonably direct but uses a parametrisation which seems
somewhat artificial. (The geometry of the rectangle isn’t give directly, but, µX and
µY are the given parameters.) It is, so far, the only approach which has been carried
through to complete the proof of Theorem 3.
• In §B.2 we begin a variational approach, which, at present, requires some numerics to
indicate that it will give a proof of the theorem.
• In a further approach, in §B.3, the area is given, 4h2, as is the aspect ratio the rect-
angles, or at least r which is closely related to the aspect ratio.
Theorem 3. Amongst all rectangles with a given area, that which has the smallest
fundamental Robin eigenvalue is the square.
Comment. The result, of course, is well known when β = 0. Then
λ1(r) =
pi2
4h2
(
r2 +
1
r2
)
when β = 0,
so
λ1(r)
λ1(1)
=
1
2
(
r2 +
1
r2
)
when β = 0.
The function at the right of the equation above is minimized at r = 1, and monotonic
either side of this.
One point of view is that we are required to establish that
µˆ(rh)2 + µˆ(
h
r
)2 ≥ µˆ(h)2,
where the µˆ function is only defined implicitly. The inequality above might be rewritten,
with f(r) = µˆ(rh)2 as
f(r) + f(
1
r
) ≥ f(1). (B.1)
It would be a valid, and potentially useful, exercise to find what functions f , positive and
decreasing on 0 < r < ∞, withf((0,∞)) = (0,∞), satisfy such a (linear homgeneous)
functional inequality, and then show that f(r) = µˆ(rh)2 has properties so that it is in
the solution set of (B.1). However an obstacle to this is the implicit definition of µˆ and
our first proof avoids this by noting that equation (3.9) can be solved explicitly for cˆ.
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Our goal in the approach in §B.3 – when h and r are prescribed – is to show that
the same properties can be established for the more elaborate expression (3.12) applying
when β > 0. Now, with the notation omitting dependence on h and β, define
E(r) =
λ1(r)
λ1(1)
=
(
µ1(r)
2 + µ1(
1
r )
2
)
2µ1(1)2
.
There is some obvious symmetry, for example λ1(r) = λ1(1/r), and this means it will
suffice to establish that E(r) ≥ 1 for 0 < r < 1.
Before treating the situation with β general, we look at the asymptotics for β
small (3.13) and for β large (3.15). For β small the asymptotics in equation (3.13)
are clearly unsatisfactory as r → 0 or as r → ∞ as the approximation to λ1 so given
becomes negative. Thus the approximations require β to be smaller order than r or 1/r.
The situation is more satisfactory with equation (3.15). Then
E∞(r, β) ∼ 1
2
(
r +
1
r
)
=
|∂Ω(r)|
|∂Ω(1)| as β →∞
and E∞ is clearly minimized at r = 1.
B.1 Proof of Theorem 3 from explicit formulae in µX, µY
In the approach in this subsection µX and µY are specified, and these determine h and
r, and µ = µ.
It will be useful to collect properties of a function occuring in one of the proofs of
Theorem 3. The function involves the arctan function and we note the following bounds
on arctan(1/z) obtained by bounding the integrand below:
z
1 + z2
=
1
z
(
1
1 + 1
z2
)
<
∫ 1/z
0
1
1 + t2
dt <
1
z
for z > 0. (B.2)
The left hand inequality above is used in one method of proving part of Lemma 1.
Lemma 1. Let
φ1(z) =
1
z
arctan
(
1
z
)
, φ2(z) =
1√
z
arctan
(
1√
z
)
. (B.3)
Then both φ(z) and φ2(z) are monotonic decreasing on 0 < z <∞, so, in particular,
φ1(µˆ−) ≥ φ1(µˆ+) =⇒ µˆ− ≤ µˆ+ and φ2(µˆ2−) ≥ φ2(µˆ2+) =⇒ µˆ2− ≤ µˆ2+.
Both φ1 and φ2 are log-convex, and, even stronger, both are completely monotone.
Proof. (This is much longer than needed. Going directly to the inverse Laplace trans-
forms as given below gives the complete monotonicity and thence everything else. How-
ever we leave it as first written.) We have
φ′1 = −
φ1
z
− 1
z(1 + z2)
,
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establishing the φ1 is decreasing on 0 < z <∞. Continuing, we have
φ′′1 =
2φ1
z2
+
2 + 4z2
z2(1 + z2)2
,
φ21(log(φ1))
′′ =
φ21
z2
+
2φ1
(1 + z2)2
− 1
z2(1 + z2)2
,
=
1
z2
(
φ21 −
1
(1 + z2)2
)
+
2φ1
(1 + z2)2
,
and the expression within the large parentheses in the preceding equation is positive by
the left hand side of inequality (B.2). Hence φ1 is log-convex on 0 < z <∞.
We also have
φ1(z) =
∫ ∞
0
exp(−zt)Si(t) dt,
where Si is the sine integral
Si(t) =
∫ t
0
sin(τ)
τ
dτ.
Since Si(t) > 0 for t > 0, φ1(z) is completely monotone. (Definitions and properties
of completely monotone functions are given in the Appendix. In particular, we remark
that all completely monotone functions are log-convex.)
Since φ2(z) = φ1(
√
z), i.e. φ2 is the composition of a completely monotone func-
tion with a Bernstein function (a positive function whose first derivative is completely
monotone), φ2 is completely monotone. (See Theorem 2 of [61].) More directly φ2 is
completely monotone as
φ2(z) =
∫ ∞
0
exp(−zt) 1
2
√
pi
t
erf(
√
t) dt,
and the integrand in the expression above is positive.
Lemma 2. Let ζ : (0,∞) → R be twice continuously differentiable, decreasing and
convex. Then the separable convex programming problem, given Z > 0, to find X and Y
which minimize X + Y and satisfy the constraint
ζ(X) + ζ(Y ) = 2ζ(Z),
is solved by X = Z = Y .
Proof. The convexity of ζ gives
ζ
(
X + Y
2
)
≤ ζ(X) + ζ(Y )
2
= ζ(Z).
But ζ is decreasing so
X + Y
2
≥ Z, X + Y ≥ 2Z.
The lower bound of 2Z on the sum X + Y is attained when X = Z and Y = Z.
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Proof of Theorem 3.
We have already noted that at fixed β and h, µ(rh) is monotonic in r, and in
particular,
µY = µ(
h
r
) ≤ µ(h) =
√
λ1(square)
2
≤ µ(rh) = µX for 0 < r ≤ 1.
Let us now suppose we are given β, µX and µY with µX > µY . Where there can be no
confusion about the value of h we sometimes abbreviate:
µY = µ(
h
r
) as µ(
1
r
), µ(h) as µ(r = 1) or as µ, µX = µ(rh) as µ(r).
As in (3.9) also write
βµY = µˆY , µ = µˆ, βµX = µˆX .
The goal is to show
µ2X + µ
2
Y ≥ 2µ(r = 1)2 = 2µ2 = λ1(square),
or equivalently
µˆ2X + µˆ
2
Y ≥ 2µˆ2. (B.4)
Now, in the notation of equation (B.3)
hr
β
= φ1(µˆX) = φ2(µˆ
2
X),
h
β
= φ1(µˆ) = φ2(µˆ
2
),
h
rβ
= φ1(µˆY ) = φ2(µˆ
2
Y ).
Now, with β given, h is determined by the values of µX and µY :(
h
β
)2
= φ1(µˆX)φ1(µˆY ) = φ2(µˆ
2
X)φ2(µˆ
2
Y ).
Also (
h
β
)2
= φ1(µˆ)
2 = φ2(µˆ
2
)
2.
Eliminating h/β between the two preceding equations we have
φ1(µˆX)φ1(µˆY ) = φ1(µˆ)
2, φ2(µˆ
2
X)φ2(µˆ
2
Y ) = φ2(µˆ
2
)
2.
We now apply Lemma 2 with ζ(z) = log(φ2(z)) and note that Lemma 1 ensures that
the conditions on ζ needed for Lemma 2 are satisfied. This establishes the result.
A slightly stronger inequality follows from considering φ1. Since φ1 is log-convex
φ1
(
µˆX + µˆY
2
)2
< φ1(µˆX)φ1(µˆY ) = φ1(µˆ)
2.
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Figure 10: A plot of
√
φ1(µˆX)φ1(µˆY ) − φ1
(√
µˆ2X+µˆ
2
Y
2
)
indicating that it is positive in
the quadrant off the line µˆX = µˆY where the expression is 0.
A short, but reassuring, digression at this point is to look at the plot given in Fig-
ure 10.
Since φ1 is decreasing, the immediately preceding inequality shows
µˆX + µˆY
2
> µˆ. (B.5)
This is a stronger inequality than in our Theorem, and we deduce the Theorem (again)
from
µˆ2X + µˆ
2
Y
2
=
(
µˆX + µˆY
2
)2
+
(
µˆX − µˆY
2
)2
>
(
µˆX + µˆY
2
)2
.
Combining the last inequality with (B.5) we have
µˆ2X + µˆ
2
Y
2
>
(
µˆX + µˆY
2
)2
> µˆ2,
which again reaches our goal (B.4). 
B.2 A variational approach to the theorem and other inequalities
For domains Ω with sufficiently smooth boundaries (including our rectangles), the fun-
damental eigenvalue is given by
λ1 =
min
v ∈W 12
V(v) where V(v) = G(v) + E(v)/β
F (v)
,
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and where the gradient term G is
G(v) =
∫
Ω
|∇v|2,
the face term F is
F (v) =
∫
Ω
v2,
and the edge term E is
E(v) =
∫
∂Ω
v2.
In this subsection we will apply this to rectangles Ω = (−hr, hr) × (−h/r, h/r) and
with test functions v(x, y) = VX(x)VY (y) and we establish inequalities of the form
λ = 2µ
2
 ≤ f(µX , r) + f(µY ,
1
r
),
λ1(r) = µ
2
X + µ
2
Y ≤ g(µ, r) + g(µ,
1
r
).
Here f(µ, 1) = µ2 and g(µ, 1) = µ2. Often, as in the preceding sentence, µ is an
arbitrary positive number. However, where no misunderstanding is possible we will
omit the subscript from µ, writing it just as µ. The inequality of Theorem 3 is an
instance of the first type above, an upper bound on λ, though we have yet to get,
via the variational methods, a neat proof of this. The more elaborate f we find seem
to be stronger inequalities. As an example of the second type we mention the neat
inequality (B.8).
For the rectangle, we write
G(v) = Gx(v) +Gy(v), Gx(v) =
∫ b
−b
∫ a
−a
v2y dx dy, Gy(v) =
∫ b
−b
∫ a
−a
v2x,
F (v) =
∫ b
−b
∫ a
−a
v2
and, using v even in x and in y
E(v) = Ex(v) + Ey(v), Ex(v) = 2
∫ a
−a
v(x, b)2 dx, Ey(v) = 2
∫ b
−b
v(a, y)2 dy.
When
vr(x, y) = ξ(rx)η(y/r) (B.6)
we write F (v) = fx(r)fy(r) where
fx(r, a) =
∫ a
−a
ξ(rx)2 dx, fy(r, b) =
∫ b
−b
η(y/r)2 dy.
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We have
fx(r, h) =
1
r
fx(1, rh), fy(r, h) = rfy(1,
h
r
),
and, in particular∫ h
−h
∫ h
−h
ξ(rx)2η(y/r)2 dx dy =
∫ h/r
−h/r
∫ rh
−rh
ξ(x)2η(y)2 dx dy.
Also define
gx(r, a) =
∫ a
−a
ξ′(rx)2 dx, gy(r, b) =
∫ b
−b
η′(y/r)2 dy.
We have
(
∂vr
∂y
)2 =
1
r2
ξ(rx)2η′(y/r)2
so that ∫ b
−b
∫ a
−a
(
∂vr
∂y
)2 dx dy = Gx(r, a, b) =
1
r2
fx(r, a)gy(r, b),
and
Gx(r, h, h) =
1
r2
Gx(1, rh, h/r).
Similarly
Gy(r, h, h) =
1
r2
Gy(1, rh, h/r).
The edge terms E similarly involve the f :
Ex(r, a, b) = 2η(b/r)
2fx(r, a), Ey(r, a, b) = 2ξ(ra)
2fy(r, b).
We will be comparing vr(x, y), with the structure given in equation (B.6), over the
square side 2h with v1(x, y) over the rectangle (−rh, rh)× (−h/r, h/r).
We now apply these formulae with v motivated by the solution for a rectangle. In
the special case
ξ(rx) = cos(µXrx), η(y/r) = cos(µY y/r),
Gx and Gy, as well as the Ex, Ey and F can be written in terms of fx and fy. For
general µX and µY with the abbreviations
tX = tan(µXrh), tY = tan(µY h/r),
that the integrals evaluate as follows:
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• With Ω = (−rh, rh)× (−h/r, h/r) and v = cos(µXx) cos(µY y) we have
fx = rh+
tX
µX(1 + t2X)
, fy =
h
r
+
tY
µY (1 + t2Y )
,
Ex =
2fx
1 + t2Y
, Ey =
2fy
1 + t2X
,
Gx = fxµ
2
Y
(
h
r
− tY
µY (1 + t2Y )
)
, Gy = fyµ
2
X
(
rh− tX
µX(1 + t2X)
)
,
Vx = Gx + Ex/β
F
, Vy = Gy + Ey/β
F
,
= µ2Y −
2(µY tY − 1/β)
fy(1 + t2Y )
, = µ2X −
2(µXtX − 1/β)
fx(1 + t2X)
.
We remark that, with tY depending on µY as above,
∂Vx
∂µY
=
2(tY µY − 1/β)
(µY fy(1 + t2Y ))
2
(
−tY + µY h
r
(1 + 2µY
h
r
)(1 + t2Y )
)
.
This is consistent with µ2Y being the eigenvalue for the strip width 2h/r, when
tY µY = 1/β.
With Ω = (−rh, rh) × (−h/r, h/r) and v = cos(µx/r) cos(µry) we have, with
t = tan(µh),f1 = h+ t/(1 + t
2),
fx = rf1, fy =
f1
r
,
Ex =
2fx
1 + t2
, Ey =
2fy
1 + t2
,
Gx = fxµ
2r
(
h− t
µ(1 + t2)
)
Gy =
fyµ
2
r
(
h− t
µ(1 + t2)
)
, ,
Vx = Gx + Ex/β
F
, Vy = Gy + Ey/β
F
,
= r2µ2 − 2r
2(rµt− 1/β)
fy(1 + t2)
, = (
µ
r
)2 − 2(µt/r − 1/β)
r2fx(1 + t2)
.
In particular when rµ∗ tan(µ∗h) = 1/β, µ2X ≤ r2µ2∗. When µ = µ so µt = 1/β,
we find
λ1(r) ≤ Vx + Vy = λ
(
1
2
(
r2 +
1
r2
)
−
β(
√
r − 1√
r
)2(r + 1 + 1r )
h(1 + β
2λ
2 ) + β
)
. (B.7)
This implies the weaker inequality
λ1(r) ≤ λ
2
(
r2 +
1
r2
)
, (B.8)
and we remark there is equality in this when β = 0.
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• With Ω as the square (−h, h)× (−h, h) and v = cos(µXrx) cos(µY y/r) the integral
defining F evaluates to the same value as for the rectangle above with the same v
and
fx =
1
r
fx, fy = rfy.
The other integrals, subscripted here with a  relate to those above as
Ex =
2fx
1 + t2Y
=
1
r
Ex, Ey =
2fy
1 + t2X
= rEy,
Gx =
fxµ2Y
r
(
h
r
− tY
µY (1 + t2Y )
)
Gy = rfyµ
2
X
(
rh− tX
µX(1 + t2X)
)
=
1
r2
Gx, = r
2Gy,
Vx = Gx + Ex/β
F
, Vy = Gy + Ey/β
F
,
= (
µY
r
)2 − 2((
µY
r )tY − 1/β)
fy(1 + t2Y )
, = (rµX)
2 − 2(rµXtX − 1/β)
fx(1 + t2X)
.
Once again we can differentiate Vx with respect to µY . This time the derivative
is zero when µY tY /r = 1/β, consistent with what we know about the fundamental
eigenvalue for a strip of width h, as previously denoted µ2.
When µX and µY satisfy the transcendental equations (3.8) the integrals evaluate as
follows.
• With Ω = (−rh, rh)× (−h/r, h/r) and v = cos(µXx) cos(µY y) we have
fx =
β/r + h+ µ2Xhβ
2
1 + β2µ2X
, fy =
βr + h+ µ2Y hβ
2
1 + β2µ2Y
,
= h+
β/r
1 + β2µ2X
, = h+
βr
1 + β2µ2Y
,
Ex =
2fxµ
2
Y β
2r
1 + β2µ2Y
, Ey =
2fyµ
2
Xβ
2/r
1 + β2µ2X
,
Gx =
fx(−rβ + h+ µ2Y hβ2)µ2Y
1 + β2µ2Y
, Gy =
fy(−β/r + h+ µ2Xhβ2)µ2X
1 + β2µ2X
,
= fxµ
2
Y
(
h− rβ
1 + β2µ2Y
)
, = fyµ
2
X
(
h− r/β
1 + β2µ2X
)
,
µ2Y =
Gx + Ex/β
F
, µ2X =
Gy + Ey/β
F
.
This is consistent with
λ1(rectangle) = V(v) = µ2X + µ2Y .
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• With Ω as the square (−h, h)× (−h, h) and v = cos(µXrx) cos(µY y/r) where µX
and µY are as above, the integrals defining fx and fy evaluate to the same values
as above. The other integrals, subscripted here with a  relate to those above as
Ex =
1
r
Ex, Ey = rEy,
Gx =
1
r2
Gx, Gy = r
2Gy.
The variational characterization of λ1 for a square gives
2µ2 = λ1 ≤ V(v) =
Gx/r
2 + Ex/(rβ)
F
+
Gy/r
2 + Ey/(rβ)
F
. (B.9)
We believe that it may be possible to give a proof of Theorem 3 beginning from the
inequality of (B.9). So far we have only numerical evidence that this is the case. Indeed
it may even be that this variational approach improves on the result based on φ1 that
we found at the end of the preceding subsection, and if so, we would have:
2µ2 ≤ V(v) ≤
1
2
(µX + µY )
2 ≤ 1
2
(
(µX + µY )
2 + (µX − µY )2
)
= µ2X + µ
2
Y .
At present we do not have any useful upper bound on V(v).
B.3 Inequalities on tan and an approach to Theorem 3 in which β and
h are specified.
With the definitions of equations (3.18), define λLB(r) = µLB(hr)
2 + µLB(h/r)
2 and
λUB(r) = µUB(hr)
2 + µUB(h/r)
2. Calculations show that both λLB(r) and λUB(r) are
minimized at r = 1. A typical plot is shown in Figure 11. Calculations show that both
λLB(r) and λUB(r) are decreasing functions of r for 0 < r < 1 and increasing for r > 1.
The calculations for λLB(r) are the easier, and one finds λLB(r) is convex on (0,∞), but
not log-convex.
We return now to how this might lead to an alternative proof of Theorem 3. The
present strategy in this approach is to consider, separately, ranges away from r = 1
(Result 3A) and a range about r = 1 (Result 3B).
Result 3A. Amongst all rectangles with a given area, those which are long and thin have
larger fundamental Robin eigenvalues than the square, and there is an explicit bound on
the aspect ratios (denoted r2∗ below and its reciprocal) which is given below.
Comment. As λ1 tends to infinity as r tends to 0 or as r tends to infinity, the first part
of the last sentence of the theorem statement is trivial.. The nontrivial part is the bound
the intervals on which we have shown the result.
Proof of Result 3A. From the formulae for µLB(c, β) and µLB(c, β) given in equations (3.18),
and especially their consequences for the properties of λLB, we can deduce that λ1(r) ≥
λ1(1) for the range of β, intervals (0, r∗) and (1/r∗,∞) where
pi2
(
4h+ pi2β r + 4 r4h+ r3pi2β
)
hr (4hr + pi2β) (4h+ pi2β r)
= λLB(r) > λUB(1).
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The expression for λLB(r) on the left is the ratio of a quadratic function of (r + 1/r)
in the numerator to a linear function of (r + 1/r) in the denominator (as noted in
equation (B.12)). Finding r∗(β/h) < 1 involves solving a quartic q(r, y) = 0, and we
begin with the more general question of finding the r where λLB(r) = y/h
2, for
y
h2
> λLB(1) =
2pi2
h(4h+ pi2β)
. (B.10)
The quartic has the structure
q(r, y) = r4 + a1r
3 + a22 + a1r + 1 = 0, (B.11)
and the dependence on y is linear: q(r, y) = q0(r)− yq1(r)/h2 with q0(r) = q(r, 0). The
quartic has the property q(1/r, y) = q(r, y)/r4, i.e. if r = R is a root, so is r = 1/R. As
q(r, y)
r2
=
(
r +
1
r
)2
+ a1
(
r +
1
r
)
+ (a2 − 2). (B.12)
it is straightforward to first solve for
(
r + 1r
)
, and then for r. For the actual quartic in
the application
a1 =
βpi2
4h
− yβ
h
, a2 = −y β
2 pi4 + 16h2
4h2pi2
. (B.13)
The equation λLB(r) = y/h
2 is
q0(r)
q1(r)
=
y
h2
.
The quadratic in
(
r + 1r
)
given in equation (B.12) has zeros at(
r +
1
r
)
=
1
2
(
−a1 ±
√
a21 − 4a2 + 8
)
.
From equation (B.13), a2 < 0 so that only the positive root above is appropriate: denote
it by B. Then the solutions for r are
r± =
1
2
(
B ±
√
B2 − 4
)
.
We remark that B > 2 (and obviously
(
r + 1r
)
> 2 on (0,∞)). That B > 2 is equivalent
to −4a2 > 8 + 2a1 which in turn is equivalent to inequality (B.10).
This completes the proof of Result 3A.
Range about r = 1.
Result 3B. For values of r close to 1, λ1(r) ≥ λ1(1).
Proof. We have set up coupled first order differential equations for λ(r) and δ(r) where
λ(r) = µ(2)(r) + µ(2)(
1
r
), δ(r) = µ(2)(r)− µ(2)(
1
r
).
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We already know from properties of µ that δ(r) is a decreasing function for r ∈ (0,∞).
Series expansions about r = 1 can be found and locally
λ(r) ∼ λ(1) + L2(r − 1)2, with L2 > 0 as r → 1.
This shows that, very locally about r = 1, λ1(r) > λ1(1). With further work it is possible
to determine an interval.
We believe it would be possible to give an alternative proof of Theorem 3 by establishing
intervals in the two ranges above, 3A and 3B, so that they overlap. It may be that other
upper or lower bounds than those used in this subsection (e.g. some as suggested in §B.2)
may be useful in this.
Figure 11: β = 1 and h = 1. For rectangles with area 4, λLB and λUB are minimized by
the square. The horizontal axis is the r-axis.
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C Completely monotone functions and related topics
Alternate proofs, in the notation of §B that λ1(r) ≥ λ1(1), may be worth considering.
Some of these might depend on properties of µ(r).
This appendix has general facts concerning completely monotone and absolutely
monotonic functions and subsets thereof that might be of relevance to our study of µ(c).
We wish to find alternative proofs of Theorem 3
µ(2)(r) + µ(2)(
1
r
) ≥ 2µ(2)(1). (C.1)
Now
µ(2)(r) + µ(2)(
1
r
) ≥ 2µ(2)(
1
2
(r +
1
r
))), (convexity)
Rather more is true as µ and hence µ(2) are log-convex:√
µ(2)(r) µ(2)(
1
r
) ≥ 2µ(2)(
1
2
(r +
1
r
))) (logconvexity)
It may be that µ and hence µ(2) are completely monotone. We wish to see how
complete monotonicity might allow the above two can be improved. However we note
below that inequality (C.1) is not satisfied by every completely monotone function.
C.1 Log-convex functions
Lemma LC1. The function f is log-convex on an interval I, if and only if for all
a, b, c ∈ I with a < b < c, the following holds:
f(b)c−a ≤ f(a)c−b ≤ f(c)b−a.
Hence for r ≤ 1 ≤ 1/r,
1 ≤
(
µ(r)
µ(1)
) 1
r
−1(µ(1r )
µ(1)
)1−r
.
C.2 Completely monotone functions
Definition. A real-valued function f defined on [0,∞) is said to be completely monotone
(totally monotone, completely monotonic, totally monotonic) if (−1)kf (k)(x) ≥ 0 for
x > 0 and k = 0, 1, 2, . . ..
Denote the set of completely monotonic functions on [0,∞) by CM.
Theorem CM1. The set CM forms a convex cone: (t1f1 + t2f2) ∈ CM for all
nonnegative numbers s, t and all f1 ∈ CM and f1 ∈ CM.
The set CM is also closed under multiplication and point-wise convergence. That is
f1(x)f2(x) ∈ CM and lim
n→∞ fn(x) ∈ CM,
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where fn(x) ∈ CM for all n ≥ 1 and their point-wise limit exists for any x > 0.
Theorem CM2. Let f(x) ∈ CM. and let h(x) be nonnegative with its derivative in
CM. Then f(h(x) ∈ CM.
Corollary CM2. Let f(x) ∈ CM and f(0) <∞. Then the function
− log
(
1 =
f(x)
A
)
. A ≥ f(0),
is CM. From this it follows that
f ′(x)
A− f(x) . A ≥ f(0)
is CM since this reduces to minus the derivative of the previous expression.
This corollary is given in [61].
From the derivative of the last function, we have
d
dx
f ′(x)
A− f(x) =
f ′′(A− f) + (f ′)2
(A− f)2 ≤ 0.
Rearranging this gives
ff ′′ − (f ′)2 ≥ Af ′′ ≥ 0.
In particular, any f ∈ CM is log-convex.
There is a relationship of CM functions and Laplace transforms. Define
F (r) =
∫ ∞
0
exp(−rt)f(t) dt.
If the above integral is bounded for all r > 0 and f(t) ≥ 0 for all t > 0 then F ∈ CM.
The converse is also true.
That the Laplace transform of a positive function is log-convex can be proved using
the Cauchy-Schwarz inequality. Suppose f(t) ≥ 0. Then
F (
r1 + r2
2
) =
∫ ∞
0
exp(−r1 + r2
2
t)f(t) dt
=
∫ ∞
0
exp(−r1
2
t)
√
f(t) exp(−r2
2
t)
√
f(t) dt ≤
√
F (r1)F (r2).
See §4.8 of [79].
If we were to attempt to establish (C.1) for the Laplace transforms of positive func-
tions, one might begin with
F (r) + F (
1
r
)− 2F (1) =
∫ ∞
0
k(r, t)f(t) dt,
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where
k(r, t) = exp(−rt) + exp(− t
r
)− 2 exp(−t).
Also define
kc(r, t) = exp(−rt) + exp(− t
r
)− 2 exp(−1
2
(r +
1
r
) t) (≥ k(r, t)) .
Now kc(r, t) ≥ 0 for r > 0 and t > 0 and this is another way to show F is convex. It
happens that, for every r > 0, k(r, t) takes on both signs, and, as a consequence, there
are functions F ∈ CM which do not satisfy (C.1), so, if µ(2) does it is as a consequence
of further properties. At fixed r > 0, k(r, t) < 0 for 0 < t < 1/2 and k(r, t) > 0 for t > 1,
and there is a unique t0(r) in the interval (1/2, 1) where k(r, t0(r)) = 0.
Another published statement, a special case of which is that any f ∈ CM is log-
convex is as follows:
Let f ∈ CM . Then
(−1)nk
(
f (k)(x)
)n ≤ (−1)nk (f (n)(x))k (f(x))n−k
for all x > 0 and integers n ≥ k ≥ 0.
In particular, for n = 2 and k = 1 we have that any completely monotonic function is
log-convex.
C.3 Absolutely monotonic functions
A function f(x) is absolutely monotonic in the interval a < x < b if it has nonnegative
derivatives of all orders in the region, i.e., f (k)(x) ≥ 0 for all x in the interval and
k = 0, 1, 2, . . . . Denote by AM(a, b) the set of all functions absolutely monotonic in the
interval a < x < b.
Theorem AM1. The set AM(a, b) forms a convex cone: (t1f1 + t2f2) ∈ AM(a, b) for
all nonnegative numbers s, t and all f1 ∈ AM and f2 ∈ AM(a, b).
The set AM is also closed under multiplication and point-wise convergence. That is
f1(x)f2(x) ∈ AM(a, b) and lim
n→∞ fn(x) ∈ AM(a, b),
where fn(x) ∈ AM(a, b) for all n ≥ 1 and their point-wise limit exists for any x > 0.
In particular the function X tan(X) is absolutely monotonic on [0, pi/2).
Widder (1941) [84] gives:
Theorem AM2. f ∈ AM and g ∈ CM then the composition f ◦ g ∈ CM.
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C.4 Miscellaneous topics
Further classes of functions, Stieltjes functions, Bernstein functions, etc., are treated
in [72].
Let CMI tbe the set of functions φ with domain and range (0,∞), with φ ∈ CM,
and for which the inverse φ−1 is also in CM. The set CMI is nonempty as f(α, z) = z−α
is in CM when α > 0 and f(1/2, f(2, z)) = z so f(1/2, ·) has as its inverse f(2, ·). The
question arises as to whether either of the functions φ1 or φ2 defined in §B.1 is in CMI.
Evidence that this might be the case is noted in §3.4. There are two questions related
to this.
(i) If the φ are in CMI how might this help with alternative proofs of Theorem 3?
(ii) Under what conditions is the inverse of a function f ∈ CM also in CM? And, do
our φ satisfy these conditions?
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