Abstract. A study of triangulations of cycles in the Cayley diagrams of finitely generated groups leads to a new geometric characterization of hyperbolic groups.
Introduction
During the past several years combinatorial group theory has received an infusion of ideas both from topology and from the theory of formal languages. The resulting interplay between groups, the geometry of their Cayley diagrams, and associated formal languages such as the language of all words defining the identity has led to several developments including the introduction of automatic groups [Eps] , hyperbolic groups [Gro] , and geometric and language-theoretic characterizations of finitely generated virtually free groups [MS1] [MS2] . A group is virtually free if it has a free subgroup of finite index and in particular if it is finite. In [MS1] (together with [Dun] ) virtually free groups are characterized as those groups for which a finite set of diagonals suffices to triangulate all cycles in the Cayley diagram. Our goal here is to investigate triangulations of cycles for arbitrary finitely generated groups.
¿From now on all groups under discussion are understood to be finitely generated and all sets of generators finite. G will be a group, S a set of generators closed under inverse, and Γ the corresponding Cayley diagram. A path γ of length n ≥ 1 in Γ is a sequence of group elements g 0 , . . . , g n with an edge of Γ from each g i−1 to g i . The label of γ is the product in order of the labels of its edges. If g n = g 0 , then γ is a cycle. A word in S represents the identity in G if and only if it is the label of a cycle. Finally ⌈x⌉ stands for the least integer not less than x, and log x is to the base 2. Definition 1. A diagonal triangulation of a circle in the plane is obtained by distinguishing one or more points on the circle and joining them by chords in such a way that (1) No two chords meet in the interior of the circle; (2) The interior of the circle is divided into triangles; (3) Each arc of the circle between two neighboring distinguished points is one side of a triangle. Circles with one, two, or three distinguished points are considered to be triangulated without adding any chords.
Definition 2. A diagonal triangulation of a cycle γ = g 0 . . . g n in Γ is a diagonal triangulation of a circle with points p 1 , . . . , p n distinguished and a corresponding labeling of these points, g 1 , . . . , g n , counterclockwise around the circle. For any chord C with endpoints p i , p j , a word of minimum length representing g −1 i g j is called a label of C in the direction from p i to p j . The label of the arc of the circle from p i to p j is defined to be the label of the corresponding subpath of γ. A triangulation of word w in S representing the identity in G is a triangulation of any cycle with label w. ¿From now on we will say simply triangulation instead of diagonal triangulation. A triangulation of γ makes the triangulated circle into a directed labeled graph in which arcs of the circle between adjacent distinguished points are directed counterclockwise, and each chord is construed as two associated edges, one in each direction. The label of any path in this directed graph from a point with label g to one with label g ′ is a word representing g −1 g ′ . Recall that every choice of generators S determines a metric on G with distance d(g, g ′ ) equal to the length of the shortest word in S which represents g −1 g ′ . This metric is extended to Γ by making each edge isometric to the unit interval.
Definition 3. The length of a chord in a triangulation of a cycle is the distance in G between the labels of its endpoints. A k-triangulation is one in which all chords have length at most k, and ∆(n) is the minimum value of k such that all cycles of length at most n can be k-triangulated. In particular ∆(n) = 0 for 1 ≤ n ≤ 3. To display the dependence of ∆(n) on the generators S write ∆ S (n). Now let us consider triangulations of cycles in Cayley diagrams of arbitrary finitely generated groups.
Theorem A. For any group G and set of generators of G, ∆(n) ≤ ⌈n/3⌉. If for all sufficiently large n, ∆(n) < ⌈n/3⌉, then G is finitely presented and satisfies an exponential isoperimetric inequality.
The meaning of the last assertion of Theorem A is that there is a constant c such that every word w (in the generators of G) of length n which defines the identity in G is freely equivalent to the product of at most c n conjugates of the defining relators and their inverses. If this condition holds for one presentation of G, then it holds for all although the value of c depends on the presentation. See [Ger] for details.
Theorem B. For any group G the following conditions are equivalent.
(1) For some set of generators and constant K, ∆(n) ≤ n/6 + K; (2) G is a hyperbolic group; (3) For any set of generators there are constants Q and R such that ∆(n) ≤ Q log(n) + R.
The proof of this theorem relies on the characterization of hyperbolic groups by subquadratic isoperimetric inequalities [Ol] , [Pa] . By hyperbolic groups we mean the word hyperbolic groups of Gromov [Gro] . G is hyperbolic if there is a constant δ such that every geodesic triangle in Γ (i.e., triangle whose sides are geodesic segments) has the property that each point on any one side is a distance at most δ from some point on one of the other two sides [GH, Proposition 21 of chapter 2]. The validity of this condition is independent of the choice of generators although the value of δ is not. Hyperbolic groups are finitely presented [Sa, Proposition 17] . Small cancellation groups satisfying the hypothesis C ′ (1/6) or the hypotheses C ′ (1/4) and T (4) are hyperbolic [Str] , but it is easy to see that Z × Z is not.
Theorem C. If G is hyperbolic, then either (1) G is virtually free, and for any set of generators ∆(n) is bounded; or (2) G is not virtually free, and for any set of generators there are constants
Our results show that roughly speaking ∆(n) is either linear, logarithmic, or bounded, and that the logarithmic case characterizes hyperbolic groups which are not virtually free.
Proof of Theorem A and Theorem B
Throughout this section w = a 1 . . . a n , n ≥ 1, will stand for a word in the generators of G representing the identity. For a fixed set of relators R, define α(w) to be the least integer such that w is freely equivalent to a product of α(w) conjugates of relators in R. If there is no such product, α(w) = ∞. For n ≥ 1 define β(n) = max 1≤|w|≤n α(w).
Proof of Theorem A. To prove the first assertion of Theorem A construct a triangulation of w by picking distinguished points p 1 , . . . , p n on a circle in the plane, labeling them with the group elements represented by the successive prefixes of w, and drawing chords (1) From p n to p i for all i with 2 ≤ i ≤ ⌈n/3⌉; and (2) From p ⌈n/3⌉ to p i for all i with ⌈n/3⌉ + 2 ≤ i ≤ 2⌈n/3⌉; and (3) From p 2⌈n/3⌉ to p i for all i with 2⌈n/3⌉ + 2 ≤ i ≤ n.
For the second part of Theorem A assume ∆(n) < ⌈n/3⌉ for all n ≥ N ≥ 4, and let R be the set of all relators of length at most N . We will show β(n) ≤ 2 n . Clearly β(n) ≤ 1 if n ≤ N ; we may assume n > N . By induction on n, β(n − 1) ≤ 2 n−1 , so we need only show α(w) ≤ 2 n . By hypothesis w has a triangulation with all chords of length less than ⌈n/3⌉. Because chord length is an integer, all chords have length less than n/3. Any chord C divides the circle into two arcs with labels w 3 w 1 and w 2 where w = w 1 w 2 w 3 . Choosing a label v for C in the appropriate direction, we see that w 1 vw 3 and w 2 v −1 are both words representing the identity in G. It follows that α(w) ≤ α(w 1 vw 3 ) + α(w 2 v −1 ). Since labels of chords have minimum length, |v| ≤ |w 1 w 3 | and |v| ≤ |w 2 |. If both these inequalities are strict, then by induction α(w) ≤ α(w 1 vw 3 ) + α(w 2 v −1 ) ≤ 2 n−1 + 2 n−1 ≤ 2 n . It remains to find a chord C which divides the circle into two arcs both longer than C. Since |w| > N ≥ 4, the triangulation does have chords. Any chord divides the circle into two arcs of length, say, d and e. Pick C with d as large as possible subject to d ≤ e. We claim d ≥ n/3. To see this observe that C is one side of a triangle T which has its third vertex on the arc of length e. This third vertex divides that arc into two shorter arcs of length d ′ and d ′′ with e = d ′ + d ′′ , and our claim will follow from d
Otherwise the corresponding side of T is not a subarc of the circle but a chord C ′ which divides the circle into arcs of length
all cases; and as d
′′ ≤ d by symmetry, our claim is valid. Since C has length less than n/3, it is the desired chord.
Proof of Theorem B. The proof that (3) implies (1) is straightforward and is omitted. Assume (1) holds; that is, ∆(n) ≤ n/6 + K. By [Ol] or [Pa] conclusion (2) holds once we know that G has a subquadratic isoperimetric inequality, i.e., lim n→∞ β(n)/n 2 = 0. Take N to be an integer larger than max{3, 1000K}. We will show that β(n) ≤ β(N )n 1.9 . If n ≤ N , there is nothing to prove, so assume n > N ; by induction on n it suffices to show α(w) ≤ β(N )n 1.9 . As in the proof of Theorem A find a chord C which divides the circle into two arcs of lengths e ≥ d ≥ n/3. Note that e = n − d ≤ 2n/3 and d ≤ n/2. Since C has length at most ∆(n), α(w) ≤ β(d+∆(n))+β(e+∆(n)) ≤ β(d + n/6 + K) + β(e + n/6 + K). Because d + n/6 + K ≤ e + n/6 + K ≤ 2n/3 + n/6 + K < n, induction on n yields
where (d/n + 1/6 + .001)
To complete the proof of Theorem B we will show that (2) implies (3) by proving that if G is hyperbolic, then ∆(n) ≤ C log(n) for some constant C. By assumption G is δ/4 hyperbolic for some δ (this odd choice of δ is made to correspond to the hypothesis of [CDP, Lemma 1.6 of Chapter 3], which will be employed later). Since it does no harm to increase δ, assume δ ≥ 1, and take C > 10δ.
Let γ = g 0 . . . g n be a cycle in Γ. As ∆(n) = 0 for n = 1, 2, 3, we may assume n ≥ 4. Choose distinguished points p 1 . . . , p n on a circle as in Definition 1, and give each p i the label g i as in Definition 2. Start constructing a triangulation by adding a chord from p n to p 2 . As this chord has length at most 2, we are done if n = 4. Otherwise it suffices to show that whenever a chord of length at most C log(n) has endpoints p i , p j with 3 ≤ j − i, then we can add a chord from p i to p j−1 or from p i+1 to p j or we can add chords from p i and p j to p k for some k with i + 2 ≤ k ≤ j − 2. In other words
Suppose (1) and (2) do not hold. Thus d(g i , g j ) > C log(n) − 1. Let γ ′ be a geodesic in Γ from g i to g j and consider a ball of radius r = (C/2) log(n) − 2 around the midpoint x of γ ′ . If the part of γ from g i to g j intersects the ball, then there is a vertex g k on γ with i ≤ k ≤ j and with g k a distance at most (C/2) log(n)+r+1 ≤ C log(n)−1 from each endpoint. Since d(g i , g j ) > C log(n)−1, we have i < k < j; and one of the conditions above must hold.
If γ does not intersect the ball, then by [CDP, Lemma 1.6 of Chapter 3], j − i ≥ δ(2 (r/δ)−1 − 2). As δ ≥ 1 and i ≥ 2, we have n ≥ j ≥ j − i + 2 ≥ 2 (r/δ)−1 = 2 C log(n)/2δ−2/δ−1 ≥ n C/2δ 2 −3 ≥ n 5 /8. But n > n 5 /8 is impossible as n ≥ 2.
Proof of Theorem C
Lemma 3.1. If S and S ′ are generating sets for G, there is a constant K such that ∆ S (n) ≤ K∆ S ′ (Kn) + K.
Proof. First note that given a triangulation of the circle in the sense of Definition 1, with distinguished points p 1 . . . p n , n > 3, we can generate a new triangulation with n − 1 distinguished points by allowing a point p i to move counterclockwise on the circle until it becomes identified with p i+1 . Here i + 1, i − 1 etc. are understood modulo n. Let p j be the third vertex of the triangle whose other two vertices are p i , p i+1 .
(1) If j / ∈ {i + 2, i − 1}, then the chord p i p j is identified with the chord p i+1 p j , and the triangle p i p i+1 p j disappears. All other triangles with p i as a vertex have that vertex replaced by p i+1 . (2) If j = i + 2, then the chord p i p i+2 is identified with the edge p i+1 p i+2 , and the triangle p i p i+1 p i+2 disappears. All other triangles with p i as a vertex have that vertex replaced by p i+1 . (3) If j = i − 1, then the original triangulation has the triangle p i−1 p i p i+1 ; and the new triangulation is obtained by removing the chord p i−1 p i+1 . Now choose K 1 so that each generator in S can be expressed as a word of length at most K 1 in S ′ and vice-versa. Let Γ and Γ ′ be the Cayley diagrams of G with respect to S and S ′ respectively, and take d and d ′ be the corresponding metrics.
. Suppose γ = g 0 . . . g n is a cycle of length n in Γ. If n ≤ 3, then there is nothing to prove as ∆ S (n) = 0. Thus we may assume n > 3. Since
can be expanded to a cycle γ ′ of length K 1 n or less in Γ ′ by interpolating at most K 1 − 1 additional vertices between each g i−1 and g i .
Consider a ∆ S ′ (K 1 n)-triangulation of γ ′ with distinguished points p 1 . . . p n corresponding to the original cycle γ and additional points q i,1 . . . q i,j(i) , j(i) < K 1 , corresponding to the additional vertices between g i and g i+1 . Modify this triangulation as above so that the points q i,j are all identified with p i+1 to obtain a triangulation with distinguished points p 1 , . . . , p n . As each point q i,j moves a distance at most K 1 on the circle, each chord lengthens by at most 2K 1 in the metric
1 -triangulation of γ with respect to d. Lemma 3.2. Suppose G is a free product of H and K with finite subgroups of H and K amalgamated or G is an HNN extension with base H and two finite subgroups of H associated. There is a set of generators for H which extends to a set of generators for G in such a way that the subgroup H is isometrically embedded in G with respect to the corresponding metrics d H , d G .
Proof. We treat the free product case first. Choose a set of generators S H for H which includes every element of its amalgamated subgroup (and is closed under inverse). Choose S K likewise for K. S G = S H ∪ S K is a set of generators for
To prove the reverse inequality suppose u and w are words of minimum length in S H and S G respectively both representing h = h −1 1 h 2 . The word w factors uniquely as w = w 1 . . . w n in such a way that w i and w i+1 are words in different alphabets from {S H , S K }. Among all words of minimum length representing h we choose w with n minimum. It suffices to show that (3.1) |u| ≤ |w|.
If n > 1, then no subword w i represents an element of an amalgamated subgroup. Otherwise w i could be replaced by a single generator from the other alphabet to obtain a new word which represented the same element of h, was no longer than w, and whose factorization as a product of words in different alphabets had fewer than n terms. The word u −1 w 1 . . . w n represents the identity, and the first term of its factorization into a product of words from different alphabets is either u −1 or u −1 w 1 depending on whether w 1 is a word in S K or S H . By the normal form theorem for free products with amalgamation [LS, Chapter 4] one of the terms in the factorization must represent an element of an amalgamated subgroup, and the only possibility is u −1 or u −1 w 1 respectively. In the first case |u| ≤ 1 because it represents a word in the amalgamated subgroup of H, and (3.1) follows directly. Likewise in the second case the group element represented by u −1 w 1 is also represented by a word of length at most 1 whence |u| ≤ |w 1 | + 1. Consequently (3.1) holds unless w = w 1 ; but then as w 1 is a word in S H , (3.1) holds by choice of u.
The HNN case is similar to the free product case. Suppose that is G an HNN extension with base H and stable letter t and that A and B are the associated subgroups of H with t −1 At = B. Choose generators S H for H with A∪B ⊂ S H , and let S G = S H ∪ {t, t −1 }. It suffices to prove (3.1) when u and w are chosen as before. More precisely any word w in S G factors uniquely as w = w 0 t ǫ1 . . . t ǫn w n where ǫ i = ±1, the w i 's are words (possibly empty words) in S H ; and w is chosen with n minimum among words of minimum length representing h. It is straightforward to check that this factorization does not include any subsequences of the form t −1 w i t with w i representing an element of A or tw i t −1 with w i representing an element of B. Applying Britton's Lemma [LS, Chapter 4] to (u −1 w 0 )t ǫ1 . . . t ǫn w n , we conclude that n = 0 whence |u| ≤ |w 0 | = |w| by choice of u.
Proof of Theorem C. If G is virtually free, then conclusion (1) holds by [MS1] ; the upper bound of (2)) comes from Theorem B. Thus it suffices to show
when G is hyperbolic but not virtually free. First we show that although the constants M and P may change from one generating set to another, the validity of (3.2) is independent of the choice of generators for G. Suppose that (3.2) holds for a set of generators S. If S ′ is another set, then M log n + P ≤ ∆ S (n) ≤ K∆ S ′ (Kn) + K by Lemma 3.1. We claim M ′ log m + P ′ ≤ ∆ S ′ (m) for some constants M ′ , P ′ . If this inequality holds for all but finitely many m, then with a change of P ′ it holds for all m. Thus we may assume m ≥ 2K and choose n ≥ 2 so that nK ≤ m < (n + 1)K. We obtain m ≤ Kn + K and M log n + P ≤ K∆ S ′ (Kn) + K ≤ K∆ S ′ (m) + K. The desired inequality follows in a straightforward way.
By the preceding argument it suffices to show that (3.2) holds for one set of generators. Since hyperbolic groups are finitely presented, we may use induction on the accessibility length of G [Dun] . The accessibility length of G is the length of the longest series G = G 0 ⊃ G 1 ⊃ . . . ⊃ G n such that each G i has a decomposition as a nontrivial free product with amalgamation or as an HNN extension where one of the factors or the base is G i+1 and the amalgamated or associated subgroups are finite. A free product with amalgamation is nontrivial if the amalgamated subgroups are both proper. As G is not virtually free, the results of [Sta] imply that the number of ends of G is either 1 or ∞, and in the latter case G has a decomposition of the type mentioned.
Suppose G is a nontrivial free product G = H * F K with F finite. Choose the generators of Lemma 3.2. It is an immediate consequence of that lemma that H and K are hyperbolic. If H and K are virtually free, then by [Gre] or [KPS] so is G. Thus we may assume H is not virtually free. As H has shorter accessibility length than G, the induction assumption yields ∆ H (n) ≥ M log n + P , and ∆ G (n) ≥ M log n + P follows from Lemma 3.2. Likewise if G is an HNN extension with base H and finite associated subgroups, then as before H is hyperbolic but not virtually free by [Gre] or [KPS] . The induction hypothesis yields ∆ H (n) ≥ M log n + P , and the desired inequality follows.
It remains to deal with the case in which G has one end. Let Γ be the Cayley diagram of G with respect to some set of generators S, and let d be the corresponding word metric. Since G is hyperbolic, geodesic triangles in Γ are δ-thin for some δ [GH, Definition 16] . The meaning of δ-thin is that there is a map from the perimeter of the triangle to three lines in the Euclidean plane with a common endpoint such that (1) The vertices of the triangle are mapped onto the other endpoints of the lines; (2) The restriction of f to each side of the triangle is an isometry; (3) Points with the same image under f are a distance at most δ apart.
Since increasing δ does no harm, take δ to be a positive integer. Pick a geodesic segment γ in Γ of length 2n with ends g, g ′ and midpoint 1. As G has one end, there is a path γ
We will find a new path γ ′′ from g to g ′ . For each i, 1 < i < N , pick a geodesic segment from 1 to g i . Let h i be the vertex on this segment with d(1, h i ) = n and γ i the subsegment from 1 to h i . Define h 1 = g 1 and h N = g N and take γ 1 and γ N be the subsegments of γ from 1 to g 1 and g N respectively. For each i, 1 ≤ i < N , consider the geodesic triangle with vertices 1, g i , g i+1 , and whose edges are the geodesic segments from 1 to g i and g i+1 previously chosen together with the edge in γ from g i to g i+1 . As this triangle is δ-thin and the side opposite vertex 1 has length 1, it follows in a straightforward way that d(h i , h i+1 ) ≤ 2δ + 1. Construct a path from h 1 to h N by joining each h i to h i+1 with a geodesic segment of length at most 2δ + 1. Clearly the distance from 1 to any point on this path is at least n − (2δ + 1). As the labels of the γ i 's are words of length n in S, there are at most |S| n distinct γ i 's and hence at most that many distinct h i 's. Thus by deleting loops from the path just constructed, we obtain a path γ ′′ from h 1 to h N of length at most (2δ + 1)|S| n . Further the distance from 1 to any point on γ ′′ is at least n − (2δ + 1).
Consider any triangulation of the cycle formed by γ and γ ′′ . This cycle has length at most (3.3) L(n) = 2n + (2δ + 1)|S| n By [MS, Lemma 5] any diagonal triangulation has the property that if the circle is divided into three arcs each beginning and ending at distinguished points, then there is a triangle with vertices on each arc. Thus there is a triangle with vertex h on γ ′′ , and vertices on γ 1 and γ N . It follows that d(1, h) is at most equal to the sum of the lengths of two sides of this triangle whence n − 2δ − 1 ≤ d(h, 1) ≤ 2∆(L(n)).
Pick any m ≥ 2 + (2δ + 1)|S| and choose n with L(n) ≤ m ≤ L(n + 1). From the preceding paragraph n/2 − δ − 1/2 ≤ ∆(L(n)) ≤ ∆(m). On the other hand as m ≤ L(n + 1), (3.3) yields M log m + P ≤ n/2 − δ − 1/2 ≤ ∆(m) for some constants M, P .
