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Abstract Deciding which predictors to use plays an
integral role in deriving statistical models in a wide
range of applications. Motivated by the challenges of
predicting events across a telecommunications network,
we propose a semi-automated, joint model-fitting and
predictor selection procedure for linear regression mod-
els. Our approach can model and account for serial cor-
relation in the regression residuals, produces sparse and
interpretable models and can be used to jointly select
models for a group of related responses. This is achieved
through fitting linear models under constraints on the
number of non-zero coefficients using a generalisation
of a recently developed Mixed Integer Quadratic Op-
timisation approach. The resultant models from our
approach achieve better predictive performance on the
motivating telecommunications data than methods cur-
rently used by industry.
Keywords best subset selection; linear regression;
mixed integer quadratic optimisation; multivariate
response model.
1 Introduction
The use of statistical models to drive business efficiency
is becoming increasingly widespread (Proost and Fawcett,
2013). Consequently, organisations are recording more
and more data for subsequent analysis (see Katal et al
(2013) or Jordan and Mitchel (2015) for a review of
current modelling challenges in this area). As a result,
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traditional (manual) approaches for building statisti-
cal models are often infeasible for the ever-increasing
volumes of data. Automating these approaches is thus
necessary, and will allow principled statistical methods
to continue being at the forefront of business practice.
The work in this article is motivated by modelling
challenges faced by an industrial collaborator. The data
we consider consists of daily event observations from
multiple locations within a telecommunications network.
The task of interest is to develop models for how the
rates of these events depend on a range of external fac-
tors so as to better understand the physical relationship
between the network and external influences. The num-
ber of such predictors of events considered for a model
in this setting can be in the tens or hundreds, and of-
ten it is natural to choose candidates within groups
of predictors. Whilst historically practitioners have fit-
ted such models by hand, this is costly. The statistical
challenge in this context is therefore to fit sparse and
interpretable models for the responses, whilst account-
ing for the serial correlation in the data and ensuring we
borrow information across the response variables. This
modelling task needs to be accomplished with minimal
human input.
A body of work in the statistical literature is de-
voted to predictor selection in univariate response mod-
els, see for example, Hocking (1976); Tibshirani (1996);
Zou and Hastie (2005); Bertsimas et al (2016) and Hastie
and Tibshirani (2017) and the references therein. Hastie
et al (2008) provide an accessible review of many of
these methods. In the multiple response setting, Breiman
and Friedman (1997) and Srivastava and Solanky (2003)
have shown that simultaneous model estimation has ad-
vantages over individual modelling procedures. Turlach
et al (2005), Similia and Tikka (2007) and Simon et al
(2013) consider selecting variables for the multi-response
models used by Breiman and Friedman (1997) and Sri-
vastava and Solanky (2003).
In our setting, due to the grouped nature and large
number of potential predictors, it is natural to con-
sider combinatorial approaches to predictor selection.
To this end, in this article we propose a multivariate re-
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sponse implementation of the so-called best subset prob-
lem (Miller, 2002), and perform predictor selection via
a generalisation of the Mixed Integer Quadratic Opti-
misation (MIQO) model approach of Bertsimas et al
(2016). To the best of our knowledge, addressing the
task of simultaneous predictor selection for multiple
separate linear regression models via a MIQO formu-
lation has not been considered in the literature.
Our approach is to fit the same model form for each
response variable, but allow for the coefficients asso-
ciated with a particular predictor to vary across each
model. We expand the scope of the original MIQO for-
mulation to automatically fit such a model in the pres-
ence of a known serial correlation structure for the time
series of responses by considering more general regres-
sion seasonal autoregressive integrated moving average
(Reg-SARIMA) models, and propose an iterative pro-
cedure that alternates between learning the serial cor-
relation structure and fitting the model. We find that a
more accurate specification of the model for the regres-
sion residuals can lead to a significant reduction in the
variance of the predictor selection routine. Using the
generalised least squares objective (Rao and Touten-
burg, 1999) we can improve inference and predictor se-
lection accuracy.
To improve model sparsity, our approach can also
shrink the coefficients associated with a particular pre-
dictor to a common value if desired. The model fitting
can be performed under constraints that avoid includ-
ing highly correlated predictors, which increases the in-
terpretability of the final models. Hence with our pro-
posed semi-automated procedure, we reduce the human
input by modelling characteristics of the response vari-
ables, instead of determining subjective pre-processing
steps to remove this variation. The only user input
needed is through choosing an appropriate set of ini-
tial predictors and potential non-linear transformations
of these variables. Here, we estimate the serial correla-
tion by pre-specifying a suitable list of time series mod-
els, although iterative approaches adopted by Hyndman
and Khandakar (2008) could be incorporated very eas-
ily. Our implementation is computationally feasible for
hundreds of predictors and multiple response variables.
This article is structured as follows. In Section 2 we
review pertinent literature for predictor selection and
propose how to use the formulations of Bertsimas and
King (2016) to develop an automated modelling pro-
cedure. In Section 3 we introduce our multi-response
MIQO formulation and extensions that can improve
the performance of the models. In particular, Section
3.2 outlines our two-step procedure which can perform
predictor selection whilst accounting for serial correla-
tion in the data. Section 4 highlights the advantages of
our approach over standard methods in the literature
through a simulation study. We apply our approach to
a motivating data application in Section 5 before con-
cluding the article in Section 6.
2 Problem statement and existing approaches
In this section we first review the standard linear regres-
sion model and existing methods for choosing suitable
predictors. We then outline how we propose to auto-
mate modelling for one response variable and show how
expert opinion can be incorporated into the model.
The linear regression model is able to describe the
relationship between a response variable, Y and depen-
dent variables, X1, . . . , XP as follows:
Y =
P∑
p=1
Xpβp + η, (1)
where η is assumed to be normally distributed, η ∼
N(0, σ2η). If the set of predictors X := {X1, . . . , XP }
is known, the coefficients β = [β1, . . . , βP ] can be esti-
mated with the standard ordinary least squares (OLS)
estimate
βˆOLS = arg min
β

T∑
t=1
(
yt −
P∑
p=1
Xt,pβp
)2 . (2)
When P is large and X contains redundant predictors,
OLS estimates can be unsatisfactory. Prediction accu-
racy can be improved by shrinking or setting some of
the coefficients to zero (Hastie et al, 2008). Setting co-
efficients to zero removes the corresponding predictors
from (1), leading to simpler, more interpretable mod-
els. Throughout this article we refer to the number of
non-zero coefficients in the model as the model sparsity,
which we denote by k.
The regression model above assumes a linear rela-
tionship between predictors and a response variable but
this may not be suitable (Rawlings et al, 1998). For in-
stance, in our motivating example some telecommuni-
cation events are caused by long periods of heavy rain-
fall, causing underground cables to flood. Exponential
smoothing can be applied to daily precipitation mea-
surements to provide a surrogate predictor for ground
water levels. This introduces the question of how best to
choose the smoothing parameter. One option is to ob-
tain such surrogate predictors for a grid of smoothing
parameters; this both substantially increases the num-
ber of potential predictors to choose from, and can lead
to highly correlated predictors. We note here that in
other contexts, different transformed variables could be
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appropriate, for example models which include lagged
predictors.
In this article, we focus on subset selection methods
that attempt to choose the set of k predictors that give
the smallest value of the residual sum of squares (2). A
number of classical subset methods are described in de-
tail by Hocking (1976). The forward-stepwise routine is
the current algorithm of choice for selecting predictors
by our industrial collaborator. This algorithm is usually
initialised with an intercept term (the null model), and
iteratively adds the predictor which most improves the
least squares objective. This gives a fitted model with
k predictors, for some k ∈ {1, . . . , P}. However, for any
k ≥ 2 the model produced by stepwise methods is not
guaranteed to be the best model with k predictors in
terms of minimising the least squares objective. Despite
the resultant sub-optimal models and issues raised by
many authors, e.g. Beale (1970); Mantel (1970); Hock-
ing (1976); Berk (1978), fast and easy implementation
of these algorithms may explain why they remain pop-
ular.
Finding the model with sparsity k which minimises
the least squares objective is known as the best sub-
set problem (Miller, 2002). This optimisation problem
is non-convex, and can be computationally challenging
to solve when we have many predictors available. How-
ever, Bertsimas et al (2016) show that by appropriately
formulating the problem and using recent developments
in optimisation algorithms it is possible to perform best
subset selection with hundreds of potential predictors
and thousands of observations. Bertsimas et al (2016)
also show that best subset selection tends to produce
sparser and more interpretable models than more com-
putationally efficient procedures such as the LASSO
(Tibshirani, 1996).
2.1 Automated predictor selection procedure
Automated model selection procedures limit an ana-
lyst’s control over the output. Consequently, we do not
seek a fully automated approach, but one that can pro-
duce sensible outputs with minimal user input for po-
tentially hundreds of predictors. We thus propose a
semi-automated procedure where an analyst supplies a
suitable set of predictors, with which we use best subset
selection to automatically choose the best model using
this set.
We formulate the problem of choosing the best model
as a Mixed Integer Quadratic Optimisation (MIQO) as
suggested by Bertsimas et al (2016). The MIQO formu-
lation with sparsity k solves the minimisation
min
β,z
T∑
t=1
(
yt −
P∑
p=1
Xt,pβp
)2
subject to (3a)
(1− zp, βp) ∈ SOS − 1, p = 1, . . . , P, (3b)
P∑
p=1
zp ≤ k, (3c)
s.t. zp ∈ {0, 1}, βp ∈ R, p = 1, . . . , P. (3d)
The binary variable zp takes the value 1 if predictor
Xp is used in the model and zero otherwise. Special or-
dered set constraints (3b) allow only one of 1 − zp, or
βp, to be non-zero. Constraint (3c) controls the sparsity
of the models by restricting the maximum number of
predictors to k. The value k can be chosen with model
selection criteria such as the AIC (Akaike, 1973) or BIC
(Schwarz, 1978). Alternatively, cross-validation meth-
ods can be used (see e.g. Stone (1974)). The MIQO opti-
misation problems can be solved efficiently with modern
optimisation solvers such as Gurobi (Gurobi Optimiza-
tion, 2019). Good feasible solutions can be obtained for
models with sparsity k + 1 using the optimal solution
with sparsity k. By modifying the right-hand side of
constraint (3c) Gurobi can automatically use the pre-
vious optimal solution to ‘warmstart’ the solver.
Treatment of correlated predictors. Similar to Bertsi-
mas and King (2016), we can easily have additional
constraints to the MIQO formulation, for example, to
avoid including highly correlated predictors within our
model. Specifically, we can add the constraint
zp+zs ≤ 1, ∀ (p, s) ∈ HC := {(p, s) : Cor(Xp, Xs) > ρ}.
(4)
Constraint (4) allows at most one of zp or zs into the
model for all pairs of highly correlated variables, spec-
ified by the set HC. Here, ρ can be seen as the maxi-
mum pairwise correlation between predictors that will
be permitted to enter a model.
Incorporating expert knowledge. In many settings, ex-
pert knowledge may suggest predictors that must be
present in the model. For example, it may be suitable
to account for known outliers or other known external
influences. Let the set J denote the indices of predic-
tors that must be present in the model. This can be
enforced by adding the constraint
zp = 1, ∀ p ∈ J .
Expert knowledge may also suggest how the predictors
should effect the response variables. For example, some
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predictors may be known to have a positive effect on the
response variables (see e.g. Section 5). We propose to
include this expert knowledge as follows. Let the sets P
and N denote the sets of predictor indices that should
have positive and negative effects on the response vari-
ables respectively. Then the constraints
βp ≥ 0 ∀p ∈ P, and βp ≤ 0 ∀p ∈ N ,
ensure that the coefficients take the correct sign ac-
cording to expert opinion, or the corresponding predic-
tors are excluded from the models. As well as aiding
context-specific interpretability of the models, an addi-
tional advantage of enforcing sign constraints is that we
have observed that it speeds up the optimisation.
Including transformations of predictors. In Section 1
we discussed the need to determine the best parameter
for a set of non-linear transformations of a predictor.
To ensure the best parameters are found in terms of
minimising the least squares objective, we can use the
following constraints. Let Ti denote the set of predictors
obtained by applying a non-linear transformation to a
predictor over a grid of values. Then the constraints∑
p∈Ti
zp ≤ 1, for T1, . . . , TI , (5)
will ensure at most one of the predictors from each
group Ti will appear in the model.
Ensuring model sparsity. In our motivating application,
as well as many other contexts, sparse models are de-
sired to illustrate the strongest effects of a few predic-
tors. Hence for computational reasons we suggest set-
ting a maximum model sparsity kmax. The choice of
kmax could be somewhat arbitrary. However, in our for-
mulation the value kmax can be determined automati-
cally by using constraints of the form (4) and (5). These
constraints suggests that there exists a maximum level
of model sparsity where at least one constraint (4) or
(5) will be violated if an additional predictor is included
into the model. State-of-the-art optimisation solvers,
such as Gurobi (Gurobi Optimization, 2019) will in-
form the user if an optimisation formulation is infeasi-
ble. We propose modifying the sparsity constraint (3c)
as follows:
P∑
p=1
zp = k.
If k > kmax, a feasible solution to the modified best
subset problem does not exist and the solver will in-
form the user of an infeasible optimisation model; larger
predictor subsets can hence be discounted. In practice,
an additional choice to reduce computation is to set a
maximum runtime of the solver, as suggested by Bert-
simas et al (2016). Often this finds the optimal solution
quickly, but may take hours to provide the certificate
of optimality.
3 Simultaneous predictor selection for systems
of linear regression models
Interpretability and consistency of models is important
in industry. If a model is difficult to interpret then it is
of limited use for practitioners trying to understand the
dynamics of the system of interest. When models con-
tradict expert opinion or take very different forms for
a number of related response variables, the reliability
of the models may be questioned. We now describe our
proposed extension to the best subset formulation (3)
to simultaneously select predictors and obtain models
for multiple related response variables to ensure consis-
tency in the selected predictors for each response vari-
able.
3.1 MIQO formulation for multiple response variables
Consider estimating regression models for M response
variables, where we assume that these response vari-
ables are suitable for joint analysis. We write the system
of models as
Y1 =
P∑
p=1
X1,pβ1,p + η1,
...
...
YM =
P∑
p=1
XM,pβM,p + ηM ,
(6)
where ηm ∼ N(0, σ2m), and βm,p ∈ R for p = 1, . . . , P ,
m = 1, . . . ,M .
Here, we assume that each response variable has a
unique realisation of the P predictor variables. For ex-
ample, suppose predictor X1 corresponds to precipita-
tion, then predictor Xm,1 corresponds to the precipita-
tion for response Ym. Let Sm denote the set of selected
predictors for response m. The current procedure used
by our industrial collaborator often produces models
where Sm1 6= Sm2 , contrary to expert opinion. This
motivates the following formulation, which we call the
Simultaneous Best Subset (SBS) problem:
min
β
M∑
m=1
T∑
t=1
(
ym,t −
P∑
p=1
Xm,t,pβm,p
)2
, (7)
Semi-automated simultaneous predictor selection for Regression-SARIMA models 5
subject to
M⋃
m=1
Sm ≤ k.
The union
⋃M
m=1 Sm gives the selected predictors across
all models: if all models contain the same predictors,
then each model may have up to k predictors present.
As well as consistency in predictor selection, some
similarity in the coefficients β1,p, . . . , βM,p may be ex-
pected in considering multiple response variables. We
can penalise for large dissimilarities in the coefficients
by introducing dummy variables β¯1, . . . , β¯P and adding
the following penalty to the objective appearing in (7):
P(β) = λ
M∑
m=1
P∑
p=1
(β¯p − βm,p)2. (8)
The tuning parameter λ must be determined. For large
λ the penalty (8) will dominate the objective and force
the solver to encourage β1,p, . . . , βM,p close to β¯p, for
p = 1, . . . , P . In practice, a suitable range of λ must
be chosen. In what follows, we use a sequence of λ val-
ues equally spaced on the log scale between 0 and 2gk,
where gk is the value of the objective of the solution to
the SBS problem (7) with sparsity k. We have observed
that coefficients become more stable for large values of
λ, and that the coefficients β1,p, . . . , βM,p become suffi-
ciently close to β¯p for p = 1, . . . , P when λ = 2gk.
The number of binary variables in the optimisation
model need not increase when simultaneously estimat-
ing multiple regression models – the number stays at P ,
the number of predictor variables. However, the num-
ber of constraints in the optimisation must be increased
to ensure a feasible solution of (7) is obtained. To this
end, we use the SOS − 1 constraints
(1− zp, βm,p) ∈ SOS − 1, (9)
for p = 1, . . . , P,m = 1, . . . ,M . These constraints, along
with the sparsity constraint (3c), ensure that no more
than k predictors are present across each of the M re-
gression models.
Analogous to Section 2.1, to prevent pairs of highly
correlated predictors we define the set of highly cor-
related predictors HC in this setting as pairs (p, s) ∈
{1, . . . , P} × {1, . . . , P} such that M∑
m=1
∑
p 6=s
1cor(Xm,p,Xm,s)>ρ
 > 0.
By using the constraints of the form (4), we prevent any
model in the system (6) containing pairs of predictors
with correlation that exceeds ρ.
3.2 Extension to serially correlated data
Fitting linear regression models to time-ordered data
often produces models where the observed residuals ap-
pear serially correlated (Brockwell and Davis, 2002). To
remedy this issue, in this section we propose a two-step
algorithm, similar in spirit to that of Cochrane and Or-
cutt (1949) that implements a predictor selection step
to a generalised least squares (GLS) transform of the
data. In what follows, we give an example of the GLS
transform, before describing how we incorporate pre-
dictor selection.
Suppose we have a response variable Y and predic-
tors X1, . . . , XP , and suppose the true model for the
relationship between the response and predictors is
Yt =
P∑
p=1
Xt,pβP + ηt where (10a)
ηt = φηt−1 + et. (10b)
In this setting, the regression residuals ηt are seri-
ally correlated. Ignoring serial correlation in observed
residuals not only mis-specifies the model but ignores
potentially valuable information. Minimising the least
squares objective (2) no longer gives the most efficient
estimator for the regression coefficients (Rao and Touten-
burg, 1999). Providing (10b) is stationary (see Brock-
well and Davis, 2002) we can write (10) as a regression
model with residuals that are not serially correlated via
Yt
1− φL =
P∑
p=1
Xt,p
1− φLβp + et, (11)
where L denotes the backward-shift operator such that
Lηt = ηt−1. The linear filter can be applied to the re-
sponse and predictor variables to obtain transforma-
tions of the original variables. In other words, the orig-
inal variables can be written Y˜t =
Yt
1−φL and X˜t,p =
Xt,p
1−φL . We show empirically in Section 4.2 that predic-
tor selection accuracy can be improved by transforming
the response and predictor variables appropriately.
In general, neither the predictor variables present
in the model or the serial correlation structure of the
regression residuals are known. We assume a general re-
gression seasonal autoregressive integrated moving av-
erage (Reg-SARIMA) model of the form
Ym,t =
P∑
p=1
Xm,p,tβm,p + ηm,t, (12a)
where
ηm,t =
θm(L)Θm(L
s)
∇dm∇Dms φm(L)Φm(Ls)
m,t, (12b)
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and propose the following two-step algorithm to deter-
mine the best predictors and autocorrelation structure
of the regression residuals. First we seek suitable pre-
dictors for the model. We fix the sparsity k and use the
data (Y1, X1,1, . . . , X1,P ), . . . , (YM , XM,1, . . . , XM,P ) to
determine a suitable set of predictors by solving the
SBS problem. Given initial estimates of the coefficients
βˆk,01,1 , . . . , βˆ
k,0
M,P , we then obtain the observed residuals
for each model
ηˆk,0m,t = ym,t −
P∑
p=1
Xm,p,tβˆ
k,0
m,p.
We need to estimate the serial correlation structure
of the regression residuals. Given a list L of suitable
SARIMA models, these models can be fit to the ob-
served regression residuals ηˆk,0m,t for m = 1, . . . ,M and
the best SARIMA model identified for each m, for ex-
ample, based on an appropriate information criterion.
We require the transformed data
∇dˆm∇Dˆms φˆm(L)Φˆm(Ls)
θˆm(L)Θˆm(Ls)
Ym,t = Y˜m,t and (13)
∇dˆm∇Dˆms φˆm(L)Φˆm(Ls)
θˆm(L)Θˆm(Ls)
Xm,p,t = X˜m,p,t, (14)
for m = 1, . . . ,M.
Consider fitting the SARIMA model (12b) to obtain
the observed model errors ˆm,t,
ηˆm,t
∇dˆm∇Dˆms φˆm(L)Φˆm(Ls)
θˆm(L)Θˆm(Ls)
= ˆm,t.
This process can be applied to (13) and (14) to obtain
Y˜m,t and X˜m,p,t for m = 1 . . . ,M and p = 1, . . . , P .
Lastly, the predictors can be re-selected by solving the
SBS problem again with the filtered data, Y˜m,t and
X˜m,p,t. This procedure can be iterated until conver-
gence in the regression estimates, selected predictors,
and the models for serial correlation. If the procedure
does not converge quickly an upper limit to the num-
ber of iterations can also be considered. However, we
have observed that convergence often occurs after two
iterations. The pseudo-code for our two-step procedure,
Two-stage Simultaneous Predictor Selection (SPS2) is
shown in given in Algorithm 1.
4 Performance on simulated data
In this section we investigate the properties of our si-
multaneous predictor selection approach. In particu-
lar, we perform a number of simulations investigating
how our SBS model compares to applying the standard
best subset approach to estimate each linear regression
Result:
Input: Y ,X and L ;
for k in {1, . . . , P} do
Apply SBS to
(Y1, X1,1, . . . , X1,P ), . . . , (YM , XM,1, . . . , XM,P );
Obtain βˆk,1
for (p, d, q)(P,D,Q, s) in L do
for m in {1, . . . ,M} do
Fit SARIMA(p, d, q)(P,D,Q, s) to ηˆk,1m
Select best (p, d, q)(P,D,Q, s) giving
φˆk,1m , Φˆ
k,1
m , θˆ
k,1
m , Θˆ
k,1
m
end
end
Filter Y ,X giving Y˜ k,1, X˜k,1
for it in {1, . . . ,maxiter} do
Apply SBS to Y˜ k,it−1, X˜k,it−1;
Obtain βˆk,it−1
for (p, d, q)(P,D,Q, s) in L do
for m in {1, . . . ,M} do
Fit SARIMA(p, d, q)(P,D,Q, s) to
ηˆk,it−1m
Select best (p, d, q)(P,D,Q, s) giving
φˆk,it−1m , Φˆk,it−1m , θˆk,it−1m , Θˆk,it−1m
end
end
if converged then
Return
end
end
end
Alg. 1: Pseudo-code for the two-step subset selection
algorithm (SPS2) allowing for serial correlation.
model separately. We compare our simultaneous esti-
mation procedure to the LASSO (Tibshirani, 1996) and
elastic net (Zou and Hastie, 2005). We also compare
our approach to an alternative simultaneous estima-
tion procedure: we modify the Simultaneous Variable
Selection approach of Turlach et al (2005) to estimate
the system of linear models (6). We call this approach
SVS-m, the modified SVS approach; further algorithmic
details of this procedure can be found in Appendix A.
We generate data from Model (6) where we fix the
regression coefficients as
βm,p =

0.3, for p = 17,
1, for p = 18,
0.6, for p = 19,
0, otherwise,
for all m.
The predictors and residuals are simulated as fol-
lows:
Xm,t ∼ MVN35(0,Σx), ηm,t ∼ N(0, σ2η), (15)
where Σx := (Σx)i,j = ρ
|i−j|.
The particular values of the residual variance, σ2η
and predictor correlation, ρ will be clarified in each
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simulation. When the correlation between predictors is
large, the predictors X17, X18, and X19 become hard to
distinguish and hence accurately selecting the correct
generating predictors is challenging. We use P = 35
predictor variables as provably optimal solutions can
be obtained within seconds for sparse models (see Ap-
pendix B).
In the simulations that follow we solve the SBS
problem with M = 1, 5, 10, 20, 35, increasing the num-
ber of regression models used for simultaneous predic-
tor selection and coefficient estimation. Note that M =
1 corresponds to the best subset approach of Miller
(2002). In a simulation of size N , we record the number
of times each application of the SBS approach recovers
the true subset by applying the SBS approach with the
sparsity set to the true value, k = 3. We also record the
mean squared error of the regression coefficients given
by
MSE(β) =
1
MP
M∑
m=1
P∑
p=1
(
βm,p − βˆm,p
)2
,
where βˆm,p is the estimate of βm,p. This measure will
penalise large deviations from the true coefficients and
take account of potential variation as we change the
value of M . Unless specified otherwise, we do not apply
shrinkage as we wish to demonstrate the gains from
simultaneous selection only.
4.1 Evaluation of simultaneous predictor selection
4.1.1 Effect of correlated predictors
We start by investigating how predictor correlation af-
fects selection accuracy for the best subset method, and
how this improves for simultaneous predictor selection
as the number of jointly-estimated models increases. We
generate N = 1000 synthetic datasets using the speci-
fication (15) and fix σ2η = 1.
Figure 1a shows the selection accuracy for simulta-
neous subset selection with differing values of M . We
see that for the best subset method (M = 1), the ac-
curacy deteriorates rapidly as the predictor correlation,
ρ, exceeds 0.5. However, simultaneous predictor selec-
tion increases the correlation threshold at which selec-
tion accuracy deteriorates to 0.87 with just five models.
Consequently, the mean squared error in coefficient es-
timates decreases, as can be seen from Figure 1b. Selec-
tion accuracy is seen to improve further with a greater
number of models estimated simultaneously.
We also investigate the performance of SBS with in-
creasing residual variance, σ2η for differing values of M
and data length, T ; as one might expect, with increas-
ing residual variance it is much harder to recover the
true predictors. For reasons of brevity, these results are
deferred to Appendix B.
4.1.2 Simultaneous shrinkage
The coefficients obtained from minimising the least squares
objective with highly correlated predictors can suffer
from high variance. As such, the variation in selected
predictors for the best subset method is also high, as
shown in Section 3.1, mirroring the observations by
Hastie et al (2008). To investigate the effect of shrink-
ing coefficients for each predictor towards a common
value, we fix M = 5 and simulate T = 750 observations
for each response variable and their associated predic-
tors from the model (15). We split the data randomly
into two sets, using 500 observations for each response
variable as a training set to estimate the models. The
remaining 250 observations are used to determine the
predictive accuracy of the models. We fix ρ = 0.95 and
σ2η = 2 and again consider when k = 3. to show the ef-
fects on in-sample and out-of-sample prediction error.
Figure 2 shows the MSE for both scenarios over a
range of increasing penalty values, λ. By penalising the
differences in β1,p, . . . , βM,p for p = 1, . . . , P , we bias
the estimates of the regression coefficients, increasing
the in-sample error (see Figure 2a). However this leads
to improved out-of-sample prediction error (see Figure
2b) as information is shared across regression models by
shrinking the coefficients for each predictor to a com-
mon value.
Figure 3 shows shows trace plots of the regression
coefficients (for one simulated dataset) for each of the
five response variables in the system, as the value of
the simultaneous shrinkage penalty increases. The hor-
izontal lines show the coefficients of predictors X17,X18,
and X19.
As the penalty increases, the simultaneous best sub-
set changes. Despite seeking the best subset of predic-
tors given the true level of sparsity, the true predictors
are not initially selected upon solving the SBS problem.
Two of the three predictors are correctly identified al-
though the estimates for each model are rather far from
the truth. A spurios (zero) predictor is also selected
with relatively large coefficients for some of the models
(indicated by non-zero coefficients for βm,21 and βm,27).
As the strength of the joint shrinkage is increased, the
noisy predictor leaves for the true third predictor, re-
enters the models, upon being replaced finally for the
true third predictor again. At this point, the coefficients
for all three predictors in each of the regression models
8 A. Lowther et al.
0.2 0.4 0.6 0.8 1.0
ρ
0
200
400
600
800
1000
N
um
b
er
of
ti
m
es
su
bs
et
co
rr
ec
tl
y
id
en
ti
fi
ed
Subset selection accuracy as ρ increases
M=1
M=5
M=10
M=20
M=35
(a)
0.5 0.6 0.7 0.8 0.9 1.0
ρ
0.00
0.01
0.02
0.03
0.04
M
ea
n-
sq
ua
re
d
es
im
ta
ti
on
er
ro
r
Mean-squared estimation error as ρ increases
M=1
M=5
M=10
M=20
M=35
(b)
Fig. 1: Performance of SBS as ρ, the correlation between predictors, increases for different numbers of jointly-
modelled response variables, M : (a) Selection accuracy; (b) mean squared error of regression coefficient estimates.
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Fig. 2: Mean squared error when coefficient shrinkage across the M regression models is imposed: (a) in-sample
error; (b) out-of-sample error.
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Fig. 3: Trace plot of the regression coefficients β1, . . . ,β5 (from left to right), as the shrinkage parameter λ is
increased, penalising dissimilarities in the coefficients.
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appear significantly closer to the true values in compar-
ison to the solutions obtained upon solving the initial
SBS problem.
4.2 Performance on serially correlated data
In Section 3.2 we motivated the need to consider au-
tocorrelated regression residuals in predictor selection
problems. In this section we demonstrate that we can
recover both the true predictors and correlation struc-
ture of the regression residuals using the two-step algo-
rithm described in Section 3.2. To this end, we simu-
late data from Model (6) but now impose a correlation
structure on the residuals, taking the form
ηm,t = 0.9 ηm,t−1 + em,t for m = 1, . . . , 5, (16)
with em,t ∼ N(0, 1), i.e. the residuals ηm,t follow an
AR(1) or SARIMA(1,0,0)(0,0,0,0) model. The predic-
tors and regression coefficients are the same as those
in Section 3.1. Our industrial collaborator often ob-
serves large changes in the predictors that are selected
when the number of observations available changes only
slightly. For N = 50 datasets of length T = 600 sim-
ulated under model (16), we apply our two-step algo-
rithm (with k = 3) to each simulated dataset a total
of six times: first we use the first 500 datapoints, then
first 520 and so on until all 600 points are used.
We highlight the predictors selected in each appli-
cation with and without using the two-step algorithm
in Figure 4. The selected predictors for each of the sim-
ulated datasets are shown within each set of vertical
lines. From left to right the vertical triplet of dots in-
dicate the selected predictors for T = 500, 520, . . . , 600
within each set of vertical bars.
For the standard selection procedure, the variation
of selected predictors within each dataset is quite alarm-
ing as well as the range of predictors across different
simulated datasets, reflecting the sensitivity to data
length as experienced by our industrial collaborator.
This is shown in Figure 4a. In comparison, using the
two-step algorithm (Figure 4b) we observe much less
variation in the selected predictors. Further, the algo-
rithm selects the true predictors in many cases.
We now investigate how well we can recover the
true correlation structure of the regression residuals.
Recall that the correct model order from specification
(16) is (1, 0, 0)(0, 0, 0). Figure 5 shows that the model
order was correctly identified for a particular simula-
tion if ‘.’ appears on each row, or the value of the order
(p, d, q)(P,D,Q) chosen if it were mis-specified.
From Figure 5, we see that correct values were cho-
sen for the majority of values of the six model orders
(p, d, q) and (P,D,Q). We observe that at least one
autoregressive parameter was used (p ≥ 1) for each
dataset, sometimes erroneously using more or includ-
ing another term, however this is often the case with
model selection criteria such as the AIC or BIC. Modi-
fying the penalty used to select the regression residual
model may improve accuracy of selecting these models.
4.3 Comparison to other approaches
In this simulation we replicate the scenario that mo-
tivated our SBS approach. In particular, we simulate
series with five blocks of highly correlated predictors. A
block of predictors is denotedX(b) = [X(b,1), . . . , X(b,Nb)].
The predictors are simulated as
X(b) ∼ MVNb+4(0, Σ(b)), with Σ(b)i,j := 0.95|i−j|,
for b = 1, . . . , 5. We vary the positions of the active
predictors relative to their blocks and the values of the
regression coefficients. The regression coefficients take
the form
βm,p =

1, if p = 30,
0.775, if p = 25,
0.55, if p = 14,
0.325, if p = 5,
0.1, if p = 2,
0, otherwise
for m = 1, . . . , 5.
Our primary goal is to compare SBS to current methods
in the literature. We apply the elastic net using the
glmnet package (Zou and Hastie, 2018) implemented
in the R statistical software (R Core Team, 2019), over
the default values, α = 0, 0.01, . . . , 1 and for 100 values
of λ to produce a model for each m = 1, . . . , 5. We train
each model with T = 500 observations and then use the
mean squared prediction error
1
T
T∑
t=1
(
ym,t −
P∑
p=1
Xm,p,tβˆm,p
)
(17)
on a 250 observation held-out test set to select the best
elastic net model for each m = 1, . . . , 5. We also com-
pare our results to a forward stepwise algorithm using
the standard step function (R Core Team, 2019) for
each m, selecting the best model by AIC. We also ap-
ply the modified SVS approach (SVS-m), as well as a
variant with the regression coefficients constrained to
be positive which we denote SVS− m+. We select the
models fit by the simultaneous procedures by consid-
ering the simultaneous mean squared prediction error
defined in (17).
10 A. Lowther et al.
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Fig. 4: Comparison of the predictors selected using the standard approach and two-step iterative approach: (a)
standard procedure, ignoring autocorrelation in the regression residuals (unfiltered covariate selection); (b) two-
step procedure SPS2 (filtered covariate selection).
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Fig. 5: Indication if the true SARIMA model order was identified by the SPS2 algorithm for each of N = 50
datasets simulated from model (16).
For each of the selected models we record the fol-
lowing performance measures averaged over N = 50
datasets across each of the models for the M response
variables:
– The average number of predictors (model sparsity),
kˆ =
∑M
m=1
∑P
p=1 1βm,p 6=0.
– The mean squared prediction error on a 250 obser-
vation held-out validation set.
– The number of models containing the true subset of
predictors.
– The number of models that included at least one
negative coefficient.
The average model sparsity will help inform the in-
terpretability of the models, whilst the prediction error
allows us to compare the performance numerically. The
average number of models containing the true subset
indicates the accuracy of each method as a predictor
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selector. By counting the number of models with nega-
tive coefficients, we can compare how often our indus-
trial collaborator may have obtained misleading mod-
els. Note that the elastic net uses 100 values of both
α and λ which fits 1000 elastic net models to each re-
sponse variable.
The summary measures of all approaches are shown
in Table 1. Our proposed SBS approach produces the
sparsest models aided by the transformation constraints
(5), with the average sparsity being slightly lower than
the true sparsity. The most likely cause of this is due to
not selecting predictor 2 (the relative value of the coef-
ficient is small in comparison to the other predictors).
The only method able to recover the true subset was
our SBS approach in half of the simulations. The SBS
and SVS-m+ techniques always include coefficients with
positive values and were the only approaches which did
so. All other methods included at least one negative
coefficient in a high number of models.
Figure 6 shows the average estimate for the regres-
sion coefficients for each of the methods in the study.
With the exception of predictor 2, the SBS method ap-
pears to give unbiased estimates. Underestimating βm,2
is likely caused by the small coefficient value where the
predictor was not included. The other methods tend
to underestimate all of the coefficients which may be
expected since they are all shrunk towards zero.
We have also investigated computational aspects (e.g.
runtime) of our SBS approach when varying the num-
ber of response variables, M . For reasons of brevity we
do not include this here, but further details can also be
found in Appendix B.
5 Telecommunications data study
We now demonstrate our proposed methodology on a
dataset provided by our industrial collaborator. In our
motivating application, the total number of daily events
in a telecommunications network are recorded by type
and location within the network. Each type of event
may be influenced by a different set of predictors. For
the dataset we consider here, location corresponds to
a geographic location, but more detailed information
such as the location within the network is available in
other applications. We use three response variables of
the same type (denoted R1, R2 and R3) from regions
in the network considered to be suitable for joint mod-
elling. Urban or rural classifications may help deter-
mine if response variables are suitable for joint mod-
elling. There are a total of 1396 daily observations, cor-
responding to about 3 years 9 months of data.
We use five groups of predictor variables. Motivated
by the remarks in Section 2.1 in relation to weather
variables, the first four groups of predictors are derived
from transformations applied to the following predic-
tors:
Group 1: Humidity: The mean relative humidity (gm−3)
over a 24-hour period.
Group 2: Wind speed: The maximum recorded wind
speed (mph) within a 24-hour period.
Group 3: Precipitation: The total amount of rainfall
(mm) within a 24-hour period.
Group 4: Lightning: The total number of lighting strikes
within a 24-hour period.
The particular base transformation we consider is
exponential smoothing, defined by
xt,s = αxt,p + (1− α)xt,p for t = 2, . . . , T (18)
where we set x1,s = x1,t. In equation (18) the tuning
parameter α is used to adjust how much the time series
xt,p is smoothed: a value of α close to 1 will produce
a time series very close to the original, whilst a value
of α close to 0 will produce a time series that evolves
much more slowly. We apply the transformation to the
predictors above for a range of values of α, with the par-
ticular number and values chosen to sufficiently capture
the non-linear effects for each predictor (guided by our
industrial collaborator). Note that due to the nature of
the telecommunication events, all potential predictors
should have a positive relationship to the response vari-
ables. The last group relates to indicator variables to
adjust for calendar effects which are likely to influence
the event data. In particular we include three indicator
variables, corresponding to the Christmas bank holiday
(Christmas day and Boxing day); 27th December until
New Year’s Day; and any other bank holiday1.
We present three methods for modelling the event
data. The first method (denoted Automated) is our si-
multaneous predictor selection approach for multiple
response variables, using our two-step procedure SPS2
to estimate a model for the regression residuals. The
Individual Automated approach uses the two-step pro-
cedure of the first method, but is applied to each re-
sponse variable separately. Consequently Individual Au-
tomated cannot take advantage of simultaneous predic-
tor selection; we present this method to highlight the
gains in a simultaneous predictor selection approach.
Finally, Current is the procedure adopted by our in-
dustrial collaborator, included as a baseline compari-
son. This method removes the weekly seasonality and
calendar effects from the response variables as part of
a data pre-processing step, as these are not thought to
1 Note that these variables are defined to adjust for those
bank holidays which move from year to year.
12 A. Lowther et al.
Average Sparsity Average MSE True Subset Negative Coefficients
SBS 4.70 9.103 0.5 0.00
SVS-m 17.50 9.204 0.0 1.00
SVS-m+ 12.10 9.172 0.0 0.00
Step-f 9.14 10.870 0.0 0.92
enet(α = 1) 15.04 9.358 0.0 0.92
Table 1: Comparative performance of the predictor selection algorithms using the measures described in the text.
SBS SVS− m SVS− m+ step− f enet (α = 1)
0.0
0.2
0.4
0.6
0.8
1.0
β30
β25
β14
β5
β2
Fig. 6: Average estimate of the regression coefficients for each of the methods considered.
be attributed to the effects of the predictors of interest
(hence the bank holiday group of predictors is not con-
sidered for Current). Data pre-processing choices can be
subjective, as well as being time-consuming and there-
fore costly. Furthermore, such pre-processing does not
allow joint estimation of the external predictor, bank
holiday effects and seasonality. Our two-step procedure
for fitting a Reg-SARIMA model allows seasonality to
be incorporated directly into the model specification
which is iteratively updated as the predictor coefficients
are refined. By modelling seasonality we can obtain
more accurate estimates of prediction uncertainty and
completely remove the need to pre-process the data by
including calendar effects as indicator variables.
The estimated regression coefficients for the three
approaches are given in Table 2. An immediate obser-
vation from Table 2 is that the models produced by
the automated, two-step procedures (Automated and
Individual Automated methods) are much sparser than
those produced by the Current approach, not consid-
ering the calendar effects. Furthermore, all coefficients
for the weather predictors produced from Automated
and Individual Automated methods are positive, which,
as outlined before, would be expected in this context
for the telecommunications event data. In contrast, the
Current method includes highly correlated predictors,
from the same group, and with opposing effects; for ex-
ample, all six transformed variables of predictor 3 are
included. Both large negative and large positive coef-
ficients appear for the predictor variables from Group
3 for the Current method. This reflects the behavior
of the least squares estimator discussed by Hastie et al
(2008) which motivated the use of the ridge penalty
(Hoerl and Kennard, 1970). Using simultaneous predic-
tor selection and constraining the sign of the coefficients
we are able to select the single best transformation of
predictor 3.
The mean squared errors for 14-day ahead predic-
tions for the three methods are given in Table 3. The
prediction accuracy is significantly reduced using the
Automated and Individual Automated approaches that
produce Reg-SARIMA models, rather than using a pre-
processing step (Current). Recall that the Reg-SARIMA
methods model the seasonality and calendar effects ex-
plicitly rather than remove it. They also describe the
effects of other predictors. By selecting predictors si-
multaneously, the Automated approach provides more
accurate forecasts of the response variables. We can see
from Table 2 that different predictors from Groups 1
and 3 are chosen in comparison to Regions 1 and 2.
To determine whether the SARIMA models pro-
duced by the Automated method have adequately cap-
tured the autocorrelation and seasonality within the
data we can inspect the sample autocorrelation and
sample partial autocorrelation functions of the model
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Automated Individual Automated Current
R1 R2 R3 R1 R2 R3 R1 R2 R3
Group 1
(humidity)
β1.1 - - - - - - - - -
β1.2 - - - - - 0.01 - - 0.01
β1.3 0.01 0.01 0.01 0.01 0.01 - 0.01 0.01 -
Group 2
(wind)
β2.1 - - - - - - - - -
β2.2 0.02 0.02 0.01 0.02 0.02 0.01 0.03 0.02 0.03
β2.3 - - - - - - -0.02 -0.02 -0.03
Group 3
(rain)
β3.1 - - - - - - -0.03 -0.01 -0.02
β3.2 - - - - - - 0.21 1.12 0.13
β3.3 0.06 0.05 0.05 0.06 0.05 -1.96 -4.55 -0.86
β3.4 - - - - - - 7 6.49 1.59
β3.5 - - - - - - -9.87 -3.03 -0.77
β3.6 - - - - - 0.09 4.82 -0.00 -
Group 4
(lightning)
β4.1 - - - - - - - - 0.01
β4.2 - - - - - - - - -
β4.3 0.03 0.02 0.01 0.03 0.02 0.01 0.02 0.03 -
Calendar
effects
β5.1 -0.77 -0.78 -0.65 -0.77 -0.78 -0.64 - - -
β5.2 -0.73 -0.79 -0.68 -0.73 -0.79 -0.68 - - -
β5.3 -0.27 -0.27 0.24 -0.27 -0.27 0.24 - - -
Table 2: Regression coefficients for our proposed SPS2 method (Automated), our proposed SPS2 procedure applied
to individual responses (Individual Automated) and the current implementation used by our industrial collaborator
(Current). Each column represents the three different response variables in the dataset. The rows represent the
predictor variables.
Automated Individual Automated Current
R1 0.204 0.204 0.280
R2 0.172 0.173 0.314
R3 0.173 0.182 0.212
Table 3: Mean squared error for 14 day ahead predic-
tions for each of the three response variables and the
three methods described in the text.
errors. The sample autocorrelation functions for the Au-
tomated and Current are shown in Figure 7.
The plots show that there is very little significant
unmodelled autocorrelation left in the residuals for the
Automated technique, demonstrating that modelling the
regression residuals as a SARIMA process accounts for
most of the temporal correlation (full model specifica-
tions for the Automated procedure can be found in Ap-
pendix C). In contrast, the Current method appears
to violate the typical regression assumptions of inde-
pendent regression residuals as there is significant re-
maining autocorrelation at many lags in the regression
residuals for all three response variables. Similar conclu-
sions can be drawn from the plots for the sample partial
autocorrelation functions; these are shown in Figure 8.
When serial correlation in the regression residuals
is ignored the standard errors for each of the regression
coefficients may be severely underestimated (Rawlings
et al, 1998). This would raise suspicions about the sig-
nificance of any predictor in the model. Further, predic-
tion intervals are likely to be too narrow. Our observa-
tions mirror this tendency – the standard errors of the
regression coefficients for the three response variables
produced from the Automated and Current methods are
shown in Appendix C.
6 Concluding remarks
Motivated by an industrial problem we have proposed
a procedure to help automate the modelling process of
telecommunications data. More specifically, we have de-
veloped a MIQO model to solve the simultaneous best
subset problem to select predictors when jointly mod-
elling multiple response variables. We have incorpo-
rated predictor selection within a two-step procedure,
that iterates between selecting predictors for a regres-
sion model and modelling the serial correlation of the
regression residuals. Automation is achieved by placing
constraints in the MIQO formulation to ensure sensi-
ble models are produced, and by eliminating the need
to pre-process the data through modelling calendar af-
fects and seasonality.
We have shown that predictor selection accuracy
can be improved by simultaneously selecting predic-
tors for multiple response variables. Selection accuracy
and coefficient estimation can further be improved by
14 A. Lowther et al.
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Fig. 7: The sample autocorrelation for the fitted model errors for each of the three response variables for the
Automated method (top) and the Current method (bottom).
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Fig. 8: The sample partial autocorrelation for the fitted model errors for each of the three response variables for
the Automated method (top) and the Current method (bottom).
shrinkage. The shrinkage we introduced is specifically
designed for settings when joint estimation of models is
considered – in contrast to LASSO-like penalties that
shrink coefficients towards zero, our shrinkage method
forces coefficients between models to a common value.
Whilst not relevant for our dataset, an interesting
avenue for future research would be to investigate the
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impact of modelling the regression residuals simulta-
neously. For example, in other settings modelling the
regression residuals as a vector autoregression (VAR)
could explain both temporal and cross correlations be-
tween the regression residuals between multiple responses.
We anticipate that prediction error may be reduced fur-
ther as well as give a consistent form for the regression
residuals between responses.
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A Python implementation of the methods in this article
will be publicly available in due course at
https://github.com/aaronplowther/sps.
A Algorithmic details of the SVS-m procedure
In this section we outline the Simultaneous Variable Selection
(SVS) problem and Convex Quadratic Program (CQP) used
to solve it by Turlach et al (2005). The SVS problem was
developed as an exploratory data analysis tool to determine
suitable predictors for multiple response regression models.
We modify the CQP to produce estimates for multiple re-
gression models simultaneously.
The problem proposed by Turlach et al (2005) to acheive
simultaneous predictor selection for multi-response models is
min
β
M∑
m=1
T∑
t=1
(
ym,t −
P∑
p=1
xp,tβm,p
)2
subject to
P∑
p=1
max (|β1,p|, . . . , |βM,p|) ≤ t.
(19)
We propose a slight modification of this problem more
suited for predictor selection in multiple separate linear re-
gression models, as follows:
min
β
M∑
m=1
T∑
t=1
(
ym,t −
P∑
p=1
xm,p,tβm,p
)2
subject to
P∑
p=1
max (|β1,p|, . . . , |βM,p|) ≤ t.
(20)
Here, we allow a realisation of predictor p for each re-
sponse variable Ym, for m = 1, . . . ,M . The convex quadratic
program formulated by Turlach et al (2005) to solve (19) is
min
β
M∑
m=1
T∑
t=1
(
ym,t −
P∑
p=1
xp,tβm,p
)2
subject to
uM ⊗ z − β ≥ 0
uM ⊗ z + β ≥ 0
t− uP z ≥ 0,
(21)
where uM ∈ RM with each entry equal to 1, and z ∈ RP
give auxiliary variables. We modify formulation (21) to give
min
β
M∑
m=1
T∑
t=1
(
ym,t −
P∑
p=1
xm,p,tβm,p
)2
subject to
uM ⊗ z − β ≥ 0
uM ⊗ z + β ≥ 0
t− uP z ≥ 0.
(22)
The final step is to determine the maximum value t. We
set tmax =
∑M
m=1
∑P
p=1 |βˆm,p| where βˆm,p minimises∑M
m=1
∑T
t=1
(
ym,t −
∑P
p=1 xm,p,tβm,p
)2
. All coefficients which
are solutions to formulation (22) are non zero. We apply the
same heuristic proposed by Turlach et al (2005) to determine
those that should be zero. Let
I = {p : ||βp||∞ > t× e−4, for p = 1, . . . , P}.
All coefficients βm,p for p /∈ I are set to zero.
B Additional simulation results
This appendix provides additional simulation results for our
proposed algorithm described in the main article. We also
summarise some computational aspects of the algorithm.
B.1 Simulated performance of SBS for increasing
residual variance
As the variance of the regression residuals increases the vari-
ation in the response variables is increasingly attributed to
randomness rather than changes in the predictors. This makes
it much harder to recover the true predictors. To investigate
this, we simulate N = 1000 synthetic datasets and compare
the predictor selection accuracy and mean squared error of
the regression coefficients between the best subset method,
applied independently to the M regression models, and our
simultaneous best subset implementation. The level of spar-
sity, k = 3, is set to the true model sparsity.
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Fig. 9: Selection accuracy of SBS as the residual vari-
ance σ2η increases for different numbers of jointly-
modelled response variables, M .
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Figure 9 shows the selection accuracy for increasing σ2η
for different values of jointly-modelled responses, M . With
ρ = 0.95 we observe the deterioration in selection accuracy as
σ2η increases and how this is improved by the SBS approach.
In particular, Figure 9 shows that the best subset method is
unable to recover the true predictors for σ2η ≥ 3. Improve-
ments in predictor selection can be achieved by increasing
M , and there appears to be improved consistency in the SBS
approach over the best subset approach as M increases.
We also compare the selection accuracy for SBS applied
with M response variables each with T observations in Figure
10 to the best subset method (M = 1) with MT observations.
Our gain in selection accuracy is not quite as high as previ-
ously observed. However, in many applications of interest (for
example our motivating telecommunications setting) it is not
always possible to increase the number of observations.
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Fig. 10: Selection accuracy of SBS as the residual vari-
ance σ2η increases for increasing dataset length, T .
B.2 Computational aspects
We now illustrate the total runtime of the solver in worst
case scenarios. In this simulation study, all data is simulated
from the multi-response regression model where the predic-
tors have the specification
X ∼ MVNP (0,Σ) where Σ ∈ RP×P := Σi,j = 0.25|i−j|.
The number of response variables, M and the number of pre-
dictors, P will be made clear where relevant. The regression
coefficients are given by
βm,p =
{
1, if p = 1, 3, 5,
0, otherwise,
for m = 1, . . . ,M.
In each simulation we use T = 500 observations.
Firstly, we investigate the impact of increasing M on our
formulation for the SBS problem with P = 30 predictors. The
number of continuous variables in the SBS problem increases
linearly with M and causes the total solve time to increase
quadratically. This can be seen in Figure 11.
There is a near linear trend for the solve time on the
square root scale. As the number of predictors, P increases,
the number of continuous and binary variables increase lin-
early. For a fixed k, the possible number of predictor combina-
tions increases exponentially. The total solve times are shown
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0.6
0.8
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1.2
tim
e 
s
Solve time as M increases k = 3
Fig. 11: Solve time (square root scale) for SMRMC as
M , the number of response variables increases. Here
k = 3 and P = 30.
in Figure 12. For a fixed level of sparsity the total solve time
increases exponentially with P .
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Fig. 12: Solve time (log scale) for SMRMC as P , the
number of predictors increases. Here M = 5 and results
are shown for k = 3 and 5.
C Additional model details from the
telecommunications data study
In this section we provide the full specification of Reg-SARIMA
models produced by the Automated method for the three
response variables. More specifically, the model coefficients,
standard errors, and lower and upper quartiles (LQ and UQ
respectively) of the model coefficients for the Automated ap-
proach are shown in Tables 4 – 6. For the Current method,
the results are shown in Tables 7 to 9.
References
Akaike H (1973) Information Theory and an Extension of
the Maximum Likelihood Principle. In: Petrov BN, Csaki
F (eds) 2nd International Symposium on Information The-
ory, Budapest Akademiai Kiado, pp 267–281
Beale EML (1970) Note on procedures for variable selection
in multiple regression. Technometrics 12(4):909–914
Berk KN (1978) Comparing subset regression procedures.
Technometrics 20(1):1–6
Semi-automated simultaneous predictor selection for Regression-SARIMA models 17
Parameter Estimate Standard error LQ UQ
β1,1.3 0.131 0.028 0.076 0.185
β1,2.2 0.119 0.022 0.077 0.162
β1,3.3 0.154 0.020 0.114 0.194
β1,4.3 0.189 0.012 0.165 0.212
β1,5.1 0.200 0.016 0.168 0.231
β1,5.2 0.149 0.023 0.104 0.194
β1,5.3 0.081 0.029 0.025 0.138
φ1,1 0.914 0.136 0.648 1.180
φ1,2 -0.082 0.049 -0.178 0.014
θ1,1 -0.709 0.132 -0.967 -0.450
Φ1,1 0.057 0.032 -0.006 0.119
Θ1,1 -0.979 0.009 -0.996 -0.962
ση,1 0.293 0.007 0.279 0.307
Table 4: Model summary for Response 1 with Reg-
SARIMA model order (2,0,1)(1,1,1,7).
Parameter Estimate Standard error LQ UQ
β2,1.3 0.151 0.036 0.081 0.221
β2,2.2 0.094 0.018 0.058 0.130
β2,3.3 0.128 0.024 0.080 0.176
β2,4.3 0.094 0.022 0.051 0.136
β2,5.1 0.189 0.017 0.155 0.223
β2,5.2 0.157 0.023 0.113 0.202
β2,5.3 0.081 0.027 0.029 0.133
φ2,1 0.797 0.045 0.708 0.885
θ2,1 -0.597 0.053 -0.701 -0.492
Φ2,1 0.043 0.024 -0.005 0.091
Θ2,1 -0.964 0.009 -0.981 -0.946
ση,2 0.298 0.006 0.286 0.310
Table 5: Model summary for Response 2 with Reg-
SARIMA model order (1,0,1)(1,1,1,7).
Parameter Estimate Standard error LQ UQ
β3,1.3 0.125 0.040 0.047 0.203
β3,2.2 0.083 0.026 0.031 0.133
β3,3.3 0.133 0.034 0.067 0.199
β3,4.3 0.090 0.027 0.037 0.144
β3,5.1 0.166 0.014 0.138 0.193
β3,5.2 0.137 0.026 0.086 0.189
β3,5.3 0.077 0.032 0.014 0.140
φ3,1 0.221 0.012 0.197 0.245
θ3,1 0.180 0.013 0.155 0.205
Φ3,1 0.022 0.009 0.004 0.040
Θ3,1 -0.972 0.010 -0.991 -0.952
ση,3 0.397 0.006 0.386 0.408
Table 6: Model summary for Response 3 with Reg-
SARIMA model order (2,0,0)(1,1,1,7).
Bertsimas D, King A (2016) OR Foruman algorithmic ap-
proach to linear regression. Operations Research 64(1):2–
16
Bertsimas D, King A, Muzumder R (2016) Best subset se-
lection via a modern optimisation lens. In: The Annals of
Statistics, vol 44, Institute of Mathematical Statistics, pp
813–852
Breiman L, Friedman JH (1997) Predicting multivariate re-
sponses in a multiple linear regression. Journal of the Royal
Statistical Society Series B 59(1):3–54
Parameter Estimate Standard Error LQ UQ
β0,1.3 0.009 0.002 0.006 0.012
β0,2.2 0.027 0.006 0.016 0.039
β0,2.3 -0.025 0.008 -0.040 -0.001
β0,3.1 -0.029 0.005 -0.039 -0.019
β0,3.2 0.209 0.055 0.101 0.316
β0,3.3 -1.962 0.801 -3.532 -0.391
β0,3.4 7.0 2.833 1.447 12.553
β0,3.5 -9.872 3.774 -17.269 -2.475
β0,3.6 4.824 1.715 1.4617 8.186
β0,4.3 0.017 0.003 0.0111 0.024
Table 7: Model summary for Response 1 from the stan-
dard approach used by our industrial collaborator.
Parameter Estimate Standard Error LQ UQ
β1,1.3 0.013 0.007 -0.001 0.026
β1,2.2 0.025 0.002 0.022 0.028
β1,2.3 -0.017 0.005 -0.026 -0.007
β1,3.1 -0.011 0.006 -0.023 0.001
β1,3.2 1.120 0.003 1.115 1.126
β1,3.3 -4.550 0.313 -5.163 -3.936
β1,3.4 6.493 1.464 3.623 9.363
β1,3.5 -3.030 2.238 -7.416 1.357
β1,3.6 -0.003 1.104 -2.166 2.161
β1,4.3 0.033 0.003 0.028 0.038
Table 8: Model summary for Response 2 from the stan-
dard approach used by our industrial collaborator.
Parameter Estimate Standard Error LQ UQ
β2,1.2 0.007 0.001 0.004 0.009
β2,2.2 0.028 0.007 0.015 0.041
β2,2.3 -0.028 0.009 -0.045 -0.011
β2,3.1 -0.020 0.005 -0.029 -0.011
β2,3.2 0.133 0.034 0.055 0.211
β2,3.3 -0.865 0.322 -1.496 -0.233
β2,3.4 1.589 0.656 0.303 2.876
β2,3.5 -0.769 0.384 -1.522 -0.016
β2,4.3 0.015 0.003 0.009 0.020
Table 9: Model summary for Response 3 from the stan-
dard approach used by our industrial collaborator.
Brockwell PJ, Davis RA (2002) Introduction to Time Series
and Forecasting, 2nd edn. Springer
Cochrane D, Orcutt GH (1949) Application of least squares
regression to relationships containing auto-correlated er-
ror terms. Journal of the American Statistical Associa-
tion 44(245):32–61, URL http://www.jstor.org/stable/
2280349
Gurobi Optimization L (2019) Gurobi optimizer reference
manual. URL http://www.gurobi.com
Hastie T, Tibshirani R R J Tibshirani (2017) Extended com-
parisons of best subset selection, forward stepwise selec-
tion, and the lasso, arXiv Preprint 1707.08692
Hastie T, Tibshirani R, Friedman J (2008) The Elements of
Statistical Learning: Data Mining, Inference, and Predic-
tion, 2nd edn. Springer Series in Statistics, Springer New
York
Hocking RR (1976) A Biometrics Invited Paper: The Analysis
and Selection of Variables in Linear Regression. Biometrics
32(1):1–49
18 A. Lowther et al.
Hoerl E, Kennard RW (1970) Ridge Regression: Biased
Estimation for Nonorthogonal Problems. Technometrics
12(1):55–67
Hyndman RJ, Khandakar Y (2008) Automatic time series
forecasting: The forecast package for R. Journal of Statis-
tical Software 27(3):1–22
Jordan MI, Mitchel TM (2015) Machine learning: Trends,
prespectives and prospects. Science 349(6245):255–260
Katal A, Wazid M, Goudar RH (2013) Big data: Issues, chal-
lenges, tools and good practices. In: Parashar M, Zomaya
A, Chen J, Cao JN, Bouvry P, Prasad S (eds) 2013
Sixth International Conference on Contemporary Com-
puting (IC3), Jaypee Institute of Information Technology,
IEEE
Mantel N (1970) Why Stepdown Procedures in Variable Se-
lection. Technometrics 12(3):621–625
Miller AJ (2002) Subset selections in regression, 2nd edn.
[Monographs on statistics and applied probability 95],
Chapman and Hall CRC, Boca Raton, Fla.
Proost F, Fawcett T (2013) Data science and its relation-
ship to big data and data-driven decision making. Big Data
1(1):52–59
R Core Team (2019) R: A Language and Environment for Sta-
tistical Computing. R Foundation for Statistical Comput-
ing, Vienna, Austria, URL https://www.R-project.org/
Rao CR, Toutenburg H (1999) Linear Models: Least Squares
and Alternatives, 2nd edn. Springer
Rawlings JO, Pantula SG, Dickey DA (1998) Applied Regres-
sion Analysis: A Research Tool, 2nd edn. Springer
Schwarz G (1978) Estimating the dimension of a model. The
Annals of Statistics 6(2):461–464
Similia T, Tikka J (2007) Input selection and shrinkage in
multiresponse linear regression. Computational Statistics
& Data Analysis 52:406–422
Simon N, Friedman J, Hastie T (2013) A blockwise descent
algorithm for group-penalized multiresponse and multino-
mial regression, arXiv Preprint 1311.6529v1
Srivastava MS, Solanky TKS (2003) Predicting multivariate
response in linear regression model. Communications in
Statistics – Simulation and Computation 32(2):389–409
Stone M (1974) Cross-validatory choice and assessment of sta-
tistical predictions. Journal of the Royal Statistical Society
Series B 36:111–147
Tibshirani R (1996) Regression Shrinkage and Selection via
the LASSO. Journal of the Royal Statistical Society Series
B 58(1):267–288
Turlach BA, Venables WN, Wright SJ (2005) Simultaneous
Variable Selection. Technometrics 47(3):349–363, DOI 10.
1198/004017005000000139
Zou H, Hastie T (2005) Regularization and variable selection
via the elastic net. Journal of the Royal Statistical Society
Series B 67:301–320
Zou H, Hastie T (2018) elasticnet: Elastic-Net for Sparse Esti-
mation and Sparse PCA. URL https://CRAN.R-project.
org/package=elasticnet, r package version 1.1.1
