In this paper, we present a coding strategy for wireless relay networks where the relay nodes are small devices with few resources, while the source and sink are equipped with multiple antennas to increase the transmission rate. We assume no channel knowledge at all, and the receiver decodes knowing none of the channel paths. This coding scheme uses distributed space-time coding techniques and is inspired by noncoherent differential space-time coding. It is shown to yield a diversity linear in the minimum number of transmit/receive antennas times the number of relays.
INTRODUCTION
Coding for wireless networks has recently received a lot of attention. Using the knowledge acquired from space-time coding, where the transmit antennas cooperate to resist the fading, so-called cooperative diversity schemes techniques have been proposed, where the relay nodes form a virtual multiple antennas array to obtain the diversity advantage known to be achieved by MIMO systems [9, 1, 5, 13] . These works have focused on different aspects of wireless networks coding. In [5] , distributed space-time codes (DSTC) are introduced, and their pairwise probability of error and the diversity gain computed. This work has been generalized in [6] , for the case where the transmitter and receiver nodes both have several antennas. In [10] , a construction of DSTCs for the multiple antenna case is presented.
All the above work assume some channel knowledge, either at the receiver, at the relays, or both. Coding strategies for the case when no channel information is available have been proposed independently in [8, 11, 7] . See also [14, 12] for different approaches to non-coherent DSTCs. All are based on noncoherent differential MIMO coding. The goal of this work is to propose a noncoherent scheme for a wireless network where the transmitter and receiver nodes are equipped with multiple antennas. This generalizes the approach of [11] to the multiple antenna case. We start by recalling the multiple antenna nodes network model in Section 2. Section 3 presents the generalized differential scheme adapted for such networks. The diversity result is provided in Section 4.
DISTRIBUTED SPACE-TIME CODING WITH MULTIPLE ANTENNAS
Consider a wireless network as in [6] , with R + 2 randomly and independently distributed nodes. A source and a sink, equipped with several antennas, use the R other nodes as relays. Every relay node has few resources and thus a single antenna. Denote the channels from the M antennas of the transmitter to the i-th relay as fli, f2i, .
.. , fmi, and the channels from the i-th relay to the N antennas at the receiver as gil, gi2, ... giN (see Fig. 1 ). All channels are assumed iid CAf(O, 1). The total power of the system is denoted by T. It has been shown in [6] that the optimal power allocation is to have, for one transmission, P1 = T/2 at the transmitter and P2 = T/(2R) at each relay. We also assume a coherence interval T during which fmi and gin are constant.
The information bits are thus encoded into T X M matrices 
To send S , we consider the two-step strategy of [5, 6] .
Step 1: at the transmitter. been argued [2] that the codeword S has to be unitary. To obtain a differential scheme, we follow the approach of [11]:
1. we design the matrices Ai at the relays and an initial transmitted signal so that S is unitary, 2. we define a differential encoder at the transmitter node.
Designing the relays and an initial signal
Recall that here
Step 2: at the relays. From time T + 1 to 2T, the i-th relay sends til .... tiT. The received signal and noise at the n-th antenna at time T + T are denoted resp. by XTn and WTn. The noises are iid CA\(O, 1). We have at the nth receive antenna
The idea behind DSTBs is to design the transmit signal at every relay as a linear function of its received signal:
IP1+
where Ai is a T X T unitary matrix (so that the protocol is equitable among different users and time instants, and the noise forwarded by the relays remains white). The normalization factor is such that the average transmit power is P2T at each relay (see [6] (5) where Y is a T X N matrix, while S is a T X MR matrix.
A GENERALIZED DIFFERENTIAL SCHEME
Let us now consider (5) We thus design the matrices Ai and S' independently of the codebook of matrices Uj. Our construction is based on Butson-Hadamard matrices (eg. [3] ). Recall that a Generalized Butson-Hadamard (GBH) matrix is a T X T matrix M with coefficients in a ring such that MM* = M*M = TIT where M* is the transpose of the matrix of inverse elements of M: Tn* = Tn* 1. If the coefficients of M are chosen to be roots of unity, then mTn* =Tmij, i.e., the inverse is the conjugate, so that MMt = MtM = TIT.
Note that the tensor product of two GBH matrices is again a GBH matrix [3] .
Suppose now that we have T = MR, with M the number of transmit antennas, R the number of relays, and T the coherence time. The two-step transmission of Section 2 can be adapted to allow for differential encoding and decoding as follows. Let U(Zt+nT) be the unitary matrix that encodes the data Zt+nT (to be sent at time t + nT).
Step 1: at the transmitter. The transmitter sends consecutively St = U(zt)S' and St+T = U(zt+T)St. At the ith relay, the received signals are ri (t) = /T MSt fi + vi (t) ri(t + T) = PT MU(zt+T)Stfi + vj(t + T)
is the noise term, and W(t), W(t + T) are given as in (5).
Note that the channel coefficients fi, gi do not appear in (6) [A,S/. ... . ARS/I that the receiver has to decode without knowing the channel paths during communication. In order to propose a coding strategy, we generalized the concept of differential distributed space-time coding, and showed that we expect a diversity that is linear in the minimum number of antennas at the transmitter/receiver, times the number of relays.
6. REFERENCES Fig. 2 . A 6 nodes network with 1 antenna versus a 3 nodes network with 2 antennas.
assuming that (Uk X Ul)(Uk X U1)t is full rank (that is, the code is fully diverse). The proof is omitted for lack of space, but we briefly outline the main steps. We are interested in computing the pairwise probability of the above channel, i.e.,
The main difficulty compared to the work in [11] is that the columns of the channel matrix H are not independent anymore, and the matrix H is not full rank. Thus the way of doing the computation is to actually vectorize the system, and then compute the pairwise probability of error knowing g. This computation relies on the technique that consists of computing the probability in the complex domain to avoid convergence issue, and then, knowing that the probability is real, in using the real part of the expression to get an upper bound. Once this bound on the probability is computed, we rely on the computation of the expectation on g done in [6, Theorem 3] , from which follows the diversity gain. What the diversity computation tells us is that the diversity is linear in the number of relays times the minimum number of transmit/receive antennas. This is illustrated in Fig. 2 , where the BLER of a 6 nodes network with one antenna at transmitter and receiver is compared to a 3 nodes network with 2 antennas at both transmitter and receiver nodes. Note that both networks use the same codebook, meaning that the 2 antennas network is operating at half the rate. The codebook used here is a cyclic code [2] . As shown above, the design of the codebook is an independent issue.
CONCLUSION
We considered the problem of coding over a wireless relay network, where the transmitter and receiver nodes are equipped with several antennas to increase the rate of the network. We furthermore assumed that there is no channel information, and
