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REAL-ROOTED PO´LYA-LIKE APPROXIMATIONS TO THE
RIEMANN XI-FUNCTION
YAOMING SHI
Abstract. The Riemann Ξ(z) function admits a Fourier transform of a even
kernel Φ(t). The latter is related to the derivatives of Jacobi theta function
θ(z), a modular form of weight 1/2. Po´lya noticed that when t goes to infin-
ity, et goes to et + e−t = 2 cosh t. He then approximated the kernel Φ(t) by
ΦP (t) that contained only the leading term and with exp t, exp(9t/4) replaced
by 2 cosh t, 2 cos(9t/4). This procedure captured almost all of the contribution
from the tail part (i.e., t→∞) of the kernel Φ(t).
We realize that when t goes to infinity and 0 6 b < 1, c ∈ R, cosh t +
c cosh(bt) goes to cosh t. Thus we improve Po´lya’s approximation by replacing
cosh(9t/4) with cosh(9t/4) + b
∑m−1
k=0 bk cosh(9kt/(4m)) and adjusting the pa-
rameters b, bk,m such that (A) the approximated kernel ΦS(b, bk,m; t) goes to
Φ(t)when t goes to infinity;(B) ΦS(b, bk,m; t) is identical to Φ(t) at t = 0; (C)
the Fourier transform of ΦS(b, bk,m; t),like in Po´lya’s case, has only real zeros.
Since this procedure also captures almost all of the contribution from the head
part (i.e., near t = 0) of the kernel Φ(t), we are able to anchor both ends of the
kernel Φ(t).
1. Introduction
Let s, z be two complex variables, ζ(s) be the Riemann ζ-function,
ξ(s) =
1
2
s(s− 1)pi−s/2Γ
(s
2
)
ζ(s) (1.1)
be the Riemann (lower case) ξ-function, and
Ξ(z) = ξ(iz + 1/2) (1.2)
be the Riemann (upper case) Ξ-function, which is an entire function [17, 6] satisfy-
ing functional equation Ξ(z) = Ξ(−z) and Ξ(z¯) = Ξ(z). Riemann hypothesis [1, 2]
is then equivalent to the statement that all the zeros of Ξ(z) are real.
Riemann Ξ(2z) function can be expressed as a Fourier transformation [16, 17, 6]:
Ξ(2z) =
∫ ∞
−∞
Φ(t) exp(izt)du = 2
∫ ∞
0
Φ(t) cos(zt)dt, (1.3)
where
Φ(t) = 2e9t/4θ′′(et) + 3e5t/4θ′(et)
=
∞∑
n=1
(
2pi2n4e9t/4 − 3pin2e5t/4) exp (−pin2et)
= Φ(−t).
(1.4)
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2 Y. SHI
And where θ(x) is the Jacobi theta function defined below in (2.4).
As summarized by Dimitrov [3] and with Rusev [5],then a natural approach to
resolving the Riemann hypothesis is to establish criteria for an entire function, or
more specifically, a Fourier transform of a kernel, to possess only real zeros and
to apply them to the Riemann Ξ(z) function. There is no doubt that this was
the main reason why so many celebrated mathematicians have been interested
in the zero distribution of entire functions and, in particular, of Fourier trans-
forms. Among them are such distinguished masters of the Classical Analysis as A.
Hurwitz, J.L.W. V. Jensen, G. Polya, H.G. Hardy, E. Tichmarsh, W. de Bruin,
Newman, N. Obrechkoff, L. Tchakaloff etc.
For complete review we refer the readers to the excellent and 108 page review
paper by Dimitrov and Rusev [5]. See also the review paper by Ki [9] and Hallum’s
2014 Master Thesis [7](an easy-to-read reference).
Po´lya noticed that when t goes to infinity, exp(at) → exp(at) + exp(−at) =
2 cosh(at). He then approximated the kernel Φ(t) by ΦP (t) that contained only the
leading term and with exp t, exp(9t/4) replaced by 2 cosh t, 2 cosh(9t/4). We realize
that when t goes to infinity and 0 < b < 1,m ∈ N, h(t) = cosh(t/4)(4 cosh2(t/m)−
4b2)m goes to cosh(9t/4). Thus we improve Po´lya’s approximation by replacing
cosh(9t/4) with h(t) and adjust the parameters b,m such that (A) the approx-
imated kernel ΦS3(b,m; t) goes to Φ(t)when t goes to infinity;(B) ΦS3(b,m; t) is
identical to Φ(t) at t = 0; (C) the Fourier transform of ΦS3(b,m; t), has only real
zeros. Since this procedure also captures almost all of the contribution from the
head part (i.e., near t = 0) of the kernel Φ(t), we are able to anchor both ends of
the kernel Φ(t). It remains to see if one can better approximate the body of Φ(t).
Thus our criteria for picking kernel K(t) to approximate the kernel Φ(t) of (1.4)
are
(i) K(t)→ Φ(t), t→∞,
(ii) K(0) = Φ(0),
(iii)
∫∞
0
K(t) cos(zt)dt has only real zeros.
Using these criteria, we obtain several new and improved approximations to
kernel Φ(t) and find out that their Fourier transforms have only real zeros.
Here is the outline of the paper. We introduce notations and necessary lemmas
in section 2. The approximations to Φ(t) by Po´lya, de Bruijin, and Hejhal related
to this paper are introduced in section 3. We also plot these approximated Phi
functions and their corresponding Fourier transforms. We present our new approx-
imations to Φ(t) in section 4. Figures of these new approximated Phi functions
and their Fourier transforms are readily compared to those in section 3. In section
5, we provide conclusion.
2. Notations and Definitions
Almost all of the material in this section can be found in [7, 5] or references
therein. The complex function
θ3(z, τ) :=
∞∑
n=−∞
exp(ipin2τ + 2ipinz), z ∈ C, Imτ > 0, (2.1)
is one of the Jacobi theta-functions [10, 18]. The function θ3(0, τ) is holomorphic
in the upper half-plane (Imτ > 0) and satisfies the relations
θ3(0, τ + 1) = θ3(0, τ − 1), (2.2)
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θ3(0,−1/τ) = (−iτ)1/2θ3(0, τ), (2.3)
where (−iτ)1/2 := exp((1/2) log(−iτ)). Thus θ3(0, τ) is a modular form of weight
1/2.
For simplification, a Jacobi θ(x) function is often defined by setting τ = ix in
θ3(0, τ) as:
θ(x) := θ3(0, ix) =
∞∑
n=−∞
exp(−pin2x), x > 0. (2.4)
It satisfies relations
θ(x) = θ(x+ 2i), (2.5)
θ(1/x) = x1/2θ(x). (2.6)
Definition 1. A real entire function f(z) =
∑∞
k=0
γk
k!
zk is in the Laguerre-Po´lya
class, written f(z) ∈ LP, if
f(z) = czm exp(−az2 + bz)
ω∏
k=1
(
1 +
z
zk
)
exp(−z/zk) (2.7)
where b, c, zk ∈ R(i.e.,all the zeros are real),m ∈ N0, a ≥ 0, 0 6 ω 6 ∞ and∑ω
k=1
1
z2k
<∞.
G. Po´lya [14] introduced a class of functions he termed universal factors. Let
K(t) be an even and real-valued function that is absolutely integrable over R.
Also, suppose, for b > 2,K(t) = O(exp(−|t|b)), t→ ±∞.
Definition 2. Universal factors are the collection of functions, {φ(t)}, such that
if the integral ∫ ∞
−∞
K(t) exp(izt)dt ∈ LP , (2.8)
then the integral ∫ ∞
−∞
φ(t)K(t) exp(izt)dt ∈ LP . (2.9)
G. Po´lya was able to completely characterize the functions, φ(t), that comprise
this class.
Lemma 1 (Po´lya’s Universal Factor Theorem). If φ(iz) ∈ LP, then φ(t) is a
universal factor. If the real analytic function φ(t) is a universal factor, then φ(it) ∈
LP.
Lemma 2 (EnestrO¨m-Kakeya Theorem). If 0 < a0 < a1 < a2 < · · · < an,
then the polynomial pn(z) =
∑n
k=0 akzk has all of its zeros in the closed unit disk
D = z : |z| < 1.
Lemma 3 (Hermite-Biehler theorem). If the zeros of the algebraic polynomial with
complex coefficients pn(z) =
∑n
k=0 ckzk belong to unit disk D and if we set z =
cosα+ i sinα and separate the real and the imaginary parts,pn(z) = A(α)+ iB(α),
then the trigonometric polynomials A(α) ∈ LP and B(α) ∈ LP and their zeros
interlace.
The Lemma 2 and Lemma 3 already imply
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Lemma 4. If 0 < a0 < a1 < a2 < · · · < an, then
A(α) =
n∑
k=0
ak cos(kα) ∈ LP , (2.10)
B(α) =
n∑
k=1
ak sin(kα) ∈ LP , (2.11)
and their zeros are interlace. Thus B(it), t ∈ R is a universal factor.
Let Kz(a) be the Modified Bessel function of the second:
Kz(a) =
∫ ∞
0
exp(−a cosh t) cosh(tz)dt = K−z(a). (2.12)
Lemma 5. [13, 14]
Kiz(2pi) = K−iz(2pi) ∈ LP . (2.13)
Lemma 6. [13, 14] Let A, c > 0, then
Kiz+c(A) +Kiz−c(A) ∈ LP . (2.14)
3. Approximations to Φ(t) by Po´lya, de Bruijin, and Hejhal
Po´lya [13, 14] approximated Φ(t) with ΦP (t) and ΦP2(t) by keeping only the
leading (n = 1) term in (1.4) and replaced eat with (eat + e−at) = 2 cosh(at):
ΦP (t) = 4pi
2 cosh(9t/4) exp (−2pi cosh t) , (3.1)
ΦP2(t) =
(
4pi2 cosh(9t/4)− 6pi cosh(5t/4)) exp (−2pi cosh t) . (3.2)
Thus when t → ∞, Φ(t) → ΦP (t),ΦP2(t) → ΦP (t). The Fourier transforms of
ΦP (t) and ΦP2(t), are given by:
ΞP (2z) = 4pi
2
(
Kiz+9/4(2pi) +Kiz−9/4(2pi)
)
, (3.3)
ΞP2(2z) = 4pi
2
(
Kiz+9/4(2pi) +Kiz−9/4(2pi)
)
− 6pi (Kiz+5/4(2pi) +Kiz−5/4(2pi)) . (3.4)
Po´lya proved that ΞP (2z) and ΞP2(2z) have only real zeros.
de Bruijn [4] approximated Φ(t) with ΦdB(t):
ΦdB(t) = exp (−2pi cosh t)
× (4pi2 cosh(t/4) + (4pi3 − 6pi) cosh(5t/4) + 4pi2 cosh(9t/4)) (3.5)
The Fourier transform of ΦdB(t) is given by:
ΞdB(2z) = 4pi
2
(
Kiz+9/4(2pi) +Kiz−9/4(2pi)
)
+ (4pi3 − 6pi) (Kiz+5/4(2pi) +Kiz−5/4(2pi))
+ 4pi2
(
Kiz+1/4(2pi) +Kiz−1/4(2pi)
)
,
(3.6)
de Bruijn proved that the function ΞdB(2z) has only real zeros.
Hejhal [8] approximated Φ(t) with ΦH,m(t):
ΦH,m(t) =
m∑
n=1
(
4pi2n4 cosh(9t/4)− 6pin2 cosh(5t/4)) exp (−2pin2 cosh t) (3.7)
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The resulting ΞH,m(z) is given by:
ΞH,m(2z) =
m∑
n=1
4n4pi2
(
Kiz+9/4(2pin
2) +Kiz−9/4(2pin2)
)
−
m∑
n=1
6n2pi
(
Kiz+5/4(2pin
2) +Kiz−5/4(2pin2)
)
.
(3.8)
Clearly when m → ∞, ΦH,m(t) 6→ Φ(t), and ΞH,m(2z) 6→ Ξ(2z). Thus the study
of this general approximation is often considered not to be directly related to a
possible proof of the Riemann hypothesis. Nevertheless Hejhal proved that almost
all the zeros of the function ΞH,m(2z) are real.
We notice that there is one thing in common in Po´lya’s approximation ΦP (t),ΦP2(t)
of (3.1) and (3.2), de Bruijin’s approximation ΦdB(t) of (3.5), and Hejhal’s ap-
proximation ΦH,m(t) of (3.7), that they all captured the contribution of the tail
part (at t → ∞) of Φ(t) in the Fourier transformation. But none of them con-
verges to Φ(t) near t = 0. This aspect is clearly shown in Figure 1. Thus they can
hardly capture the contribution of the head part (at t = 0) of Φ(t) in the Fourier
transformation.
Figure 1. Plots of various Phi functions vs. t. This includes
Φ(t)(Red), de bruijin’s ΦD(t)(Brown), Po´lya’s ΦP (t)(Green) and
ΦP2(t)(Blue), and Hejhal’s ΦH,100(t)(Black). There is no visible dif-
ference between ΦH,10(t) and ΦH,100(t).
A natural question then arises: Is it possible to find approximations to Φ(t) such
that they converge to Φ(t) at t → ∞ and t = 0, and the corresponding Fourier
transforms have only real zeros ? We will give positive answers to this question in
the next subsection.
In Figures 2 below we compare ΞP (z)(Blue) against Ξ(z)(Red). It showed that
there existed 29 zeros for both ΞP (z) and Ξ(z).
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Figure 2. Plots of various Xi functions vs. z. This includes:
|ΞP (z)|/N(z)(Blue); −|Ξ(z)|/N(z)(Red). Here and after N(z) =
exp(−piz/4)(z + 1)2 is a scale normalization function.
In Figures 3 below we compare ΞP2(z)(Purple) against Ξ(z)(Red). It showed
that there existed 29 zeros for both ΞP2(z) and Ξ(z).
Figure 3. Plots of various Xi functions vs. z. This includes:
|ΞP2(z)|/N(z)(Purple); −|Ξ(z)|/N(z)(Red).
In Figures 4 below we compare ΞdB(z)(Brown) against Ξ(z)(Red). It showed
that there existed 29 zeros for both ΞdB(z) and Ξ(z).
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Figure 4. Plots of various Xi functions vs. z. This includes:
|ΞdB(z)|/N(z)(Brown); −|Ξ(z)|/N(z)(Red).
In Figures 5 below we compare ΞH,1(z)(Green) and ΞH,4(z)(Blue) against Ξ(z)(Red).
It showed that there existed 29 zeros for ΞH,1(z), ΞH,4(z), and Ξ(z).
Figure 5. Plots of various Xi functions vs. z. This includes:
|ΞH,1(z)|/N(z)(Green),|ΞH,4(z)|/N(z)(Blue);,
−|Ξ(z)|/|N(z)|(Red).
4. Our Apprixmiations to the kernel Φ(t)
Let λ > 0, α−n = αn and
f(t) = exp(−λ cosh t)
N∑
n=−N
αn exp(nt), (4.1)
Ψ(z) =
∫ ∞
−∞
f(t) exp(izt)dt. (4.2)
de Bruijn proved that Ψ(z) of (4.2) hasN pair of non-real zeros at most [4](Theorem
21). de Bruijn commented that function Ψ(z) may be of some interest since the
Riemann Xi-function can be approximated by functions of this type.
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We would like to point out that with a−n = an ∈ R, λ = 2pi, when t → ∞,
because N is a positive integer, cosh(Nt) 6= cosh(9t/4), so
f(t)→ 2aN cosh(Nt) exp (−2pi cosh t) 6= 4pi2 cosh(9t/4) exp (−2pi cosh t) = ΦP (t)
(4.3)
Thus f(t) does not have the proper behavior near t → ∞. But we can remedy
this problem. Let λ = 2pi, α−n = αn ∈ R, 0 6 β−n = βn < 1 and
K(t) = ΦP (t) + exp(−2pi cosh t)
N∑
n=−N
αn exp(9βnt/4). (4.4)
So when t → ∞,K(t) → ΦP (t). Thus criteria (i)K(t) → Φ(t), t → ∞, men-
tioned in the introduction, is satisfied. The actual values of parameters αn and
βn are then used to satisfy the other two criteria; namely (ii) K(0) = Φ(0), (iii)∫∞
0
K(t) cos(zt)dt has only real zeros.
In theory one can also use the following K(t) to approximate Φ(t).
K(t) = ΦP (t) + exp(−2pi cosh t)
N∑
n=−N
αn exp(9βnt/4)
+ exp(−2pi cosh t)
∫ A
−A
γ(µ) exp(9δ(µ)t/4)dt.
(4.5)
Where A > 0, µ ∈ R, γ(−µ) = γ(µ) ∈ R, δ(µ) = δ(µ) ∈ R.
In all of our approximations below, we will use the K(t) of the type (4.4) to
approximate Φ(t).
Let
Φ(0) = θ
′′
(1) + (3/2)θ
′
(1) ≈ 0.446696 (4.6)
where θ(x) is defined in (2.4).
We first approximate Φ(t) with ΦS(t).
Theorem 1. Let
ΦS(m; t) = 4pi
2fm(t) exp (−2pi cosh t) , (4.7)
fm(t) = cosh (9t/4) + b
m−1∑
k=0
bk cosh (9kt/(4m)) , (4.8)
where 0 < bk =
k+1
m+1
< 1, k = 0, 1, . . .m − 1. The Fourier transform of ΦS(m; t)
is:
ΞS(m; 2z) = 4pi
2 (G2pi(iz + 9/4) +G2pi(iz − 9/4))
+4pi2b
m−1∑
k=0
bk(G2pi(iz + 9k/(4m)) +G2pi(iz − 9k/(4m))),
(4.9)
where Ga(z) := Kz(a).
If m ≥ 11 and b is determined by
bm = 2β, β := (4pi2)−1(e2piΦ(0)− 1) ≈ 5.059069 (4.10)
then
(A)ΦS(m; t)→ Φ(t),when t→∞;
(B)ΦS(m; 0) = Φ(0);
(C)the entire function ΞS(m; 2z) has only real zeros.
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Proof. Since 0 < k
m
< 1, fm(t) → cos(9t/4) and ΦS(m; t) → Φ(t) when t → ∞.
Thus we proved (A). Setting ΦS(m; 0) = Φ(0) leads to (4.10), thus we proved (B).
Becuase of Lemma 5,it suffice to prove that fm(t) is a universal factor, or
fm(it) ∈ LP . Defining x = 9t4m , then we obtain:
fm(it) = f˜(x) = cos(mx) + b
m−1∑
k=0
bk cos(kx), (4.11)
Comparing f˜(x) with fc(x) of (2.10) and realizing that 0 < bk < bk+1 < 1 we
conclude that it is now suffice to prove that 0 < b < 1. If we pick an integer
m ≥ 11 in (4.10), then 0 < b < 1. This proved (C). 
Figure 6 below showed comparison of Φ(t)(Red) with ΦS(m = 11; t)(Green), and
ΦS(m = 100; t)(Blue).
Figure 6. Plots of various Phi functions vs. t. This includes
Φ(t)(Red), ΦS(m = 11; t) (b = 0.919830) (Green), ΦS(m = 100; t)
(b = 0.101181) (Blue).
To quantify the goodness of the approximation, we define and numerically calcu-
late the following relative differences in percentage:∫∞
0
|Φ(t)− ΦS(m = 11; t)|dt∫∞
0
Φ(t)du
≈ 7.949691% (4.12)
∫∞
0
|Φ(t)− ΦS(m = 100; t)|dt∫∞
0
Φ(t)du
≈ 9.091720% (4.13)
In Figure 7 below we compare ΞS(m = 11; z)(Purple) against Ξ(z)(Red). It
showed that there existed 29 zeros for both ΞS(m = 11; z) and Ξ(z).
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Figure 7. Plots of various Xi functions vs. z. This includes:
|ΞS(m = 11; z)|/|N(z)|(Purple); −|Ξ(z)|/|N(z)|(Red).
In Figure 8 below we compare ΞS(m = 21; z)(Blue) against Ξ(z)(Red). It
showed that there existed 29 zeros for both ΞS(m = 21; z) and Ξ(z).
Figure 8. Plots of various Xi functions vs. z. This includes:
|ΞS(m = 21; z)|/N(z)(Blue); −|Ξ(z)|/N(z)(Red).
We next approximate Φ(t) with ΦS2(m, a; t).
Theorem 2. Let
ΦS2(m, a; t) = 4pi
2g(m, a;u) exp (−2pi cosh t) , (4.14)
g(m, a;u) = cosh (9t/4) + c
m−1∑
k=0
ck(a) cosh (9kt/(4m)) , (4.15)
where 0 < ck(a) = 1− am+1 < 1, 0 < a < 1, k = 0, 1, . . .m− 1.
The Fourier transform of ΦS2(m, a, t) is:
ΞS2(m, a; 2z) = 4pi
2 (G2pi(iz + 9/4) +G2pi(iz − 9/4))
+ 4pi2c
m−1∑
k=0
ck(a)(G2pi(iz + 9k/(4m)) +G2pi(iz − 9k/(4m))),
(4.16)
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For a given parameter 0 < a < 1, if µ,m satisfies the equations:
µ(1− aµ) = β, (4.17)
m ≥ dµe, (4.18)
where the constant β is defined in (4.10), Then
(A)ΦS2(m, a; t)→ Φ(t), when t→∞;
(B)ΦS2(m, a; 0) = Φ(0);
(C)the entire function ΞS2(m, a; z) has only real zeros.
Proof. The proof is similar to that for theorem 1. Since 0 < k
m
< 1, g(m, a; t) →
cos(9t/4) and ΦS2(m; t) → Φ(t) when t → ∞. Thus we proved (A). Setting
ΦS2(m, a; 0) = Φ(0) leads:
c =
(e2piΦ(0)− 4pi2)
4pi2
(1− a)
(m(1− a)− a(1− am)) =
β
m−∑mk=1 ak > 0. (4.19)
If we determined c from (4.19), then we proved (B).
Becuase of Lemma 5,it suffice to prove that g(m, a; t) is a universal factor, or
g(m, a; it) ∈ LP . Defining x = 9t
4m
, then we obtain:
g(m, a; it) = g˜(x) = cos(mx) + c
m−1∑
k=0
ck cos(kx), (4.20)
Comparing g˜(x) with fc(x) of (2.10) and realizing that 0 < ck(a) < ck+1(a) < 1
we conclude that it is now suffice to prove that 0 < c < 1.
If we want that c < 1, then we need to require
m−
m∑
k=1
ak > β (4.21)
Since 0 < a < 1, we have
∑m
k=1 a
k > mam. Thus we may require m to satisfy
m(1− am) > m−
m∑
k=1
ak > β (4.22)
If we select m that satisfies (4.18), then (4.22) and (4.21) are satisfied. Thus the
parameter c determined by (4.19) satisfies 0 < c < 1. Thus we proved (C). 
Figure 9 below showed comparison of Φ(t)(Red) with ΦS2(m = 6, a = 1/100; t)(Green),
and ΦS2(m = 7, a = 1/2; t)(Blue).
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Figure 9. Plots of various Phi functions vs. t. This includes
Φ(t)(Red), ΦS(m = 6, a = 1/100; t) (b = 0.844600)(Green), ΦS(m =
7, a = 1/2; t) (b = 0.842081)(Blue).
The relative differences in percentage:∫∞
0
|Φ(t)− ΦS2(m = 6, a = 1/100; t)|dt∫∞
0
Φ(t)du
≈ 2.497861% (4.23)
∫∞
0
|Φ(t)− ΦS2(m = 7, a = 1/2; t)|dt∫∞
0
Φ(t)dt
≈ 3.916332% (4.24)
In Figure 10 below we compare ΞS2(m = 6, a = 1/100; z)(Purple) against Ξ(z)(Red).
It showed that there existed 29 zeros for both ΞS2(m = 6.a = 1/100; z) and Ξ(z).
Figure 10. Plots of various Xi functions vs. z. This includes:
|ΞS2(m = 6, a = 1/100; z)|/N(z)(Purple); −|Ξ(z)|/N(z)(Red).
In Figure 11 below we compare ΞS2(m = 7, a = 1/2; z)(Blue) against Ξ(z)(Red).
It showed that there existed 29 zeros for both ΞS2(m = 7, a = 1/2; z) and Ξ(z).
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Figure 11. Plots of various Xi functions vs. z. This includes:
|ΞS2(m = 7, a = 1/2; z)|/N(z)(Blue); −|Ξ(z)|/N(z)(Red).
Lemma 7. [11] Let k ∈ N, then
sinh2k(x) =
k∑
j=0
ak,j cosh(2jx) (4.25)
where ak,0 = (−1)k2−2k
(
2k
k
)
, ak,k = 2
1−2k, ak,j = (−1)k−j21−2k
(
2k
k−j
)
, 0 < j <
k.
Lemma 8. Let m ∈ N, then
hm(t) = 4
m cosh(t/4)(sinh2(t/m) + 1− a2)m
=
m∑
j=0
bm,j(cosh(2jt/m+ t/4) + cosh(2jt/m− t/4)). (4.26)
where
bm,j =
1
2
4m
m∑
k=j
(
m
k
)
(1− a2)m−kak,j (4.27)
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Proof.
hm(t) = 4
m cosh(t/4)(cosh2(t/m)− a2)m
= 4m cosh(t/4)(sinh2(t/m) + 1− a2)m
= 4m cosh(t/4)
m∑
k=0
(
m
k
)
(1− a2)m−k sinh2k(t/m)
= 4m
m∑
k=0
k∑
j=0
(
m
k
)
(1− a2)m−kak,j cosh(t/4) cosh(2jt/m)
=
1
2
4m
m∑
k=0
k∑
j=0
(
m
k
)
(1− a2)m−kak,j
× (cosh(2jt/m+ t/4) + cosh(2ju/m− t/4))
=
1
2
4m
m∑
j=0
m∑
k=j
(
m
k
)
(1− a2)m−kak,j
× (cosh(2jt/m+ t/4) + cosh(2jt/m− t/4))
=
m∑
j=0
bm,j(cosh(2jt/m+ t/4) + cosh(2jt/m− t/4)).
(4.28)

We next approximate Φ(t) with ΦS3(m; t).
Theorem 3. . Let
ΦS3(m; t) = 2pi
2hm(t) exp (−2pi cosh t) , (4.29)
hm(t) = cosh(t/4)(4 cosh
2(t/m)− 4a2)m, (4.30)
where a ∈ R,m ∈ N.
The Fourier transform of ΦS3(m; t) is:
ΞS3(m; 2z) = 2pi
2
m∑
k=0
bm,k(G2pi(iz + 2k/m+ 1/4) +G2pi(iz − 2k/m− 1/4))
+ 2pi2
m∑
k=0
bm,k(G2pi(iz + 2k/m− 1/4) +G2pi(iz − 2k/m+ 1/4))
(4.31)
If parameter a is determined by
a =
(
1− 1
4
(1 + β)1/m
)1/2
(4.32)
where the constant β is defined in (4.10), then
(A)ΦS3(m; t)→ Φ(t), when t→∞;
(B)ΦS3(m; 0) = Φ(0);
(C)the Fourier transform of ΦS3(m; t) has only real zeros.
Proof. Since
cosh(t/4)
(
4 cosh2(t/m)− 4a2)m → cosh(9t/4), when t→∞, (4.33)
We proved (A).
PO´LYA-LIKE APPROXIMATION 15
Setting ΦS3(m; 0) = Φ(0) leads to (4.32), thus we proved (B).
Becuase of Lemma 5,it suffice to prove that hm(t) is a universal factor, or
hm(it) ∈ LP . Since:
hm(it) = h˜(t) = cos(t/4) (2 cos(t/m)− 2a)m (2 cos(t/m) + 2a)m , (4.34)
and cos(t/4) ∈ LP , it is suffice to prove that 0 < a < 1.
When m = 2, a2 ≈ 0.384621 < 1; when m→∞, a2 → 1−. Since
da2
dm
=
(1 + β)1/m log(1 + β)
4m2
> 0, (4.35)
a2(m) is monotonically increasing from 0.384621 to 1− when m varies in the range
[2,∞). Therefore 0 < a2 < 1 and 0 < a < 1. Thus h˜(t) ∈ LP . This proved
(C). 
Because these Phi functions are so close to each other, we can not readily see
their differences in a figure like Figures 1,2,3. So in Figure 4 below we showed
comparison of differences: ΦS3(m = 2; t)− Φ(t),(b = 0.620177)(Green); ΦS3(m =
3; t)− Φ(t),(b = 0.737722)(Blue).
Figure 12. Plots of various differences among Phi functions vs.
u. This includes: ΦS3(m = 2; t) − Φ(t),(b = 0.620177)(Green);
ΦS3(m = 3; t)− Φ(t),(b = 0.737722)(Blue).
The relative differences in percentage are:∫∞
0
|Φ(t)− ΦS3(m = 2; t)|dt∫∞
0
Φ(t)dt
≈ 0.835144% (4.36)
∫∞
0
|Φ(t)− ΦS3(m = 3; t)|dt∫∞
0
Φ(t)dt
≈ 0.402822% (4.37)
In Figure 13 below we compare ΞS3(m = 2; z)(Blue) against Ξ(z)(Red). It
showed that there existed 29 zeros for both ΞS3(m = 2; z) and Ξ(z).
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Figure 13. Plots of various Xi functions vs. z. This includes:
|ΞS3(m = 2; z)|/|N(z)|(Blue); −|Ξ(z)|/|N(z)|(Red).
In Figure 14 below we compare ΞS3(m = 3; z)(Blue) against Ξ(z)(Red). It
showed that there existed 29 zeros for both ΞS3(m = 3; z) and Ξ(z).
Figure 14. Plots of various Xi functions vs. z. This includes:
|ΞS3(m = 3; z)|/|N(z)|(Blue); −|Ξ(z)|/|N(z)|(Red).
Lemma 9. Let m ∈ N, then
jm(t) = cosh(t/4)(4 sinh
2(t/(2m)) + 4a)m(4 sinh2(t/(2m)) + 4b)m
=
m∑
j=0
m∑
l=0
dm,j,lpm,j,l(t)
(4.38)
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where
dm,j,l = 4
2m−1
m∑
k=j
m∑
n=l
(
m
k
)(
m
n
)
am−kbm−nak,jan,l
pm,j,l(t) = 4 cosh(t/4) cosh(jt/m) cosh(lt/m)
= cos
(
t
4
+ (+j + l)
t
m
)
+ cos
(
t
4
+ (+j − l) t
m
)
+ cos
(
t
4
+ (−j + l) t
m
)
+ cos
(
t
4
+ (−j − l) t
m
)
.
(4.39)
Proof.
jm(t) = cosh(t/4)(4 sinh
2(t/(2m)) + 4a)m(4 sinh2(t/(2m)) + 4b)m
= 42m cosh(t/4)
m∑
k=0
(
m
k
)
am−k sinh2k(t/(2m))
m∑
n=0
(
m
n
)
bm−n sinh2l(t/(2m))
= 42m
m∑
k=0
m∑
n=0
k∑
j=0
n∑
l=0
(
m
k
)(
m
n
)
am−kbm−nak,jan,l
× (cosh(t/4) cosh(jt/m) cosh(lt/m))
=: 42m−1
m∑
k=0
m∑
n=0
k∑
j=0
n∑
l=0
(
m
k
)(
m
n
)
am−kbm−nak,jan,lpm,j,l(t)
= 42m−1
m∑
j=0
m∑
l=0
m∑
k=j
m∑
n=l
(
m
k
)(
m
n
)
am−kbm−nak,jan,lpm,j,l(t)
=
m∑
j=0
m∑
l=0
(
42m−1
m∑
k=j
m∑
n=l
(
m
k
)(
m
n
)
am−kbm−nak,jan,l
)
pm,j,l(t)
=:
m∑
j=0
m∑
l=0
dm,j,lpm,j,l(t)
(4.40)

We next approximate Φ(t) with ΦS4(m, t).
Theorem 4. Let
ΦS4(m,u) = 2pi
2jm(t) exp (−2pi cosh t) , (4.41)
jm(t) = cosh(t/4)(4 sinh
2(t/(2m) + 4a)m(4 sinh2(t/(2m) + 4b)m, (4.42)
where a < b;m ∈ N. The Fourier transform of ΦS4(m; t) is:
ΞS4(m; 2z) = 2pi
2
m∑
j=0
m∑
l=0
dm,j,lP (m, j, l; z)
P (m, j, l; z) = (G2pi(iz + 1/4 + 2(+j + l)/m) +G2pi(iz − 1/4− 2(+j + l)/m))
= (G2pi(iz + 1/4 + 2(+j − l)/m) +G2pi(iz − 1/4− 2(+j − l)/m))
= (G2pi(iz + 1/4 + 2(−j + l)/m) +G2pi(iz − 1/4− 2(−j + l)/m))
= (G2pi(iz + 1/4 + 2(−j − l)/m) +G2pi(iz − 1/4− 2(−j − l)/m)).
(4.43)
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If m = 2, 3 and the parameters −1 < a < b < 1 are determined by
Φ(0) = ΦS4(m, 0) = pi
2e−2pi23+4m(ab)m (4.44)
Φ′′(0) = Φ′′S4(m, 0) = −pi2e−2pim−121+4m(ab)m−1(abm(32pi− 1)− 8(a+ b)) (4.45)
then
(A)ΦS4(m; t)→ Φ(t), when t→∞;
(B)ΦS4(m; 0) = Φ(0), Φ
′′
S4(m; 0) = Φ
′′(0);
(C)the Fourier transform of ΦS4(m; t) has only real zeros.
Proof. When t→∞,
cosh(t/4)
(
4 sinh2(t/(2m) + 4a
)m (
4 sinh2(t/(2m) + 4b
)m → cosh(9t/4). (4.46)
We proved (A).
Setting ΦS4(m; 0) = Φ(0) and Φ
′′
S4(m; 0) = Φ
′′(0) leads to (4.44) and (4.45),
thus we proved (B).
Becuase of Lemma 5,it suffice to prove that jm(t) is a universal factor, or jm(it) ∈
LP . Since:
jm(it) = j˜(t) = cos(t/4)
(
4a− 4 sin2(t/(2m))m (4b− 4 sin2(t/(2m))m , (4.47)
and cos(t/4) ∈ LP , it is suffice to prove that 0 < a < b < 1. From (4.44) and
(4.45), we obtain:
a+ b = mγδ1/m, ab = (1/16)δ1/m (4.48)
where
γ =
4Φ′′(0) + Φ(0)(32pi − 1)
128Φ(0)
≈ 0.192369
δ = 2−3pi−2e2piΦ(0) ≈ 6.059069
(4.49)
From (4.48), we can solve for a, b and obtain:
a(m) =
1
2
mγδ1/m − 1
4
(
δ1/m
(
4m2γ2δ1/m − 1))1/2 ,
b(m) =
1
2
mγδ1/m +
1
4
(
δ1/m
(
4m2γ2δ1/m − 1))1/2 . (4.50)
When m = 2,we find numerically the solution: a(2) ≈ 0.208233 < b(2) ≈
0.738810 < 1. When m = 3,we find numerically the solution: a(3) ≈ 0.122579 <
b(3) ≈ 0.929527 < 1. Thus j˜(t) ∈ LP . This proved (C). 
We also find out that a(1), b(1) ∈ C and 0 < a(m) < 1 < b(m),m > 3.
In Figure 15 below we showed comparison of differences: ΦS4(m = 2; t) −
Φ(t),(a = 0.208233, b = 0.738810)(Green); ΦS4(m = 3; t)−Φ(t),(a = 0.122579, b =
0.929527)(Blue).
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Figure 15. Plots of various differences among Phi functions vs.
t. This includes: ΦS4(m = 2; t) − Φ(t),(a = 0.208233, b =
0.738810)(Green); ΦS4(m = 3; t) − Φ(t),(a = 0.122579, b =
0.929527)(Blue).
The relative differences in percentage are:∫∞
0
|Φ(t)− ΦS4(m = 2;u)|dt∫∞
0
Φ(t)dt
≈ 0.835144% (4.51)
∫∞
0
|Φ(t)− ΦS4(m = 3; t)|dt∫∞
0
Φ(t)dt
≈ 0.402822% (4.52)
In Figure 16 below we compare ΞS4(m = 2; z)(Purple) against Ξ(z)(Red). It
showed that there existed 29 zeros for both ΞS4(m = 2; z) and Ξ(z).
Figure 16. Plots of various Xi functions vs. z. This includes:
|ΞS4(m = 2; z)|/N(z)(Purple); −|Ξ(z)|/N(z)(Red).
In Figure 17 below we compare ΞS4(m = 3; z)(Blue) against Ξ(z)(Red). It
showed that there existed 29 zeros for both ΞS4(m = 3; z) and Ξ(z).
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Figure 17. Plots of various Xi functions vs. z. This includes:
|ΞS4(m = 3; z)|/N(z)(Blue); −|Ξ(z)|/N(z)(Red).
5. concluding remarks
Our criteria for picking kernel K(t) to approximate the kernel Φ(t) of (1.4) for
Riemann Ξ(z) function are
(i) K(t)→ Φ(t), t→∞,
(ii) K(0) = Φ(0),
(iii)
∫∞
0
K(t) cos(zt)dt has only real zeros.
Using these criteria, we obtain several new and improved approximations to
kernel Φ(t) and find out that their Fourier transforms have only real zeros.
Thus this method is quite general and it remains to be seen if one can better
approximate the body of the kernel Φ(t).
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