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Abstract
In [19-20], we have established the existence and singularity structures of low regularity
solutions to the semilinear generalized Tricomi equations in the degenerate hyperbolic regions
and to the higher order degenerate hyperbolic equations, respectively. In the present paper,
we shall be concerned with the low regularity solution problem for the semilinear mixed type
equation ∂2t u−t2l−1∆u = f(t, x, u) with an initial data u(0, x) = ϕ(x) ∈ Hs(Rn) (0 ≤ s < n2 ),
where (t, x) ∈ R × Rn, n ≥ 2, l ∈ N, f(t, x, u) is C1 smooth in its arguments and has
compact support with respect to the variable x. Under the assumption of the subcritical growth
of f(t, x, u) on u, we will show the existence and regularity of the considered solution in the
mixed type domain [−T0, T0]× Rn for some fixed constant T0 > 0.
Keywords: Generalized Tricomi equation, mixed type equation, confluent hypergeometric
function, modified Bessel functions, Caldero´n-Zygmund decomposition, multiplier
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1 Introduction
In [19-20], we have established the existence and singularity structures of low regularity solu-
tions to the semilinear generalized Tricomi equations in the hyperbolic regions and to the higher
order degenerate hyperbolic equations, respectively. In the present paper, we have a further
∗Ruan Zhuoping and Yin Huicheng were supported by the NSFC (No. 10931007, No. 11025105), and by
the Priority Academic Program Development of Jiangsu Higher Education Institutions. This research was started
when Ruan Zhuoping and Yin Huicheng were visiting the Mathematical Institute of the University of Go¨ttingen in
February-March of 2013.
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2study on the existence and regularities of solutions to the following n-dimensional semilinear
generalized Tricomi equation in the mixed type domain R× Rn{
∂2t u− t
2l−1∆u = f(t, x, u), (t, x) ∈ R× Rn,
u(0, x) = ϕ(x), x ∈ Rn,
(1.1)
where l ∈ N, x = (x1, ..., xn), n ≥ 2, ∆ =
n∑
i=1
∂2i , ϕ(x) ∈ H
s(Rn) (0 ≤ s < n
2
), f(t, x, u) is
C1 smooth in its arguments and has a compact support E on the variable x. Moreover, for any
T > 0, there exists CT > 0 such that for (t, x, u) ∈ [−T, T ]× E × R,
|f(t, x, u)| ≤ CT (1 + |u|)
µ and |∂uf(t, x, u)| ≤ CT (1 + |u|)max{µ−1,0} , (1.2)
where CT > 0 is a constant depending only on T , and the exponent µ ≥ 0 fulfills
µ < p0 ≡
2n
n− 2s
. (1.3)
Here we point out that the number p0 defined in (1.3) comes from the Sobolev imbedding
formula Hs(Rn) ⊂ Lp0(Rn). Thus (1.2) and (1.3) mean that the nonlinearity f in (1.1) admits
a “subcritical” growth on the variable u. In addition, we shall illustrate that the scope of the
exponent µ for solving the problem (1.1) is closely related to the number Q0 ≡ 1 + n(2l + 1)
2
.
In the terminology of [16] and the references therein, Q0 is called the homogeneous dimension
corresponding to the degenerate elliptic operator ∂2t u − t2l−1∆ for t ≤ 0. Our main result in
this paper is:
Theorem 1.1. Under the conditions (1.2)-(1.3), there exists a constant T0 > 0 such that the
problem (1.1) has a unique solution u(t, x) ∈ C([−T0, T0], Lp0(Rn)) when 0 ≤ µ ≤ 1, or when
1 < µ < p0 and Q0 ≤
p0
µ− 1
.
Remark 1.1. It seems to be necessary that the restriction of Q0 ≤ p0
µ− 1
is posed when
1 < µ < p0 in Theorem 1.1, otherwise, the standard iteration scheme for solving the problem
(1.1) only works in finite steps or the solution u 6∈ C([−T0, T0], Lp0(Rn)) when Q0 > p0
µ− 1
.
One can see Remark 4.1 and the related explanations below (4.7) in §4, respectively.
Remark 1.2. For l = 1, (1.1) is the well-known semilinear Tricomi equation ∂2t u− t∆u =
f(t, x, u). When an initial data u(0, x) = ϕ(x) ∈ Hs(Rn) with s > n
2
is given and the crucial
assumption of suppf ⊂ {t ≥ 0} is posed (namely, f ≡ 0 holds in t ≤ 0, which means that the
related Tricomi equation is linear in the elliptic region {t ≤ 0}), M. Beals in [2] shows that the
problem (1.1) has a regular solution u ∈ C((−∞, T ], Hs(Rn) ∩ C1((−∞, T ], Hs− 56 (Rn)) ∩
C2((−∞, T ], Hs−
11
6 (Rn)) for some constant T > 0. Here we point out that the key assumption
of suppf ⊂ {t ≥ 0} in [2] has been removed as well as the local existence of low regularity
solutions is established in our present paper.
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Remark 1.3. If the initial data ϕ(x) ∈ L∞(Rn) ∩ Hs(Rn) for n = 2, 3 and s ≥ 0 is
given, then we can remove all the assumptions in (1.2)-(1.3). In fact, in this case, from the proof
procedure in §4, we can derive that the solution u(t, x) of (1.1) satisfies: u(t, x), ∂tu(t, x) ∈
L∞([−T0, 0]×R
n) for some fixed T0 > 0. Based on this, together with the L∞loc([0,+∞)×Rn)
property of the solution v(t, x) to the linear equation ∂2t v−t2l−1∆v = 0with (v(0, x), ∂tv(0, x)) =
(ϕ0(x), ϕ1(x)), where ϕ0(x), ϕ1(x) ∈ L∞(Rn), we may show that (1.1) is also solvable in the
degenerate hyperbolic region in the space L∞([0, T1]× Rn) for some positive constant T1 > 0.
Combining these two cases, we know that (1.1) is locally solvable (see more detailed explana-
tions in Remark 5.1 of §5 below).
Remark 1.4. If the nonlinearity f(t, x, u) in (1.1) increases sublinearly or linearly with
respect to the variable u, namely, 0 ≤ µ ≤ 1 holds in (1.2), then by a minor modification on the
proof of Theorem 1.1, we can obtain a global solution u ∈ C(R, Lp0(Rn)) to (1.1).
Remark 1.5. In order to guarantee the existence and uniqueness of the solution u to (1.1),
the assumption that f(t, x, u) is compactly supported on the variable x is required. Otherwise,
in case f(t, x, u) ∼ |u|p−1u with p ≥ 1, due to the the existence of infinite eigenvalues for the
Tricomi operator ∂2t − t∆ with t ∈ R, (1.1) can admit infinitely many solutions or have no
solution (one can see the references [13], [15-16] and so on).
Remark 1.6. With respect to the existence, singularity structures, and singularity prop-
agation theories of classical solutions to the semilinear generalized Tricomi equations in the
degenerate hyperbolic regions/mixed type regions or to the higher order degenerate hyper-
bolic equations, so far there have been many interesting results (one can see [1-5], [7], [19-20],
[25-26] and the references therein). For the linear Tricomi equation in the mixed type region,
when the closed boundary value is given, the authors in [14] establish the existence and unique-
ness of weak solutions. Here our focus in Theorem 1.1 is on the existence of the low regularity
solution to the semilinear problem (1.1) in the mixed type region R× Rn.
Remark 1.7. For the linear Tricomi equation ∂2xu−x∂2yu = 0 with an initial data u(0, y) =
u0(y), its solvability in the whole region R2 has some very important practical applications
in the continuous transonic gas dynamics of isentropic and irrotational flows. Indeed, once
the solution u is found, one can seek out the corresponding de Laval nozzle walls through its
streamlines and then the required position of the sonic curve (corresponding to the lone {x = 0}
in the hodograph plane) in the de Laval nozzle can be determined (more introductions on this
physical background can be found in [12] and so on).
For n = 1, l = 1 and f(t, x, u) ≡ 0, the equation in (1.1) becomes the classical Tri-
comi equation which arises in transonic gas dynamics and has been extensively investigated in
bounded domain with suitable boundary conditions from various viewpoints (one can see the
review paper [18] and the references therein). For l = 1 and n = 2, with respect to the equation
∂2t u − t△u = f(t, x, u) with an initial data u(0, x) ∈ Hs(Rn) (s >
n
2
), under the crucial
assumption of suppf ⊂ {t ≥ 0}, M. Beals in [2] established the local existence of the solution
u(t, x) ∈ C((−∞, T ], Hs(Rn)) ∩ C1((−∞, T ], Hs−
5
6 (Rn)) ∩ C2((−∞, T ], Hs−
11
6 (Rn)) for
some T > 0, moreover the Hs(Rn) conormal regularity of u with respect to the characteristic
4surfaces x1 = ±
2
3
t
3
2 was also obtained in [2]. For more general nonlinear degenerate hyperbolic
equations with discontinuous initial data, the authors in [19-20] obtained the local existence of
low regularity solutions. In the present paper, we focus on the low regularity solution problem
for the semilinear generalized Tricomi equation with an initial data u(0, x) in the mixed type
region R× Rn.
We now comment on the proof of Theorem 1.1. In order to establish the existence and
regularity of the solution to (1.1) with an initial data u(0, x) = ϕ(x), we first consider the
linear equation ∂2t v − t2l−1∆v = 0 with v(0, x) = ϕ(x) in the domain R × Rn and obtain
v(t, x) ∈ C(R, Hs) ∩ C1(R, Hs−
4l+1
2(2l+1) ). Subsequently, we set w = u − v and get a sec-
ond order nonlinear degenerate equation of w from (1.1) in the domain {t ≤ 0}. By utilizing
some delicate harmonic analysis methods (e.g., Caldero´n-Zygmund decomposition, interpo-
lation, multiplier, fractional integral, and so on) as in [8-9], we can establish some suitably
weighted W 2,p(R+ × Rn) estimates on w and further obtain the solvability of w in {t ≤ 0}
by the fixed point principle. From this, one can get another initial data ∂tu(0, x), which is
necessary to solve (1.1) in the degenerate hyperbolic region {t ≥ 0}. Finally by using some
techniques in degenerate hyperbolic equations (see [19-20], [25-26] and the references therein),
we can establish the solvability and regularity of the solution u to (1.1) in the domain {t ≥ 0}.
Then a local solution u in the mixed type domain R×Rn could be obtained by patching the two
solutions got in the degenerate elliptic domain and the degenerate hyperbolic domain separately.
This paper is organized as follows. In §2, we will give some preliminary results and useful
estimates on the solutions to the linear degenerate elliptic equation ∂2t u + tm∆u = tmf(t, x)
with u(0, x) = 0 and f(t, x) ∈ Lp(R+ × Rn), where m ∈ N and t ≥ 0. In §3, we establish
more general weighted W 2,p estimates of the solutions to the equation ∂2t u+ tm∆u = tνf(t, x)
in {t ≥ 0} for 0 < ν < m. Here we emphasize that such weighted estimates also admit
independent interests in the degenerate elliptic equations. Based on the results in §2 and §3, we
can show the local existence and regularity of (1.1) in the degenerate elliptic region {t ≤ 0} in
§4. Moreover, we may obtain ∂tu(0, x) from Theorem 4.1 in §4. Together with the initial data
u(0, x), we can solve (1.1) locally in the hyperbolic region {t ≥ 0} in §5, and subsequently
complete the proof of Theorem 1.1 in §6.
2 Some preliminaries and W 2,p estimates for the inhomoge-
neous generalized Tricomi equation
In this section, we mainly study the W 2,p regularity of the solution u(t, x) to the linear general-
ized Tricomi equation ∂2t u+ tm∆u = tmg(t, x) with the boundary value u(0, x) = 0 for t ≥ 0,
m ∈ N and g(t, x) ∈ Lp(R+ × Rn) (1 < p < ∞). To this end, we require to apply some har-
monic analysis tools (e.g., Caldero´n-Zygmund decomposition, generalized Ho¨rmander’s mul-
tiplier theorem and so on) and some properties of modified Bessel functions. The so-called
modified Bessel function Kν(t) =
∫∞
0
e−t cosh z cosh(νz)dz (ν ∈ R) is a solution to the equa-
tion
(
t2
d2
dt2
+ t
d
dt
− (t2+ ν2)
)
Kν(t) = 0 for t > 0, moreover, there holds that lim
t→+∞
Kν(t) = 0
5
and lim
t→0+
t
1
2Kν(t) = Cν > 0 (one can see more properties of Kν(t) in [6], [23] and so on). As
in [8-9], set λ(t) = C 1
m+2
t
1
2K 1
m+2
(
2
m+ 2
t
m+2
2 ) for t > 0 and m ∈ N. Then a direct verification
yields
Lemma 2.1. For t ≥ 0,
(i) λ(t) is a solution to the equation u′′(t)− tmu(t) = 0 with u(0) = 1 and u(+∞) = 0.
(ii) The equation u′′(t)− tmu(t) = g(t) with u(0) = 1 and u(+∞) = 0 has a solution
u(t) = −λ(t)
∫ ∞
0
(∫ min(t,σ)
0
1
λ2(y)
dy
)
λ(σ)g(σ)dσ.
We now cite the Lemma 2.1 of [8], which illustrates some basic properties of λ(t).
Lemma 2.2.
(i) λ(t) and −λ′(t) are decreasing. (2.1)
(ii) λ(t) + |λ′(t)| ≤ CM(1 + t)−M holds for any M ∈ N, where CM is a positive constant
depending on M . (2.2)
(iii) λ(a)
λ(b)
≤ (
a
b
)
1
2 exp
( 2
m+ 2
b
m+2
2 −
2
m+ 2
a
m+2
2
)
when a ≥ b > 0. (2.3)
(iv) There exists a constant C > 1 such that 1
C
≤
|λ′(t)|
λ(t)tm/2
for all t > 0 and |λ
′(t)|
λ(t)tm/2
≤ C
for t ≥ 1 hold. (2.4)
Next we prove the global existence and regularity of the solution to the linear generalized
Tricomi equation with an initial data in the whole mixed-type domain R× Rn.
Lemma 2.3. Consider the problem{
∂2t v − t
2l−1∆v = 0, (t, x) ∈ R× Rn,
v(0, x) = ψ(x), x ∈ Rn,
(2.5)
where l ∈ N, ψ(x) ∈ Hγ(Rn) (γ ∈ R), then (2.5) has a solution v(t, x) ∈ C(R, Hγ) ∩
C1(R, Hγ−
2l+3
2(2l+1) ).
Proof. At first we study (2.5) in the elliptic region {t ≤ 0}{
∂2tw − t
2l−1∆w = 0, (t, x) ∈ (−∞, 0]× Rn,
w(0, x) = ψ(x).
(2.6)
Taking Fourier transform with respect to the variable x in (2.6) yields{
∂2t wˆ(t, ξ) + t
2l−1|ξ|2wˆ(t, ξ) = 0, (t, ξ) ∈ (−∞, 0]× Rn,
wˆ(0, ξ) = ψˆ(ξ).
(2.7)
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By Lemma 2.1.(i), the solution wˆ(t, ξ) to (2.7) can be expressed as
wˆ(t, ξ) = λ(−ts)ψˆ(ξ) with s = |ξ|
2
2l+1 . (2.8)
Then it follows from (2.8) and Lemma 2.2.(ii) that
‖w(t, ·)‖Hγ(Rn) =‖λ(−ts) < ξ >
γ ψˆ(ξ)‖L2(Rn)
≤C‖ < ξ >γ ψˆ(ξ)‖L2(Rn) = C‖ψ‖Hγ(Rn) (2.9)
and
‖∂tw(t, ·)‖
H
γ− 2
2l+1 (Rn)
=‖λ′(−ts)s < ξ >γ−
2
2l+1 ψˆ(ξ)‖L2(Rn)
≤ C‖s < ξ >γ−
2
2l+1 ψˆ(ξ)‖L2(Rn)
≤ C‖ψ‖Hγ(Rn). (2.10)
Thus, we have from (2.9) and (2.10)
w(t, x) ∈ C((−∞, 0], Hγ(Rn)) ∩ C1((−∞, 0], Hγ−
2
2l+1 (Rn)). (2.11)
Next we consider the corresponding degenerate hyperbolic part of (2.5) in the region {t ≥
0} {
∂2t u− t
2l−1∆u = 0, (t, x) ∈ [0,+∞)× Rn,
u(0, x) = ψ(x), ∂tu(0, x) = ∂tw(0, x),
(2.12)
where ∂tw(0, x) ∈ Hγ−
2
2l+1 (Rn) comes from (2.11).
Upon applying Proposition 3.3 in [19], we arrive at
u(t, x) ∈ C([0,+∞), Hγ(Rn)) ∩ C1([0,∞), Hγ−
2l+3
2(2l+1) (Rn)). (2.13)
Combining (2.11) with (2.13) yields that problem (2.5) has a solution v(t, x) satisfying
v(t, x) ∈ C(R, Hγ(Rn)) ∩ C1(R, H
γ− 2l+3
2(2l+1) (Rn)),
therefore, we complete the proof of Lemma 2.3. 
To get the solvability of the nonlinear problem (1.1), as the first step we intend to solve (1.1)
in the degenerate elliptic region (−∞, 0] × Rn. To do so, we require to derive the weighted
W 2,p estimate of the solution to the problem ∂2tw + tm∆w = tνg(t, x) (0 ≤ ν ≤ m) with
w(0, x) = 0 in {t ≥ 0} so that (1.1) can be solved by applying the Hardy’s inequality and the
fixed point theorem (one can see the details in §4 below), where g(t, x) ∈ Lp(Rn+1+ ). In this
section, we only treat the case of ν = m, where the W 2,p (not weighted W 2,p) estimate can be
derived. Based on this, by the interpolation method we can obtain the weighted W 2,p estimates
for the general ν (see Theorem 3.1 and its proof in §3 below).
7From the equation ∂2tw + tm∆w = tmg(t, x) with w(0, x) = 0, we have{
∂2t wˆ(t, ξ)− t
m|ξ|2wˆ(t, ξ) = tmgˆ(t, ξ), (t, ξ) ∈ [0,+∞)× Rn,
wˆ(0, ξ) = 0.
(2.14)
This, together with Lemma 2.1.(ii), yields
wˆ(t, ξ) =
∫ +∞
0
Tˆ (t, σ, ξ)σmgˆ(σ, ξ)dσ, (2.15)
where Tˆ (t, σ, ξ) =
∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy and s = |ξ|2/m+2. By (2.15), we have
∆w = F−1ξ
(
|ξ|2uˆ(t, ξ)
)
= F−1ξ
(∫ +∞
0
Kˆ(t, σ, ξ)gˆ(σ, ξ)dσ
)
, (2.16)
here Kˆ(t, σ, ξ) = |ξ|2σmTˆ (t, σ, ξ). We start to analyze the property of kernel Kˆ(t, σ, ξ) so that
the Lp(R+ × Rn) estimate of ∆w can be obtained. To this end, we require to apply a basic
result on the Lp boundedness for a class of integral operators, which is established in Theorem
1.1 of [8] (a generalized Ho¨rmander multiplier theorem in Theorem 7.95 in [10]). Suppose that
the temperate distribution K(t, σ, x) ∈ S ′(R+ × Rn) (t ∈ R+ is taken as a parameter) satisfies
(i) For each fixed (t, σ) ∈ R+ × R+, Kˆ(t, σ, ξ) = Fx
(
K(t, σ, ·)
)
(ξ) ∈ C∞(Rn \ {0}) ∩
C(Rn), and Kˆ is piecewise continuous in (t, σ). (2.17)
(ii) sup
t,ξ
∫ +∞
0
|Kˆ(t, σ, ξ)|dσ ≤ C. (2.18)
(iii) sup
σ,ξ
∫ +∞
0
|Kˆ(t, σ, ξ)|dt ≤ C. (2.19)
(iv) Denote by ∆(a, b) = (a − b, a + b) and C∆(a, 2q+1b) = R+ \ ∆(a, 2q+1b) for some
integer q with q > n. For h(σ) ∈ C∞0 (R+) and r > 0, there exists a constant Cq > 0 depending
only on q such that for all |α| ≤ q
sup
r
2
≤|ξ|≤2r
r|α|
∫ +∞
0
∣∣∣∂αξ
∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ Cq
∫ +∞
0
|h(σ)|dσ, (2.20)
sup
r
2
≤|ξ|≤2r
r|α|
∫
C∆(a,2q+1b)
∣∣∣∂αξ
∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CqD1(a, b, r)
∫ +∞
0
|h(σ)|dσ,
(2.21)
and if
∫ +∞
0
h(σ)dσ = 0, then
sup
r
2
≤|ξ|≤2r
r|α|
∫ +∞
0
∣∣∣∂αξ
∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CqD2(a, b, r)
∫
|h(σ)|dσ, (2.22)
where Di(a, b, r)(i = 1, 2) are some positive functions of a, b, r. Then one has
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Lemma 2.4. (See Theorem 1.1 of [8]) Let (2.17)-(2.22) be fulfilled. Assume that for each
compactly supported f(t, x) ∈ L1(R+×Rn), and for each δ > 0, there is a Caldero´n-Zygmund
decomposition
f = f0 +
∞∑
k=1
rk,
where ‖f0‖L1 +
∑
‖rk‖L1 ≤ 3‖f‖L1 , and sup |f0| ≤ Cδ. In addition, for some disjoint cubes
Qk = ∆k(ak, b˜k) × Ik(xk, bk), here ∆k (or Ik) is the interval (or cube) centered at ak (or xk)
with side-length 2b˜k (or 2bk), assuming that
rk is supported in Qk,
∫
Qk
rkdtdx = 0, and δ
∑
|Qk| ≤ ‖f‖L1.
Moreover, for any k ∈ N, we also suppose that∑
j≥[− log2 bk ]
D1(ak, b˜k, 2
j) +
∑
j≤[− log2 bk]
D2(ak, b˜k, 2
j) ≤ C, (2.23)
where C > 0 is a generic positive constant independent of δ, f, k, ak, xk, bk and b˜k.
Then the operator K defined by
(Kf)(t, x) =
∫ ∞
0
K(t, σ, ·) ∗ f(σ, ·)dσ
is bounded on Lp(R+ × Rn) for all p ∈ (1,∞).
Next we apply Lemma 2.4 to establish the Lp boundedness of ∆w in (2.16). For this pur-
pose, we require to verify that the kernel Kˆ(t, σ, ξ) = |ξ|2σmTˆ (t, σ, ξ) in (2.16) satisfies (2.17)-
(2.22). Here we point out that our analysis for Kˆ(t, σ, ξ) is much more delicate and involved
than that for the kernel Kˆ0(t, σ, ξ) = |ξ|2tmTˆ (t, σ, ξ) in [8]. The main reason is: In the integrals
(2.18)-(2.22), the variables t and x are the parameter variable and the integration variable re-
spectively. This brings more troubles in treating the integrals (2.18)-(2.22) of Kˆ(t, σ, ξ) than in
treating the corresponding integrals of Kˆ0(t, σ, ξ) due to the appearance of the integral variable
factor σm in Kˆ(t, σ, ξ).
Lemma 2.5. Let Kˆ(t, σ, ξ) be defined in (2.16), then
(a) (2.18) and (2.19) hold.
(b) (2.20) holds for α = 0, namely, for any h(σ) ∈ C∞0 (R+), one has
sup
r
2
≤|ξ|≤2r
∫ +∞
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ C ∫ +∞
0
|h(σ)|dσ. (2.24)
Proof. (a) Noting that
∫ +∞
0
|Kˆ(t, σ, ξ)|dσ =
∫ +∞
0
|ξ|2σm
(∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy
)
dσ
9=λ(ts)
∫ ts
0
dy
λ2(y)
∫ +∞
y
σmλ(σ)dσ (due to |ξ|2 = sm+2)
=λ(ts)
∫ ts
0
dy
λ2(y)
∫ +∞
y
λ′′(σ)dσ (due to λ′′(σ) = σmλ(σ))
=1− λ(ts) ≤ C, (by (2.2))
then (2.18) holds.
In addition, one has∫ +∞
0
|Kˆ(t, σ, ξ)|dt =
∫ +∞
0
|ξ|2σm
(∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy
)
dt
=(σs)m
∫ σs
0
dy
∫ +∞
y
λ(σs)λ(t)
λ2(y)
dt.
Without loss of generality, we may assume σs ≥ 2 (otherwise, the uniform bound of ∫ +∞
0
|Kˆ(t, σ, ξ)|dt
can be easily obtained since
∫ +∞
0
|Kˆ(t, σ, ξ)|dt ≤ 2mλ(σs)
∫ 2
0
dy
λ2(y)
∫ +∞
0
λ(t)dt ≤ C holds).
In this case, we have∫ +∞
0
|Kˆ(t, σ, ξ)|dt =(σs)m
(∫ 1
0
+
∫ σs
2
1
+
∫ σs
σs
2
)
dy
∫ +∞
y
λ(t)λ(σs)
λ2(y)
dt
≡L1 + L2 + L3. (2.25)
Next we treat each Li (i = 1, 2, 3) in (2.25). From (2.1) and (2.2), one has
L1 ≤ Cλ(σs)(σs)
mλ−2(1)
∫ +∞
0
(1 + t)−2dt ≤ C. (2.26)
The boundedness of L2 and L3 can be obtained by applying (2.3). Indeed,
L2 ≤(σs)
m
∫ σs
2
1
dy
∫ +∞
y
( t
y
) 1
2
(σs
y
) 1
2 exp
( 4
m+ 2
y
m+2
2 −
2
m+ 2
t
m+2
2 −
2
m+ 2
(σs)
m+2
2
)
dt
≤(σs)m+
1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)∫ σs
2
1
y−1exp
( 4
m+ 2
y
m+2
2
)
dy
×
∫ +∞
y
t
1−m
2 exp
(
−
2
m+ 2
t
m+2
2
)
d(t
m+2
2 )
≤(σs)m+
1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)∫ σs
2
1
y−
m+1
2 exp
( 2
m+ 2
y
m+2
2
)
dy
≤(σs)m+
1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)
exp
( 2
m+ 2
(
σs
2
)
m+2
2
)
≤exp
(
− C(σs)
m+2
2
)
≤C (2.27)
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and
L3 ≤ (σs)
m+ 1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)∫ σs
σs
2
y−1exp
( 4
m+ 2
y
m+2
2
)
dy
×
∫ +∞
y
t
1−m
2 exp
(
−
2
m+ 2
t
m+2
2
)
d(t
m+2
2 )
≤ (σs)m+
1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)∫ σs
σs
2
y−m−
1
2 exp
( 2
m+ 2
y
m+2
2
)
d(y
m+2
2 )
≤ (σs)m+
1
2 (
σs
2
)−m−
1
2 ≤ C. (2.28)
Substituting (2.26)-(2.28) into (2.25) yields (2.19). (b) It follows from (a) that∫ +∞
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ ∫ +∞
0
|h(σ)|
(∫ +∞
0
Kˆ(t, σ, ξ)dt
)
dσ ≤ C
∫ +∞
0
|h(σ)|dσ.
Thus (2.20) holds for α = 0. 
Lemma 2.6. Let Kˆ(t, σ, ξ) be defined in (2.16), then (2.21) holds for α = 0, i.e.,
sup
r
2
≤|ξ|≤2r
∫
C∆(a,2q+1b)
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CqP1(ar 2m+2 , br 2m+2 )
∫ +∞
0
|h(σ)|dσ,
(2.29)
where h(σ) ∈ C∞0 (R+) is supported in ∆ = (a− b, a+ b), and P1(a, b) = exp
(
− Cam/2b
)
.
Proof. Obviously, it suffices to establish (2.29) for q = 0 if the constant Cq can be shown to
be independent of q. Notice that
C∆(a, 2b) =
{
(a+ 2b,+∞), if a ≤ 2b
(a+ 2b,+∞) ∪ (0, a− 2b), if a > 2b,
then in order to estimate the integral
∫
C∆(a,2q+1b)
in (2.29), we require to deal with the integrals∫ +∞
a+2b
and
∫ a−2b
0
separately.
It follows from a direct computation that∫ +∞
a+2b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
≤
∫ +∞
a+2b
dt
(∫ a+b
a−b
|h(σ)| |ξ|2σmdσ
( ∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy
))
=
∫ a+b
a−b
|h(σ)| (σs)mλ(σs)dσ
(∫ σs
0
dy
λ2(y)
∫ +∞
(a+2b)s
λ(t)dt
)
≤
∫ a+b
a−b
|h(σ)| (σs)m+1dσ
(∫ +∞
(a+2b)s
λ(t)
λ(σs)
dt
)
(by (2.1))
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≤
∫ a+b
a−b
|h(σ)| (σs)m+1dσ
(∫ +∞
(a+2b)s
( t
σs
) 1
2 exp
( 2
m+ 2
(σs)
m+2
2 −
2
m+ 2
t
m+2
2
)
dt
)
( by (2.3))
≤
∫ a+b
a−b
|h(σ)| (σs)m+
1
2 exp
( 2
m+ 2
(σs)
m+2
2
)
dσ
∫ +∞
(a+2b)s
t
1−m
2 exp
(
−
2
m+ 2
t
m+2
2
)
d(t
m+2
2 )
≤
∫ a+b
a−b
|h(σ)| (σs)m+
1
2
(
(a+ 2b)s
) 1−m
2 exp
( 2
m+ 2
(σs)
m+2
2 −
2
m+ 2
((a + 2b)s)
m+2
2
)
dσ
≤C
(
(a+ b)s
)m
2
+1
exp
(
− C(as)
m
2 (bs)
) ∫ +∞
0
|h(σ)|dσ
≤Cexp
(
− C(as)
m
2 (bs)
)∫ +∞
0
|h(σ)|dσ, (2.30)
where the positive constant C is independent of a and b.
If a− 2b ≥ 0, then∫ a−2b
0
dt
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣
≤
∫ a+b
a−b
|h(σ)| (σs)mλ(σs)dσ
(∫ (a−2b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
)
≤
∫ a+b
a−b
|h(σ)|(σs)mλ(σs)dσ
∫ (a−2b)s
0
t
λ(t)
dt (by (2.1))
=
∫ (a−2b)s
0
tdt
(∫ a+b
a−b
|h(σ)|(σs)m
λ(σs)
λ(t)
dσ
)
≤
∫ (a−2b)s
0
tdt
(∫ a+b
a−b
|h(σ)|(σs)m
(σs
t
)1/2
exp
( 2
m+ 2
t
m+2
2 −
2
m+ 2
(σs)
m+2
2
)
dσ
)
( by (2.3))
≤C
(
(a− 2b)s
) 3
2
(
(a+ b)s
)m+ 1
2 exp
( 2
m+ 2
((a− 2b)s)
m+2
2
)
exp
(
−
2
m+ 2
((a− b)s)
m+2
2
)
×
∫ +∞
0
|h(σ)|dσ
≤Cexp
(
− C(as)
m
2 (bs)
) ∫ +∞
0
|h(σ)|dσ. (2.31)
From (2.30) and (2.31), we see that∫
C∆(a,2q+1b)
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CP1(as, bs)
∫ +∞
0
|h(σ)|dσ, (2.32)
where P1(a, b) = exp
(
− Cam/2b)
)
. Thus, (2.29) obviously holds due to (2.32). 
Lemma 2.7. Let Kˆ(t, σ, ξ) be defined in (2.16), then (2.22) holds for α = 0, i.e.,
sup
r
2
≤|ξ|≤2r
∫ +∞
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CP2(ar 2m+2 , br 2m+2 )
∫ +∞
0
|h(σ)|dσ, (2.33)
12
where h(σ) ∈ C∞0 (R+), supph(σ) ⊂ ∆ = (a − b, a + b),
∫ +∞
0
h(σ)dσ = 0, and P2(a, b) =
ba
m
2 + b2am + b3a
3m
2 .
Proof. We will divide the proof of (2.33) into the following three parts:(∫ +∞
a+b
+
∫ a−b
0
+
∫ a+b
a−b
)∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt.
Part 1.
∫ +∞
a+b
∣∣∣ ∫ +∞0 Kˆ(t, σ, ξ)h(σ)dσ∣∣∣dt ≤ Cbs(as)m2 ∫ +∞0 |h(σ)|dσ holds
By a direct computation, we have∫ +∞
a+b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
=
∫ +∞
a+b
∣∣∣ ∫ a+b
a−b
(
Kˆ(t, σ, ξ)− Kˆ(t, a+ b, ξ)
)
h(σ)dσ
∣∣∣dt (by ∫ h(σ)dσ = 0)
=
∫ +∞
a+b
λ(ts)dt
∣∣∣ ∫ a+b
a−b
h(σ)|ξ|2
(
σmλ(σs)
∫ σ
0
dy
λ2(ys)
− (a + b)mλ((a+ b)s)
∫ a+b
0
dy
λ2(ys)
)
dσ
∣∣∣
≤
∫ +∞
(a+b)s
λ(t)dt
∫ a+b
a−b
|h(σ)|(σs)m
(
λ(σs)− λ((a+ b)s)
)
dσ
∫ σs
0
dy
λ2(y)
+
∫ +∞
(a+b)s
λ(t)dt
∫ a+b
a−b
|h(σ)|
((
(a+ b)s
)m
−
(
σs
)m)
λ((a+ b)s)dσ
∫ σs
0
dy
λ2(y)
+
∫ +∞
(a+b)s
λ(t)dt
∫ a+b
a−b
|h(σ)|
(
(a + b)s
)m
λ((a+ b)s)dσ
∫ (a+b)s
σs
dy
λ2(y)
≡I1 + I2 + I3. (2.34)
Next we treat each Ii (i = 1, 2, 3) in (2.34). For I1, one has
I1 =
∫ a+b
a−b
|h(σ)|(σs)mλ(σs)dσ
(∫ σs
0
λ(σs)− λ((a+ b)s)
λ2(y)
dy
)∫ +∞
(a+b)s
λ(t)
λ(σs)
dt
≤Cbs
∫ a+b
a−b
|h(σ)|(σs)mλ(σs)dσ
(∫ σs
0
−λ′(y)
λ2(y)
dy
)∫ +∞
(a+b)s
( t
σs
) 1
2
× exp
( 2
m+ 2
(σs)
m+2
2 −
2
m+ 2
t
m+2
2
)
dt (by (2.1) and (2.3))
=Cbs
∫ a+b
a−b
|h(σ)|(σs)m−
1
2 exp
( 2
m+ 2
(σs)
m+2
2
)(
1− λ(σs)
)
dσ
×
∫ +∞
(a+b)s
t
1−m
2 exp
(
−
2
m+ 2
t
m+2
2
)
d(t
m+2
2 )
≤Cbs
(
(a+ b)s
) 1−m
2 exp
(
−
2
m+ 2
((a+ b)s)
m+2
2
) ∫ a+b
a−b
|h(σ)|(σs)m−
1
2
× exp
( 2
m+ 2
(σs)
m+2
2
)(
1− λ(σs)
)
dσ
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≤Cbs((a + b)s)
m
2
∫ +∞
0
|h(σ)|
(
1− λ(σs)
)
dσ
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (by (2.2)) (2.35)
Similarly, applying Lemma 2.2 yields
I2 ≤Cbs
(
(a+ b)s
)m−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
(∫ σs
0
λ(σs)
λ2(y)
dy
)(∫ +∞
(a+b)s
λ(t)
λ(σs)
dt
)
≤Cbs
(
(a+ b)s
)m−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|
1
λ(σs)
(∫ σs
0
λ(σs)
λ(y)
dy
)(∫ +∞
(a+b)s
λ(t)
λ(σs)
dt
)
≤Cbs
(
(a+ b)s
)m−1 ∫ a+b
a−b
|h(σ)|dσ
(∫ σs
0
(σs
y
) 1
2 exp
( 2
m+ 2
y
m+2
2 −
2
m+ 2
(σs)
m+2
2
)
dy
)
×
(∫ +∞
(a+b)s
( t
σs
) 1
2 exp
( 2
m+ 2
(σs)
m+2
2 −
2
m+ 2
t
m+2
2
)
dt
)
(by (2.1) and (2.3) )
≤Cbs
(
(a+ b)s
)m−1
2
∫ a+b
a−b
|h(σ)|exp
( 2
m+ 2
(σs)
m+2
2
)
dσ
(∫ σs
0
y−1/2dy
)
×
(∫ +∞
(a+b)s
exp
(
−
2
m+ 2
t
m+2
2
)
dt
)
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ (2.36)
and
I3 =
(
(a + b)s
)m ∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
σs
λ2((a + b)s)
λ2(y)
dy
∫ +∞
(a+b)s
λ(t)
λ((a + b)s)
dt
≤Cbs
(
(a+ b)s
)m ∫ a+b
a−b
|h(σ)|dσ
∫ +∞
(a+b)s
( t
(a+ b)s
) 1
2
× exp
( 2
m+ 2
((a+ b)s)
m+2
2 −
2
m+ 2
t
m+2
2
)
dt (by (2.3))
=Cbs
(
(a+ b)s
)m− 1
2 exp
( 2
m+ 2
((a + b)s)
m+2
2
) ∫ a+b
a−b
|h(σ)|dσ
∫ +∞
(a+b)s
t
1−m
2
× exp
(
−
2
m+ 2
t
m+2
2
)
d(t
m+1
2 )
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (2.37)
Substituting (2.35)-(2.37) into (2.34) yields the conclusion in Part 1.
Part 2.
∫ a−b
0
∣∣∣ ∫ +∞0 Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ Cbs(as)m2 ∫ +∞0 |h(σ)|dσ holds
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Note that∫ a−b
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
=
∫ a−b
0
∣∣∣ ∫ +∞
0
(
Kˆ(t, σ, ξ)− Kˆ(t, a+ b, ξ)
)
h(σ)dσ
∣∣∣dt (by∫ +∞
0
h(σ)dσ = 0)
=
∫ (a−b)s
0
λ(t)dt
∣∣∣ ∫ a+b
a−b
h(σ)
(
(σs)mλ(σs)
∫ t
0
dy
λ2(y)
− ((a + b)s)mλ((a+ b)s)
∫ t
0
dy
λ2(y)
)
dσ
∣∣∣
≤
∫ a+b
a−b
|h(σ)|(σs)m
(
λ(σs)− λ((a+ b)s)
)
dσ
∫ (a−b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
+ λ((a+ b)s)
∫ a+b
a−b
|h(σ)|
(
(σs)m − ((a+ b)s)m
)
dσ
∫ (a−b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
≤Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ (a−b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
+ Cbs((a+ b)s)m−1λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ (a−b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
(by (2.1))
≡II1 + II2. (2.38)
To estimate the term II1 in (2.38), we will consider the following three cases
Case 1. (a− b)s ≥ 2
One now has
II1 ≤ Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
(∫ 1
0
λ(t)dt
∫ t
0
dy
λ2(y)
+
∫ (a−b)s
2
1
λ(t)dt
∫ t
0
dy
λ2(y)
+
∫ (a−b)s
(a−b)s
2
λ(t)dt
∫ 1
0
dy
λ2(y)
+
∫ (a−b)s
(a−b)s
2
λ(t)dt
∫ (a−b)s
2
1
dy
λ2(y)
+
∫ (a−b)s
(a−b)s
2
λ(t)dt
∫ t
(a−b)s
2
dy
λ2(y)
)
≡ II
(1)
1 + II
(2)
1 + II
(3)
1 + II
(4)
1 + II
(5)
1 . (2.39)
We only estimate II(1)1 , II
(4)
1 and II
(5)
1 since the remaining terms can be treated similarly.
It follows from Lemma 2.2 that
II
(1)
1 ≤C(bs)
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ 1
0
λ(t)
t
λ2(t)
dt (by (2.1))
≤Cλ(1)−1 bs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ (by (2.1))
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ (by (2.2)) (2.40)
and
II
(4)
1 ≤Cbs
∫ a+b
a−b
|h(σ)|(σs)m
|λ′(σs)|
λ(σs)
dσ
∫ (a−b)s
(a−b)s
2
dt
∫ (a−b)s
2
1
λ(σs)λ(t)
λ2(y)
dy
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≤Cbs
∫ a+b
a−b
|h(σ)|(σs)
3m
2 dσ
∫ (a−b)s
(a−b)s
2
dt
×
∫ (a−b)s
2
1
( t
y
) 1
2
(σs
y
) 1
2 exp
( 4
m+ 2
y
m+2
2 −
2
m+ 2
t
m+2
2 −
2
m+ 2
(σs)
m+2
2
)
dy
( by (2.4) since (a− b)s ≥ 2 and by (2.3))
≤Cbs
∫ a+b
a−b
|h(σ)|(σs)
3m+1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)((a− b)s
2
) 3
2
× exp
( 2
m+ 2
((a− b)s)
2
)m+2
2
)
dσ
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (2.41)
In addition, by (2.3) and (2.4), we arrive at
II
(5)
1 =Cbs
∫ a+b
a−b
|h(σ)|(σs)m
|λ′(σs)|
λ(σs)
dσ
∫ (a−b)s
(a−b)s
2
dy
∫ y
(a−b)s
2
λ(σs)λ(y)
λ2(t)
dt
≤Cbs
∫ a+b
a−b
|h(σ)|(σs)
3m+1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)
dσ
×
∫ (a−b)s
(a−b)s
2
t
1−m
2 exp
(
−
2
m+ 2
t
m+2
2
)
d(t
m+1
2 )
∫ t
(a−b)s
2
y−1−
m
2 exp
( 4
m+ 2
y
m+2
2
)
d(y
m+2
2 )
≤Cbs
(
(a+ b)s
)m
2
∫ a+b
a−b
|h(σ)|(σs)m+
1
2 exp
(
−
2
m+ 2
(σs)
m+2
2
)
dσ
×
(
(a− b)s
)−(m+ 1
2
)
exp
( 2
m+ 2
(
(a− b)s
)m+2
2
)
. (2.42)
Notice that the function η(z) = zm+ 12 exp
(
− 2
m+2
z
m+2
2
)
is strictly decreasing for z ≥ 2, then
(2.42) can be dominated by
Cbs
(
(a+ b)s
)m
2
∫ +∞
0
|h(σ)|dσ ≤ Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ.
Collecting all the analysis above yields
II1 ≤ Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ for (a− b)s ≥ 2. (2.43)
Case 2. (a− b)s ≤ 1
In this case, we have
II1 ≤ II
(1)
1 ≤ Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (2.44)
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Case 3. 1 ≤ (a− b)s ≤ 2
In this case, we have
II1 ≤ II
(1)
1 + II
(6)
1 ,
where II(6)1 = Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ 2
1
λ(t)dt
∫ t
0
dy
λ2(y)
.
As in Case 2, one has II(1)1 ≤ Cbs(as)
m
2
∫
R
|h(σ)|dσ. In addition,
II
(6)
1 ≤Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ 2
1
t
λ(t)
dt (by (2.1))
≤Cbs(as)
m
2
∫
R
|h(σ)|dσ.
Therefore,
II1 ≤ Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ for 1 ≤ (a− b)s ≤ 2. (2.45)
Combining (2.43)-(2.45) yields
II1 ≤ Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (2.46)
Next we estimate II2 in (2.38), which will be divided into the following two cases.
Case A. (a− b)s ≥ 1
We have
II2 ≤Cbs
(
(a+ b)s
)m−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
×
(∫ 1
0
λ(t)dt
∫ t
0
dy
λ2(y)
+
∫ (a−b)s
1
λ(t)dt
∫ 1
0
dy
λ2(y)
+
∫ (a−b)s
1
λ(t)dt
∫ t
1
dy
λ2(y)
)
≡II
(1)
2 + II
(2)
2 + II
(3)
2 . (2.47)
Noting the function λ(t) is decreasing, then by (2.1)-(2.3)
II
(1)
2 ≤Cbs
(
(a + b)s
)m−1 ∫ a+b
a−b
|h(σ)|dσ
∫ 1
0
t
((a+ b)s
t
)1/2
× exp
( 2
m+ 2
t
m+2
2 −
2
m+ 2
(
(a + b)s
)m+2
2
)
dt
≤Cbs
(
(a + b)s
)m− 1
2 exp
(
−
2
m+ 2
(
(a + b)s
)m+2
2
) ∫ a+b
a−b
|h(σ)|dσ
×
∫ 1
0
t1/2exp
( 2
m+ 2
t
m+2
2
)
dt
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ (2.48)
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and
II
(2)
2 ≤C
bs
λ2(1)
(
(a+ b)s
)m−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ +∞
1
λ(t)dt
≤Cbs
(
(a + b)s
)m
2
(
(a+ b)s
)m
2
−1
λ((a+ b)s)
∫ +∞
0
|h(σ)|dσ
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (2.49)
For the term II(3)2 , one has from (2.3)
II
(3)
2 =Cbs
(
(a+ b)s
)m−1 ∫ a+b
a−b
|h(σ)|dσ
∫ (a−b)s
1
dt
∫ t
1
λ(t)λ((a+ b)s)
λ2(y)
dy
≤Cbs
(
(a+ b)s
)m− 1
2 exp
(
−
2
m+ 2
(
(a+ b)s
)m+2
2
)∫ a+b
a−b
|h(σ)|dσ
×
∫ (a−b)s
1
t1/2exp
( 2
m+ 2
t
m+2
2
)
dt
≤Cbs
(
(a+ b)s
)m− 1
2
(
(a− b)s
) 3
2
∫ a+b
a−b
|h(σ)|dσ
× exp
( 2
m+ 2
(
(a− b)s
)m+2
2 −
2
m+ 2
(
(a + b)s
)m+2
2
)
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (2.50)
From (2.48)-(2.50), we see that
II2 ≤ Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ for (a− b)s ≥ 1. (2.51)
Case B. (a− b)s ≤ 1
One easily obtains
II2 ≤ II
(1)
2 ≤ Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ for (a− b)s ≤ 1. (2.52)
Therefore, it follows from (2.38), (2.46) and (2.51)-(2.52) that the conclusion in Part 2 holds.
Part 3.
∫ a+b
a−b
∣∣∣ ∫ +∞0 Kˆ(t, σ, ξ)h(σ)dσ∣∣∣dt ≤ C(bs(as)m2 +(bs)2(as)m+(bs)3(as) 3m2 ) ∫ +∞0 |h(σ)|dσ
holds
We have∫ a+b
a−b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
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=
∫ a+b
a−b
∣∣∣ ∫ a+b
a−b
h(σ)|ξ|2
(
σm
∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy − (a+ b)m
∫ t
0
λ(ts)λ((a+ b)s)
λ2(ys)
dy
)
dσ
∣∣∣dt
≤
∫ (a+b)s
(a−b)s
λ(t)dt
∫ a+b
a−b
|h(σ)|(σs)m
(
λ(σs)− λ((a+ b)s)
)
dσ
(∫ (a−b)s
0
+
∫ min(t,σs)
(a−b)s
) dy
λ2(y)
+
∫ (a+b)s
(a−b)s
λ(t)dt
∫ a+b
a−b
|h(σ)|
((
(a+ b)s
)m
−
(
σs
)m)
λ((a+ b)s)dσ
(∫ (a−b)s
0
+
∫ min(t,σs)
(a−b)s
) dy
λ2(y)
+
∫ (a+b)s
(a−b)s
λ(t)dt
∫ a+b
a−b
|h(σ)|
(
(a+ b)s
)m
λ((a+ b)s)dσ
∫ t
min(t,σs)
dy
λ2(y)
≡III1 + III2 + III3 + III4 + III5. (2.53)
We now treat each IIIi in (2.53) as follows.
Step 1. Estimate of III1
By applying Lemma 2.2, one obtains
III1 =
∫ a+b
a−b
|h(σ)|(σs)mdσ
∫ (a−b)s
0
λ(σs)− λ((a + b)s)
λ2(y)
dy
∫ (a+b)s
(a−b)s
λ(t)dt
≤C
(
(a + b)s
)m ∫ a+b
a−b
|h(σ)|dσ
(
bs
∫ (a−b)s
0
−λ′(y)
λ2(y)
dy
) (
λ((a− b)s)
∫ (a+b)s
(a−b)s
dt
)
≤C(bs)2(as)m
(
1− λ((a− b)s)
)∫ +∞
0
|h(σ)|dσ
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (2.54)
Step 2. Estimate of III2
III2 ≤Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ σs
(a−b)s
λ(t)dt
∫ t
(a−b)s
dy
λ2(y)
+ Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ (a+b)s
σs
λ(t)dt
∫ σs
(a−b)s
dy
λ2(y)
≡III
(1)
2 + III
(2)
2 . (2.55)
If (a− b)s ≥ 1, then
III
(1)
2 ≤C(bs)
2
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ σs
(a−b)s
1
λ(y)
dy (by (2.1))
≤C(bs)3
∫ a+b
a−b
|h(σ)|(σs)m
|λ′(σs)|
λ(σs)
dσ (by (2.1))
≤C(bs)3
∫ a+b
a−b
|h(σ)|(σs)
3m
2 dσ (by (2.4))
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≤C(bs)3(as)
3m
2
∫ +∞
0
|h(σ)|dσ (2.56)
and
III
(2)
2 ≤C(bs)
2
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ (a+b)s
σs
λ(t)
λ2(σs)
dt (by (2.1))
=C(bs)2
∫ a+b
a−b
|h(σ)|(σs)m
|λ′(σs)|
λ(σs)
dσ
∫ (a+b)s
σs
λ(t)
λ(σs)
dt
≤C(bs)3
∫ a+b
a−b
|h(σ)|(σs)
3m
2 dσ (by (2.1) and (2.4))
≤C(bs)3(as)
3m
2
∫ +∞
0
|h(σ)|dσ. (2.57)
If (a− b)s ≤ 1 ≤ (a+ b)s, then one has by (2.1)
III
(1)
2 ≤Cbs
∫ s−1
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ 1
(a−b)s
λ(t)dt
∫ t
(a−b)s
dy
λ2(y)
+ Cbs
∫ a+b
s−1
|h(σ)|(σs)m|λ′(σs)|dσ
∫ σs
(a−b)s
λ(t)dt
∫ t
(a−b)s
dy
λ2(y)
≤Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ + C(bs)3
∫ a+b
s−1
|h(σ)|(σs)m
|λ′(σs)|
λ(σs)
dσ
≤C
(
bs(as)
m
2 + (bs)3(as)
3m
2
)∫ +∞
0
|h(σ)|dσ (2.58)
and
III
(2)
2 ≤Cbs
∫ s−1
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ (a+b)s
σs
λ(t)dt
∫ 1
(a−b)s
dy
λ2(y)
+ C(bs)2
∫ a+b
s−1
|h(σ)|(σs)m
|λ′(σs)|
λ(σs)
dσ
∫ (a+b)s
σs
λ(t)
λ(σs)
dt
≤C
1
λ2(1)
(bs)2
∫ s−1
a−b
|h(σ)| (σs)m |λ′(σs)| λ(σs)dσ + C(bs)3
∫ a+b
s−1
|h(σ)|(σs)
3m
2 dσ
≤C
(
(bs)2(as)m + (bs)3(as)
3m
2
)∫ +∞
0
|h(σ)|dσ. (2.59)
If (a + b)s ≤ 1, then
III
(1)
2 ≤Cbs
∫ s−1
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ 1
(a−b)s
λ(t)dt
∫ t
(a−b)s
dy
λ2(y)
≤Cbs
∫ s−1
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ 1
(a−b)s
t
λ(t)
dt (by (2.1))
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≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ (2.60)
and
III
(2)
2 ≤Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ (a+b)s
σs
λ(t)dt
∫ 1
(a−b)s
dy
λ2(y)
≤Cλ−2(1)(bs)2
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|λ(σs)dσ (by (2.1))
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (2.61)
Combining (2.55)-(2.61) yields
III2 ≤ C
(
bs(as)
m
2 + (bs)2(as)m + (bs)3(as)
3m
2
)∫ +∞
0
|h(σ)|dσ. (2.62)
Step 3. Estimate of III3
A direct computation derives that from (2.3)
III3 ≤C
(
bsλ((a− b)s)
)(
bs
(
(a+ b)s
)m−1
λ((a+ b)s)
)( (a− b)s
λ2((a− b)s)
)∫ +∞
0
|h(σ)|dσ
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (2.63)
Step 4. Estimate of III4
We have
III4 ≤Cbs
(
(a + b)s
)m−1
λ((a + b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ σs
(a−b)s
λ(t)dt
∫ t
(a−b)s
dy
λ2(y)
+ Cbs
(
(a + b)s
)m−1
λ((a + b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
σs
λ(t)dt
∫ σs
(a−b)s
dy
λ2(y)
≡III
(1)
4 + III
(2)
4 .
It follows from Lemma 2.2 and (2.1) that
III
(1)
4 ≤Cbs
(
(a + b)s
)m−1
λ((a + b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ σs
(a−b)s
bs
λ(t)
dt
≤C(bs)2
(
(a+ b)s
)m−1 ∫ a+b
a−b
|h(σ)|(σs)
λ((a+ b)s)
λ(σs)
dσ
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ
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and
III
(2)
4 ≤Cbs
(
(a+ b)s
)m−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
(∫ (a+b)s
σs
λ(t)dt
σs
λ2(σs)
)
≤Cbs
(
(a+ b)s
)m−1 ∫ a+b
a−b
|h(σ)|(σs)
λ((a+ b)s)
λ(σs)
dσ
∫ (a+b)s
σs
λ(t)
λ(σs)
dt
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ.
Hence
III4 ≤ C(bs)
2(as)m
∫ +∞
0
|h(σ)|dσ. (2.64)
Step 5. Estimate of III5
One has
III5 =
(
(a + b)s
)m
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
σs
λ(t)dt
∫ t
σs
dy
λ2(y)
≤
(
(a + b)s
)m
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
σs
2bs
λ(t)
dt
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (2.65)
Substituting (2.54) and (2.62)-(2.65) into (2.53) derives the conclusion in Part 3. Therefore,
collecting all the results in Part 1 -Part 3, we have∫ +∞
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CP2(as, bs)
∫ +∞
0
|h(σ)|dσ, (2.66)
where P2(a, b) = ba
m
2 + b2am + b3a
3m
2 . Hence Lemma 2.7 is proved. 
Based on Lemma 2.5-Lemma 2.7, we will show that the function Kˆ(t, σ, ξ) defined in (2.16)
satisfies (2.20)-(2.22) for all |α| ≤ q with some integer q > n.
Lemma 2.8. Let Kˆ(t, σ, ξ) be defined in (2.16), then (2.20)-(2.22) hold.
Proof. We now prove (2.20) by induction method. Note that (2.20) holds for |α| = 0 by
Lemma 2.5. Suppose that for |α| ≤ j < q∫ +∞
0
∣∣∣∂αξ (
∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
)∣∣∣dt ≤ Cq|ξ|−|α|
∫
|h(σ)|dσ for any h ∈ L1(R+) ;
(Aj)∫
C∆(a,2q+1b)
∣∣∣∂αξ
∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CqD1(a, b, R)|ξ|−|α|
∫
|h(σ)|dσ
for any h ∈ L1(R+) with supph ⊂ ∆(a, b); (Bj)
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and ∫ +∞
0
∣∣∣∂αξ
∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CqD2(a, b, R)|ξ|−|α|
∫
|h(σ)|dσ
for any h ∈ L1(R+) with supph ⊂ ∆(a, b) and
∫
h(σ)dσ = 0. (Cj)
At first, we show (Aj+1) holds. Denote U (j+1) = ∂j+1ξ uˆ(t, ξ). Taking ∂
j+1
ξ on the two hand
sides of the equation ∂2t uˆ− tm|ξ|2uˆ = tmh(t) yields
∂2tU
(j+1) − tm|ξ|2U (j+1) = tm
(
C1∂ξ(|ξ|
2)U (j) + C2∂
2
ξ (|ξ|
2)U (j−1)
)
, (2.67)
where C1 and C2 are some constants. It follows from (2.67) and (A0) that∫ +∞
0
|ξ|2 |U (j+1)(t, ξ)|dt ≤ C|ξ|−1
∫ +∞
0
|ξ|2 |U (j)(t, ξ)| dt+C|ξ|−2
∫ +∞
0
|ξ|2 |U (j−1)(t, ξ)| dt.
(2.68)
This, together with the induction assumption (Aj) and the definition of Kˆ(t, σ, ξ), yields (Aj+1).
In addition, (Bj+1) or (Cj+1) can be directly obtained by using (2.68) repeatedly until j = 1
and combining Lemma 2.6 or Lemma 2.7. Therefore, the proof of Lemma 2.8 is completed. 
Next we show that functions
D1(a, b, r) = P1(ar
2
m+2 , br
2
m+2 ), D2(a, b, r) = P2(ar
2
m+2 , br
2
m+2 )
satisfy the estimate (2.23) for suitable ak, bk and b˜k, where P1(a, b) and P2(a, b) are defined in
(2.29) and (2.33) respectively.
Lemma 2.9. For D1(a, b, r) and D2(a, b, r) defined above, the estimate (2.23) in Lemma
2.4 holds for ak, bk and b˜k with bk ∼ am/2k b˜k.
Proof. For any f ∈ L1(R+ × Rn), one has the standard Caldero´n-Zygmund decomposition
(see Theorem 4 in Chapter 1 of [21]):
f = g +
∑
rk
such that
g(t, x) =


f(t, x), in Rn+1+ \ ∪kQk
1
|Qk|
∫
Qk
f(θ, y)dθdy, in Qk
and
rk(t, x) =
(
f(t, x)− g(t, x)
)
χQk ,
where the cubeQk = ∆k(ak, b˜k)×Ik(xk, bk) with
1
C
≤
bk
a
m/2
k b˜k
≤ C for some positive constant
C > 1 independent of k.
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Set
D1(ak, b˜k, r) ≡ P1(akr
2/(m+2), b˜kr
2/(m+2)) = exp
(
− Ca
m
2
k b˜kr
)
,
and
D2(ak, b˜k, r) ≡ a
m
2
k b˜kr + a
m
k b˜
2
kr
2 + a
3m
2
k b˜
3
kr
3,
then ∑
2jbk≥1
D1(ak, b˜k, 2
j) +
∑
2jbk≤1
D2(ak, b˜k, 2
j)
≤
∑
2jbk≥1
exp(−C2jbk) + C
∑
2jbk≤1
(
2jbk + (2
jbk)
2 + (2jbk)
3
)
≤ C
and Lemma 2.9 is proved. 
Based on Lemma 2.4-Lemma 2.9, we now prove
Theorem 2.10. Consider the problem{
∂2tw + t
m∆w = tmg(t, x), (t, x) ∈ [0,+∞)× Rn,
w(0, x) = 0,
(2.69)
where m ∈ N, g ∈ Lp(Rn+1+ ) (1 < p <∞), and suppg ⊂ {(t, x) : 0 ≤ t ≤ M0} with M0 > 0
being some fixed constant, then (2.69) has a unique solution w ∈ W 2,p([0, T ] × Rn) for any
T > 0, moreover w satisfies the following estimate
‖∂2tw‖Lp(GT ) + ‖∆w‖Lp(GT ) +
n∑
j=1
‖∂2txjw‖Lp(GT )
+ ‖∂tw‖Lp(GT ) +
n∑
j=1
‖∂jw‖Lp(GT ) + ‖w‖Lp(GT )
≤ Cp,T‖g‖Lp(Rn+1+ ), (2.70)
where GT = [0, T ]× Rn, and Cp,T is a generic positive constant depending on p and T .
Proof. By (2.16), we know that the solution u to (2.69) satisfies
∆w = F−1ξ
(
|ξ|2uˆ(t, ξ)
)
= F−1ξ
(∫ +∞
0
Kˆ(t, σ, ξ)gˆ(σ, ξ)dσ
)
,
where Kˆ(t, σ, ξ) = |ξ|2σmTˆ (t, σ, ξ). By Lemma 2.5-Lemma 2.9, one knows that Kˆ(t, σ, ξ)
satisfies all the requirements in Lemma 2.4. Hence we have from Lemma 2.4
‖∆w‖Lp(Rn+1+ ) ≤ Cp‖g‖Lp(R
n+1
+ )
. (2.71)
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This, together with the equation (2.69), yields
‖∂2tw‖Lp(GT ) ≤ CpT
m‖g‖Lp(GT ). (2.72)
By (2.71)-(2.72) and the interpolation theory, we can obtain
n∑
j=1
‖∂2txjw‖Lp(GT ) ≤ Cp,T‖g‖Lp(Rn+1+ ). (2.73)
In addition, by (2.15) we have
wˆ(t, ξ) = λ(ts)
∫ t
0
dy
λ2(ys)
∫ ∞
y
λ(σs)σmgˆ(σ, ξ)dσ,
which derives
∂twˆ(0, ξ) =
∫ ∞
0
λ(σs)σmgˆ(σ, ξ)dσ =
∫ M0
0
λ(σs)σmgˆ(σ, ξ)dσ
and further
∂tw(0, x) =
∫ M0
0
F−1ξ (λ(σs)) ∗ (σ
mg(σ, ·))dσ. (2.74)
It is noted that
∂αξ (λ(−σs)) = |ξ|
−|α|
(
P1(σs, ω)λ(−σs) + P2(σs, ω)λ
′(−σs)
)
, (2.75)
where Pj(θ, ω)(j = 1, 2) are the polynomials of θ, and smoothly depend on the variable ω ∈
Sn−1. From (2.75), we easily derive that for some integer q > n
sup
t∈[−T,0]
r2|α|−n
∫
r
2
≤|ξ|≤2r
|∂αξ (λ(−ts))|
2dξ ≤ Cq for all r > 0 and |α| ≤ q. (2.76)
Analogously, we have for some integer q > n
sup
t∈[−T,0]
r2|α|−n
∫
r
2
≤|ξ|≤2r
|∂αξ (λ
′(−ts))|2dξ ≤ Cq for all r > 0 and |α| ≤ q. (2.77)
Then it follows (2.76)-(2.77), Ho¨rmander’s multiplier theorem (see Theorem 7.95 in [10]),
Minkowski inequality and (2.74) that
‖∂tw(0, x)‖Lp(Rn) ≤ CpM
m+1− 1
p
0 ‖g‖Lp(Rn+1+ ). (2.78)
This, together with (2.72), yields
‖∂tw‖Lp(GT ) ≤‖∂tw(0, ·)‖Lp(GT ) +
(∫ T
0
∥∥∥ ∫ t
0
∂2τw(τ, ·)dτ
∥∥∥p
Lp(Rn)
)1/p
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≤CT
1
p (‖∂tw(0, ·)‖Lp(Rn) + ‖∂
2
τw(τ, x)‖Lp(GT ))
≤CpT
1
p (M
m+1− 1
p
0 + T
m)‖g‖Lp(Rn+1+ ). (2.79)
By (2.73) and w(0, x) = 0, one has from Minkowski inequality, Ho¨lder’s inequality and (2.79)
that
‖w‖Lp(GT ) ≤ T‖∂tw‖Lp(GT ) ≤ CpT
1+ 1
p (M
m+1− 1
p
0 + T
m)‖g‖Lp(Rn+1+ ). (2.80)
In addition, it follows from w(0, x) = 0 and (2.73) that
n∑
j=1
‖∂jw‖Lp(GT ) ≤ Cp,T‖g‖Lp(Rn+1+ ). (2.81)
Combining (2.71)-(2.73) and (2.79)-(2.81) yield (2.70). 
3 WeightedW 2,p estimates for the generalized Tricomi equa-
tions
In this section, for the later requirements of solving Theorem 1.1 in the degenerate elliptic
region, we will establish the weighted W 2,p estimates of the solution to the following problem{
∂2tw + t
m∆xw = t
νg(t, x), (t, x) ∈ [0,+∞)× Rn,
w(0, x) = 0,
(3.1)
where m ∈ N, ν ∈ R, and 0 ≤ ν ≤ m. Here we point out that showing the weighted W 2,p
estimates for (3.1) also admits independent interests in the study on the linear degenerate elliptic
equations.
Theorem 3.1. Let g ∈ Lp(Rn+1+ ) with 1 < p < ∞ and supp(g) ⊂ {(t, x) : 0 ≤ t ≤ M0}
for some M0 > 0, then for any fixed T > 0, there exists a generic constant Cp,T > 0 such that
‖∂2tw‖Lp(GT ) + ‖t
m−ν∆w‖Lp(GT ) +
n∑
j=1
‖t
m−ν
2 ∂2txjw‖Lp(GT )
+ ‖∂tw‖Lp(GT ) +
n∑
j=1
‖t
m−ν
2 ∂xjw‖Lp(GT ) + ‖w‖Lp(GT ) ≤ Cp,T‖g‖Lp(Rn+1+ ), (3.2)
where GT = [0, T ]× Rn. In addition, we have further that w, ∂tw ∈ C([0, T ], Lp(Rn)) and
‖w(t, ·)‖Lp(Rn) + ‖∂tw(t, ·)‖Lp(Rn) ≤ Cp,T‖g‖Lp(Rn+1+ ). (3.3)
Moreover, if 1 < p < Qν ≡ 1 + n
(
2l+1−ν
2
)
, then w ∈ C([0, T ], Lp¯(Rn)), ∂tw ∈ Lp¯(GT ) with
1
p¯
=
1
p
−
1
Qν
, and
‖w(t, ·)‖Lp¯(Rn) + ‖∂tw‖Lp¯(GT ) ≤ Cp,T‖g‖Lp(Rn+1+ ); (3.4)
26
if p > Qν , then w ∈ C([0, T ], L∞(Rn)), ∂tw ∈ L∞(GT ), and
‖w(t, ·)‖L∞(Rn) + ‖∂tw‖L∞(GT ) ≤ CT‖g‖Lp(Rn+1+ ); (3.5)
and if p = Qν , then w ∈ C([0, T ], Lq(Rn)), ∂tw ∈ Lq(GT ) for any 1 < q <∞, and
‖w(t, ·)‖Lq(Rn) + ‖∂tw‖Lq(GT ) ≤ Cq,T‖g‖Lp(Rn+1+ ), (3.6)
Remark 3.1. When ν = 0 in (3.1), the weighted W 2,p or W 1,p estimates have been es-
tablished under variable assumptions on the function g(t, x) and by different methods in [11],
[21], and [24].
Remark 3.2. By [17] and the references therein, Qν = 1 + (m−ν2 + 1)n stands for the
homogeneous dimension with respect to the operator ∂2t + tm−ν∆ for t ≥ 0 and x ∈ Rn, and
then it follows from the “Sobolev’s imbedding theorem” and (3.2) that (3.4)-(3.6) hold.
Proof of Theorem 3.1. Since w is a solution to (3.1), then we have from (2.14)-(2.15) that
wˆ(t, ξ) =
∫ +∞
0
Tˆ (t, σ, ξ)σν gˆ(σ, ξ)dσ,
where Tˆ (t, σ, ξ) =
∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy and s = |ξ|2/m+2. Thus,
w(t, x) =
∫ +∞
0
T (t, σ, ·) ∗
(
σνg(σ, ·)
)
dσ, (3.7)
where T (t, σ, x) = F−1ξ Tˆ (t, σ, ξ). To show Theorem 3.1, as in Theorem 2.10, at first, we
require to prove
‖tm−ν∆w‖Lp(GT ) ≤ C‖g‖Lp. (3.8)
It is noted that
tm−ν∆w = F−1ξ
(
tm−ν |ξ|2wˆ(t, ξ)
)
= F−1ξ
(∫ +∞
0
Kˆ(t, σ, ξ)gˆ(σ, ξ)dσ
)
,
where Kˆ(t, σ, ξ) = |ξ|2tm−νσνTˆ (t, σ, ξ). For notational convenience, we set Kˆ1(t, σ, ξ) =
|ξ|2σmTˆ (t, σ, ξ) and Kˆ2(t, σ, ξ) = |ξ|2tmTˆ (t, σ, ξ).
With respect to Kˆ1(t, σ, ξ), its some crucial properties have been established in Lemma 2.5-
Lemma 2.9 of §2. For Kˆ2(t, σ, ξ), the authors in [8] have shown that it satisfies (2.17)-(2.20)
and (2.21)-(2.22) with the quantities
D1(a, b, r) = P3(ar
2/(m+2), br2/(m+2)), D2(a, b, r) = P4(ar
2/(m+2), br2/(m+2)),
where
P3(a, b) =
{
a if a ≤ 3,
exp(−Cam/2b) if a > 3,
(3.9)
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and
P4(a, b) =
{
a if a ≤ 3,
am/2b+ amb2 + ab2/m if a > 3.
(3.10)
We now prove that Kˆ(t, σ, ξ) satisfies (2.17)-(2.20) and (2.21)-(2.22) with suitable quanti-
ties D1(a, b, r) and D2(a, b, r). Notice that
ym−νσν ≤
{
ym if σ ≤ y,
σm if y ≤ σ,
then one has 0 ≤ Kˆ(t, σ, ξ) ≤ Kˆ1(t, σ, ξ) + Kˆ2(t, σ, ξ). From this, we have
sup
t,ξ
∫ +∞
0
|Kˆ(t, σ, ξ)|dσ ≤ sup
t,ξ
∫ +∞
0
|Kˆ1(t, σ, ξ)|dσ+ sup
t,ξ
∫ +∞
0
|Kˆ2(t, σ, ξ)|dσ ≤ C, (3.11)
sup
σ,ξ
∫ +∞
0
|Kˆ(t, σ, ξ)|dσ ≤ sup
σ,ξ
∫ +∞
0
|Kˆ1(t, σ, ξ)|dt+ sup
σ,ξ
∫ +∞
0
|Kˆ2(t, σ, ξ)|dt ≤ C, (3.12)
∫ +∞
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ ∫ +∞
0
dt
∫ +∞
0
(
Kˆ1(t, σ, ξ) + Kˆ2(t, σ, ξ)
)
|h(σ)|dσ
≤C
∫ +∞
0
|h(σ)|dσ (3.13)
and ∫
C∆(a,2q+1b)
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
≤
∫
C∆(a,2q+1b)
dt
∫ +∞
0
(
Kˆ1(t, σ, ξ) + Kˆ2(t, σ, ξ)
)
|h(σ)|dσ
≤C
(
P1(as, bs) + P3(as, bs)
) ∫ +∞
0
|h(σ)|dσ, (3.14)
which means that Kˆ satisfies the estimates (2.18)-(2.19), and (2.20)-(2.21) with α = 0.
Next we verify the estimate (2.22) of Kˆ when |α| = 0. This procedure will be divided
into the following three parts. From now on, we assume that the function h ∈ C∞0 (R+) with∫
h(σ)dσ = 0 is supported in ∆(a, b).
Part 1.
∫ +∞
a+b
∣∣∣ ∫ +∞0 Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CP5(as, bs) ∫ +∞0 |h(σ)|dσ holds for suitable
function P5(a, b)
It follows from a direct computation that∫ +∞
a+b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
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=
∫ +∞
a+b
∣∣∣ ∫ a+b
a−b
(
Kˆ(t, σ, ξ)− Kˆ(t, a+ b, ξ)
)
h(σ)dσ
∣∣∣dt (by∫ h(σ)dσ = 0)
=
∫ +∞
a+b
∣∣∣ ∫ a+b
a−b
h(σ)|ξ|2tm−ν
(
σν
∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy
− (a+ b)ν
∫ min(t,a+b)
0
λ(ts)λ((a+ b)s)
λ2(ys)
dy
)
dσ
∣∣∣dt
≤
∫ +∞
(a+b)s
λ(t)dt
∫ a+b
a−b
|h(σ)| tm
(
λ(σs)− λ((a+ b)s)
)
dσ
∫ σs
0
dy
λ2(y)
+
∫ +∞
(a+b)s
λ(t)dt
∫ a+b
a−b
|h(σ)| tm−ν
((
(a + b)s
)ν
−
(
σs
)ν)
λ((a+ b)s)dσ
∫ σs
0
dy
λ2(y)
+
∫ +∞
(a+b)s
λ(t)dt
∫ a+b
a−b
|h(σ)| tmλ((a+ b)s)dσ
∫ (a+b)s
σs
dy
λ2(y)
≡I1 + I2 + I3. (3.15)
Next we treat all the Ii (1 ≤ i ≤ 3) in the distinct two cases.
Case 1. as ≥ 1
In this case, we arrive at
I1 ≤|λ
′((a+ b)s)|
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
0
λ(σs)− λ((a+ b)s)
λ2(y)
dy (by tmλ(t) = λ′′(t))
≤Cbs|λ′((a+ b)s)|
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
0
−λ′(y)
λ2(y)
dy ( by (2.1) )
=Cbs
|λ′((a + b)s)|
λ((a+ b)s)
(
1− λ((a+ b)s)
)∫ a+b
a−b
|h(σ)|dσ
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ (3.16)
and
I2 ≤Cbs
(
(a+ b)s
)ν−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|
σs
λ2(σs)
dσ
∫ +∞
(a+b)s
tm−νλ(t)dt
≤Cbs
∫ a+b
a−b
|h(σ)|
λ((a+ b)s)
λ2(σs)
dσ
∫ +∞
(a+b)s
tmλ(t)dt
=Cbs
∫ a+b
a−b
|h(σ)|
|λ′((a+ b)s)| λ((a+ b)s)
λ2(σs)
dσ
≤Cbs
∫ a+b
a−b
|h(σ)|
|λ′((a+ b)s)|
λ((a + b)s)
λ2((a + b)s)
λ2(σs)
dσ
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ (3.17)
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and
I3 ≤C
bs
λ((a+ b)s)
∫ +∞
(a+b)s
tmλ(t)dt
∫ +∞
0
|h(σ)|dσ (by (2.1))
=Cbs
|λ′((a+ b)s)|
λ((a+ b)s)
∫ +∞
0
|h(σ)|dσ
≤Cbs(as)
m
2
∫ +∞
0
|h(σ)|dσ. (by (2.2)) (3.18)
Case 2. as ≤ 1
Denote by H =
∫ a+b
a−b
|h(σ)|λ(σs)dσ
∫ σs
0
dy
λ2(y)
∫ +∞
y
tmλ(t)dt. Then a direct computa-
tion yields
H =
∫ a+b
a−b
|h(σ)|λ(σs)dσ
∫ σs
0
−λ′(y)
λ2(y)
dy ( since tmλ(t) = λ′′(t))
=
∫ a+b
a−b
|h(σ)|
(
λ(0)− λ(σs)
)
dσ
≤(a + b)s|λ′(0)|
∫ +∞
0
|h(σ)|dσ ( by (2.1) )
≤Cas
∫ +∞
0
|h(σ)|dσ.
Thus,
I1 ≤ H ≤ Cas
∫ +∞
0
|h(σ)|dσ, I2 ≤ H ≤ Cas
∫ +∞
0
|h(σ)|dσ. (3.19)
In addition,
I3 ≤
∫ a+b
a−b
|h(σ)| λ((a+ b)s)dσ
∫ (a+b)s
0
dy
λ2(y)
∫ +∞
y
tmλ(t)dt
=
∫ a+b
a−b
|h(σ)|λ((a+ b)s)dσ
∫ (a+b)s
0
−λ′(y)
λ2(y)
dy
≤Cas
∫ +∞
0
|h(σ)|dσ. (3.20)
Substituting (3.16)-(3.20) into (3.15) yields∫ +∞
a+b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CP5(as, bs)
∫ +∞
0
|h(σ)|dσ, (3.21)
where
P5(a, b) =
{
a if a ≤ 1
bam/2 if a ≥ 1
(3.22)
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Part 2.
∫ a−b
0
∣∣∣ ∫ +∞0 Kˆ(t, σ, ξ)h(σ)dσ∣∣∣dt ≤ Cbs(as)m/2 ∫ +∞0 |h(σ)|dσ holds
It follows from a direct computation that∫ a−b
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
=
∫ a−b
0
tm−νλ(ts)dt
∣∣∣ ∫ a+b
a−b
h(σ)|ξ|2
(
σν
∫ t
0
λ(σs)
λ2(ys)
dy − (a+ b)ν
∫ t
0
λ((a+ b)s)
λ2(ys)
dy
)
dσ
∣∣∣
=
∫ (a−b)s
0
tm−νλ(t)dt
∣∣∣ ∫ a+b
a−b
h(σ)
(
(σs)νλ(σs)
∫ t
0
dy
λ2(y)
− ((a+ b)s)νλ((a + b)s)
∫ t
0
dy
λ2(y)
)
dσ
∣∣∣
≤
∫ a+b
a−b
|h(σ)| (σs)m
(
λ(σs)− λ((a+ b)s)
)
dσ
∫ (a−b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
+ λ((a+ b)s)
∫ a+b
a−b
|h(σ)|
(
(σs)ν − ((a+ b)s)ν
)
dσ
∫ (a−b)s
0
tm−νλ(t)dt
∫ t
0
dy
λ2(y)
≤Cbs
∫ a+b
a−b
|h(σ)|(σs)m|λ′(σs)|dσ
∫ (a−b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
+ Cbs((a+ b)s)m−1λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ (a−b)s
0
λ(t)dt
∫ t
0
dy
λ2(y)
(by (2.1))
≤Cbs(as)m/2
∫ +∞
0
|h(σ)|dσ. ( as in (2.38) )
(3.23)
Part 3.
∫ a+b
a−b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ C(bs)2(as)m ∫ +∞
0
|h(σ)|dσ holds
We have∫ a+b
a−b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt
=
∫ a+b
a−b
∣∣∣ ∫ a+b
a−b
h(σ)|ξ|2 tm−ν
(
σν
∫ min(t,σ)
0
λ(ts)λ(σs)
λ2(ys)
dy − (a+ b)ν
∫ t
0
λ(ts)λ((a+ b)s)
λ2(ys)
dy
)
dσ
∣∣∣dt
≤
∫ a+b
a−b
|h(σ)|(σs)m
(
λ(σs)− λ((a+ b)s)
)
dσ
∫ σs
(a−b)s
λ(t)dt
(∫ (a−b)s
0
+
∫ t
(a−b)s
) dy
λ2(y)
+
∫ a+b
a−b
|h(σ)|
(
λ(σs)− λ((a+ b)s)
)
dσ
∫ (a+b)s
σs
tmλ(t)dt
(∫ (a−b)s
0
+
∫ σs
(a−b)s
) dy
λ2(y)
+
∫ a+b
a−b
|h(σ)|
((
(a+ b)s
)ν
−
(
σs
)ν)
λ((a+ b)s)dσ
∫ σs
(a−b)s
tm−νλ(t)dt
(∫ (a−b)s
0
+
∫ t
(a−b)s
) dy
λ2(y)
+
∫ a+b
a−b
|h(σ)|
((
(a+ b)s
)ν
−
(
σs
)ν)
λ((a+ b)s)dσ
∫ (a+b)s
σs
tm−νλ(t)dt
(∫ (a−b)s
0
+
∫ σs
(a−b)s
) dy
λ2(y)
+ λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
σs
tmλ(t)dt
∫ t
σs
dy
λ2(y)
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≡III1 + III2 + V1 + V2 + V3 + V3 + V4 + V5 + V6 + V7, (3.24)
where III1 and III2 have been defined in (2.53), whose estimates have been established in
(2.54) and (2.62) respectively. Next we treat each Vi (1 ≤ i ≤ 7). For the term V1, we have
V1 ≤
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
(a−b)s
tmλ(t)dt
∫ (a−b)s
0
λ(σs)− λ((a + b)s)
λ2(y)
dy
≤Cbs
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
(a−b)s
tmλ(t)dt
∫ (a−b)s
0
−λ′(y)
λ2(y)
dy
≤C(bs)2
(
(a+ b)s
)m
λ((a− b)s)
∫ a+b
a−b
|h(σ)|dσ
( 1
λ((a− b)s)
− 1
)
(by (2.1))
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (3.25)
For the term V2,
V2 =
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
σs
tmλ(t)dt
∫ σs
(a−b)s
λ(σs)− λ((a + b)s)
λ2(y)
dy
≤C(bs)2
(
(a+ b)s
)m ∫ a+b
a−b
|h(σ)| λ(σs)dσ
∫ σs
(a−b)s
−λ′(y)
λ2(y)
dy
=C(bs)2
(
(a+ b)s
)m ∫ a+b
a−b
|h(σ)| λ(σs)
( 1
λ(σs)
−
1
λ((a− b)s)
)
dσ
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (3.26)
For the term V3,
V3 ≤Cbs
(
(a+ b)s
)ν−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
(
bs (σs)m−νλ((a− b)s)
) ( (a− b)s
λ2((a− b)s)
)
≤C(bs)2
(
(a+ b)s
)mλ((a+ b)s)
λ((a− b)s)
∫
|h(σ)|dσ
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (3.27)
For the term V4,
V4 ≤Cbs
(
(a+ b)s
)m−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ σs
(a−b)s
λ(t)dt
∫ t
((a−b)s)
dy
λ2(y)
≤Cbs
(
(a+ b)s
)m−1
λ((a+ b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ σs
(a−b)s
bs
λ(t)
dt
≤C(bs)2
(
(a+ b)s
)m−1 ∫ a+b
a−b
σs|h(σ)|
λ((a+ b)s)
λ(σs)
dσ
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≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (3.28)
For the term V5,
V5 ≤C(bs)
2
(
(a+ b)s
)m ∫ a+b
a−b
|h(σ)|
λ((a+ b)s)λ(σs)
λ2((a− b)s)
dσ (by (2.1))
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (3.29)
For the term V6,
V6 ≤C(bs)
2
(
(a+ b)s
)m−1 ∫ a+b
a−b
|h(σ)|λ((a+ b)s)
σs
λ(σs)
dσ (by (2.1))
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (3.30)
Finally, for the term V7,
V7 ≤Cbsλ((a + b)s)
∫ a+b
a−b
|h(σ)|dσ
∫ (a+b)s
σs
tm
λ(t)
dt
≤C(bs)2
(
(a+ b)s
)m ∫
|h(σ)|dσ
≤C(bs)2(as)m
∫ +∞
0
|h(σ)|dσ. (3.31)
Collecting (3.24)-(3.31) yields
∫ a+b
a−b
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ C(bs)2(as)m ∫ +∞
0
|h(σ)|dσ.
Thus, by Part 1-Part 3, we arrive at∫ +∞
0
∣∣∣ ∫ +∞
0
Kˆ(t, σ, ξ)h(σ)dσ
∣∣∣dt ≤ CP6(as, bs)
∫ +∞
0
|h(σ)|dσ, (3.32)
where
P6(a, b) = P5(a, b) + ba
m/2 + b2am.
Therefore, Kˆ satisfies the estimate (2.12) for |α| = 0. Applying the similar arguments as
done in Lemma 2.8, we can obtain that Kˆ satisfies estimates (2.20)-(2.22) for any |α| ≥ 0 by
induction method.
In addition, it is easy to know that (2.23) holds for suitably chosen ak, bk and b˜k with
bk ∼ a
m/2
k b˜k when we set D1(a, b, r) = P1(ar2/(m+2), br2/(m+2)) + P3(ar2/(m+2), br2/(m+2))
and D2(a, b, r) = P6(ar2/(m+2), br2/(m+2)).
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Hence, applying Lemma 2.4 we could get
‖tm−ν∆w‖Lp(Rn+1+ ) ≤ Cp‖g‖Lp(R
n+1
+ )
, (3.33)
and then as arguing in Theorem 2.10, we have
‖∂2tw‖Lp(GT ) ≤ CpT
ν‖g‖Lp(Rn+1+ ),
n∑
j=1
‖t
m−ν
2 ∂2txjw‖Lp(GT ) ≤ Cp,T‖g‖Lp. (3.34)
Note that from (3.3)
wˆ(t, ξ) = λ(ts)
∫ t
0
dy
λ2(ys)
∫ ∞
y
λ(σs)σν gˆ(σ, ξ)dσ,
which derives
∂twˆ(0, ξ) =
∫ ∞
0
λ(σs)σν gˆ(σ, ξ)dσ =
∫ M0
0
λ(σs)σν gˆ(σ, ξ)dσ.
Thus,
∂tw(0, x) =
∫ M0
0
F−1ξ (λ(σs)) ∗ (σ
νg(σ, ·))dσ,
and ‖∂tw(0, x)‖Lp(Rn) ≤ CpM
ν+1− 1
p
0 ‖g‖Lp(Rn+1+ ) holds as in the proof of Theorem 2.10. To-
gether with (3.34), this yields for 0 ≤ t ≤ T
‖∂tw‖Lp(GT ) ≤ CpT
1
p (M
ν+1− 1
p
0 + T
ν)‖g‖Lp(Rn+1+ ) (3.35)
and
‖∂tw(t, ·)‖Lp(Rn) ≤ ‖∂tw(0, ·)‖Lp(Rn) +
∫ t
0
‖∂2τw(τ, ·)‖Lp(Rn)dτ
≤ CpM
ν+1− 1
p
0 ‖g‖Lp(Rn+1+ ) + T
1− 1
p‖∂2τw(τ, x)‖Lp(GT )
≤ Cp(M
ν+1− 1
p
0 + T
ν+1− 1
p )‖g‖Lp(Rn+1+ ). (3.36)
From (3.35)-(3.36) and w(0, x) = 0, one has

‖w(t, ·)‖Lp(Rn) ≤ CpT (M
ν+1− 1
p
0 + T
ν+1− 1
p )‖g‖Lp(Rn+1+ ),
‖w‖Lp(GT ) ≤ CpT
1+ 1
p (M
ν+1− 1
p
0 + T
ν)‖g‖Lp(Rn+1+ ).
(3.37)
In addition, it follows from w(0, x) = 0, (3.34) and Hardy’s inequality that
n∑
j=1
‖t
m−ν
2 ∂jw‖Lp(GT ) ≤ Cp,T‖g‖Lp(Rn+1+ ). (3.38)
Combining (3.33)-(3.38) yields (3.2)-(3.3). In addition, (3.4)-(3.6) can be derived as indicated
in Remark 3.2. 
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4 Solvability of (1.1) in the degenerate elliptic region {t ≤ 0}
In this section, we will establish the solvability and regularity of problem (1.1) in the degenerate
elliptic region {t ≤ 0} by applying the weighted W 2,p estimates given in Theorem 3.1. Our
main result is:
Theorem 4.1. Under the assumptions (1.2)-(1.3), there exists a constant T0 > 0 such that
when 0 ≤ µ ≤ 1, or when 1 < µ < p0 with Q0 ≤
p0
µ− 1
, the following degenerate elliptic
equation {
∂2t u− t
2l−1∆u = f(t, x, u), (t, x) ∈ (−∞, 0]× Rn,
u(0, x) = ϕ(x) ∈ Hs(Rn),
(4.1)
has a unique local solution u satisfying
u(t, x) ∈ C
(
[−T0, 0], L
p0(Rn)
)
, ∂tu(t, x) ∈ C
(
[−T0, 0], L
p1(Rn)
)
, (4.2)
where 0 ≤ s < n
2
, p0 =
2n
n− 2s
, and 1
p1
=
1
2
−
1
n
(
s−
2
2l + 1
)
.
Proof. Without loss of generality, we assume that µ 6= 0. Let u¯(t, x) be a solution to the
following linear problem{
∂2t u¯− t
2l−1∆u¯ = 0, (t, x) ∈ (−∞, 0]× Rn,
u¯(0, x) = ϕ(x) ∈ Hs(Rn), x ∈ Rn.
Then from (2.11), we have
u¯(t, x) ∈ C((−∞, 0], Hs(Rn)) ∩ C1((−∞, 0], Hs−
2
2l+1 (Rn)),
which, together with Sobolev’s embedding theorem, yields
u¯(t, x) ∈ C((−∞, 0], Lp0(Rn)) ∩ C1((−∞, 0], Lp1(Rn)). (4.3)
Choosing a smooth function χ(t) such that χ(t) ≡ 1 for t ≥ −1 and χ(t) ≡ 0 for t ≤ −2.
For suitably small fixed constant T0 > 0, we set χT0(t) = χ(
t
T0
). Let u¯T0 be a solution to the
linear equation{
∂2t u¯T0 − t
2l−1∆u¯T0 = χT0(t)f(t, x, u¯), (t, x) ∈ (−∞, 0]× R
n,
u¯T0(0, x) = 0.
(4.4)
Due to the compact support property of f(t, x, u¯) on the variable x and the regularity of u¯(t, x)
in (4.3), one has from (1.2) that χT0(t)f(t, x, u¯) ∈ Lp(Rn+1− ), here 1 < p ≤
p0
µ
and Rn+1− =
{(t, x) : t ≤ 0, x ∈ Rn}. Next we derive the regularity of u¯T0 by applying the weighted W 2,p
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estimates in Theorem 3.1. Its regularity will depend on the relationship between p0
µ
and Q0.
Precisely,
Case A. 1 < p0
µ
< Q0
We have from (3.3) and (3.4) that for any 1 < p ≤ p0
µ
u¯T0 ∈ C
(
[−T0, 0], L
p(Rn) ∩ Lp2(Rn)
)
, ∂tu¯T0 ∈ C
(
[−T0, 0], L
p(Rn)
)
∩ Lp2(GT0), (4.5)
where 1
p2
=
µ
p0
−
1
Q0
.
Case B. p0
µ
> Q0
We have from (3.3) and (3.5) that for any 1 < p ≤ p0
µ
u¯T0 ∈ C
(
[−T0, 0], L
p(Rn) ∩ L∞(Rn)
)
, ∂tu¯T0 ∈ C
(
[−T0, 0], L
p(Rn)
)
∩ L∞(GT0),
which means that for any 1 < q <∞
u¯T0 ∈ C
(
[−T0, 0], L
q(Rn) ∩ L∞(Rn)
)
, ∂tu¯T0 ∈ C
(
[−T0, 0], L
q(Rn)
)
∩ L∞(GT0). (4.6)
Case C. p0
µ
= Q0
We have from (3.3) and (3.6) that for any 1 < p <∞
u¯T0, ∂tu¯T0 ∈ C
(
[−T0, 0], L
p(Rn)
)
,
especially,
u¯T0 ∈ C
(
[−T0, 0], L
p0(Rn)
)
, ∂tu¯T0 ∈ C
(
[−T0, 0], L
p1(Rn)
)
. (4.7)
Notice that for 1 < µ < p0, if Q0 ≤
p0
µ− 1
, there hold p2 ≥ p0 and
p0
µ
> p1; however, if
Q0 >
p0
µ− 1
, then p0
µ
< p2 < p0 and thus we cannot get the Lp0 (only Lp2) regularity of u¯T0
with respect to the variable x from (4.5), which will lead to the difficulty in closing the Lp0−
regularity argument on the solution u to the nonlinear problem (4.1). Consequently, we will
restrict our consideration on the cases for 0 ≤ µ ≤ 1, or for 1 < µ < p0 with Q0 ≤
p0
µ− 1
.
Collecting (4.5)-(4.7) yields that when 0 ≤ µ ≤ 1, or when 1 < µ < p0 with Q0 ≤ p0
µ− 1
,
u¯T0 ∈ C
(
[−T0, 0], L
p0(Rn)
)
, ∂tu¯T0 ∈ C
(
[−T0, 0], L
p1(Rn)
)
. (4.8)
In order to solve (4.1) in {t ≤ 0}, we only require to consider the following problem{
∂2t vT0 − t
2l−1∆vT0 = χT0(t)
(
f(t, x, u¯+ u¯T0 + vT0)− f(t, x, u¯)
)
, (t, x) ∈ (−∞, 0]× Rn,
vT0(0, x) = 0.
(4.9)
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Indeed, if (4.9) is solved, then uT0 = u¯+ u¯T0 + vT0 is a solution to the following problem{
∂2t uT0 − t
2l−1∆uT0 = χT0(t)f(t, x, uT0), (t, x) ∈ (−∞, 0]× R
n,
uT0(0, x) = u0(x),
namely, we solve the problem (4.1) for (t, x) ∈ [−T0, 0]× Rn.
We will use the following iteration scheme to study the problem (4.9)
{
∂2t v
k+1
T0
− t2l−1∆vk+1T0 = χT0(t)
(
f(t, x, u¯+ u¯T0 + v
k
T0)− f(t, x, u¯)
)
, (t, x) ∈ (−∞, 0]× Rn,
vk+1T0 (0, x) = 0,
(4.10)
where v0T0(t, x) ≡ 0.
For k = 0, v1T0 is the solution to the following problem{
∂2t v
1
T0
− t2l−1∆v1T0 = χT0(t)
(
f(t, x, u¯+ u¯T0)− f(t, x, u¯)
)
, (t, x) ∈ (−∞, 0]× Rn,
v1T0(0, x) = 0.
(4.11)
Denote
I0 ≡
1
t
χT0(t)
(
f(t, x, u¯+ u¯T0)− f(t, x, u¯)
)
.
Since u¯T0(t, x) =
∫ t
0
∂τ u¯T0(τ, x)dτ , we have from the condition (1.2) that
|I0| ≤


CχT0(t)
∣∣∣1
t
∫ t
0
∂τ u¯T0(τ, x)dτ
∣∣∣, when 0 ≤ µ ≤ 1,
CχT0(t)(1 + |u¯|
µ−1 + |u¯T0|
µ−1)
∣∣∣1
t
∫ t
0
∂τ u¯T0(τ, x)dτ
∣∣∣, when 1 < µ < p0.
Now we analyze the regularity of I0. First consider the case 1 < µ < p0 with 1 <
p0
µ
<
Q0 ≤
p0
µ− 1
. In this case, u¯ ∈ Lp0(GT0), u¯T0 , ∂tu¯T0 ∈ Lp2(GT0), which together with Ho¨lder’s
inequality and Hardy’s inequality derives that
I0 ∈ L
p2(Rn+1− ) + L
p2/µ(Rn+1− ) + L
r1(Rn+1− ), (4.12)
where and below 1
r1
=
µ− 1
p0
+
1
p2
=
2µ− 1
p0
−
1
Q0
.
Since I0 has compact support with respect to variables t and x, and in this case, min{p2,
p2
µ
, r1}
= r1, we have that for any 1 < γ ≤ r1,
I0 ∈ L
γ(Rn+1− ), when 1 < µ < p0 and 1 <
p0
µ
< Q0 ≤
p0
µ− 1
. (4.13)
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Similarly, we also have that
I0 ∈


Lp(Rn+1− ), for any 1 < p ≤ p2, if 0 < µ ≤ 1 and 1 <
p0
µ
< Q0,
Lq(Rn+1− ) ∩ L
∞(Rn+1− ), for any 1 < q <∞, if 0 < µ ≤ 1 and
p0
µ
> Q0,
Lδ(Rn+1− ), for any 1 < δ ≤
p0
µ− 1
, if 1 < µ < p0 and
p0
µ
> Q0,
Lη(Rn+1− ), for any 1 < η ≤
p0
µ
, if p0
µ
= Q0.
(4.14)
Based on (4.13)-(4.14), we then have from (4.11) and Theorem 3.1 with m = 2l− 1 and ν = 1
that
(i) For 0 < µ ≤ 1,
v1T0 ∈

C([−T0, 0], L
q(Rn) ∩ L∞(Rn)) for 1 < q <∞, if p0
µ
> Q0, or if
p0
µ
< Q0 and p2 > Q1,
C
(
[−T0, 0], L
p(Rn) ∩ Lθ(Rn)
)
for 1 < p ≤ p2 and
1
θ
≡
1
p2
−
1
Q1
, if p0
µ
< Q0 and p2 < Q1,
and
∂tv
1
T0 ∈

C([−T0, 0], L
q(Rn)) ∩ L∞(GT0) for 1 < q <∞, if
p0
µ
> Q0, or if
p0
µ
< Q0 and p2 > Q1,
C
(
[−T0, 0], L
p(Rn)
)
∩ Lθ(GT0) for 1 < p ≤ p2, if
p0
µ
< Q0 and 1 < p2 < Q1.
(ii) For 1 < µ < p0,
v1T0 ∈


C([−T0, 0], L
p(Rn) ∩ L∞(Rn)) for 1 < p <∞, if p0
µ
> Q0,
or if p0
µ
< Q0 ≤
p0
µ− 1
and r1 > Q1,
C([−T0, 0], L
γ(Rn) ∩ LΘ(Rn))for 1 < γ ≤ r1,
1
Θ
≡
1
r 1
−
1
Q1
,
if p0
µ
< Q0 ≤
p0
µ− 1
and r1 < Q1,
and
∂tv
1
T0 ∈


C([−T0, 0], L
p(Rn)) ∩ L∞(GT0) for 1 < p <∞, if
p0
µ
> Q0,
or if 1 < p0
µ
< Q0 ≤
p0
µ− 1
, r1 > Q1,
C([−T0, 0], L
γ(Rn)) ∩ LΘ(GT0) for 1 < γ ≤ r1,
if 1 < p0
µ
< Q0 ≤
p0
µ− 1
and 1 < r1 < Q1.
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Moreover, when p0
µ
= Q0, or when 0 < µ ≤ 1 with
p0
µ
< Q0 and p2 = Q1, or when
1 < µ < p0 with
p0
µ
< Q0 ≤
p0
µ− 1
and r1 = Q1, we have that
v1T0 , ∂tv
1
T0 ∈ C([−T0, 0], L
q(Rn)) for any 1 < q <∞.
Therefore, collecting all the above analysis in (i)-(ii) yields
v1T0 ∈ C
(
(−∞, 0], Lp0(Rn)
)
, ∂tv
1
T0
∈ C
(
(−∞, 0], Lp1(Rn)
)
, (4.15)
when 0 < µ ≤ 1, or when 1 < µ < p0 and Q0 ≤
p0
µ− 1
.
To study the problem (4.10), we denote by
Ik ≡
1
t
χT0(t)
(
f(t, x, u¯+ u¯T0 + v
k
T0)− f(t, x, u¯)
)
.
We now derive the regularities of Ik under different restrictions on µ, l and p0 in (1.2)-(1.3),
whose classifications are based on the distinguished regularities of vT0 and ∂tvT0 .
Define the set M1
M1 = {g(t, x) : g(t, x) ∈ C([−T0, 0], L
q(Rn) ∩ L∞(Rn)),
∂tg(t, x) ∈ C([−T0, 0], L
q(Rn)) ∩ L∞(GT0), ‖|g|‖1 + ‖˜|∂tg|‖˜1 ≤ 2},
for any 1 < q <∞,
where
‖|g|‖1 ≡ ‖g‖C([−T0,0],Lq(Rn)) + ‖g‖C([−T0,0],L∞(Rn))
and
‖˜|∂tg|‖˜1 ≡ ‖∂tg‖C([−T0,0],Lq(Rn)) + ‖∂tg‖L∞(GT0 ).
In particular, for g ∈M1, one has g ∈ C([−T0, 0], Lp0(Rn)) ∩ C1([−T0, 0], Lp1(Rn)).
Case 1. 1 < µ < p0 and Q0 <
p0
µ
In this case, for vkT0 ∈M1, we have from (1.2) that
|Ik| ≤ CχT0(t)(1+|u¯|
µ−1+|u¯T0|
µ−1+|vkT0|
µ−1)
(
|
1
t
∫ t
0
∂τ u¯T0(τ, x)dτ |+|
1
t
∫ t
0
∂τv
k
T0
(τ, x)dτ |
)
,
which, together with Hardy’s inequality and the regularities of u¯, u¯T0, vkT0 , ∂tu¯T0 and ∂tv
k
T0
in
GT0 (that is, u¯ ∈ Lp0(GT0) and u¯T0, ∂tu¯T0 , vkT0 , ∂tvkT0 ∈ L∞(GT0)), yields
Ik ∈ L
∞(Rn+1− ) + L
p0
µ−1 (Rn+1− ).
Since Ik has the compact support with respect to the variables t and x, we have
Ik ∈ L
δ(Rn+1− ) for any 1 < δ ≤
p0
µ− 1
.
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Noting that in this case, p0
µ− 1
>
p0
µ
> Q0 > Q1 hold, then we have from (4.10), (3.5) and
(3.36)-(3.37) that vk+1T0 ∈M1 for small T0 > 0.
Case 2. 1 < µ < p0,
p0
µ
< Q0 ≤
p0
µ− 1
and r1 > Q1
In this case, for any vkT0 ∈M1,
u¯ ∈ Lp0(GT0), u¯T0 ∈ L
p2(GT0), ∂tu¯T0 ∈ L
p2(GT0), v
k
T0
∈ L∞(GT0), ∂tv
k
T0
∈ L∞(GT0),
and then as in Case 1, we have in GT0 ,
Ik ∈ L
p2 + L∞ + Lr1 + Lp2/µ + Lp2/(µ−1) + Lp0/(µ−1).
Noting
min{p2, r1,
p2
µ
,
p2
µ− 1
,
p0
µ− 1
} = r1
and Ik has the compact support on the variables t and x, then
Ik ∈ L
γ(Rn+1− ) for any 1 < γ ≤ r1.
Due to our assumption in this case, r1 > Q1 holds. Thus it follows from (3.36)-(3.37) and (3.5)
in Theorem 3.1, and (4.10) that vk+1T0 ∈M1 for small T0 > 0.
Case 3. 0 < µ ≤ 1, Q0 >
p0
µ
and p2 > Q1
In this case, for vkT0 ∈M1, the condition (1.2) implies that
|Ik| ≤ CχT0(t)
(∣∣1
t
∫ t
0
∂τ u¯T0(τ, x)dτ
∣∣ + ∣∣1
t
∫ t
0
∂τv
k
T0(τ, x)dτ
∣∣),
which yields
Ik ∈ L
∞(Rn+1− ) + L
p2(Rn+1− ) ⊂ L
p2(Rn+1− )
and then
Ik ∈ L
p(Rn+1− ) for any 1 < p ≤ p2.
By p2 > Q1 from our assumption, then estimates (3.5), (3.36)-(3.37) in Theorem 3.1 and equa-
tion (4.10) that vm+1T0 ∈M1 for small T0 > 0.
Case 4. 0 < µ ≤ 1 and Q0 <
p0
µ
For vkT0 ∈M1, we have
Ik ∈ L
p(Rn+1− ) ∩ L
∞(Rn+1− ) for any 1 < p <∞,
thus, as in Case 3, vk+1T0 ∈M1 for small T0 > 0.
In order to get suitable regularities of Ik for some other left cases of µ, l and p0, we now
define the second set M2 as follows
M2 = {g(t, x) : g ∈ C([−T0, 0], L
p(Rn) ∩ Lθ(Rn)), ∂tg ∈ C([−T0, 0], L
p(Rn)) ∩ Lθ(GT0),
40
‖|g|‖2 + ‖˜|∂tg|‖˜2 ≤ 2},
where
‖|g|‖2 ≡ ‖g‖C([−T0,0],Lp(Rn)) + ‖g‖C([−T0,0],Lθ(Rn))
and
‖˜|∂tg|‖˜2 ≡ ‖∂tg‖C([−T0,0],Lp(Rn)) + ‖∂tg‖Lθ(GT0 ),
here 1 < p ≤ p2,
1
θ
=
1
p2
−
1
Q1
. We now analyze the regularity of Ik when vkT0 ∈M2.
Case 5. 0 < µ ≤ 1, Q0 >
p0
µ
and Q1 > p2
For vkT0 ∈ M2, we have from Hardy’s inequality and the regularity of ∂tu¯T0 ∈ L
p2(GT0)
and ∂tvkT0 ∈ L
θ(GT0) that
Ik ∈ L
p2(Rn+1− ) + L
θ(Rn+1− ) ⊂ L
p2(Rn+1− )
and further
Ik ∈ L
p(Rn+1− ) for any 1 < p ≤ p2.
Due to 1 < p2 < Q1 from our assumption in this case, we have from the estimates (3.36)-(3.37)
and (3.4) in Theorem 3.1 together with (4.10) that vk+1T0 ∈ M2 for small T0 > 0. Obviously,
under the assumption in Case 5, if g ∈M2, then
g ∈ C([−T0, 0], L
p0(Rn)) ∩ C1([−T0, 0], L
p1(Rn)).
As before, we require to define the third set M3
M3 = {g(t, x) : g ∈ C([−T0, 0], L
γ(Rn) ∩ LΘ(Rn)), ∂tg ∈ C([−T0, 0], L
γ(Rn)) ∩ LΘ(GT0),
‖|g|‖3 + ‖˜|∂tg|‖˜3 ≤ 2},
where
‖|g|‖3 ≡ ‖g‖C([−T0,0],Lγ(Rn)) + ‖g‖C([−T0,0],LΘ(Rn))
and
‖˜|∂tg|‖˜3 ≡ ‖∂tg‖C([−T0,0],Lγ(Rn)) + ‖∂tg‖LΘ(GT0 ),
here 1 < γ ≤ r1,
1
Θ
≡
1
r1
−
1
Q1
. We now derive the regularity of Ik in the following case.
Case 6. 1 < µ < p0,
p0
µ
< Q0 ≤
p0
µ− 1
and Q1 > r1
At this moment, we have Θ > p0 and r1 > p1. Hence, in Case 6, if g ∈M3, then
g ∈ C([−T0, 0], L
p0(Rn)) ∩ C1([−T0, 0], L
p1(Rn)),
and for vkT0 ∈ M3,
Ik ∈ L
p2 + LΘ + Lr1 + Lp2/µ + Lη1 + Lη2 + Lη3 + LΘ/µ,
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where
1
η1
≡
µ− 1
Θ
+
1
p2
,
1
η2
≡
µ− 1
p0
+
1
Θ
,
1
η3
≡
µ− 1
p2
+
1
Θ
.
Noting that
min{p2,Θ,
p2
µ
,
Θ
µ
, r1, η1, η2, η3} = r1,
then
Ik ∈ L
η(Rn+1− ) for any 1 < η ≤ r1.
This together with (3.4) and (3.36)-(3.37) in Theorem 3.1 yields vm+1T0 ∈M3 for small T0 > 0.
Finally, we treat the term Ik for the left cases of µ, l and p0. To this end, as before, we define
the fourth set M4
M4 = {g(t, x) : g, ∂tg ∈ C([−T0, 0], L
p0(Rn)), ‖|g|‖4 + ‖˜|∂tg|‖˜4 ≤ 2},
where ‖|g|‖4 = ‖g‖C([−T0,0],Lp0(Rn)) and ‖˜|∂tg|‖˜4 = ‖∂tg‖C([−T0,0],Lp0(Rn)). We now distinguish
the following three cases:
Case 7. 0 < µ < p0 and Q0 =
p0
µ
Case 8. 1 < µ < p0,
p0
µ
< Q0 ≤
p0
µ
and Q1 = r1
Case 9. 0 < µ ≤ 1, Q0 >
p0
µ
and Q1 = p2
By the analogous analysis as in the previous cases, we can obtain vk+1T0 ∈ M4 for the Case
7 -Case 9 when T0 > 0 is small.
Next we show the convergence of the sequence {vkT0} in the corresponding spaces Mi (1 ≤
i ≤ 4). Set v˙k+1T0 = v
k+1
T0
− vkT0 , then it follows from (4.10) that{
∂2t v˙
k+1
T0
− t2l−1∆v˙k+1T0 = χT0(t)
(
f(t, x, u¯+ u¯T0 + v
k
T0
)− f(t, x, u¯+ u¯T0 + v
k−1
T0
)
)
,
v˙k+1T (0, x) = 0.
As in Case 1-Case 9, in the related spaces Mj (1 ≤ j ≤ 4), we can obtain by (3.35)-(3.37)
separately
‖|v˙k+1T0 |‖j + ‖|∂tv˙
k+1
T0
|‖j ≤ C(T0)‖|v˙
k
T0
|‖j, (4.16)
where C(T0) ≤
1
2
for small T0 > 0. Therefore, one can derive from (4.16) that for small fixed
T0 > 0, there exists a function vT (t, x) such that vk+1T0 → vT0(t, x) in C([−T0, 0], L
p0(Rn)) ∩
C1([−T0, 0], L
p1(Rn)) and vT0 ∈ C([−T0, 0], Lp0(Rn)) ∩ C1([−T0, 0], Lp1(Rn)) solves (4.9).
Therefore, u = u¯ + u¯T0 + vT0 solves the problem (4.1) for (t, x) ∈ [−T0, 0] × Rn, and we
complete the proof of Theorem 4.1 
Remark 4.1. If the assumptions of 0 ≤ µ ≤ 1 or 1 < µ < p0 with Q0 ≤ p0
µ− 1
are
violated, then we cannot use the standard iteration scheme (4.10) to derive the existence of the
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solution to the problem (4.9). Indeed, for example, when 1 < µ < p0 with Q0 > p0
µ− 1
and
Q1 >
p1
µ− 1
, if the iteration scheme (4.10) does work, then it follows from Theorem 3.1 that for
vkT0 ∈ L
qk(Rn+1− )
vk+1T0 ∈ L
qk+1(Rn+1− ), where
1
qk+1
=
µ
qk
−
1
Q1
.
Noticing that one has for k ≥ 1
1
qk+1
−
1
qk
= µk−1
( 1
q2
−
1
q1
)
= µk
(µ− 1
p1
−
1
Q1
)
,
thus, we have
1
qk
=
µk
p1
−
µk − 1
(µ− 1)Q1
= µk
( 1
p1
−
1
(µ− 1)Q
)
+
1
(µ− 1)Q1
≥µk
( 1
p1
−
1
(µ− 1)Q
)
→ +∞ as m→ +∞.
Therefore, it seems that it is difficult for us to derive the uniform lower bound of qk > 1 for any
k ∈ N. This means that the standard iteration scheme (4.10) only works for finite steps.
5 Solvability of (1.1) in the degenerate hyperbolic region
{t ≥ 0}
Based on Theorem 4.1 in §4, we consider the problem (1.1) in the degenerate hyperbolic region
{t ≥ 0} 

∂2tw − t
2l−1∆w = f(t, x, w), (t, x) ∈ [0,∞)× Rn,
w(0, x) = ϕ(x),
∂tw(0, x) = ψ(x),
(5.1)
where ϕ(x) ∈ Hs(Rn) ⊂ Lp0(Rn), 0 ≤ s < n
2
, and ψ(x) ≡ ∂tu(0, x) ∈ Lp1(Rn), here
∂tu(0, x) comes from Theorem 4.1 in the degenerate elliptic part {t ≤ 0} of the problem (1.1).
Our main result in this section is
Theorem 5.1. Under the conditions (1.2)-(1.3), there exists a small constant T0 > 0 such
that the problem (5.1) has a unique local solution w(t, x) ∈ C([0, T ], Lp0(Rn)) when 0 ≤ µ ≤
1, or when 1 < µ < p0 with Q0 ≤
p0
µ− 1
.
Proof. We first consider the following linear problem

∂2tw1 − t
2l−1∆w1 = 0, (t, x) ∈ [0,∞)× R
n,
w1(0, x) = ϕ(x),
∂tw1(0, x) = ψ(x).
(5.2)
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By [26] or Lemma 2.2 in [19], we know that the problem (5.2) has a unique solution w1, which
can be expressed as follows
w1(t, x) = V1(t, Dx)ϕ(x) + V2(t, Dx)ψ(x), (5.3)
where the pseudo-differential operator Vj(t, Dx) has the symbol Vj(t, |ξ|) for j = 1, 2,

V1(t, |ξ|) = e
− z
2Φ(
2l − 1
2(2l + 1)
,
2l − 1
2l + 1
; z),
V2(t, |ξ|) = te
− z
2Φ(
2l + 3
2(2l + 1)
,
2l + 3
2l + 1
; z),
(5.4)
here the confluent hypergeometric functionsΦ( 2l − 1
2(2l + 1)
,
2l − 1
2l + 1
; z) and Φ( 2l + 3
2(2l + 1)
,
2l + 3
2l + 1
; z)
are analytic functions of z with z = 4i
2l + 1
t
2l+1
2 |ξ|. Moreover, for sufficiently large |z|,
|Φ(
2l − 1
2(2l + 1)
,
2l − 1
2l + 1
; z)| ≤ C|z|
− 2l−1
2(2l+1)
(
1 +O
(
|z|−1
))
,
and
|Φ(
2l + 3
2(2l + 1)
,
2l + 3
2l + 1
; z)| ≤ C|z|−
2l+3
2(2l+1)
(
1 +O
(
|z|−1
))
. (5.5)
In addition, by Lemma 3.2 in [19] and Sobolev’s embedding theorem, one has
‖V1(t, Dx)ϕ(x)‖Lp0 (Rn) ≤ C‖V1(t, Dx)ϕ(x)‖Hs(Rn) ≤ C‖ϕ‖Hs(Rn) (5.6)
and
‖∂tV1(t, Dx)ϕ(x)‖Lq0 (Rn) ≤ C‖∂tV1(t, Dx)ϕ(x)‖
H
s− 2l+3
2(2l+1) (Rn)
≤ C‖ϕ‖Hs(Rn), (5.7)
where 1
q0
=
1
2
−
1
n
(
s−
2l + 3
2(2l + 1)
)
.
On the other hand, it follows from the analytic property of Φ( 2l + 3
2(2l + 1)
,
2l + 3
2l + 1
; z) on the
variable z and the estimate (5.5) that there exists a constant C > 0 such that
|z|
2
2l+1 |V2(t, |ξ|)| ≤ Ct
and further
|V2(t, |ξ|)| ≤ C|ξ|
− 2
2l+1 . (5.8)
It is noted that ψ(x) = ∂tu(0, x) ∈ Lp1(Rn) and
1 < p1 < p0 < +∞,
1
p1
−
1
p0
=
2
n(2l + 1)
.
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This, together with (5.8) and Hardy-Littlewood-Sobolev’s inequality, yields
‖V2(t, Dx)ψ(x)‖Lp0(Rn) ≤ C‖ψ‖Lp1(Rn). (5.9)
Therefore, by (5.3), (5.6) and (5.9), we obtain
w1(t, x) ∈ C
(
[0, T ], Lp0(Rn)
)
. (5.10)
Set v(t, x) = w(t, x)− w1(t, x), then it follows from (5.1) that{
∂2t v − t
2l−1∆v = f(t, x, v + w1), (t, x) ∈ [0,∞)× R
n,
v(0, x) = 0, ∂tv(0, x) = 0.
(5.11)
For suitably chosen constant T > 0, we define a set M:
M = {v ∈ C
(
[0, T ], Lp0(Rn)
)
: sup
t∈[0,T ]
‖v(t, ·)‖Lp0(Rn) ≤ 2}.
And then we define a mapping T as follows
T (v)(t, x) =
∫ t
0
(
V2(t, Dx)V1(τ,Dx)− V1(t, Dx)V2(τ,Dx)
)
f(τ, x, v + w1)dτ.
It is easy to verify that T (v) satisfies

(
∂2t − t
2l−1∆
)
T (v) = f(t, x, v + w1), (t, x) ∈ [0,∞)× R
n,
T (v)(0, x)) = 0,
∂tT (v)(0, x) = 0.
(5.12)
By Theorem 3.1 in [26], we have that for any g ∈ Lp(Rn) with 1 < p <∞
‖V1(t, Dx)g(x)‖Lp(Rn) ≤ C‖g‖Lp(Rn) (5.13)
and
‖V2(t, Dx)g(x)‖Lp(Rn) ≤ Ct‖g‖Lp(Rn). (5.14)
Next we show that the mapping T maps M into itself and the mapping T is contractible
for small T > 0. If so, then we can get the solvability of (5.11). For this purpose, we will
distinguish two cases as follows.
Case 1. 0 ≤ µ ≤ 1 :
in this case, one has
‖T (v)(t, ·)‖Lp0(Rn) ≤Ct
∫ t
0
‖f(τ, v + w1)‖Lp0(Rn)dτ (by (5.13) and (5.14))
≤Ct
∫ t
0
‖f(τ, v + w1)‖Lp0/µ(Rn)dτ (by Ho¨lder’s inequality)
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≤Ct
∫ t
0
(
1 + ‖v(τ, ·) + w1(τ, ·))‖Lp0(Rn)
)
dτ (by (1.2))
≤Ct2
(
1 + sup
t∈[0,T ]
‖v(t, ·)‖Lp0(Rn) + ‖w1(t, ·)‖Lp0(Rn)
)
. (5.15)
Case 2. 1 < µ < p0 and Q0 ≤
p0
µ− 1
:
in this case, one has p1 ≤
p0
µ
< p0. Thus, we have
‖T (v)(t, ·)‖Lp0(Rn) ≤C
∫ t
0
‖f(τ, v + w1)‖Lp1 (Rn)dτ (by (5.11) and (5.13))
≤C
∫ t
0
‖f(τ, v + w1)‖Lp0/µ(Rn)dτ (by Ho¨lder’s inequality)
≤C
∫ t
0
(
1 + ‖v(τ, ·) + w1(τ, ·))‖Lp0(Rn)
)
dτ (by (1.2))
≤Ct
(
1 + sup
t∈[0,T ]
‖v(t, ·)‖Lp0(Rn) + ‖w1(t, ·)‖Lp0(Rn)
)
. (5.16)
From (5.6), (5.9) and (5.16), we see that for small T > 0, T (v)(t, x) ∈ C([0, T ], Lp0(Rn)) and
sup
t∈[0,T ]
‖T (v)(t, ·)‖Lp0(Rn) ≤ Cp0T
(
1 + sup
t∈[0,T ]
‖v(t, ·)‖Lp0(Rn) + sup
t∈[0,T ]
‖w1(t, ·)‖Lp0(Rn)
)
≤ 2,
(5.17)
which implies that T maps M into itself.
In addition, for any v1, v2 ∈M, as argued in (5.16), one can obtain for small T > 0
‖T (v1)(t, ·)− T (v2)(t, ·)‖Lp0(Rn) ≤
1
2
sup
t∈[0,T ]
‖v1(t, ·)− v2(t, ·)‖Lp0(Rn). (5.18)
Therefore, by (5.17)-(5.18) and the contraction map principle, we complete the proof of Theo-
rem 5.1. 
Remark 5.1. If the initial data u(0, x) = ϕ0(x) ∈ L∞(Rn) ∩Hs(Rn) in (1.1) for n = 2, 3
and s ≥ 0 is given, we can remove all the assumptions in (1.2)-(1.3). Indeed, from the proof
of Theorem 4.1, we can derive that u(t, x), ∂tu(t, x) ∈ L∞([−T0, 0]× Rn) for some fixed con-
stant T0 > 0 without the assumptions (1.2)-(1.3), which obviously means (u(0, x), ∂tu(0, x)) =
(ϕ0(x), ϕ1(x)) ∈ L
∞(Rn). In addition, by [25], one has the following formula
w(t, x) =22−2γ
Γ(2γ)
Γ2(γ)
∫ 1
0
vϕ0(φ(t)s, x)(1− s
2)γ−1ds
+ 22γ
Γ(2− 2γ)
Γ2(1− γ)
t
∫ 1
0
vϕ1(φ(t)s, x)(1− s
2)−γds
when w(t, x) is a solution to the equation ∂2tw − t2l−1∆w = 0 with (w(0, x), ∂tw(0, x)) =
(ϕ0(x), ϕ1(x)), where γ =
2l − 1
2(2l + 1)
, φ(t) =
2
2l + 1
t
2l+1
2 , and vϕ denotes by the solution to
46
the wave equation ∂2t v − ∆v = 0 with (v(0, x), ∂tv(0, x)) = (ϕ(x), 0). It is well-known that
v ∈ L∞([0, T ]× Rn) holds for n = 2, 3 and any T > 0 when ϕ(x) ∈ L∞(Rn). Based on this,
one easily knows w(t, x) ∈ L∞([0, T ] × Rn) (n = 2, 3). Therefore, by a simpler proof than
that in Theorem 5.1, we can locally solve the problem (1.1) with no the assumptions (1.2)-(1.3)
when n = 2, 3, and further u(t, x) ∈ L∞([−T0, T0]× Rn) can be derived and (1.1) is solved.
6 Proof of Theorem 1.1.
In this section, based on Theorem 4.1 and Theorem 5.1, we will complete the proof of Theorem
1.1.
Proof of Theorem 1.1. Under the assumptions of Theorem 1.1, by Theorem 4.1, we know
that (1.1) is solvable in the degenerate elliptic region (t, x) ∈ [−T0, 0] × Rn, moreover, the
corresponding solution u(t, x) satisfies
u(t, x) ∈ C
(
[−T0, 0], L
p0(Rn)
)
, ∂tu(t, x) ∈ C
(
[−T0, 0], L
p1(Rn)
)
. (6.1)
On the other hand, by the initial data (u(0, x), ∂tu(0, x)) given in (6.1), it follows from Theorem
5.1 that the problem (1.1) admits a unique solution in the degenerate hyperbolic region (t, x) ∈
[0, T0]× R
n for small constant T0 > 0, which satisfies
u(t, x) ∈ C([0, T0], L
p0(Rn)). (6.2)
Therefore, combining (6.1) with (6.2) yields Theorem 1.1. 
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