Abstract. The paper deals with stochastic partial differential equations driven by Poisson random measures of jump type and their numerical approximation. We investigate the accuracy of space and time approximation. As space approximation we consider finite elements and as time approximation the implicit Euler scheme.
[ANZ98], Cardon-Weber and Millet [CWM04] , Germani and Piccioni [GP88] , Gyöngy [Gyö99, Gyö98] , Gyöngy and Millet [GM05] , Millet and Morien [MM05] , Walsh [Wal05] , and Yan [Yan05] . The numerical approximation of finite-dimensional SDEs driven by Poisson random measures is the topic of, e.g., the work of Gardoń [Gar04] , Kuznetsov [Kuz01] , Protter and Talay [PT97] , or Rubenthaler [Rub03] . But the numerical approximation of SPDEs driven by Poisson random measures is barely investigated, and, in the cases known to the author, processes of finite variation are considered, e.g., by Kouritzin, Long, and Sun [KLS03] and Kouritzin and Long [KL02] . If the driving process is of infinite variation, there exists only some works about existence and uniqueness, e.g., Albeverio, Wu, and Zhang [AWZ98] , Hausenblas [Hau05, Hau06] , and Kallianpur and Xiong [KX87, KX96] . Applebaum and Wu [AW00] and Saint Loubert Bié [SLB98] considered SPDEs with space time Lévy noise.
First, we discretize the SPDE spatially by the finite element method, obtaining a system of high-dimensional SDEs that can be solved by the implicit Euler scheme. The noise will be approximated by using the projection onto finite elements.
Preliminaries. Let O ⊂ R
d be a convex polygon, 1 < p ≤ 2, and A be a uniformly elliptic, dissipative, second order partial differential operator with either Dirichlet or Neumann boundary conditions. In particular, let A : 
). Our point of interest is the numerical approximation of the solution of (1.1). First, we introduce the space discretization by finite elements, and second we introduce the time discretization, i.e., the Euler scheme.
Space discretization.
The space discretization is done by finite elements. For the definition for a finite element, we follow the book of Brenner and Scott [BS02] .
Definition 2.1. Let Moreover, we denote by P m the set of all polynomials in d variables of degree less than or equal to m. Definition 2.4 (compare the assumptions of Theorem 4.4.4 in [BS02] ). We assume that a finite element satisfies the standard conditions for some l and m, iff
• K is star-shaped with respect to some ball,
Definition 2.5. Let (K, P, N ) be a finite element. The basis {φ 1 , . . . , φ k } of P dual to N is called the nodal basis of P.
Definition 2.6. Given a finite element (K, P, N ), let the set {φ 1 , . . . , φ k } ⊂ P be the basis dual to N . If v is a function for which all N i ∈ N , i = 1, . . . , k, are defined, then we define the local interpolant by 
. . , N − 1} be the set of grid points. For 0 ≤ i ≤ N let φ i be a pyramid function, i.e., a function, which takes value 1 at the grid point i N , vanishes at the other grid points, and is linear between the grid points.
We can now define a family of subdivisions
h . For each subdivision T h , let V h the linear hull of the shape functions, i.e., the linear hull of {φ i }
, the global interpolant is given by
Definition 2.9. We call a family of subdivisions {T h , 0 < h ≤ 1} nondegenerate if the chunkiness parameter is uniformly bounded for all T ∈ {T h } and all h ∈ (0, 1].
Let {T h , 0 < h ≤ 1} be a nondegenerate family of subdivisions of a polyhedral domain O in R d , consisting of k h finite elements of reference type (K, P, N ). We assume that the parameter h corresponds to the maximal diameter of the finite elements, i.e., } be the set of nodal variables. We denote by V h the linear hull of the shape functions and V h its dual. The semidiscrete problem corresponding to (2.2) is to find the process
where
+ is the compensated Poisson random measure with intensity ι h given by
where c 
In particular, we have for all V h -valued F t -adapted and cádlág processes u = {u(t),
Time discretization.
One usually prefers to discretize simultaneously in time and space. Thus, let τ h be the time step size corresponding to the subdivision T h . One popular way for time discretization is to use the implicit Euler scheme, i.e.,
where we denote by ξ
The approximation at time t = τ h m, m ∈ N, is given bŷ
The solution is defined by linear interpolation; let t ∈ (mτ h , (m + 1)τ h ); we define
Since the implicit Euler scheme is unconditionally stable, no stability conditions arise. Now we can state our main result. 
there exist constants C 0 , C 1 , C 2 , and C 3 depending on p, f , and g such that for all 0 < h ≤ 1 the following estimate holds for 0 < k ≤ N : 
Then, by [Hau05] , there exists a unique solution to the equation
In [Hau05, Example 2.3], the space time Poissonian noise was represented as a functional-valued Poisson random measure taking values in the Besov space
then the Nemytskij operator G of g, defined in (3.20), satisfies by Proposition A.1 the Lipschitz condition (2.8). The remaining difference
is used for estimating the error of the approximation. Therefore, the entity 
then no convergence is given by Theorem 2.1.
Finite elements-a short account.
In the existing literature several error bounds for the approximation by finite elements can be found. In this section, we will cite the estimates which are necessary to prove our main result.
In this chapter, let {T h , 0 < h ≤ 1} be a nondegenerate family of subdivisions of a polyhedral domain O in R d , consisting of k h finite elements of reference type (K, S, N ) satisfying the standard conditions for some m and l. We assume that the parameter h corresponds to the maximal diameter of the finite elements, i.e.,
Moreover, we assume throughout this section, that (K, P, N ) satisfies the standard conditions for some l and m.
Let {φ
} be the set of shape functions and {N h 1 , . . . , N h k } be the set of nodal variables. ByN we denote the set of nodal variables which are inner points. We denote by V h the linear hull of the shape functions and by V h its dual.
The quality of approximation is given by the following Bramble-Hilbert (RaviartCiarlet) inequality. 
, where the left-hand side should be interpreted, in the case where
Since the space V h is finite-dimensional, all norms which can be defined in V h are equivalent. The purpose of the inverse inequalities is to specify how the equivalent constants depend on the parameter h. 
Then there exists a positive constant C depending on the reference element, d, m, p, and q such that
.
Corollary 3.1. Under the conditions above, there exists a positive constant C depending on the reference element such that we have for all 1 > δ ≥ 0
Proof. The proof is done similarly to the proof of Theorem 3.2 (see Brenner and Scott [BS02, Theorem 4.5.11]). Let (K,P,N ) be a finite element of reference type satisfying the standard conditions for m and l with diam(K) = 1 and (K, P, N ) be a finite element of the family of subdivisions with diam(K) = h K . Since the subdivision is nondegenerate, a transformation exists, having the form
Then substitution gives
Similarly there exists a constant C > 0 such that we have for all 0
Duality arguments give for q conjugate to p and for all 0
SinceP is finite-dimensional, all norms are equivalent, and there exists a constantĈ such that
Therefore (3.1) and interpolation arguments imply for γ > 0 that
Let {T h , 0 < h ≤ 1} be a nondegenerate family of subdivisions. Then, by taking the sum, one can show by the same arguments as in Theorem 4.5.11 in [BS02] , that, if the family of subdivisions is nondegenerate, the assertion of Corollary 3.1 holds. The corresponding symmetric variational problem is posed as follows. Suppose that the following three conditions are valid:
Then the symmetric variational problem is the following:
Given the family of nondegenerate subdivisions T h of a polyhedral domain O, the Ritz-Galerkin approximation of problem (3.3) is the following:
Assume that u solves problem (3.3) and u h solves problem (3.4). Then we can find the following estimates on u − u h depending on F . By means of the inequality above and duality arguments, one can verify bounds of the difference u − u h in H 1 (O) and L 2 (O). In particular, one can show that, if the family of subdivisions {T h , 0 < h ≤ 1} satisfies the assumptions of Theorem 3.1 with m = 2, l ≥ 0 and p = 2, then
is valid, and therefore (for more details, see Theorem 5.4.8 in [BS02] 
Finally, by using duality arguments, one can show that there exists a h 0 > 0 such that (see Theorem 5.8.
Since our problem (2.2) is well-posed in L p (O), the error bounds of the difference have to be transferred to 
and for γ ∈ (0, 1)
Proof. Since p ≤ 2 and O is bounded we can infer that
The estimate (3.6) gives
Similarly, we get
Next, we apply negative norm estimates. In particular, Theorem 3.2 leads to
Approximation of the semigroup.
The approximation A h : V h → V h of the operator A is given by the induced bilinear form on V h . In particular, for any u ∈ V h we define A h u by
The semidiscrete approximation of the solution u to the abstract Cauchy problem
In use of the operator A h , relation (3.10) is written as
Let H h be the space V h equipped with the topology induced from H. Let R h : H → H h be the Ritz projection. Recall that the linear operator
By the Lax-Milgram theorem, it can be shown that the Ritz operator is well-defined, i.e., that the element R h u exists and is unique. Theorem 1.1 of [FSS01] shows that the operator A h : H h → H h generates an analytic semigroup on H h independently of h. To be precise, there exist some θ ∈ (0, π) and some
where ρ(A h ) denotes the resolvent set of A h and
The semidiscrete approximation admits the error estimate of optimal order for t > 0. Theorem 3.3 ([FSS01, Theorem 2.1]). Given u 0 ∈ H, let u and u h be the solutions of (3.9) and (3.10), respectively. Then we have
Similarly to the Proof of Theorem 3.3 one can find error estimates in L p spaces.
Theorem 3.4. Given u 0 ∈ H, let u and u h be the solutions of (3.9) and (3.10), respectively. Then we have for 1 ≤ p ≤ 2 and 0 ≤ γ < 1
Proof. The proof of Theorem 3.4 is similar to the proof of Theorem 3.3, i.e., Theorem 2.1 in [FSS01] . Assume that u solves problem (3.3) with F = u 0 and u h solves problem (3.4) with F = I h u 0 . In Corollary 3.2 we have shown that there exists estimates of the error in L p spaces. In particular, we have
Since u = A −1 u 0 and A
−1
h I h u 0 , we can write
we can conclude that the following estimates:
and for γ ∈ (0, 1) 
where Γ is the boundary of Σ θ1 = {z, 0 ≤ | arg(z)| ≤ θ 1 }, for θ 1 ∈ (θ, π 2 ) coming from ∞e iθ1 , passing through the origin and going out to ∞e −iθ1 . Using estimate (3.6) and taking into account the calculations in (3.11) gives
By substituting estimate (3.15) into (3.14), Theorem 3.3 can be shown. Similarly, by substituting estimate (3.12) into (3.14) one gets
The case γ = 0 of Theorem 3.4 follows. To show Theorem 3.4 for γ > 0 one can use the same computations, but one has to substitute estimate (3.13) instead of (3.12) into (3.14).
3.3. Mesh-dependent norms. For x ∈ V h , one can define the mesh-dependent inner product
It can be shown that there exist some constants c and C such that we have for all h ∈ (0, 1) (see Lemma 6.2.7 of
Since the natural spaces for SPDEs driven by Poisson random measure are L p spaces, we will also define mesh-dependent L p spaces; i.e., for 0 < h ≤ 1 and v ∈ V h we define
Similarly to the case where p = 2, one can show that there exist some constants c and C such that we have for all h with 0
Theorem 1.1 of [FSS01] shows that the operator A h : H h → H h generates an analytic semigroup on H h with parameter M and ω independent of h. To be precise, there exist some θ ∈ (0, π) and some M ≥ 1 such that C \ Σ θ ⊂ ρ(A h ), where ρ(A h ) denotes the resolvent set of operator A h and
Let X be a Banach space and A : X → X be a operator generating an analytic semigroup on X. Since the constants M , ω, and C in
depend on the resolvent set, in particular, on the angle θ which includes the numerical range, we can conclude that there exist some constants C 1 and C 2 such that 3.4. The mass and stiffness matrix. In this section we will investigate properties of the mass and stiffness matrix. Let O be a polyhedron in R d and {T h , 0 < h ≤ 1} be a nondegenerate family of subdivisions, where the reference finite element (K,P,N ) satisfies the standard conditions for m = l = 1.
The mass matrix M h of a subdivision is given by
, where
Since the shape functions are locally defined, there exists a number m such that for all h ∈ (0, 1) there exists a set
and
Remark 3.2. The mass matrix is given by Theorem 9.8, page 387 in Ern and Guermond [EG04] . The left-hand side is given by
Since {T h , 0 < h ≤ 1} is a uniformly bounded family of subdivisions, we have
Therefore,
and by Remark 3.2 The function
is Lipschitz continuous with Nemytskij operator 
Extension to L p (O) leads to the Lipschitz property (2.10) of G. The approximation can be similarly interpreted. First, the Lebesgue measure is approximated by λ h defined by
Now the approximation ι h : B({1, . . . , k h }) × B(R) → R + of the intensity ι is defined by

{1, . . . , k h } × B(R) (A, B) → ι h (A, B) :=
The approximated Nemytiskij operator G h is defined by
Similarly to the above we can show the following proposition. 
, where μ h i , i = 1, . . . , k h , are independent Poisson random measures with intensity λ h (i)ν. The generalized Burkholder inequality gives
A h is linear, we can continue
Since the family of subdivisions is nondegenerate, we have φ
Therefore, by using also Remark 3.2, we get
According to the Lipschitz condition of g we have
The equivalence between L p (O) and L 
Remark 3.3. In our calculation we use the fact that for γ > d− 
Proof. Embedding
By Corollary 3.1 we obtain
Inequality (A.1) leads to
Since there exists a constant m such that |{i | sup φ
. . , k h and h > 0, and
dζ.
By the linearity of g and the equivalence of L
By applying Remark 3.19 we get for S 2
The linearity of g and the equivalence of
Stability of the finite element approximation.
In this section we shall investigate the stability of the approximation by finite elements. Since the semidiscrete problem (2.3) is finite-dimensional, for all 0 < h ≤ 1 there exists a unique solution
.g., Theorem 8 of [Pro04] ). In this section we show that the family of unique solution {u h , 0 < h ≤ 1} is uniformly bounded. 
Proof. First, we show that there exist some q < ∞ and some constants C 1 and C 2 such that
The Gronwall lemma yields the assertion. The variation of constant formula gives
Taking the expectation leads to
, then the first entity S 1 is finite. The second entity can be calculated directly. The Minkowski inequality gives
In section 3.2 we have seen that there exist ω ∈ R, M ≥ 1, and θ ∈ (0, π) such that for all h ∈ (0, 1) the operator A h generates an analytic semigroup of
Therefore, a constant C < ∞ exists such that for all 0 < h ≤ 1
Thus,
Again by (4.1) we can infer that
By the globally Lipschitz property of f it follows that
Again by (4.1) we get
The Hölder inequality leads to
Next, we estimate the term 
In section 3.2 we have seen that there exist ω ∈ R, M ≥ 1, and θ ∈ (0, π) such that for all h ∈ (0, 1) the operator A h generates an analytic semigroup of (ω, M, θ) on L p (O). In particular (3.18) holds; i.e., there exists a constant C < ∞ such that for all h > 0 
The Hölder inequality gives
Moreover, by (3.19) we know that for any i = 1, . . . , k h we have
and there exists some constant m 0 such that for any i and 0 < h < 1
Therefore, we have
By substituting (4.6) in (4.4) we obtain
The inverse inequality given in Corollary 3.1 gives for all
which gives
The mapping g is linear in the last variable and globally Lipschitz in the first variable. Thus we can infer that
By the equivalence of the L p h (O) and L p (O) norms we infer that
Let q be so large that γp < 1 − 
Summing up leads to the assertion.
Proof of the main result.
The error of the time discretization follows from Theorem 3.1 of [HM06a] . By the Lipschitz continuity of f and g we infer that
Thus, Theorem 3.1 of [HM06a] gives the order of convergence in time for α <
Here we investigate the accuracy of the space discretization, i.e., the difference Δ(t) = u(t) − u h (t)I h at time t. To show the assertion, we will show that for a certain q < ∞ there exist constants C 1 , C 2 , and C 3 such that for all 0 < h ≤ 1
where δ 1 , δ 2 , and δ 3 are the constants specified in Theorem 2.1. Now the second part of the assertion of Theorem 2.1 follows by an extension of Grownwall's lemma which is a simple consequence of Exercise 3, page 190 in [Hen81] and the proof of which is omitted.
Lemma 5.1 (Gronwall-type lemma). 
To show the second part of Theorem 2.1, we will show the following: Let q and γ be two real numbers such that
are satisfied. Then under the conditions of Theorem 2.1 for all δ 1 , δ 2 , and δ 3 , with
there exist constants C 1 , C 2 , and C 3 depending on p, f , g, δ 1 , δ 2 , and δ 3 such that for all 0 < h ≤ 1 inequality (5.1) holds. Proof. By using the variation of constants formula, i.e.,
we obtain
By substituting (5.3), we get
To give an estimate of E [ I 0 (t) p ], we apply Theorem 3.1. Thus, we get
The next entity we have to estimate is
In Theorem 3.4, the factor t −1 appears on the right-hand side. Thus, fix γ < 1, take into account
≤ C, and apply Theorem 3.4. Thus, we get
The Lipschitz property of f gives
, there exists some C such that 
The mapping f is Lipschitz continuous, and therefore
Again, by the equivalence of the norms in L p (O) and L p h (O), we can infer that
Next, we handle the third term. The generalized Burkholder inequality (compare Proposition 3.3 in [Hau05] ) gives
The operator A generates an analytic semigroup in L p (O) (see, e.g., Theorem 7.3.5 in [Paz83] ). Therefore, for each ρ > 0 there exists some constant C < ∞ such that
Thus, we can infer for any γ > 0 that
By Sobolev inequalities for any
The Lipschitz property of g leads to
If γ satisfies (5.2), then γp 2 < 1 − 1 q , and we can infer by the Hölder inequality that
By arguments similar to those used in Proposition 3.2 in [Hau05] we get for the fourth term
By the smoothing property of A, i.e., (5.7), and since
where G is defined in (3.20). Theorem 3.1 leads to
and the Lipschitz property of g to
By Proposition 4.1 there exists some constant C < ∞ such that
Thus, we can infer that there exists some constant C < ∞ such that
The Burkholder inequality leads for any
Proposition 3.2 gives for any 0 ≤ δ <
Next, we have to calculate the entity I 6 . The Fubini theorem and the generalized Burkholder inequality give
First, in Theorem 3.4 we have shown that
Let us recall estimate (3.17). There exists a constant C < ∞ such that for all
Moreover, the norms in L p h (O) and in L p (O) are equivalent (see (3.16)). Therefore
Thus, we can infer for any γ ∈ (0, 1) that 
Since g is Lipschitz continuous and linear in the third variable, we get
In section 3.3 we have seen that there exist some constants c and C such that for all 0 < h < 1 we have (see (3.16))
Thus, by taking into account Remark 3.1 we can write
Since E u h (s) Next, we have to handle the term I 62 . Because of (3.18) and (3.16), there exists a constant C < ∞ such that for all 0 < h ≤ 1
Because of inequality (5.14), we have for all 0 < δ < Moreover, there exists some constant m 0 such that for any i and 0 < h < 1 
Moreover, 
In summary, one can show that for any s ∈ R there exists some C such that
