INTRODUCTION
The development of reliable software is currently proceeding along several paths. Languages are being developed which a priori result in correct, more understandable and more manageable programs [8] . Ae the same time others are developing proof techniques that, a posteriori, show that program is correct [5] . A third path is the development of techniques that result in information during the development phase of a program being fed back to the programmer in order to suggest changes to be made i~ the source program [15] .
Compilers,
as an example of this third approach, seem to be entering into a third phase of development since they first appeared some twenty years ago. This report contains several suggestions as to the type of data that can easily be generated by a compiler and be fed back to the user in order to accomplish this goal. The development of a data entropy measure will be described and the inclusion of several of these techniques into a diagnostic PL/I system implemented at the University of Maryland will also be mentioned. 
FLOW ANALYSIS MEASURES

Probabilistic Program Validation
It is also possible to view the execution profile as a probability distribution -the probability of being at a certain statement at any given time. with this approach, the same collected trace data can be used to compute a transition matrix giving the probability of transferring from one statement to another. If that is done, then some of the properties of Markov chain theory can be applied. In order to compute H({4,5}) consider only those columns containing information about either object 4 or object 5. The interrelationships among all objects, relative to these columns, will be measured. systems, the data should be local to only a few routines. If that is so, then the entropy of the progam, relative to that data will be approxiamtely:
where n is the number of subroutines and k is the number of routines that access the data. For small k the entropy will he maximal. (Note that this differs from the usual definitions of entropy where small values of the entropy measure mean less entropy. This conflict can easily he corrected by defining the measure as log n -H, since the maximal value is log n.)
IMPLEMENTATION
Implemented Measures
In order to test some of these ideas empirically, some of the previously described techniques have been implemented in a diagnostic system, called PLUM, implemented by the author at the University of Maryland.
PLUM is a load and go PL/I compiler for the Univac l100-series computer. It is typical of several compile and go systems in that it is based upon a very forgiving philosophy -most syntax errors are corrected automatically and most execution errors result in default values being used rather than having execution ~ terminated.
It is used primarily as a teaching tool, with the average student using under 5 seconds of computer time for each run [19] . 
