The random assignment problem is to minimize the cost of an assignment in a n × n matrix of random costs. In this paper we study this problem for some integer valued cost distributions. We consider both uniform distributions on 1, 2, . . . , m, for m = n or n 2 , and random permutations of 1, 2, . . . , n for each row, or of 1, 2, . . . , n 2 for the whole matrix. We find the limit of the expected cost for the n 2 cases, and prove bounds for the n cases. This is done by simple coupling arguments together with Aldous recent results for the continuous case. We also present a simulation study of these cases.
Introduction
In the assignment problem we are to choose n elements from a n × n matrix C of costs, one element from each row and each column, in such a way that the total cost is minimized. In other words, we are looking for a permutation π, that minimizes
If we let the elements of C be random variables, we have the random assignment problem. Traditionally, the random costs have been independent, identically distributed, with the exponential or the uniform distribution.
When the costs are i.i.d. exponential (mean 1) there are strong conjectures for the more general case of k-assignment from a m × n cost matrix. Let Z * (k, m, n) denote the minimal cost. Mézard and Parisi [8] , [9] , conjectured that lim n→∞ E(Z * (n, n, n)) = π 2 /6.
This was proven by Aldous [1] . Parisi [11] has also conjectured that
which was improved by Coppersmith and Sorkin [3] to
In the first two cases we normalize by n, and in cases III and IV by n 2 , thus considering the problem of minimizing
The (random) minimal costs will be denoted by Z * i (n), for the four discrete cases, and by Z * c (n) in the case of continuous costs. In [1] , Aldous proves the following theorems, valid for any non-negative continuous distribution, such that the density of the independent costs have value 1 at 0. Let π denote the permutation giving an optimal assignment. Theorem 1.1.
. Theorem 1.2. nC iπ(i) converges in distribution. The limit distribution has density
is the kth smallest element of the ith row in C) = 2 −k .
Remark. In a simulation study in [10] , Olin noted that, even for as small dimensions as n = 50, the row rank distribution is surprisingly close to the above.
Coupling arguments
In this section we will prove the following theorem.
The idea is to compare a discrete case of the problem with the case of (continuous) uniform costs. We want to generate matrices for both cases simultaneously, such that an optimal assignment for one matrix is close to optimal for the other.
When we say that π is optimal for the matrix C, we mean that π is a permutation giving an optimal assignment for the random assignment problem, with cost matrix C.
Case I
Let U be a n × n matrix of i.i.d. U (0, n) (uniform on (0, n)) random variables. It will be convenient to denote the rows of U by U (i) . We want to use U to get an independent random permutation for each row. To achieve this, we can use the row ranks of the matrix U . If we let
each P i will be an independent random permutation, chosen uniformly from the set of all permutations. By Theorem 1.3 we have,
This gives, if π is the optimal assignment for U ,
For a lower bound, assume that, for 1 ≤ i ≤ n, P i is a random permutation of {1, 2, . . . , n}, and that V is a n × n matrix with i.i.d. U (0, n) random variables as elements. We will now use the permutations P i to rearrange the rows of V . This will give us another matrix, U , also with i.i.d. U (0, n) elements, such that U ij is close to P i (j). To be precise, let
and note that
We therefore have, for all permutations π,
Now assume that π is an optimal assignment for the discrete problem. The cost can then be bounded below by the cost of the problem with cost matrix U :
Case II
Let U ij be i.i.d. U (0, n). To get i.i.d. random variables from the discrete uniform distribution on {1, 2, . . . , n}, we can simply take the integer part of U ij and add 1. Let
where [x] denotes the integer part of x. Then Y ij are i.i.d. with the desired distribution, and the differences Y ij − U ij are uniform on (0, 1). Assume that π is an optimal assignment for Y . Then we still have
and for the lower bound of EZ * 2 (n),
Now for the other direction. Assume that π is the optimal assignment for U . Svante Janson [5] has calculated the expectation of the fractional part of one element in the optimal assignment,
, with respect to the limit distribution, given by Theorem 1.2.
where c ≈ 2.83 · 10 −16 . Let Z π 2 be the cost of Y given by the assignment π. 
Case III
This is similar to the first case, but for ease of notation we consider a vector of n 2 elements instead of a n × n matrix. Given a random permutation P of {1, 2, . . . , n 2 }, and a vector V of n 2 i.i.d. U (0, n 2 ) random variables, let U i be the P (i)th smallest element of V , that is,
Conversely, given random variables
, define the random permutation by P (k) = rank U k . This gives our desired relations between U and P . By noting that, since
we also have for i in the optimal assignment for either case
Now, if π is optimal for P ,
, and if π is optimal for U ,
And by letting n tend to infinity, we get the limit
Case IV
As in the second case, given the i.i.d. uniform (0, n 2 ) variables U ij , define X ij and Y ij by
If π is optimal for Y ,
If π is optimal for U ,
Combining this, we get by letting n tend to infinity
Simulation
The primary purpose of the simulation study is of course to estimate the expected minimal cost. Besides that, we look at the variance of the expected minimal cost, as well as the row rank distribution.
To solve the realizations, we used an algorithm by Jonker and Volgenant [6] . In a recent survey [4] , it came out as one of the fastest available algorithms for As an indication of how fast the implemented algorithm really is, we note that in the permutation cases, the generation of the matrices takes about the same time as solving the assignment problem. In the independent cases the proportion of the time, spent generating the matrices, is about 0.25-0.4, depending on the dimension. An instance of dimension 1000 is solved in less than a second for all cases. For cases I and II it takes about 75-95 seconds to solve the problem with dimension 10000, and 30 seconds to generate the matrix. Almost 400 MB of RAM is needed for this dimension. The high dimension cases was run on a computer with two 1000 MHz Pentium III processors and 2 GB of RAM. 
Results

Mean
The results are summarized in Tables 1-4 and Figures 1-3 . Note that n in the tables is the number of realizations.
For case I and case II we simulated problems with dimensions up to 10000. The number of realizations varies between 40000 and 4000. We see that the estimated means stabilize quite fast. The difference between dimensions 2000 and 10000 is of order 10 −4 , the same order as the standard error. The n 2 cases III and IV behaves as expected. The mean increases nicely towards π 2 /6, with case IV slightly ahead. Since these cases are more time consuming, and the limit is known to be π 2 /6, we was content with simulations up to dimension 6000. 
Variance
Alm and Sorkin [2] conjectures that the variance in the exponential case is 2/n + O(log n/n 2 ). It is natural to suspect the same behavior in all our four cases. Figure 4 shows n times the estimated variance plotted against n. It is interesting to note is that the variance in the permutation cases is about half of that in the independent cases. 
The rank distribution
In the continuous cases, the limiting rank distribution is geometric, with parameter 1/2. For comparison, we generated 1000 matrices of dimension 2000 for each discrete case, and determined the rank of every element in the optimal assignment given by the program. (Optimal assignments are not necessarily unique.) In the case of ties, we gave the element the lowest rank. As suspected, cases III and IV seems to have the same limiting distribution as in the continuous case. Also in case II a geometric distribution, but with extra weight on 1, fit the data very well. For case I the picture looks a bit different. When plotted on a logarithmic scale, ( Figure 5 ) we no longer get a straight line, but a slightly concave curve. (In this scale, a polynomial in k of degree 2 fit the data well.) 
