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JONES INDEX THEOREM REVISITED
ANDREY GLUBOKOV1 AND IGOR NIKOLAEV2
Abstract. A new shorter proof of the Jones Index Theorem is given. Our
approach is based on the notion of a cluster C∗-algebra.
1. Introduction
The Jones Index Theorem is an analog of the Galois theory for the von Neumann
algebras [Jones 1991] [5]. Recall that the factor is a von Neumann algebra M with
the trivial center. A subfactor N of the factor M is a subalgebra, such that N is
a factor. The index [M : N ] of a subfactor N of a type II factor M is a positive
real number dimN (L
2(M )), where L2(M ) is a representation of N obtained from
from the canonical trace on M using the GNS construction. We refer the reader
to [Jones 1991] [5, Section 2.5] for the missing definitions and details. The Jones
Index Theorem says that
[M : N ] ∈ [4,∞)
⋃
{4 cos2
(π
n
)
| n ≥ 3}. (1.1)
Cluster algebras were introduced by [Fomin & Zelevinsky 2002] [3]. Recall that
a cluster algebra A (x, B) of rank n is a subring of the field of rational functions
in n variables depending on a cluster of variables x = (x1, . . . , xn) and a skew-
symmetric matrix B = (bij) ∈ Mn(Z); the pair (x, B) is called a seed. A new
cluster x′ = (x1, . . . , x′k, . . . , xn) and a new skew-symmetric matrix B
′ = (b′ij) is
obtained from (x, B) by the exchange relations:
xkx
′
k =
n∏
i=1
x
max(bik,0)
i +
n∏
i=1
x
max(−bik,0)
i ,
b′ij =
{
−bij if i = k or j = k
bij +
|bik|bkj+bik|bkj |
2 otherwise.
(1.2)
The seed (x′, B′) is said to be a mutation of (x, B) in direction k, where 1 ≤ k ≤ n;
the algebra A (x, B) is generated by cluster variables {xi}∞i=1 obtained from the
initial seed (x, B) by the iteration of mutations in all possible directions k. The
Laurent phenomenon says that A (x, B) ⊂ Z[x±1], where Z[x±1] is the ring of
the Laurent polynomials in variables x = (x1, . . . , xn) depending on an initial seed
(x, B). The A (x, B) is a commutative algebra with an additive abelian semigroup
consisting of the Laurent polynomials with positive coefficients. Thus the algebra
A (x, B) is a countable abelian group with an order satisfying the Riesz interpola-
tion property, i.e. a dimension group [Effros 1981, Theorem 3.1] [2, Theorem 3.1].
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Figure 1. Bratteli diagram of the cluster C∗-algebra A(D).
A cluster C∗-algebra A(x, B) is an AF-algebra, such that K0(A(x, B)) ∼= A (x, B),
where ∼= is an isomorphism of the dimension groups [6].
Let r < R and consider an annulus in the complex plane
D = {z = x+ iy ∈ C | r ≤ |z| ≤ R}. (1.3)
The Riemann surfaces D and D ′ are isomorphic (conformally equivalent) if and
only if t := R/r = R′/r′. By
TD = {t ∈ R | t > 1} (1.4)
we understand the Teichmu¨ller space of D . It is known that the cluster algebra
A (x, B) given by a matrix
B =
(
0 2
−2 0
)
(1.5)
encodes the Penner coordinates on TD [Fomin, Shapiro & Thurston 2008] [4, Ex-
ample 4.4] and [Williams 2014] [8, Section 3]. We denote by A(D) := A(x, B) a
cluster C∗-algebra corresponding to the matrix B. The Bratteli diagram of A(D)
is shown in Figure 1, see also [Effros 1980] [2, p.13(e)]. Let
σt : A(D)→ A(D), t ∈ R (1.6)
be the group of modular automorphisms of A(D) constructed in [6, Section 4].
Consider the UHF-algebra of the form M2∞ :=
⊗∞
i=1M2(C). It is known that
there exits an embedding
A(D) →֒M2∞ , (1.7)
see [Davidson 1996] [1, Example III.5.5]. An extension of σt to the UHF-algebra
M2∞ coincides with the modular automorphism given by the Powers product; we
refer the reader to [Jones 1991] [5, Section 1.10] for the definition.
Following the well known basic construction [Jones 1991] [5, Section 5.6], denote
by eij the matrix units of the algebraM2(C). Then et =
1
1+t (e11⊗e11+te22⊗e22+√
t(e12 ⊗ e21 + e21 ⊗ e12)) is a projection of the algebra M2(C) ⊗M2(C) for each
t ∈ R. Proceeding by induction, one can define projections ei(t) = θi(et) ∈ M2i ,
where θ is the shift automorphism of the UHF -algebraM2∞ . The ei := ei(t) satisfy
the following relations{
eiej = ejei, if |i− j| ≥ 2
eiei±1ei = t(1+t)2 ei.
(1.8)
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Recall that projections ei(t) are critical for construction of a subfactor N of the
type II von Neumann algebra M , such that
[M : N ]−1 =
t
(1 + t)2
, (1.9)
see [Jones 1991] [5, Section 5.6].
In this note we use the embedding (1.7) and simple analysis of the cluster algebra
K0(A(D)) to prove the following result.
Theorem 1.1. The admissible values of index [M : N ] belong to the set (1.1).
The article is organized as follows. Section 2 contains a brief review of prelimi-
nary results. Theorem 1.1 is proved in Section 3.
2. Cluster algebras of rank 2
Let us consider the field of rational functions in two commuting independent
variables x1 and x2 with the rational coefficients. For a pair of positive integers b
and c, we define elements xi by the exchange relations
xi−1xi+1 =
{
1 + xbi if i odd,
1 + xci if i even.
(2.1)
By a cluster algebra rank 2 we understand the algebra A (b, c) generated by the
cluster variables xi [Sherman & Zelevinsky 2004] [7, Section 2]. Denote by B a
basis of the algebra A (b, c).
Theorem 2.1. ([7, Theorem 2.8]) Suppose that b = c = 2 or b = 1 and c = 4.
Then B = {xpi xqi+1 | p, q ≥ 0}
⋃ {Tn(x1x4 − x2x3) | n ≥ 1}, where Tn(x) are the
Chebyshev polynomials of the first kind.
Let r < R and consider an annulus D of the form (1.3) having one marked point
on each boundary component. The cluster algebra A (x, B) associated to an ideal
triangulation of D is given by the matrix (1.5) [Fomin, Shapiro & Thurston 2008]
[4, Example 4.4]. The exchange relations in this case can be written as xi−1xi+1 =
1 + x2i and B
′ = −B. Comparing with the relations (2.1), we conclude that the
A (x, B) is a cluster algebra of rank 2 with b = c = 2. Therefore the basis B
of the cluster algebra A (x, B) is described by Theorem 2.1. On the other hand,
the cluster algebra A (x, B) is known to encode the Penner coordinates on the
Teichmu¨ller space TD = {t ∈ R | t > 1} of the annulus D [Williams 2014] [8,
Section 3].
Let A(x, B) be an AF-algebra, such that K0(A(x, B)) ∼= A (x, B). The Bratteli
diagram of the cluster C∗-algebra A(x, B) has the form of a Pascal triangle given in
Figure 1 [6]. Thus the A(x, B) is isomorphic to a GICAR algebra [Effros 1980] [2,
p. 13(e)]. By σt we denote a group of the modular automorphisms (1.6) of A(x, B)
constructed in [6, Section 4]. The group σt is generated by the geodesic flow on the
Teichmu¨ller space TD .
The GICAR algebra A(x, B) is known to embed (1.7) into the UHF-algebra
M2∞ =
⊗∞
i=1 M2(C) [Davidson 1996] [1, Example III.5.5]. The M2∞ is called a
CAR algebra. The Bratteli diagram of the CAR algebra can be found in [Effros
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1980] [2, p. 13(c1)]. The Powers product{ ∞⊗
i=1
exp(
√−1
(
1 0
0 λ
)
) | 0 < λ < 1
}
(2.2)
gives rise to a group of the modular automorphisms of the algebra M2∞ , see e.g.
[Jones 1991] [5, Section 1.10]. A restriction of such a group to the GICAR algebra
A(x, B) ⊂M2∞ coincides with the automorphisms σt on A(x, B) [6, Section 4].
3. Proof
To find admissible values of t, we shall use a simple analysis of the cluster algebra
K0(A(D)) based on the Sherman-Zelevinsky Theorem 2.1. Namely, recall that such
an algebra has a canonical basis of the form
B = {xpi xqi+1 | p, q ≥ 0}
⋃
{Tn(x1x4 − x2x3) | n ≥ 1}, (3.1)
where Tn(x) are the Chebyshev polynomials of the first kind, see Theorem 2.1. We
shall split the rest of the proof in a series of lemmas.
Lemma 3.1. The value t ∈ (4,∞) is admissible.
Proof. Indeed, from (1.4) we have t > 1. But [M : N ] = (1+t)
2
t
, see formula (1.9).
Therefore, one gets [M : N ] > 4. Lemma 3.1 is proved. 
Lemma 3.2. The value t ∈ {4 cos2 (pi
n
) | n ≥ 3} ∪ {4} is admissible.
Proof. Recall that
T0 = 1 and Tn
[
1
2
(t+ t−1)
]
=
1
2
(tn + t−n). (3.2)
Thus we shall look for a t such that 12 (t + t
−1) = x1x4 − x2x3. This is always
possible since the Penner coordinates [Williams 2014] [8, Section 3.2] on TD are
given by the cluster (x1, x2), where each xi is a function of t. The reader can verify
that exchange relations (1.2) for A(D) can be written as xi−1xi+1 = x2i + 1. It
is easy to calculate that x1x4 − x2x3 = x
2
1
+1+x2
2
x1x2
. An explicit resolution of cluster
variables x1 and x2 is given by the formulas:{
x1 =
√
2
2
√
t2 + t
√
t2 − 16
x2 =
√
2
2
√
t2 − t√t2 − 16 (3.3)
and the required equality x1x4 − x2x3 = 12 (t+ t−1) holds true in this case.
The discrete values of t correspond to a finite cluster algebra A(D). Since the
number of generators xi is finite, we have |B| <∞. In particular, from the second
series in (3.1) one obtains
Tn(x1x4 − x2x3) = T0 = 1 (3.4)
for some integer n ≥ 1. But x1x4 − x2x3 = 12 (t + t−1) and using formula (3.2) for
the Chebyshev polynomials, one gets an equation
tn + t−n = 2 (3.5)
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for (possibly complex) values of t. Since (3.5) is equivalent to the equation t2n −
2tn + 1 = (tn − 1)2 = 0, one gets the n-th root of unity
t ∈ {e 2piin | n ≥ 1}. (3.6)
The value
[M : N ] =
(1 + t)2
t
=
1
t
+ 2 + t = 2
[
cos
(
2π
n
)
+ 1
]
= 4 cos2
(π
n
)
(3.7)
is a real number. We must exclude the case n = 2 corresponding to the value
t = −1, because otherwise one gets a division by zero in (1.8). Lemma 3.2 is
proved. 
Theorem 1.1 follows from lemmas 3.1 and 3.2.
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