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Abstract. In ergodic theory, two systems are Kakutani equivalent if there exists a con-
jugacy between induced transformations. In Measured Topological Orbit and Kakutani
Equivalence, del Junco, Rudolph, and Weiss defined nearly continuous even Kakutani
equivalence as an orbit equivalence which restricts to a conjugacy between induced maps
on nearly clopen sets. This paper defines nearly continuous even Kakutani equivalence
between two nearly continuous dynamical systems as a nearly continuous conjugacy be-
tween induced maps on nearly clopen sets of the same size and shows that this definition
is equivalent to the definition given by del Junco, Rudolph, and Weiss. The paper shows
that, with an added restriction, if two systems are nearly continuously (non-even) Kaku-
tani equivalent, then one system is isomorphic to an induced transformation of the other,
and uses this result to prove that a class of transformations containing Chacon’s map and
called strongly rank one belongs to the same nearly continuous even Kakutani equivalence
class as irrational rotations.
1. Introduction
In ergodic theory, we ask properties to hold modulo sets of measure zero. In the follow-
ing theory, dubbed nearly continuous dynamics, we add a topological component by asking
properties to hold modulo Fσ sets of measure zero: transformations must be homeomor-
phisms in the relative topology of some Gδ set of full measure; and we ask sets to be nearly
clopen instead of measurable, i.e. clopen in the relative topology when restricted to a Gδ
subset of full measure. A nearly continuous dynamical system consists of a Polish proba-
bility space and a transformation which is an ergodic measure preserving homeomorphism
when restricted to a Gδ subset of full measure which is invariant under the transformation.
We consider two transformations to be equivalent if they agree upon a Gδ subset of full
measure.
In the 1940s, S. Kakutani introduced a new type of equivalence between ergodic measure
preserving transformations of finite measure spaces relevant to studying the relationships
between measurable cross sections of measurable flows. Two ergodic measure preserving
transformations S and T were called Kakutani equivalent if they had isomorphic induced
maps, or equivalently, if S and T could be realized as flows over measurable cross sections
of a third system.
In 1984, A. del Junco and D. Rudolph extended the definition of even Kakutani equiva-
lence to ergodic Zn actions in [3], first by taking Katok cross-sections of a flow, and second
by determining the existence of an orbit preserving injection with an extra asymptotic
linearity condition. In one dimension, this translated to the classical theory of Kakutani
equivalence with an addition of an orbit equivalence between the two systems. When A.
del Junco, D. Rudolph, and B. Weiss explored Kakutani equivalence in the context of what
they named measured topological dynamical systems [1], this element of orbit equivalence
persisted in the definition. The authors defined even Kakutani equivalence to be an or-
bit equivalence on sets of full measure which gave a conjugacy when restricted to induced
transformations of nearly clopen subsets of the same measure. We give a slightly different
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2definition for nearly continuous even Kakutani equivalence, asking only for the conjugacy
between induced transformations on nearly clopen subsets of the same measure. The first
aim of the paper is to prove the following theorem which demonstrates that our definition
of nearly continuous even Kakutani equivalence is synonymous with the definition given by
del Junco, Rudolph and Weiss:
Theorem 1.1. If two nearly continuous dynamical systems (X, τ, µ, T ) and (Y, τ, ν, S) are
nearly continuously even Kakutani equivalent, then the nearly continuous conjugacy given
by ϕ such that ϕ ◦ TA = SB ◦ ϕ, where A ⊂ X and B ⊂ Y are nearly clopen sets, extends
to a nearly continuous orbit equivalence.
Rudolph and Roychowdhury [6] proved that all adding machines are nearly continuously
even Kakutani equivalent, and Rudolph and Dykstra [5] added irrational rotations to the
class. We prove the following in the case of non-even Kakutani equivalence, and apply it
to show that a class of transformations which includes Chacon’s map and is here-in named
strongly rank one belongs to the equivalence class of irrational rotations.
Theorem 1.2. Let (X, τ, µ, T ) and (Y, τ, ν, S) be two nearly continuous dynamical systems.
Let A ⊂ X and B ⊂ Y be nearly clopen subsets such that µ(A) > ν(B) > 0 and TA n.c.
conjugate to SB. If (X, τ, µ, T ) is nearly uniquely ergodic, then there exists a nearly clopen
set B¯ ⊂ Y such that SB¯ is nearly continuously conjugate to T .
The structure of the paper is as follows: section 2 gives basic definitions. Section 3
provides proof of Theorem 1.1. Section 4 defines nearly unique ergodicty and provides the
proof of Theorem 1.2. Section 5 defines strongly rank one and shows they are nceke to
irrational rotations.
2. Definitions
We choose the state space X to be an uncountable Polish space: a separable topological
space neither finite nor homeomorphic to N permitting at least one metric for which the
space is complete. The space is endowed with a non-atomic Borel probability measure µ
of full support. Recall that Polish spaces are Gδ subspaces of compact metric spaces. The
topology τ is the Polish topology, and whenever we write (X, τ, µ) we mean precisely such
a space, referred to as a Polish probability space.
Definition 2.1. A Gδ subset of full measure X0 ⊆ X is called a nearly full subset.
Because the support of µ is X, any nearly full subset is dense in X. Property R of an
object holds nearly on the space X if there exists a nearly full subset X0 ⊆ X such that
R holds in the relative topology of X0. For instance:
Definition 2.2. A set C ⊆ X is said to be nearly clopen in X0 if there exists a nearly
full subset X0 ⊆ X such that C ∩X0 is clopen in the relative topology of X0.
Definition 2.3. A ⊆ X is nearly equal to B ⊆ X in a Polish probability space (X, τ, µ)
if there exists a nearly full set X0 such that A ∩X0 = B ∩X0.
Two nearly equal sets have the same measure.
Proposition 2.4. If (X, τ, µ) is a Polish probability space, A ⊆ X is nearly clopen, and B
is nearly equal to A, then B is nearly clopen.
Near equality of nearly clopen sets is an equivalence relation.
Let [A] denote the equivalence class of A, and let A = A(x) denote the set of equivalence
classes of nearly clopen sets of a Polish probability space (X, τ u).
3Proposition 2.5. A is a Boolean algebra.
Proof. This follows from the facts that for nearly clopen sets A and B of X, [A] ∩ [B] =
[A ∩B], [A]c = [Ac] and [A] ∪ [B] = [A ∪B]. 
For assurance of the abundance of nearly clopen sets in Polish probability spaces, we
refer the reader to [1].
Definition 2.6. A function f : X → Y where X is a Polish probability space is said to be
nearly continuous on X0 if there exists a nearly full subset X0 ⊂ X such that f |X0 is
continuous in the relative topology of X0.
We say that f and f ′ are nearly equal as functions on X if there exists a nearly full set
X ′ ⊆ X such that f |X′ = f |X .
Proposition 2.7. If f is nearly continuous and g is nearly equal to f , then g is nearly
continuous.
The proof is straightforward, and near equality of functions gives an equivalence relation.
Definition 2.8. Let φ : X → Y be a transformation of Polish probability spaces (X, τ, µ)
and (Y, τ, ν). If there exists nearly full subsets X0 ⊆ X and Y0 ⊆ Y such that φ : X0 → Y0
is a homeomorphism, then φ is a near homeomorphism and the spaces are called nearly
homeomorphic.
Two near homeomorphisms φ and φ′ are nearly equal if there exists X1 ⊆ X and Y1 ⊆ Y ,
nearly full subsets, such that φ : X1 → Y1 is a homeomorphism and φ|X1 = φ′|X1 , φ−1|Y1 =
φ′−1|Y1 .
We shall occasionally abbreviate nearly continuously as n.c..
Definition 2.9. Let (X, τ, µ) be a Polish probability space. A nearly continuous dynamical
system (X, τ, µ, T ) is given by a subset X0 ⊆ X and a map T : X0 → X0 such that:
(1) X0 is a nearly full, T -invariant subset of X and;
(2) T is an ergodic homeomorphism in the relative topology of X0 preserving the mea-
sure, µ, restricted to X0.
Definition 2.10. Let (X, τ, µ, T ) be a nearly continuous dynamical system. A nearly full
subset is called a carrier if it is invariant under T .
Proposition 2.11. The intersection of two carriers is a carrier.
Proof. Let (X, τ, µ, T ) be a nearly continuous dynamical system, and let X1 and X2 be two
carriers for T . Then T−1(X1 ∩X2) = T−1(X1) ∩ T−1(X2) = X1 ∩X2. 
Definition 2.12. For a Polish probability space (X, τ, µ), let G = G(X) = {(X, τ, µ, T )},
the set of all nearly continuous dynamical systems on X.
Two transformations T ∈ G and S ∈ G are equivalent if they have a common carrier X ′
such that T |X′ = S|X′ . This is an equivalence relation.
Nearly clopen sets play an important role in the study of induced transformations. Let
(X, τ, µ, T ) be a nearly continuous dynamical system, and A ⊆ X be nearly clopen. T
is only defined on a carrier X0 ⊆ X, and A ∩ X ′ is clopen in the relative topology of
a nearly full set X ′ ⊆ X. It is possible that T is not defined on A or on A ∩ X ′. Let
X1 = ∩∞i=∞T−i(X0 ∩ X ′), giving a carrier of T such that A1 = A ∩ X1 ∈ [A] is clopen
in X1and T is defined on A1. Then, define the return time function rA1 : A1 → N by
rA1(x) = inf{r > 0 : (T |X1)r(x) ∈ A1}.
Lemma 2.13. The return time function to a nearly clopen set is nearly continuous.
4Proof. Let A1 and X1 be as above. Decompose A1 into the sets with the same first return
times:
B1 = (T |X1)−1(A1) ∩A1
B2 =
(
(T |X1)−2(A1) ∩A1
) \B1,
. . .
Bn = ((T |X1)−n(A1) ∩A1) \
⋃n−1
i=1 Bi.
Each Bi is clopen in X1, and rA1(x) = i for x ∈ Bi so that rA1 is constant on each clopen
set of the decomposition, and therefore nearly continuous.

For a nearly clopen set A, the induced map, defined on a subset A1 of A, is given by
TA1 = T
rA1 . Note that A1 is a Gδ subset of X so that (A1, τ |A1 , µ|A1) is a Polish probability
space.
Lemma 2.14. TA1 is a homeomorphism in the relative topology of A1
Proof. Use the decomposition in the proof of Lemma 2.13 of A1 into Bi. For x ∈ Bi,
rA1(x) = i so that TA1 = T
i on Bi , and the induced map is a piecewise function of
homeomorphisms on a clopen decomposition of X1. 
Note that the set X1 is not unique. We refer to TA as a nearly continuous induced
map because there exists a carrier X1 such that A ∩X1 = A1 is clopen in X1 and TA1 is a
homeomorphism on A1.
Definition 2.15. For (X, τ, µ, T ), a n.c. dynamical system, and the nearly clopen set
A ⊂ X, the skyscraper over A is the ordered list of sets
A, T (A)\A, T 2(A)\(A ∪ T (A)), . . . , T k(A)\⋃k−1i=0 T i(A), . . .
referred to as levels of the skyscraper, and A is referred to as the base.
The levels are commonly visualized as intervals, with A on the bottom, T (A)\A above,
etc. The transformation T moves points in a level to the level above. If the image of a
point is not in the next level, then the image appears in the base. For an x ∈ A, T moves
the point x up the skyscraper to height rA(x), then to the point TA(x).
Definition 2.16. Let (X, τ, µ, T ) be a n.c. dynamical system and B be a nearly clopen set.
A nearly clopen tower of height n over B is the set of n− 1 images of B under T :
B, T (B), T 2(B), . . . , Tn−1(B)
such that µ(T i(B) ∩ T j(B)) = 0 for 0 ≤ i < j ≤ n− 1. The set B is called the base of the
tower.
Definition 2.17. A column C of a skyscraper over a nearly clopen set A is an ordered list
of sets
B, T (B), T 2(B), . . . , T r−1(B)
where rA(x) = r for all x ∈ B. B ⊂ A is the base of the column.
As the return time function is nearly continuous, any skyscraper may be decomposed into
columns with constant return times for each base such that the levels are nearly clopen. We
now turn our attention to the various notions of equivalence between two nearly continuous
dynamical systems.
52.18. Nearly Continuous Equivalences.
Definition 2.19. Two systems (X, τ, µ, T ) and (Y, τ, ν, S) are said to be nearly contin-
uously conjugate if there exists carriers X0 ⊂ X and Y0 ⊂ Y and a homeomorphism
φ : X0 → Y0 such that φ ◦ T |X0 = S|Y0 ◦ φ.
Definition 2.20. For a transformation T : X → X, the orbit of a point x ∈ X is
OrbT (x) = {T i(x) : i ∈ Z}.
Definition 2.21. Fix a T ∈ G(X) and select S ∈ G(X) such that OrbS(x) ⊆ OrbT (x). The
cocycle of S is the corresponding Z-valued map CS : X → Z such that S(x) = TCS(x)(x).
Definition 2.22. For a n.c. dynamical system (X, τ, µ, T ), the nearly continuous full
group [[T ]] 6 G(X) is the set of ergodic measure preserving near homeomorphisms T ′ such
that there exists a common carrier X0 ⊆ X for T and T ′ with OrbT ′(x) = OrbT (x) for
x ∈ X0 where the cocycle CT ′ is nearly continuous.
Definition 2.23. Two nearly continuous dynamical systems (X, τ, µ, T ) and (Y, τ, ν, S) are
nearly continuously orbit equivalent if there exists T ′ ∈ [[T ]] and S′ ∈ [[S]] such that
T ′ is nearly continuously conjugate to S′.
Thus, if the two systems are n.c. orbit equivalent, there exist carriers X0 ⊆ X and
Y0 ⊆ Y , a homeomorphism φ : X0 → Y0, and continuous maps p : X0 → Z and q : Y0 → Z
such that φ ◦ T p = Sq ◦ φ and φ(OrbT (x)) = OrbS(φ(x)) for x ∈ X0.
In the nearly continuous category, A. del Junco and A. S¸ahin proved in [2] that Dye’s
theorem holds:
Theorem 2.24. (J.S¸.) Suppose (X, τ, µ, T ) and (Y, τ, ν, S) are nearly continuous dynamical
systems. Then, the systems are nearly continuously orbit equivalent.
Definition 2.25. Two nearly continuous dynamical systems (X, τ, µ, T ) and (Y, τ, ν, S) are
nearly continuously Kakutani equivalent if there exist nearly clopen sets A ⊆ X and
B ⊆ Y with µ(A) > 0 and ν(B) > 0 such that TA and SB are nearly continuously conjugate
as induced maps.
If µ(A) = ν(B), then the systems are nearly continuously even Kakutani equiva-
lent .
This concludes the introduction of spaces, maps, sets, and notions of equivalence em-
ployed throughout the paper.
3. Proof of Theorem 1.1
As (X, τ, µ, T ) and (Y, τ, ν, S) are n.c. even Kakutani equivalent, there exists X0 ⊆ X
and Y0 ⊆ Y , carriers of T and S, respectively, such that A0 = A ∩ X0 and B0 = B ∩ Y0
are clopen in X0 and Y0, respectively, such that φ : A0 → B0 is a homeomorphism and
φ ◦ TA0 = SB0 ◦ φ. Our goal is to extend φ to a carrier of T in such a way so as to establish
an orbit equivalence, φˆ, while (nearly) preserving the conjugacy between the induced maps.
We do so by defining a point map constructed piecewise on a nearly clopen decomposition of
X0 (based on return times to A0 and B0), where φˆ is a composition of the homeomorphisms
T , TA0 , φ, and S on each piece. To help make sense of the definition of the extension, we
begin with a description of the machinery used to create the map.
63.1. Describing Piles and Pits. Construct the nearly clopen skyscraper of T over the
set A0. The height of the tower over a point x ∈ A0 is
rA0(x) := min{n > 0 : Tn(x) ∈ A0}.
For any x ∈ X0, define
h(x) = min{h > 0 : T−h(x) ∈ A0}.
Let x˜ = T−h(x)(x). The fiber of the tower containing the point x is the list of points
T rA0 (x˜)(x˜)
...
x
...
T (x˜)
x˜

.
We refer to these fibers as piles. To the right of the pile containing x, list the fiber above
TA0 ◦ TA(x˜). Continue listing the piles so that to the right of each base point x˜ ∈ A0, one
sees the fiber above TA0(x˜), and, to the left of x˜ ∈ A0 one sees the fiber above T−1A0 (x˜). This
ordered list of fibers gives what we call the upper frame for the point x, simply slices of the
skyscraper as we follow the orbit of x.
For each point in A0, there exists a point in B0 via the conjugacy φ. For each of these
points, we extract a fiber of the Kakutani skyscraper built via S over the set B0. We denote
by rB0(y˜) the height of the tower over a point y˜ ∈ B0,
rB0(y˜) := min{n > 0 : Sn(y˜) ∈ B0}.
Simply arrange the fibers from the skyscraper over B0 in the same manner as for the fibers
above points in A0, with the fiber for SB0(y˜) listed immediately to the right of the fiber for
y˜ ∈ B0, and the fiber for S−1B0 (y˜) listed immediately to the left of the fiber for y˜ ∈ B0. Now,
“flip” the fibers upside-down over the points in B0 so the point at the top of each list is in
B0. We refer to these fibers as pits.
For the last step in this visualization, line up the base of the piles with the top of the
pits via the conjugacy. One traverses the diagram in the following manner: applying the
induced map TA0 to the bottom of the upper frame shifts the points to the right along the
base, and applying the induced map SB0 to the top of the lower frame shifts the points to
the right across the top. Apply T to move up the piles and apply S to move down the pits.
Cross between the upper frame and the lower frame by applying φ or φ−1.
We create an orbit equivalence by developing a method for assigning points from the
piles to points in the pits. The technique we describe is much like that of a machine in a
7factory. This machine deposits items from the piles into the pits directly below until either
the pile is empty (to all points in the pile, a map has been assigned) or the pit is full. Then,
it merely shifts the upper frame one to the right and deposits as much of the remainder
of the piles into the remainder of the pits, shifts again and deposits again, etc. Here, we
merely shift the upper frame across the lower by utilizing the induced map on the base of
the frames.
A point x ∈ AC0 maps to a point y ∈ BC0 if, after a shift, the pit below x has enough as of
yet unused space to receive the point. A point in a pile cannot be mapped to a pit if after
a shift, the pit below it is full.
Define
θnk (x) =
n∑
i=k
rA0(T
i
A0 ◦ T−h(x)(x))
the sum of the heights of the kth pile through the nth pile to the right of the pile containing
x, and
ψnk (x) =
n∑
i=k
rB0(S
i
B0 ◦ φ ◦ T−h(x)(x)),
the sum of the depths of the kth pit through the nth pit to the right of the pit below the
pile containing x.
Let n(x) = 0 if h(x) ≤ rB0(φ ◦ T−h(x)(x)). Otherwise, let
n(x) = min{n > 0 : h(x) + θn1 (x) ≤ ψn0 (x)}.
In essence, this is the smallest number of shifts required for there to be space available in
a pit for the point x in a pile.
Let d(x) denote the depth in the pit to which x is mapped. We find d(x) by calculating
how much of the receiving pit has already been filled by other points, which comes from
looking at the difference between stack heights and pit depths:
d(x) := h(x) + θ
n(x)
1 (x)− ψn(x)−10 (x).
Define φˆ as:
φˆ(x) =
{
φ(x) for x ∈ A0
Sd(x) ◦ φ ◦ Tn(x)A ◦ T−h(x)(x) for x otherwise
In a similar manner, we define φˆ−1.
D(y) = min{D > 0 : S−D(y) ∈ B0}
is the depth below the stack at which the point y sits. Let
γnk (y) =
n∑
i=k
rB0(S
−i
B0
◦ S−D(y)(y)),
the sum of the depths of the kth through the nth pits to the left of the pit holding y, and
let
Ψnk(y) =
n∑
i=k
rA0(T
−i
A0
◦ φ−1 ◦ S−D(y)(y)),
the sum of the heights of the kth through the nth piles to the left of the pile above the pit
containing y. The inverse map pairs a point in a pit with a point in a pile by sliding the lower
frame backwards along the upper frame, in reverse factory-machine manner. The machine
deposits as much as possible, shifts, deposits again, etc. The transformation is defined at
8the point y when, after a certain number of shifts, the pile about has available space. Let
m(y) be the number of shifts needed for a point y ∈ Bc0. If D(y) ≤ rA0(φ−1 ◦ S−D(y)(y),
then m(y) = 0. Otherwise,
m(y) = min{m > 0 : D(y) + γm1 (y) ≤ Ψm0 (y).}
The height in the receiving pile for y is then given by
H(y) = D(y) + γm1 (y)−Ψm0 (y).
φˆ−1(y) =
{
φ−1(y) for y ∈ B0
TH(y) ◦ φ−1 ◦ S−m(y)B0 ◦ S−D(y)(y) for y otherwise
Lemma 3.2. φˆ−1 is the inverse of φˆ.
We give a heuristic argument. Let us again imagine the construction as a machine which
deposits items from, say, storage bottles to spots in packing bins. For φˆ, we assign an
item at a specific storage location in a storage bottle to the first available empty space in
a packing bin as we shift the storage bottles forward. For φˆ−1, we assign an empty space
in a packing bin to the first available item in a storage bottle shifting the storage bottles
backwards. The diagram of the φˆ−1 construction is just the diagram of the φˆ construction
rotated 180◦. Naturally, D(φˆ(x)) = d(x), the same number of shifts are required. Then, it
is easily follows that H(φˆ(x)) = h(x).
φˆ and φˆ−1 need to be well-defined on nearly full sets. In order for φˆ to be well-defined
at a point, the values h(x), n(x), and d(x) exist and must be finite. We may assume that
h(x) (and D(y)) are finite. Otherwise, we remove the entire orbit of x from X0 (or y from
Y0). To see that n(x) (and m(y)) are finite on a subset of full measure, we begin with the
following lemma:
Lemma 3.3. Suppose (X, τ, µ, T ) is a nearly continuous dynamical system and f(x) is a
nearly continuous function such that
∫
f(x) = 0. Then, for almost every x ∈ X, there exists
n > 0 such that f(x) + f(T (x)) + f(T 2(x)) + · · ·+ f(Tn−1(x)) ≤ 0.
Proof. Suppose not, that there exists E ⊆ X with µ(E) > 0, such that for all x ∈ E and
all n > 0,
∑n−1
i=0 T
i(f(x)) > 0.
Let x ∈ E. For a fixed value, n, calculate how many times the orbit of x has returned to
E. Let m(n) =
∑n−1
i=0 χE(T
i(x)).
Define the function fE(x) =
∑rE(x)−1
i=0 f(T
i(x)). By assumption, fE is a positive function
over E and TE is ergodic ⇒
lim
m→∞
1
m
m−1∑
i=0
fE(T
i
E(x))→
∫
E
fEdµE > 0.
Also,
m(n)−1∑
i=0
fE(T
i
E(x)) =
n−1∑
i=0
f(T i(x))
whenever χE(T
n(x)) = 1.
9For a subsequence nk of n such that χE(T
nk(x)) = 1,
limn→∞ 1nk
∑nk−1
i=0 f(T
i(x)) = limnk→∞
1
nk
∑m(nk)−1
i=0 fE(T
i
E(x))
= limnk→∞
1
m(nk)
∑nk−1
i=0 χE(T
i(x)) · 1nk
∑m(mk)−1
i=0 fE(T
i
E(x))
= limn→∞ 1nk
∑nk−1
i=0 χE(T
i(x)) · limm→∞ 1m
∑m−1
i=0 fE(T
i
E(x))
= µ(E)
∫
E fEdµE
> 0
As 1n
∑n−1
i=0 f(T
i(x)) converges, any subsequence converges to the same value, implying
that
∫
f > 0, a contradiction. 
Lemma 3.4. The value n(x) is finite on a set of full measure.
Proof. For φˆ(x) let f(x) = rA0(x) − rB0(φ(x)) as in the previous lemma. Let X = A0,
identified with B0, and T = TA0
∼= SB0 . As µ(A) = ν(B),
∫
f(x) = 0. Thus n(x) is finite
for almost every x.

The proof that φˆ−1 is defined on a set of full measure is essentially identical. We now
define the sets Aˆ and Bˆ upon which φˆ and φˆ−1 are well-defined. First, let An,h,d be the set
of points for which φˆ = Sd ◦ φ ◦ TnA ◦ T−h. An,h,d may tediously be written as a finite union
of finite intersections of images of A0 and B0 via the homeomorphisms S, φ, and T . Thus
An,h,d is clopen in X0. Let Bm,D,H = {y ∈ Y0 : φˆ−1(y) = TH ◦ φ−1 ◦ S−mB0 ◦ S−D(y)} so
Bm,D,H = φˆ(Am,H,D). Define
Aˆ =
∞⋃
n=0
∞⋃
h=0
∞⋃
d=0
An,h,d
and
Bˆ =
∞⋃
m=0
∞⋃
D=0
∞⋃
H=0
Bm,D,H .
Lemma 3.5. Aˆ and Bˆ are nearly full sets.
Proof. Aˆ and Bˆ are both open in X0 as they are the countable union of clopen sets in X0,
and of full measure by the previous lemma. 
Lemma 3.6. φˆ is continuous on Aˆ and φˆ−1 is continuous on Bˆ.
Proof. Decompose Aˆ into the countable union of clopen sets Ah,n,d. On each of these clopen
sets, φˆ is the composition Sd ◦φ ◦TnA0 ◦T−h of functions continuous in the relative topology
of X0. Decomposing Bˆ in a similar manner shows that φˆ
−1 is also continuous in the relative
topology of Bˆ. 
Lemma 3.7. φˆ is measure preserving on Aˆ and φˆ−1 is measure preserving on Bˆ.
Proof. Using the same decomposition, φˆ is expressed on each nearly clopen set as the
composition of measure preserving functions. Likewise for φˆ−1.

We define the final carriers. Let
X∗ =
∞⋂
i=−∞
T−i(Aˆ) ∩ φˆ−1
( ∞⋂
i=−∞
S−i(Bˆ)
)
and
Y ∗ = φˆ(X∗).
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Lemma 3.8. The sets X∗ and Y ∗ on which φˆ and φˆ−1 are defined are Gδ sets of full
measure.
Proof. Note that Aˆ and Bˆ are both open sets of measure 1.

In conclusion of Theorem 1.1, we have the existence of carriers X∗ ⊆ X, Y ∗ ⊆ Y ,
T ∗ = TnA0 ◦ T−h ∈ [[T ]], S∗ = Sd ∈ [[S]] and a homeomorphism φˆ : X∗ → Y ∗ such that
φˆ ◦ T ∗ = S∗ ◦ φˆ for x ∈ X∗ and TA is n.c. conjugate to SB.
4. Nearly Unique Ergodicity and Non-even n.c. Kakutani Equivalence
In this section, we begin by defining nearly unique ergodicity, a concept introduced by
Denker and Keane in [4] as strict ergodicity and later re-named nearly unique ergodicity by
del Junco, Rudolph, and Weiss in [1] to show that n.c. Kakutani equivalence differs from
(measured) Kakutani equivalence. While we include the necessary facts, for more detail
and discussion, see [1] and [4].
Definition 4.1. A sequence of functions {fi}i∈N on a Polish probability space (X, τ, µ) is
said to converge nearly uniformly if there exists a nearly full subset X0 ⊆ X on which
the averages converge uniformly.
Definition 4.2. Suppose (X, τ, µ, T ) is a nearly continuous dynamical system and suppose
f ∈ L1(µ). If the ergodic averages of f
An(f) =
1
n
n−1∑
i=0
f(T i)
converge nearly uniformly to
∫
fdµ for all nearly bounded and nearly continuous functions
f , we say T is nearly uniquely ergodic.
Note that this definition differs slightly from that given in [1] by asking for near uniform
convergence of all nearly continuous functions.
Theorem 4.3. If (X,µ, T ) is a uniquely ergodic system on a compact metric space, then it
is nearly uniquely ergodic.
Proof. Let f be a continuous function on X. The ergodic averages of f converge uniformly,
hence nearly uniformly. Note that if the ergodic averages of f converge nearly uniformly
and f ′ is nearly equal to f , then the ergodic averages of f ′ converge nearly uniformly. It
now follows from the proof of Theorem 5.2 in [1] that for any nearly clopen set A ⊂ X, the
ergodic averages of 1A converge nearly uniformly to µ(A). By Lemma 5.3 of [1], T is nearly
uniquely ergodic.

If a system (X, τ, µ, T ) is nearly continuously conjugate to a uniquely ergodic system,
then it is nearly uniquely ergodic. The converse is true as well.
For an example that nearly continuous Kakutani equivalence is strictly stronger than
measured Kakutani equivalence (measurable conjugacy between induced systems on mea-
surable sets), we refer the reader to section 6 of [1].
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4.4. The Proof of Theorem 1.2. First of all, let X0 and Y0 be carriers for T and S,
respectively, such that A0 = A∩X0 and B0 = B∩Y0 are clopen in their relative topologies,
and let φ : A0 → B0 be the homeomorphism giving the conjugacy between TA0 and SB0 .
The idea for the proof is to select subsets A′ ⊆ A0 and B′ ⊆ B0 such that the return times
for points in A′ are smaller than the return times for the images of these points in B′. (This
equates to choosing sets for the bases of the frames so that the piles are all shorter than
the pits with which they are paired.)
By Theorem 5.4 of [1], as (X, τ, µ, T ) is nearly uniquely ergodic and A0 is a nearly clopen
set with of positive measure, TA0 is nearly uniquely ergodic. We use the nearly unique
ergodicity of TA0 to find a set with “nice” return times. For x ∈ A0, let
rA0(x) = min {r > 0 : T r(x) ∈ A0} .
Given an  > 0 there exists an N1 = N1() such that
| 1
n
n∑
i=1
rA0
(
T iA0
)− ∫
A0
rA0dµA0 | < 
for all n > N1 and almost all x ∈ A0.
As TA0 is n.c. conjugate to SB0 , by Corollary 8 from [4], SB0 is nearly uniquely ergodic
on B0. For y ∈ B0, let
rB0(y) = min {r > 0 : Sr(y) ∈ B0} .
Given an  > 0 there exists an N2 = N2() such that
| 1
n
n∑
i=1
rB0
(
SiB0
)− ∫
B0
rB0dνB0 | < 
for all n > N2 and almost all y ∈ B0.
Let N = max{N1, N2}. Select A˜ ⊂ A0 nearly clopen with µA0(A˜) < 12N . There exists
A′ ⊂ A˜ s.t. the return time under TA0 to A′ is greater than or equal to 2N for every point,
and A′ is nearly clopen.
Thus,
rA′(x) ≥
2N∑
i=1
rA0(T
i
A0(x)).
Let B′ = φ(A′). Note that for each y ∈ B′, there exists an x ∈ A′ such that φ(x) = y ⇒
rB′(y) ≥
2N∑
i=1
rB0(S
i
B0(y)).
Let
h(x) = min{h > 0 : T−h(x) ∈ A′}.
Define
φˆ :=
{
φ(x) if x ∈ A′
Sh(x) ◦ φ ◦ T−h(x)(x) if x ∈ (A′)C ∩X0
Let
B¯ = φˆ(X).
Lemma 4.5. φˆ is defined on a nearly full subset of X.
Proof. Think in terms of piles and pits as in the proof of Theorem 1.1. Here, we chose A′
to be the base of the piles and B′ to be the top of the pits. So long as all of the pits are
deeper than the piles with which they are paired via φ, we may move almost all of X into
Y . By choice of A′ and B′, for points in these sets, the return times to the set are at least
12∑2N
i=1 rA0(T
i
A0
(x)) and
∑2N
i=1 rB0(S
i
B0
(x)) respectively. By nearly unique ergodicity of TA0 ,
as 2N > N , we have that:
| 12N
∑2N
i=1 rA0(T
i
A0
(x))− ∫A rA0(x)dµA| < 
⇒ | 12N
∑2N
i=1 rA0(T
i
A0
(x))− 1µ(A) | < 
⇒ 12N
∑2N
i=1 rA0(T
i
A0
(x)) < 1µ(A) + 
for almost every x ∈ A′.
Similarly, by nearly unique ergodicity of SB0 and as 2N > N , we have that:
| 12N
∑2N
i=1 rB0(S
i
B0
(y))− ∫B rB0(y)dνB| < 
⇒ | 12N
∑2N
i=1 rB0(S
i
B0
(y))− 1ν(B) | < 
⇒ 12N
∑2N
i=1 rB0(S
i
B0
(y)) > 1ν(B) − 
for almost every y ∈ B′.
If  < 12
(
1
ν(B) − 1µ(A)
)
, each pit is deeper than the pile with which it is paired, allowing
X0 to be mapped into Y0 as the subset B¯. 
Lemma 4.6. φˆ preserves the order of orbits.
Proof. Suppose x1 and x2 are on the same orbit. Let h1 = h(x1) and h2 = h(x2). If
T−h1(x1) = T−h2(x2), x1 and x2 lie in the same pile and map to the same pit to depths
h1 and h2 respectively, observing order. If T
−h1(x1) 6= T−h2(x2), the points sit in different
piles and map to different pits. If x2 = T
m(x1), m > 0, then x1 is in a pile to the left of x2
and hence φˆ(x1) is in a pit to the left of the pit for φˆ(x2). Hence, order is preserved.

Lemma 4.7. φˆ is nearly continuous.
Proof. Observe that one can decompose X into sets Bh, clopen in X0, for which φˆ(x) =
Sh ◦ φ ◦ T−h(x) for all x ∈ Bh.

Lemma 4.8. φˆ has a nearly continuous inverse.
Proof. Let H(y) = min{H > 0 : S−H(y) ∈ B′}. Define
φˆ−1 :=
{
φ−1(y) if y ∈ B′
TH(y) ◦ φ−1 ◦ S−H(y)(y) if y ∈ (B′)C ∩ Y0
Obviously, φˆ−1(φˆ(x)) = x and φˆ(φˆ−1(y)) = y. φˆ−1 is continuous as it is piece-wise continu-
ous on a clopen decomposition of X0. 
Finally, as φˆ is nearly continuous, preserves the order along orbits, and has a nearly
continuous inverse φˆ is a nearly continuous conjugacy between T on X and SB¯ on B¯. Note
that B¯ is nearly clopen by construction.
We give an applications of Theorem1.2 which comes into play in the following section.
Lemma 4.9. Given an irrational rotation (or adding machine) (Y, τ, ν, S), for any value
α, 0 < α < 1, there exists a nearly clopen set B with ν(B) = α such that SB is nearly
continuously conjugate to an irrational rotation (α irrational), or an adding machine (α
rational).
Proof. For α irrational, let (X, τ, µ, T ) be the irrational rotation of the unit interval by
α. Let A be the interval [0, α], and induce on this set. It is not hard to see that this
induced transformation may be represented by the interval exchange where [0, 1−nα] maps
13
to [(n+ 1)α− 1, α] and [1−nα, α] maps to [0, (n+ 1)α− 1] where n = b 1αc. Thus, TA is an
irrational rotation.
Let (Y, τ, ν, S) be as in the hypothesis of the lemma. As S and T are n.c. even Kakutani
equivalent as well as nearly uniquely ergodic, there exists nearly clopen subsets CX ⊂ X
and CY ⊂ Y such that TCX and SCY are n.c. conjugate. T k(CX) intersects with A as a
nearly clopen set of positive measure for some k > 0. Then φ ◦ T k is an n.c. conjugacy
between induced systems on CA = T
k(CX)∩A and D = Sk ◦ φ(CX ∩ T−k(A)) via the map
T k◦φ where φ is the n.c. conjugacy between TCX and SCY . As µ(CX) = ν(Cy), by Theorem
1.2 µ(CA) = ν(D) and µA(CA) > ν(D). As these systems are also nearly uniquely ergodic,
there exists a nearly clopen subset B ⊂ Y such that TA is nearly continuously conjugate to
SB. Note that ν(B) = α.
Next, consider the case where α is rational. Write α as pq . Build an adding machine so
that the first canonical tower has height q, for instance Z/qZ× Z/q2Z× Z/q3Z× · · · . Let
the set A be the first p levels of this tower. Inducing on A creates another adding machine
which is isomorphic to the adding machine Z/pZ × Z/pqZ × Z/pq2Z × · · · . So, TA is an
adding machine, is nearly uniquely ergodic, and has measure µ(A) = α = pq .
Following along the lines for the case where α is irrational, we have the existence of
a nearly clopen subset B ⊂ Y such that SB and TA are n.c. conjugate and ν(B) = α.
Inducing on any almost clopen subset will then be n.c. even Kaktuani equivalent to both
an irrational rotation or an adding machine.

5. Strongly Rank One
The process of cutting and stacking an interval to define a transformation is a well known
way of creating examples of dynamical systems. For notation’s sake, we describe the process.
By a stack of intervals, we mean a collection of intervals of equal width which are placed
one above another. To build a simple cutting and stacking construction using intervals of
equal width at each stage, we need only to specify the number of columns into which to cut
the stack during each stage and the number and placement of spacers (extra intervals) used.
At stage i, we have a stack Si of subintervals of equal width from [0, 1], and one left over
subinterval from which to cut spacers. The transformation defined at stage i, Si, translates
each level to the level above, and the domain includes all but the topmost level and leftover
interval . Let c(i) be the number of columns into which to cut the stack. If Bi represents
the base of Si, and ni represents the height of the stack, cut Bi into c(i) intervals of equal
width, forming Bi1, . . . , Bic(i). A column then consists of {Bij , TBij , T 2Bij , . . . , Tni−2Bij}.
Let s+(i, j) be the number of spacers, subintervals cut from the leftover interval, to place
above the jth column 1 ≤ j ≤ c(i) during stage i, and let s−(i) denote the number of spacers
to be placed below the first column. To move from stage i to i+1, cut the stack of intervals
into c(i) columns of equal width, wi+1, place s
+(i, j) spacers of width wi+1 above the j
th
column and s−(i) below the first column, and re-stack by placing the ith column (reading
left to right) underneath column i+1 for 1 ≤ i < c(i). The space Y is given by the collection
of all intervals used–[0, 1]. The transformation, S is the limit of the transformations Si. The
collection of all intervals used at each stage generates the topology.
Adding machines and Chacon’s map are classic examples of transformations built by
such a process. M. Roychowdhury and D. Rudolph [6] proved that all adding machines are
evenly nearly continuously Kakutani equivalent. A. Dykstra and D. Rudolph [5] proved
that irrational rotations of the circle belong to the same equivalence class. Using these
works as stepping stones, we define a class of transformations consisting of systems of a
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similar nature to Chacon’s map, which we call strongly rank one, then prove they belong
to the same equivalence class as irrational rotations.
Definition 5.1. A collection {Ai : i ∈ N} of nearly clopen sets is called a near basis for
the topology of X if for any nearly clopen set A ⊂ X, [A] = ⋃i∈I [Ai] for some I ⊂ N.
Definition 5.2. We say that a system (X, τ, µ, T ) is strongly rank one if there exists a
refining sequence of nearly clopen towers Ti such that the collection of levels is a near basis
for the topology.
Before showing that strongly rank one transformations may be built from a cutting and
stacking process, we include an essential theorem from Zhuravlev’s thesis [7].
Lemma 5.3. Let (X, τ, µ) and (Y, τ, ν) be two Polish probability spaces, and let A and B
denote (equivalence classes of) near bases for X and Y , respectively. If Φ : A → B is a
measure preserving isomorphism, then Φ is induced by a nearly continuous point map, i.e.
there exists full subsets X0 ⊆ X and Y0 ⊆ Y and a measure preserving map φ : X0 → Y0
and φ(A) = Φ(A) for each A ∈ A.
Lemma 5.4. A nearly continuous dynamical system (X, τ, µ, T ) is strongly rank one if and
only if it is nearly continuously conjugate to a cutting and stacking of intervals consisting
of one stack at each stage.
Proof. Suppose (X, τ, µ, T ) is strongly rank one. Consider a refining sequence {Ti}∞i=1 of
nearly clopen towers. Denote by Bi the base of tower Ti, let ni be its height, and Pji for
1 ≤ j ≤ ni be the levels of the tower as well as the name of the partition element given by
the level. At stage i, X =
⋃ni+1
j=1 Pji and Pni+1i = X \
⋃ni
j=1 Pji represents the residual set
and final partition element with where µ(Pni+1i ) = i. As we move from Ti to Ti+1, each
Pji =
⋃
k∈Iji P
k
i+1 for some collection of indices I
j
i ⊂ N and 1 ≤ j ≤ ni. Let mi = µ(Bi).
To define a cutting and stacking of intervals producing a transformation which is n.c.
conjugate to (X,T ), observe the transition from tower Ti to Ti+1. Let c(i) = |I1i |. Starting
from the base of Ti+1, read off the names of levels according to the partition Pi given by
Ti. We see complete names (P1i ,P2i , . . . ,Pnii ) of the tower Ti possibly with the name of the
residual set Pni+1i inserted between the complete tower names. Let s+(i, j) be the number
of Pni+1i which occur after the jth appearance of the complete name of Ti reading up the
tower Ti+1, and let s−(i) be the number of Pni+1i which occurs before the first full tower
name.
Begin with n1 intervals of measure w1 = m1, and, for each i and 1 ≤ j ≤ c(i), with
s+(i, j) + s−(i) intervals of width wi = w1Πik=1c(k)
. Follow the procedure to build the cutting
and stacking construction. Let S be the transformation which arises in the limit from
Si(Pji ) = Pj+1i for 1 ≤ j < ni and B be near basis formed by the levels of the stacks.
Let Φ be the map which arises naturally by identifying the levels of the towers for the
transformation T on X to the sub-intervals of the stacks from the unit interval Y . This
is obviously a measure preserving isomorphism between the near basis consisting of nearly
clopen levels from the towers for (X,T ) and the near basis consisting of intervals from
the cutting and stacking (Y, S). By Lemma 5.3, Φ is induced by a point map ϕ. ϕ is
nearly continuous. Let  > 0 be given. For an x0 ∈ X, let P be the element of the partition
containing x0 at some stage of the construction for which µ(P ) < . Let δ(x0) =
1
2d(x0, P
C).
Then, for any x such that d(x, x0) < δ(x0), d(ϕ(x), ϕ(x0)) < ν(ϕ(P )) = µ(P ) < . ϕ
preserves order. If x1 = T (x2), then, after some point in the construction, x1 is always
directly above x2. As the partitions progress, the level Pi containing x1 will always be
directly above Pi−1 containing x2. Then, Φ(Pi) is always directly above Φ(Pi−1) and ϕ(x1) =
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S(ϕ(x2)). As the topology of the unit interval is generated by intervals whose width go to
zero, ϕ preserves the topologies. Thus, ϕ is a nearly continuous conjugacy.
Suppose that (X, τ, µ, T ) is nearly continuously conjugate to a cutting and stacking of
the unit interval with only one stack at each stage. As n.c. conjugacy preserves nearly
clopen sets, this defines a sequence of towers for (X,T ) whose levels are nearly clopen, with
each tower as a refinement of the previous. These levels generate the topology.

Theorem 5.5. All strongly rank one transformations belong to the nearly continuous Kaku-
tani equivalence class of irrational rotations.
Proof. Let (X, τ, µ, T ) be a strongly rank one transformation. As all strongly rank one
systems are n.c. conjugate to a cutting and stacking transformation, let c(i) be the cuts
of equal width made at stage i of the cutting and stacking, and let s+(i, j) be the spacers
placed above column j for j = 1, . . . , c(i) and s−(i) be the number of spacers placed below
column 1. Let A be the very first interval which we cut into c(1) segments. A is nearly
clopen, and inducing TA on A ignores the addition of all spacers, producing the adding
machine which comes from the inverse limit of Z/c(1)Z×Z/c(1)c(2)Z×Z/c(1)c(2)c(3)Z×
· · · × Z/Πin=1c(n)Z× · · · . Suppose µ(A) = α.
By Lemma 4.9, given any irrational rotation (or adding machine) (Y, τ, ν, S), there exists
a nearly clopen set B ⊂ Y with µ(B) = α such that SB is n.c. conjugate to either an
irrational rotation or an adding machine. Then TA is n.c. even Kakutani equivalent to SB
and the result follows. 
6. Conclusion
We extended the equivalence class to include all strongly rank one transformations, such
as Chacon’s map. It is interesting to note that all such transformations enjoy a canonical
cutting and stacking representation relied upon in [6] and [5]. In order to obtain the nearly
clopen sets upon which they define the conjugacy between induced transformations, they
must first establish a n.c. orbit equivalence. Here we did not need to establish an orbit
equivalence as we started with a conjugacy between the induced transformations on the
nearly clopen sets, leading us to shift the definition of a nearly continuous even Kakutani
equivalence to just the existence of a nearly continuous conjugacy between induced maps as
in the measure-theoretical analogue. Again, we query about systems which lack a canonical
cutting and stacking, a prime example being minimal isomorphisms of compact metric
spaces. All irrational rotations of a circle are known to be measure theoretically rank one.
Are all irrational rotations strongly rank one?
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