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For continuous time birth-death processes on {0, 1,2, .}, the first passage time Tz from n to 
n + 1 is always a mixture of (n + I) independent exponential random variables. Furthermore, the 
first passage time T,,,,, from 0 to (n+ 1) is always a sum of (n+ 1) independent exponential 
random variables. The discrete time analogue, however, does not necessarily hold in spite of 
structural similarities. In this paper, some necessary and sufficient conditions are established 
under which Tz and T,,,,, for discrete time birth-death chains become a mixture and a sum, 
respectively, of (n + 1) independent geometric random variables on { 1,2, . .}. The results are 
further extended to conditional first passage times. 
birth-death processes * discrete time birth-death chains * first passage times * conditional first 
passage times * complete monotonicity * strong unimodality * PF, 
0. Introduction and summary 
Birth-death processes are a simple family of time reversible Markov processes 
of great importance, which have application to a variety of areas such as bacteriology, 
ecology, inventory theory, machine maintenance, congestion theory, and reliability 
theory. Their first passage time distributions are of corresponding interest and many 
papers have been published, giving insight into their structural properties, limiting 
behaviors and related limit theorems, see e.g., Karlin and McGregor [6], Keilson 
[9, 10, 111, Riisler [14], and others. In particular, it has been shown in Keilson [9, lo] 
that for any continuous time birth-death process on (0, 1,. . .}, the first passage time 
Ti from n to (n + 1) is always a mixture of (n + 1) independent exponential random 
variables. Furthermore, the first passage time To,,+, from 0 to (n + 1) is always a 
sum of (n + 1) independent exponential random variables. 
Of related interest, is the conditional first passage time “‘7;,, (m <j < n) from j 
to n given no visits to m. For this conditional first passage time, introduced by 
Keilson [ 111 and studied further by Sumita [ 181, it has been shown that "TL = mTn,n+, 
and mTm+l,n+l are also a mixture and a sum, respectively, of (n - m) independent 
exponential random variables. 
Because of structural similarities between continuous time birth-death processes 
and discrete time birth-death chains (which we call simple random walks throughout 
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the paper), one might expect discrete time analogues of these results. The expected 
analogues, however, are not always present. The purpose of this paper is to establish 
necessary and sufficient conditions under which TL and To,,+, for simple random 
walks become a mixture and a sum, respectively, of (n + 1) independent geometric 
random variables on { 1,2, . . .}. The results are further extended to conditional first 
passage times. 
In Section 1, two theorems are first established characterizing mixtures and sums 
of independent, distinct geometric random variables on { 1,2, . .}, in terms of pole 
structure of the corresponding probability generating functions. Various properties 
on probability sequences, such as complete monotonicity, log-concavity, unimodal- 
ity, and PF,, are also summarized which provide additional insight into structural 
properties of first passage times of discrete time birth-death chains. Using these 
results in Section 2, a necessary and sufficient condition is established under which 
the above discrete time analogues hold. Simpler sufficient conditions are also given. 
In Section 3, the conditional first passage time “T,, is introduced. The recursion 
formula for probability generating functions of "'Tz is derived analytically and a 
full probabilistic interpretation is provided. The results in Section 2 are then extended 
to those for conditional first passage times. The probability generating function of 
the downward conditional first passage time ‘+’ 7;,,, (m <j < n + 1) can be easily 
obtained from that of mTj,n+,. This leads to the discrete counterpart of a somewhat 
surprising result due to Sumita [ 181. It is shown that for any discrete time birth-death 
chains mTm;,,n+, z'+' T,,,,. A stronger result is given under spatial homogeneity. 
1. Characterization of mixtures and sums of II independent 
geometric random variables 
In studying the first passage time structure of simple random walks, it is important 
to distinguish geometric random variables on (0, 1,2,. . .} from those on { 1,2,. .}. 
We denote the former class by GMo, and the latter by GM,. It is clear that if 
X E GM,, then (X - 1) E GM,,. 
Let (X,); be a sequence of independent geometric random variables in GM,, 
each having a probability vector 
h(m)=(l-Crj)cYI”-‘, OCcy,<l, m=1,2 )... (1.1) 
where (Yi f Cyi for i Zj. The corresponding probability generating function (p.g.f.) 
is given by 
~j(U)=E(Ux+(;~~~u, 1 Iu]<-. 
, LyJ 
(1.2) 
In this section, we consider a mixture of n independent geometric random variables 
2, where 2, =X, with probability h,, j = 1,2,. . . n and a sum Y, = I,“=, X,. The 
following two theorems characterize the corresponding p.g.f.‘s E ( uzn) = I:= I hj4j( U) 
and E( u yn) = ny=, c#+( u), which play a key role throughout the paper. 
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Theorem 1.1. y,,(u) is a p.g.j of a mixture of n independent distinct geometric random 
variables in GM, if and only if the following conditions are satisjed: 
(9 m(l) = 1, 
(ii) y,(u)=K.u.* 
n 
where gn( u) is a polynominal of order n with leading coejkient (- 1)“. 
(iii) g,(u) has n distinct real zeros on (1,00) and the zeros of gnPI(u) interleave 
those of g,( u). 
Proof. We first assume that the conditions (i), (ii), and (iii) hold. One then sees that 
n-1 
Fl (a,-U) 
m(u) = K,u i:’ 
H, (k-u) 
(1.3) 
where 
1 < b, < a, <. . . < bi < ai < * - * < a,_, < b, 
and 
K,= fi (bi-1) ii’(ai-l). 
i=l I i=, 
Equation (1.3) can be transformed into a summation formula given by 
(1.4) 
(1.5) 
y,,(u)= f h,. 
,=I 
1-$U 
I 
where 
It is clear that h, > 0 since, from (1.4), both of the two products in (1.7) contain 
(j- 1) negative factors. Since y,,( 1) = 1, one has CC=, hj = 1 and y,,(u) corresponds 
to a mixture of n independent geometric random variables. 
Conversely, let 
(1.6) 
l<j<n. (1.7) 
(1.8) 
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where h,>O, Cy=, h,=l and O<cu,<a,_,<.. a, < The condition hold 
trivially. (1.8) can written as 
z,-,(u) 
m(u) =-u 
z,(u) 
(1.9) 
where z,_,(u) and z,(u) are polynomials of order n - 1 and n respectively. Further- 
more, z,(u) has n distinct zeros l/cyi on ( 1,00). We note from ( 1.8) that 
$v.(u)= i h- (1-q) 
j-1 ‘( 1 -CXjU)* 
>O foruZ1. 
ali 
Hence, m(u) is increasing between each interval (l/oj, l/aj+l), j = 0, 1,2,. . . , n 
where l/a,:= --OO and l/(a,+,):= +a. Since -y,,(O) =0 and limI+, y,,(u)= 
C,“=, hj(l - l/a,) ~0, one concludes that z,_,(u)/z,(u), and therefore z,_,(u), has 
(n - 1) distinct zeros l//J satisfying 
1 1 l<L,;<L<. . .<- 
QI I ff2 R-1 7 
Hence, one has z,,(u)=A,,~,Y~~ (1-CI,U) and z,_,(u)=A,_,fl;Z,’ (1-/?,u). By let- 
ting g,_,(u)=~,_,(u)/(A,-I .nrI: Pi), g,,(u)=z,(u)/(A;n~=l a;), and K,= 
A,_, n:Z,’ /3,/A” n:_, ai- one has y,,(u)= K,,u. g,i,(u)/g,(u). q 
The following theorem is immediate from (1.2). 
Theorem 1.2. y,,(u) is a p.g.J of a sum of n independent distinct geometric random 
variables in GM, if and only if the following conditions are satisfied. 
(9 m(l) = 1, 
(ii) y,,(u) = K,u”/g,(u) where g,(u) is a polynomial of order n with leading 
coejicien t (- 1 )“, 
(iii) g,,(u) has n distinct real zeros on (1, CO). 
We next review well-known classes of sequences of importance in applied proba- 
bility. These classes will shed additional light in understanding structural properties 
of first passage times of simple random walks. Let (a,); be a probability sequence 
and define Aa, = a, -a,_,. The higher differences A k(a,) are defined similarly. 
The classes of unimodal, strongly unimodal and log-concave probability sequen- 
ces, denoted by U, SU, and LCC respectively, are defined as: 
Definition 1.3. (a) (a,,): E U ti there exists a positive integer M such that a,_, i a, 
for n s M and a,, 2 an+, for n 2 M. m 
> 1 E U 0 
(c) (a,):~ LCC e there are no gaps in the support interval and a:3 ~,,+,a,_, 
for all n. 
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Of related interest are a class of Polya frequency sequences of order r and a class 
of totally additive sequences of order r. The former class is denoted by PF, and the 
latter class by TA,. 
Definition 1.4 
i 
a0 aI a2 . . . 
0 a, a, a2 *. . 1 
1 0 0 a, a, ... . . . . . . . . . . . 
i.e. the determinant of every k x k minor of the matrix is nonnegative, 1 s k s r. 
(b) (a,,)TE TA, @ the associated random variable is a sum of r independent 
geometric random variables in GM,. 
The following relations exist among the classes described above. The reader is 
referred to Karlin [4], Keilson [lo], Keilson and Gerber [ 121 and references thereof 
for more detailed discussions. 
U~SU=LCC=PF2~PF,~PF,~TA,. (1.10) 
Another important class is a class of completely monotone sequences denoted 
by CM. 
Definition 1.5. (an)rECM G (-l)kAk(a,)~O for ka 1. 
It can be easily seen from VII.3, Theorem 1 of Feller [l] that 
(a,,); E CM e there exists a distribution function G( 0) 
such that a(u) = f a,~” 
II=0 
= (1.11) 
For notational convenience, we denote the class of random variables each of which 
is a mixture of r independent geometric random variables in GM0 by CM,. We note 
from (1 .l 1) the CM is the closure of Uz, CM, and 
UzCMxCM,. (1.12) 
For a random variable X with a probability sequence (a,);, we write X E CM or 
(a,):~ CM etc., when there is no confusion. 
2. First passage time structure of simple random walks 
For continuous time birth-death processes on (0, 1,2,. . .}, the first passage time 
Tz from n to n + 1 is always a mixture of (n + 1) independent exponential random 
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variables. Furthermore, the first passage time To,,+, from 0 to n + 1 is always a sum 
of (n + 1) independent exponential random variables, see Keilson [lo]. The discrete 
time analogue, however, does not always hold. In this section, we establish some 
necessary and sufficient conditions under which Tz and To,,+, for simple random 
walks become a mixture and a sum, respectively, of (n + 1) independent geometric 
random variables in GM,. The study of first passage time structure of random walks 
can be traced back to the late 50’s, see e.g. Harris [2] and Karlin and McGregor 
[8]. An important recent paper by Whitehurst [ 191 provides a key tool for our analysis 
in this section. 
Let N(k) be a simple random walk on (0, 1,2, . . .} governed by one step transition 
probability matrix a = (a,,) where 
amn = I 
%>O, n=m-l,m>l, 
r, > 0, n=m,m>O 
Pm>03 n=m+l,m>O, 
pm+qm+rm=l, po+ro=l (2.1) 
b else. 
Let Tz be a first passage time of N(k) from n to (n + 1) and define its probability 
sequence and p.g.f. by 
s;(k)=P(T:=k), k=1,2 ,..., 
(2.2) 
a;(u)= ; s’,(k)uk, 1~1s 1. 
k=l 
It can be readily seen that 
(2.3) 
i.e., Tz E GM,. To study TT for n 3 1, we consider the lossy process N*(k) on 
(0, 1, . . , n + 1) obtained from the original chain by setting r,,, = 1 so that the state 
(n + 1) is absorbing. Since sz( k) = pn . P( N*( k - 1) = n I N*(O) = n), one finds after 
a little algebra that 
a;(u) =p,u. 
det(Z- ~a~_,) 
det(Z-uaz) ’ 
where 
r. p. O;___---_____--0 
‘. I 
41 II PI ‘. 
I 
‘\ I 
*_ 
a, - 
?-, q2 
‘\ I 
r2 
( ‘\ ‘\ 
\\ p2, ‘\\ I 
‘. 
I ‘\ ‘\ ‘\ 
‘\ 
‘\ ‘. 
1 ‘\ \ ‘\ 
‘\ 
‘\ ‘\ 
A 
1 
1 ‘\ \,‘s-, ‘r,+l ‘-Pn- 
d----------I\() qn r, 
(2.4) 
(2.5) 
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For notational convenience, we define a: = 0 for n < 0 and a,* = r, so that (2.4) with 
n = 0 coincides with (2.3). By expanding det(Z - uaf), the following proposition 
holds. 
Proposition 2.1 
(4 a;(u) = 
P"U 
1 - r,u - qnumz-,( u)’ 
nz 1, 
withu,+(u)=p,u/(l-rou), lul<l, 
(b) E(Tt)=~{lCq.E(71~,)}, na1 
with E( T;) = l/p,, 
Proof. We note from (2.5) that 
det(Z- uaz) = (1 -UT,,) det(Z- uaf_,)- qnpn-,u2 det(Z- u&~). q (2.6) 
Substituting (2.6) into (2.4) and then dividing both numerator and denominator by 
det(Z - ~a~_,), statement (a) follows. Statement (b) can be derived by differentiating 
a:(u) in (a) at u = 1. 
As for the continuous time case (cf. (5.2.3) of Keilson [lo]), using the potential 
coefficients V” = HJ’Ld pj/ qj+ r, n * 1, no = 1, one has 
(2.7) 
It can be readily seen from Proposition 2.1(a) that 
(2.8) 
Equivalently, one has, 
S;(k)=p,S,,+r,s;(k-l)+qJ(T;_,+T;=k-1) (2.9) 
where Sk,, = 1 for k = 1 and &, = 0 otherwise. The probabilistic meaning of (2.9) is 
clear. 
Using the result of Whitehurst [19], we next establish a necessary and sufficient 
condition under which Tz is a mixture of n + 1 independent geometric random 
variables in GM,. 
Theorem 2.2. Tz is a mixture of (n + 1) independent, distinct geometric random 
variables in GM, (i.e., (Tz- l)eCM,+r) ifandonly ifdet a*, >Ofor m = 1,2,. . . , n, 
where a: is as given in (2.5). 
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Proof. Let QO(x) = 1 and define 
(2.10) 
By expanding the determinant, one then easily sees that 
xQn(x)=PnOnll(x)+rnQn(x)+4nQn-,(x), na 1. (2.11) 
We note that the recursion formula (2.11) coincides with (1 .l) of Whitehurst [19] 
and defines an orthogonal polynomial system on the interval [- 1, 11. Hence the 
zeros of Q.(X) are in the interval (-1, 1) and the zeros of on(x) and C&+,(X) 
interleave (see Whitehurst [ 191 and references thereof). From (2.4) one observes 
that a:(u)= C&(U-‘)/Q,+,(u-I), na0 so that 
z,(u) u;(u) = u- 
Z,+,(U)’ 
Z”(U) = u”o”(u-‘), n 30. (2.12) 
Clearly z,(u) has its zeros in (1, co) if and only if Qn( up’) has its zeros in (1,oo) 
or equivalently Q,,(u) has zeros in (0, 1). This holds by induction if and only if 
(-l)mQ,(0) > 0, OS m s n, i.e., det a*, > 0 for 0~ m G n. The theorem now follows 
from Theorem 1.1. 0 
Remark 2.3. As the referee pointed out, the condition det a*, > 0, 0 G m s n can be 
expressed in an alternative form in terms of continuous fractions, see Theorem 2.3 
of Whitehurst [19]. 
It should be noted that if det a*, > 0, m = 1,2, . . . , n, then zeros of z,+,(u) inter- 
leave those of z,(u) on (1, a), and can be calculated straightforwardly via the 
bisection method. Those zeros enable one to evaluate (si( k))Sp=, explicitly by 
converting U:(U) in (2.12) to a summation formula using (1.6) and (1.7). Numerical 
difficulty may arise when the zeros of z,+, (u) become very close to each other. 
When det a*, > 0, 1 G m < n, and det a: < 0, one of zeros of z,+,(u) becomes 
negative. Correspondingly, a:(u) takes the form 
destroying the property ( Tz - 1) E CM,,+, . 
The next corollary is immediate from Theorem 2.2. 
Corollary 2.4. If(Ti-I)ECM,+,, then (T:-l)eCM,+,, r=O, 1,2 ,..., n-l. 
Let a, be a leading coefficient of z,(u) and define 6, = (-1)“~~. One then sees 
from (2.11) and (2.12) that 
b II+, =i(r.b. - qnLl), n 2 1, (2.13) 
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where b, = 1 and b, = r,/p,. Since a,,, = (-l)“+‘(det a,,)/~,, * . . pn, n 2 0, it follows 
that the necessary and sufficient condition is equivalent to b, > 0,O s m G n + 1. This 
observation leads to a simpler sufficient condition. 
Theorem 2.5. Ifr,sf, O~rn~n, then (TL-l)+zCM,,,+,, Ocmcn. 
Proof. Since r, + q,,, +pm = 1, the condition r,,, 2; is equivalent to r,,, 2 q,,, +p,,,. We 
show by induction that b, generated by (2.13) is nondecreasing under this condition. 
One has trivially b0 = 1 < bl = rO/pO. Suppose b0 s b, G . - * s b,. Then from (2.13) 
one sees that 
b ,,,+, -b, =k{(r, -pJb, -q,,,b,-Jsi(r,, -pm -q,,,)b, 20. 
Hence 0 < b,S b, for 0~ m c n + 1, completing the proof. 0 
When the spatial homogeneity is present, the necessary and sufficient condition 
can be simplified. 
Theorem2.6. Letp,=p, na0, r,=l-p, r,,=r, nil, andq,=q, nsl wherep, q, 
r~Oandp+q+r=1.Then(T~-1)~CM,+,forn=0,1,2,...ifandonlyifr2~4pq. 
Proof. from the discussion 
given in pp. 112-117 [4]. 0 
Remark 2.7. A difference, that may come to one’s mind first, between continuous 
time birth-death processes and discrete time birth-death chains is the TP property 
of transition matrices. It has been shown by Karlin and McGregor [5,7] that for 
any continuous time birth-death process its transition probability matrix P(t) 
belongs to TP, and hence to TP2. For a discrete time birth-death chain, its one-step 
transition probability matrix a may not be even TP,. As we have seen in Theorem 
2.2 the condition u E STP, assures (Tz - 1) E CM,+, for all n, n 2 0 where the class 
STP, is obtained by replacing the nonnegativity requirement of k x k minors 1s k G r 
for TP, by the positivity requirement. The condition a E STP,, however, is not 
sufficient. For the case of spatial homogeneity as in Theorem 2.6, the condition 
a E STP2 is equivalent to r* > pq. Hence by setting r = 2/(2 +&) and p = q = 
l/(2+&) so that r2 = 2pq, one has a E STP,, but the condition r2 3 4pq of Theorem 
2.6 is violated. 
We now turn our attention to the first passage time T,,” from 0 to n. The conditions 
of Theorem 2.2 assure that (To,,+, -(n + I)) ETA,,+, as we prove next. 
Theorem 2.8. To,,+, is a sum of (n + 1) independent, distinct geometric random 
variables in GM, (i.e., (To,,+, -(n+l))ETA,+,) ifand only if detnz>O for m= 
1,2 ,..., n. 
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Proof. It is easy to see from (2.12) that v~,“+,(u)= E(u~~~~+~)= u”+‘/z,+,(u). If 
det a*, > 0, m = 1,2, . . . , n, then z,+,(u) has (n + 1) distinct zeros on (1, co) as shown 
in the proof of Theorem 2.2. Hence from Theorem 1.2, one has (T,,,,, -(n + 1)) E 
TA,,,. Conversely, if (To,,+, -(n+ ~))ETA,+,, one sees from Theorem 1.2 that 
z,+,(u) has (n + 1) distinct zeros on ( 1,00). Since the zeros of z,(u) interleave those 
of z,+,(u), one obtains from Theorem 1.1 (Tz - 1) E CM,,+,. This then implies from 
Theorem 2.2 that det a*, > 0, m = 1,2, . . , n, completing the proof. 0 
We note from (1.10) that (To,,+,-(n+l))~TA,+r implies the log-concavity and 
the strong unimodality of To,,+,, since the PFZ property is closed under sifting. 
Remark 2.9. It can be readily seen from Theorem 2.2 and Theorem 2.8, that 
(T:-~)ECM,+, if and only if (T,,,,, -(n+ 1))~ TA,,,. Hence, the results in 
parallel to Corollary 2.4 and Theorem 2.6 hold immediately for To.,+,. 
As stated in Remark 2.7, the condition a E STP, does not imply (To,,+, -(n + 1)) E 
TA,,,. One can show, however, that a E TP2 is sufficient for T,,,,, E PF2 = LCC = SU 
as we prove next. 
Theorem 2.10. Let a E TP2. Then To,,+, E PF2. 
Proof. Let 
anil = 
r. PO o;-- v 
x I 
41 t-1 PI ‘1,; 
p:‘, ‘\\\ ‘l, 0 
’ \‘\ \ 
1 1% r, ‘P” 
Go 0 1 
The matrix a,,+, governs the lossy process N*(k) given in the beginning of this 
section. Clearly, ~ETP~ implies a,,+, E TP2 for nZ-0. Let p*(k) = 
(pT(k),...,pz+,(k)) where p*,(k)=p(N*(k)=mJN*(O)=O). One easily shows 
that 
so,,+,(k)=p(To,“+,=k)=p,p~(k-1). (2.1) 
It has been shown by Keilson and Sumita [13] that, since a,,, E TP,, the local 
ordering p*(k) <‘p*( k + 1) holds, i.e., p*,( k)/pz( k + 1) is nonincreasing in m. Hence 
if we define 
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then P* E TP2. This in turn implies that P*= E TP2 and one has 
P:-,(k) . 
p:(k) 
is nonincreasing in k, k 3 n. 
143 
(2.15) 
From (2.14), one observes that 
++,(k+ l)= pi!(k) = r,p%k- l)+p,-,pX-,(k- 1) 
= r +p _,&(k- 1) 
n n 
KXk-1) ’ 
Hence from (2.15), so,,+,(k+ 1)/s,,+,(k) is 
fore (So,n+c(k))~==oELCC=PFZ. 0 
p3k - 1) 
nonincreasing for k 2 n + 1, and there- 
Theorem 2.10 is implicit in the results of Karlin [3] for more general Markov 
chains. Similar results for downward first passage times hold straightforwardly and 
are omitted here. 
3. ConditiOnal first passage time structure of simple random walks 
Let “‘Tj, be a conditional first passage time of N(k) from j to n given no visits 
to m where m <j < n. For notational convenience, we write mT,,n+, = “‘Tz. These 
conditional first passage times for continuous time birth-death processes are first 
introduced by Keilson [ 1 l] and their structural properties are further studied by 
Sumita [ 181. In this section, we extend the results of Section 2 to those for conditional 
first passage times. We also establish discrete analogue of some results in Sumita [ 181. 
Let N(k) be a birth-death chain in discrete time described in Section 2. We define 
the probability sequence and the p.g.f. of “Tz by 
“s;(k) = P(“T; = k); “‘(T;(U)= f “s;(k)uk, 1~1s 1. (3.1) 
k=l 
It can be readily seen that 
(3.2) 
It should be noted that (2.4) remains valid even when qo> 0. In such a case, 
a:(s) corresponds to dishonest distribution. Thus the p.g.f. of “Tz can be found 
by shifting the states and normalization. Namely one has 
mcr;(U) = mK;u det(l- ~a*,+,,,-,) 
det(l- ~a*,+,,,) ’ 
m+lsn, lu]Gl, (3.3) 
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where a$+,,j=O forj<m+l, 
a*m+l,n = 
and 
rm+l pm+1 O~<,---__-_O 
I 
qm+2 rm+2 pm+2 
‘. 
‘\ I 
?-. qm+3 rm+3 ~,+,‘~~-d 
‘\ 
‘. 
.‘,“q.-1 
‘\ ‘1 
I ‘r,) - I ‘Pn-I 
_ d______--10 q” r, 
, nSm+l, (3.4) 
(3.5) 
By expanding the determinant in the denominator, (3.3) leads to the recursive 
formula 
ma;( 8.4) = 
mK;u 
1 - r,u -(p,_,q,u”~~_,(u)/mK~_,)’ 
n> m+l, IUIS 1, (3.6) 
starting with “a:+,(u) of (3.2). The normalization constants “Kz are related to 
ruin probabilities as we show next. 
Lemma 3.1. Let “0: be the ruin probability that the chain N(k) reaches (n + 1) before 
m starting at n, n 3 m + 1. Then “0: =p,,/“‘KL, n 2 m + 1. 
Proof. One easily sees from probabilistic reasoning that 
me;:=pn+r,m8~+q,m8~_,“8~, nZm+2 
where meZ+l = P~+~/(P~+~ +q,+,). Hence, 
“0;: = PII 
pn+qn(l -“Cl)’ 
n3m+2. 
On the other hand, by setting u = 1 in (3.6) one finds that 
Pn 
-=,.+,.( lp:+CJY nsm+2 
“K; 
(3.7) 
(3.8) 
with P,,,+~/~K~+~ =pm+,/(pm+, + q,,,+,). Hence “‘0: and p,,/“‘Kz satisfy the same 
recursion formula including its starting value and the lemma follows. 0 
Lemma 3.1 immediately leads to the following theorem. 
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Theorem 3.2 
(4 mu;(u) = 
(Pnl”mu 
l-r,U-q”“e~-,um~~_,(U)’ 
nam+2, Iu\cl, 
starting with “‘us+, of (3.2). 
(b) n3m+1, 
with E(“T+,+,) = j-+-. 
m+l 
Proof. Statement (a) follows directly from Lemma 3.1 and (3.6). Statement (b) is 
obtained by differentiating “‘u:(u) in (a) at u = 1. 0 
The recursion formula for mu: in Theorem 3.2(a) can be written as 
“~:(U)=~U+r~Um~~(U)+qnme~~,U”~:~,(u,”u:(u,. 
n 
(3.9) 
We first note that p,,/“‘9: is the conditional probability that the chain goes up to 
(n + 1) from n in one transition given that the chain does not’ visit m. Similarly, 
qnmOl-, is the probability that the chain goes down to (n - 1) from n and comes 
back to n without visiting m. The probabilistic meaning of (3.9) is now clear. 
Following the line of the proof of Theorem 2.2 and Theorem 2.8, one establishes 
the next theorem. 
Theorem 3.3. The next three statements are equivalent: 
(a) dot a*,+~,k >O for k = m+ 1, m+2,. . . , n where a*,+,,k is given in (3.4). 
(b) “Tz is a mixture of (n - m) independent, distinct geometric random variables 
in GM,, i.e., (“Ti - 1) E CM,_,. 
(c) mT,,,+,,n+, is a sum of (n - m) independent, distinct geometric random variables 
in GM,, i.e., (“T,,,+,,,+, -(n - m)) E TA,_,. 
As before, simpler sufficient condition is available. 
Theorem 3.4. The statements (a), (b), and (c) of Theorem 3.3 hold if rj 3; for 
j=m+l ,..‘, n. 
Proof. The theorem can be proven by an argument similar to the proof of Theorem 
2.5 since (pk+llm~~+,)+qk+lm~~=pk+l+qk+l. 0 
By reversing the states, the p.g.f. of the downward first passage time “+‘T,T+, 
(j < n) from (j+ 1) to j given no visits to (n+ 1) can be easily found from (3.3). 
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One has 
“+I 
(3.10) 
The results similar to Theorem 3.2, 3.3, and 3.4 can then be shown. (3.10) also 
enables one to establish a discrete analogue of a somewhat surprising result for 
continuous time birth-death processes given by Sumita [ 181. 
Theorem 3.6. (a) For any rj > 0, pj > 0 (j 2 01, and qj > 0 (j s ’ ), 
“‘T,,,+,.,+, z”“T,,,, m <n. 
(b) Ifr,=r,pj=p,andqj=qform<j<n+l, then 
mTm+k,n+, f”+‘T,,,-,,. 
Proof. Since “‘c,,,+,,~+,(u) =~:;,,,,+,“‘(T;(u) and “+‘u,,,,,(u) =ni=,,,+, nt’ak(~), one 
sees from (3.3) and (3.10) that 
mu,+,,,+, = unmrn. WI - aC+,,J = n+, 
det(Z- ud,+,.J 
~nm(U), 
proving (a). To prove (b), we note from (3.3) and (3.10) that 
mfl*+k,n+,(U) = c. u n+2-m-kWZ - ~4i+~,~+~-~) 
det(Z - ~a*,+,,,) 
and 
n+l ~n+l-k,m(U) = C’. u 
n+z-m-kdet(Z - u~L-~.J 
det(Z- ~a:,,,,) . 
Under the condition given, it can be readily seen that det(Z- ~a*,+,,~+~-,) = 
det(Z - ~a~+~_~,~). Hence, “‘c,,,+~,~+,(u) = “+‘~,,+,_k,m(~), proving the theorem. q 
Some special cases of Theorem 3.6(b) in the context of the gambler’s ruin problem 
have been discussed in Samuels [ 151, Seneta [ 161, and Stern [ 171. 
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