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RESUMEN.- Estudiamos el problema de evolución abstracto
j
d2U du R- +6- + Aau + p(t) AfJu = f
dP dt
du
u (O)= uD' -(O) = ul
dt
el cual es una generalización de un sistema linealizado de Petrovsky con
disipación.
Mostramos que es posible obtener información sobre la regularidad y
decaimiento de (*) a partir del estudio del sistema de ecuaciones diferencia-
les ordinarias (EDO) asociado a (*) mediante técnicas de EDG.
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ABSTRACT.- We study the problem of abstract evolution
(
d2U du fJ
-2 +6- + AaU+ P (t) A U = f
dt dt
du
u(O) = uo, -(O) = u1
dt
which is a generalization of a linearized system of Petrovsky with dissipative.
We show that is possible to obtain information on the regularity and
decay of the given system, from the study of the system of ordinary differential
equations (ODE) associated (o (he system (*) by means ofODE techniques.
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1. Introducción
Es bien conocido que si P, Q, e : [O, T] ~ lR son tres funciones continuas, entonces el pro-
blema de valor inicial (PVI)
{
Y" + P(t) y' + Q(~) Y = c(t)
y(O) = Yo ' Y (O) = y¡
admite una única solución en el intervalo [O, T], siendo y' = de, además Yo, y¡ son dos números
(1.1)
reales arbitrarios dados.
En este artículo estudiamos un PVI del tipo (1.1) con P(t) == 15, Q(t) = JJl (Aa-f3 + P(t», i.e.,
{
y" +.t5y' +Af3 (Aa,-f3 + p(t» y = c(t)
y(O) = Yo , Y (O) = y¡ (1.2)
siendo 15, a, fJ, A E lR+ Y p: [O, T] ~ lR una función continua, además c es una función medible y
acotada.
Nuestro interés por este problema surge del estudio del problema de evolución abstracto
¡
d2U du a (3-+t5-+A u+p(t)A u=f
dt2 dt
du
u(O) = uo, -(O) = u¡
dt
(1.3)
donde A es un operador en un espacio de Hilbert H yf es una función medible y acotada con valores
en H. Los vectores Uo y u¡ también son dados en H.
Una manera clásica de abordar el problema de Cauchy (1.3) es por medio del Método de
Faedo-Galerkin a través de estimativas sobre la solución Um del problema aproximado asociado a
(1.3), i.e.,
{
(U~ (t) + ":" + Aa~m (t) + p~ A(3um(t) - f(t), wk) = O
(um (O), wk) - uOm' (um (O), wk) - u¡m
(lA)
donde um se denomina solución aproximada, y {Wk} kEN es una base adecuada de H. Tal como se
mostrará en la sección 4, la ecuación (lA) nos lleva a estudiar un PVI de la forma
{
g'k (t) + t5gk(t) + A.f ~k (t) + Af p(t) s, (t) = (f(t), wk)
gk (O) = (uo, wk), gk (O) = (u¡, wk)
(1.5)
el cual tiene la forma (1.2), siendo {Ak} kEN la sucesión de autovalores del operador A asociada a la
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Por medio de un teorema de existencia y unicidad para la EDO (l.2) garantizamos que (1.5)
admite solución única, con lo cual (1.4) también admite única solución para cada m E N. Una vez
garantizada la existencia de solución hacemos estimativas a priori sobre la sucesión {Um} mE!':! Y la
sucesión {u:n} mE!':! de sus derivadas, para así poder obtener un candidato a solución, el cual se obtiene
como el límite débil de una subsucesión de {Um} mE!':!. La etapa final consiste en probar, por un
proceso límite, que el candidato a solución es, en efecto, la solución que buscamos. Esto describe, a
grosso modo, el Método de Faedo-Galerkín.
Al estudiar (1.3) observamos que es posible tomar un "atajo" y economizar buena parte de los
cálculos y estimativas que implicaría trabajar con el clásico Método de Faedo-Galerkin, El "atajo"
consiste en explorar las propiedades de la EDO (l.5) asociada al problema aproximado (1.4). Median-
te la aplicación de desigualdades y métodos de EDO logramos obtener una acotación de la solución
gk de (1.5) así como de su derivada gk' esta acotación nos permite obtener el candidato a
solución del problema abstracto (1.3). La ventaja de esta técnica, además de simplificar los cálculos,
es que permite obtener directamente una solución U de (1.3) bastante regular, a saber
u E C([ O, T], D(A-i) n el ([O, T]; H). Además, los métodos y técnicas expuestos en este artículo
son bastante simples y pueden ser aplicados a una variedad de problemas.
El resto del artículo está organizado de la siguiente manera: en la sección 2 garantizamos la
existencia de una solución local del PVI (1.2) y obtenemos una estimativa que permite extender o
prolongar las soluciones al intervalo deseado [O, T], para T > O arbitrario. La sección 3 está dedica-
da a la obtención de una estimativa de decaimiento exponencial para el PVI (1.2). Los resultados de
las secciones 2 y 3 se resumen en el Teorema 3.3. En la sección 4 fij amos las hipótesis para el estudio
del problema abstracto (1.1) y reseñamos algunos casos particulares de (1.3). La existencia y unicidad
de solución del problema (1.3) así como el teorema central del trabajo son mostrados en la sección 5.
Finalmente, en la sección 6 indicamos algunas posibles extensiones de este artículo.
2. Existencia y Extensión de las Soluciones
Consideremos la ecuación diferencial ordinaria de segundo orden
{
yn + oy' + ;.)3y +,;./ p (t) y = c(t)
y(O) = Yo ' Y (O) = Yl
(2.1)
donde ti, A" a y f3 son números reales positivos. Dado T > O, si p es una función continua en
[O, T] yc es una función medible y acotada, el PVI (2.1) admite una única solución local u definida
sobre un intervalo [O, to). Con el fin de extender esta solución al intervalo [O, T] debemos hacer
algunas estimativas. Veamos:
Multiplicando la ecuación (2.1) por y' obtenemos
(2.2)
Notemos que
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(2.3)
Integrando (2.2) de Oa t y aplicando (2.3) tenemos
donde mo = max Ip(t)l· Luego,
tE[O, r]
Una aplicación de la Desigualdad de Gronwall en esta última desigualdad nos permite concluir que
(2.4)
La desigualdad (2.4) nos permite probar que la solución y de (2.1) puede ser extendida o prolongada
al intervalo [O, T] para T> O arbitrario (ver [4]).
Debido a que (2.1) posee solución en el intervalo [O, T] , siendo T un número real arbitrario, es
natural preguntamos ¿qué sucede con la solución y = y(t) para tiempos t muy grandes? La estima-
tiva (2.4) no brinda esta información, pues cuando t es muy grande el término exponencial hace que
el segundo miembro tienda para infinito. Entonces, es necesario otro tipo de estimativa. En la siguiente
sección buscaremos obtener información acerca del comportamiento asintótico de las soluciones de
(2.1) cuando e = O.
Observación 2.1 (Dependencia Contínua) Fijado T> O, de (2.4) tenemos que
es decir, existe una solución K> O tal que
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Esta desigualdad muestra que la solución y, así como su derivada dependen continuamente de e y de
las condiciones inciales Yo , y¡ .
3. Una Estimativa de Decaimiento
Consideremos el sistema homogéneo asociado a (2.1), es decir
{
ylf + 5y' + A a Y + ,AP p(t) Y = °
y(O) = Yo ' Y (O) = y¡ (3.1)
Definamos la función ip: [O, T] ~ lR de la siguiente manera
rp(t) =.!.(Y'(t)2 + AP (;ta-P + p(t» y(t)2) + 5 (YCt)ylCt) + 8 y(ti) (3.2)222
Notemos que
1,282 , 1,282--y (t) - - y(t) ::;;y(t) Y (t) ::;;-y (t) + - y(t)
U 2 U . 2 (3.3)
Aplicando esta desigualdad a (3.2) tenemos
es decir
(
A a-p )
Entonces si AP -2- - p(t) - t52 ¿ 0, tenemos
(3.4)
Por otra parte, si aplicamos la primera desigualdad de (3.3) a (3.2) obtenemos
1 , 2 1 a 2 1 fJ 2 s ( 1 I 2 s 2) t52 2rp(t)¿-(y) +-A Y +-A p(t)y +- -.-(y) --y +-. Y
2 2 2 . 2 28 2 4
1 1 (Aa-fJ )= - (y,)2 + Aai) + -AP -- + p(t) i
422
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. Au-/3 .
entonces SI -- + p(t);::::O se tiene
2
(3.5)
De (3.4) Y(3.5) tenemos que si
(
;'U-/3 J Au-/3
A/3 -2--P(t) -02;::::0 y -2-+P(f)-¿O (3.6)
entonces
(3.7)
Observación 3.1 Notemos que las condiciones en (3.6) pueden resumirse en la siguiente condición
(3.8)
Nuestro objetivo es obtener estimativas que nos indiquen acerca del comportamiento de la
solucóny del PVI homogéneo (3.1) para tiempos muy grandes.
Derivando la función rptenemos
d 1 5 5
-rp = yy" + ,1uyy' +-,1/3 p'(t)/ + Jl p(t)yy' +_(y,)2 +-y(y" + 5y')
dt 2 2 2
Pero y es solución de (3.1) entonces satisface y" + 5y' = - Aay - A/3P (t) y. Reemplazando en la
igualdad anterior tenemos
d 1 5 o _
-rp = yy" + AUyy' + -A/3 p'(t)/ + Al p(t)yy' + _(y')2 - _A/3 (Aa fl + p(t» l =
dt 2 2 2
= y/(y" + 5y' + Aay +,1fl p(t)y) - O (y,)2 - ~[OA/3 (Au-fl + p(t» _,1fl p'(t) ] y2
2 2
entonces por (3.1) se tiene que
(3.9)
De esta última identidad y aplicando (3.7) tenemos
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Entonces si
(
;.a-fJ )
8 -4- + p(t) - p'(t) ;;:::O, (3.10)
tenemos que
d 8
-rp (t) + -rp(t) s O
dt 2
de donde, aplicando la desigualdad de Gronwall obtenemos
cp(t) s cp(O) exp( - ~ t) (3.11 )
Aplicando una vez más la desigualdad (3.7) llegamos a
(3.12)
Observación 3.2 (Decaimiento Exponencial) La estimativa (3.12) responde a nuestra pregunta
sobre el comportamiento de las soluciones del problema homogéneo asociado a (2.1) para tiempos
muy grandes. El término exponencial del segundo miembro de (3.12) indica que a medida que tcrece,
la solución y de (2.1) así como su derivada y' decrecen exponencialmente, es decir, decaen
exponencialmente.
Podemos resumir lo expuesto en estas dos últimas secciones en el siguiente
Teorema 3.3 Supongamos que 8, a, f3 y ;. son constantes positivas y sean p una función
continua y e una función medible acotada sobre [O, T], para T > O dado. Entonces el proble-
ma de valor inicial (2.1) admite una única solución el intervalo [O, T]. Esta solución satisface
la siguiente desigualdad
(3.13)
para todo t E [O, T], donde mo = max Ip(t)l. Además si e == O Y P E el ([o, T]) es tal que
tE[O, T]
para todo t E [O, T] satisface
Aa-fJ Aa-fJ
--- s p(t) s -- - A-fJ 82
2 2
(
Aa-fJ )8 -4- + p(t) - p'(t);;:::O
entonces se tiene la siguiente estimativa de decaimiento
(3.14)
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4. El Problema Abstracto Asociado a (2.1)
El Problema de Cauchy (2.1) que hemos estudiado en las secciones anteriores aparece en el estudio
del siguiente problema abstracto
¡
d2U du a
-2 +O'-+A u+p(t)AfJu=/
dt dt
du
u(O) = uo ,-(O) = U¡
dt
(4.l)
En (4.1)/ es una función vectorial definida sobre (O, T) Yque asume valores en un espacio de
Hilbert H; A es un operador definido en H; Uo y u¡ son dados en H o en subespacios de H y represen-
tan las condiciones iniciales. Además, supondremos que a ¿ 2[3 > O.
El PVI (4.1) es un problema de evolución abstracto que, dependiendo del operador A, describe
una variedad de fenómenos físicos. Por ejemplo, si A = - L'1, a = 1, O' = O Y P == O tenemos la ecua-
ción de las ondas
la misma que con una condición de frontera de Dirichlet homogénea, i.e.,
a2u
--L'1u =T
at2
u=O sobre ao. x R+
au
u (O) = Uo ,- (O) = u¡ , en o.at
describe las vibraciones transversales de una membrana o. con configuración inicial Uo y velocidad
incial U¡. Si O' -=/:. O tenemos la ecuación de ondas con disipación
Si A = - L'1, a = 2, 8 = O Y p, f == O tenemos el sistema de Petrovsky
au
u=-=o
8v
sobre ao. x R+
au
u (O) = Uo ' - (O) = u¡ , en o.at
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el cual describe la vibración de una placa sin ninguna perturbación externa. Una ecuación que descri-
be las oscilaciones lineales de una placa con disipación y ante la presencia de agentes externos es
dada por
a2u aU 2
-2 +ó- + Ll u +p(t) Su = Jat at
el cual también es un caso particular de (4.1), ver [2].
Un problema más general que no trataremos en este artículo es el modelo para las vibraciones
no lineales de una placa elástica con disipación interior, i.e.,
para un estudio sobre la existencia de solución para este modelo ver [1].
El problema de evolución abstracto (4.1) es en general formulado sobre un espacio de Hilbert H
de dimensión infinita. La falta de resultados de existencia y unicidad para ecuaciones sobre este tipo
de espacios nos lleva a truncar el problema y reducirlo a un espacio de dimensión finita Vm. Hecho el
estudio del problema sobre el espacio fmito-dimensional Vm regresamos al problema original por un
proceso límite. Esta es la idea central del Método de Faedo-Galerkin.
Sea H un espacio de Hilbert separable, de dimensión infmita con producto interno y norma
denotados por (,) y 11 . 1I respectivamente. Sea A un operador positivo, autoadjunto con espectro
discreto, definido en H.
Denotemos por {Wk} kEN una base ortonormal de H formada por los autovectores de A y
{Ak} kEN la correspondiente sucesión de autovalores. Fijado m > O, definimos el espacio
Vm = span{ WI , W2, ... , wm}
Entonces, estudiaremos el problema (4.1) sobre el espacio m-dimensional Vm• Busquemos una solu-
ción um en Vm definida por
m
Um (t) = ¿gk (t) Wk
k=l
(4.2)
que satisfaga la ecuación aproximada
{
(U~ (l) + óu~ (t) + Aaum (l) + p(t) APum (t) - J(t) , wk) = O
(um (O), wk) = (uo, wk) = UOm' (u~ (O) , wk) = (uI, wk) = Ulm
(4.3)
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Dada la ortonorrnalidad de la base {Wk} kEN ' reemplazando (4.2) en (4.3) obtenemos el sistema de
ecuaciones diferenciales ordinarias
{
g'k (t) + ogÍc (t) + A~gk (t) + Af P(t)gk (t) = (f(t), wk)
gk (O) = (uD' wk), gk (O) = (u¡, Wk)
(4.4)
Si fijamos k y escribimos gk = y, Ak = A, c(t) = (f(t), Wk), (uD' Wk) = Yo y (U¡, Wk) = y¡, vemos
que la ecuación (4.4) tiene la forma de la ecuación (2.1) estudiada en las ecuaciones anteriores.
Entonces, de acuerdo al Teorema 3.3, para cada k = 1,2, ... , m podemos encontrar una solución
gk de (4.4) que satisface (3.13) y cuando e == ° satisface (3.14). Así, hemos obtenido una sucesión
{um} mEN de soluciones aproximadas del problema (4.l) en [O, T].
5. Solución del Problema Abstracto
Antes de definir lo que se entiende por solución de (4.1) definamos el espacio
Wa(O, T) = k E L2 (O, T; D(A~»; '1/ E L2 (O, T; H)}
el cual, dotado de la norma
es un espacio de Banach. El espacio Wa (O, T) está continuamente inmerso en C([O, T]; H). Ver
[5).
Defición 5.1 Se denomina Solución débil de (4.1) sobre [O, T] a una función u E w= (O, T) que
verifica u(O) = Uo ' u'(O) = u¡ en Hy que además satisface la ecuación
rT rT a a- Jo (u'(t) + 8u(t), If/'(t» dt + Jo (AZu(t) , AZIf/(t» dt +
cr fJ fJ rT
+ JO (p(t) Al U (t) , Allf/(t» dt = (u¡ + 8uO' If/ (O» + Jo (f (t), If/(t» dt
(5.1)
para todo If/ E Wa(O, T) tal que Ij/(T) = O.
Graciasalaortonormalidaddelabase {wk}kEN tenemos que la aplicación cDm,n:[O, T] ~ lR
definida por
(5.2)
satisface
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m+n
<1>m,n(t)= ¿ ((gk(t)i +íLa(gk(t»2), 'íftE[O,T]
k=m+l
(5.3)
Luego, siendo gk solución de (4.4) Ygracias a la desigualdad (3.13) del Teorema 3.3 tenemos
siendo mo = max Ip (t)I·
tE[O, T]
De esta desigualdad vemos que si m i n=v+s» entonces <1>m,n(t)~O. Luego {u~}mEN Y
{Aifum} son sucesiones de Cauchy en C ([O, T] ; H) sobre cualquier intervalo [O, T], entonces
mEN
{um}mEN y {u:n}mEN serán sucesiones de Cauchy en C([O, T]; D(Aif» y C([O, T]; H) respec-
tivamente. Por lo tanto, existe una función u E Cl ([O, T]; H) tal que
a
Um ~ u en C([O, T]; D(AZ» (5.4)
U~ ~ u' en C([O, T]; H) (5.5)
Consideremos la ecuación aproximada (4.3) y sea lf/ Ewa (O, T) tal que lf/(T) = O. Multipli-
cando escalarmente (4.3) por lf/ (t) e integrando tenemos
rT rT a a- J
o
(u:n (t) + SUm(t) , lf/' (t» dt + Jo (AZ Um(t), AZlf/ (r) dt +
rT P P rT+ Jo (p(t) AZum (t), A2lf/(t» dt = (Ulm + SUom, lf/(O» + Jo (f(t), lf/(t» dt
(5.6)
Como a ¿ j3 entonces D(Aa) e D(AP), siendo esta inclusión continua y compacta. Entonces de
(5.4) tenemos
Esta convergencia permite pasar al límite en el tercer término de (5.6).
Entonces, haciendo m ~ +00 en (5.6) llegamos a
- J:(u'(t) + Su(t) , lf/'(t» dt + J:(A-'i-u(t), A-'i-lf/(t» dt +
rT P P rT+ J
o
(p (t) AZ u (t), AZ lf/ (r) dt = (u¡ + Suo, lf/ (O» + J
o
(f (t), lf/ (t» dt
(5.7)
para todo lf/ E Wa (O, T) tal que lf/ (T) = O. Es decir, u satisface (5.1).
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Finalmente, las convergencias (5.4) y (5.5) implican que
(5.8)
Notemos que
(5.9)
y
(5.l O)
a
Entonces, si Uo E D(A2) Y Ul E H, cuando m ---* + 00 se tiene
m m
Um(O) = ¿gkCO)Wk = ¿(UO,Wk)Wk =uom ---*uo en Dci})
k=I k=l
(5.11)
m m
u~ (O) = ¿gi (O) Wk = ¿(UI' wk) Wk = uIm ---* u¡ en H
k=I k=l
(5.12)
Entonces, tomando límite en (5.9) cuando m ---* + 00 y aplicando (5.8) Y(5.11) probamos la condi-
ción inicial u(O) = Uo' Análogamente, de (5.10), (5.12) Y(5.8) probamos que u' (O) = Ul'
Por tanto u es una solución débil de (4.1). La unicidad de la solución débil puede obtenerse
mediante el Método de Vishik-Ladyzhenskaya.
Finalmente, multiplicando la ecuación (4.3) por gÍc (t) y sumando desde k = O hasta k = m
tenemos
es decir
entonces, haciendo m ---* + 00 y aplicando las convergencias (5.4) y (5.5) obtenemos
(5.13)
Podemos resumir lo anterior en el siguiente
Teorema 5.2 Sean T, S, a y f3 números reales positivos, con a ~2f3. Sea p una función
continua sobre [O, T] Y f e: Loo (O, T; H). Entonces, si Uo E D(A.!f) Y U¡ E H, el problema de
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valor inicial abstracto (4.1) tiene una única solución débil u en la clase
U EC([O, T]; D(Af)) (\ el ([O, T]; H)
y satisface la siguiente identidad de energía
Observación 5.3 (Dependencia Continua). La solución aproximada um definida en (4.2) es tal
que cada una de las funciones gk es solución de (4.4), entonces de acuerdo al Teorema 3.3, satisface
la desigualdad (3.13), i.e.,
Sumando en k tenemos
donde A = ;,f-fmo y Al es el primer autovalor deA. Luego, haciendo m ~ +00 Ygracias a (5.8),
(5.11) Y(5.12) tenemos
para alguna constante C > O. Esta desigualdad prueba la dependencia continua de u y su derivada en
relación afy los datos iniciales.
6. Comentarios Finales
6.1. Sobre la condición a 2': 2fJ
La condición a 2': 2fJ en el Teorema 5.2 es necesaria para hacer el pasaje al límite en el tercer
término (5.6) y para acotar el término exponencíal en (5.14). Si por el contrario, la condición fuese
a < fJ entonces el Teorema 5.2 continúa siendo válido desde que consideremos la condición inicial
Uo E D (Af). La demostración es básicamente la misma, con las modificaciones naturales, por ejem-
plo en (5.2) reemplazamos Af por Af. Sin embargo, la prueba de la dependencia continua debe ser
hecha de otra manera.
48
6.2. Un caso particular
Si A es el operador -Ll con dominio D( -Ll) = HÓ (O) n H2 (O) siendo O c]Rn de clase C2 y
a = 2, fJ = 1 tenemos el sistema lineal izado de Petrovsky
ld
2u du 2
-2 +O-+Llu-p(t)Llu=j
dt dt
du
u(O) = uo, -(O) = uI
dt
el cual, de acuerdo al Teorema 5.2 posee una única solución débil u en la clase
U E cr]o, r]; H6 (n) n H2 (n» nd([O, z]: L2 (0»
desde que Uo E HÓ(O) n H2 (O) Y uI E L2 (0).
6.3. Otros problemas
Las técnicas presentadas para la solución de (4.1) pueden ser aplicadas a la solución de otros proble-
mas.
En (4.1), el término odu representa la disipación del sistema. Cuando A = -Ll Y n es un
dt
dominio acotado de IRn, (4.1) toma la forma
d2u du f3
-2 + 0- + (-Ll)aU + p(t)(-Ll) u = f , en nx (O, T)
dt dt
Esta ecuación generaliza la de las vibraciones de una placa Q. En este caso, la disipación actúa sobre
toda la placa Q. Un problema a considerar es el de las vibraciones de una placa con disipación
localizada, es decir,
d2u du P
-2 + X - + (-L1t U + p(t)(-L1) U = I, en Q x (O, T)
dt ú) dt
donde úJ es un subconjunto abierto de n y %m denota la función característica de úJ. En este caso
du
el término disipativo %m dt indica que la disipación se da únicamente sobre ea .
Siguiendo las ideas del presente trabajo podemos estudiar el problema con disipación fuerte
d
2
u (dU) f3-2 -Ll - + (-Lltu + p(t)(-Ll) u = f , en nx (O, T)
dt dt
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o más generalmente el problema abstracto
Un último problema que apuntamos y que también puede abordarse siguiendo este artículo es el de la
ecuación que describe las vibraciones de una placa elástica que se originan debido a la inercia rotacional,
es decir,
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