statistical interpretation of the outcome is difficult. A significant value of chi-square indicates nonindependence of the variables, but provides no information regarding whether nonindependence occurs throughout the whole table, or in any specific part of the table. A nonsignificant value indicates that for the table considered as a whole there is independence, but provides no information regarding the possibility of nonindependence within specific parts of the table.
By partitioning the total chi-square it is possible to make additional comparisons of cells within the whole table. It has been shown (Irwin, 1949; Kimball, 1954; Lancaster, 1949 Lancaster, , 1950 Maxwell, 1961 ) that an r X c contingency table with (r -l)(c -1) degrees of freedom can be subdivided into (r -l)(c -1) 2X2 tables, each with one degree of freedom. The chi-squares of the individual partitions are classified as additive components, their sum being equal to the chi-square calculated for the whole table. Castellan (1965) has provided a detailed summary exposition of these procedures and those for partitioning 2 X N tables into components of more than one degree of freedom.
For computing chi-square on partitioned tables of one or more degrees of freedom, Kastenbaum (1960) has provided a formula which is applicable to situations where only dimension has been reduced, that one is, either rows or columns, but not both:
where r = number of rows; c = number of columns in the whole table; m = number of columns in the partitioned table, m < c; w,y = observed frequency in cell ij;
This procedure has greater generality than those reviewed by Castellan (1965) because it is not restricted to partitions of one degree of freedom from r X c tables or to partitions of more than one degree of freedom from 2X N tables. The equation may be used to determine the contribution of a portion of the table to the overall chi-square, but with the requirement that only the number of rows or only the number of columns has been reduced.
Determination of Permissible Partitions
Irwin (1949), Kimball (1954) , Lancaster (1949 Lancaster ( , 1950 , and Maxwell (1961) have discussed a procedure for determining the permissible 2X2 partitions. The scheme entails beginning in one corner of the table and systematically isolating and eliminating the single element appearing in that corner. For every row and column, this procedure results in comparisons between the first cell and all succeeding cells pooled, between the second cell and all succeeding cells pooled, and so on, until the final comparison between the secondlast and last cells. An example of partitions of this kind for a 4 X 4 table is shown in Figure 1 .
It is easy to demonstrate that other schemes for partitioning exist, and Kastenbaum (1960) has given an example; but if the conventional plan is analyzed, three general rules are apparent: (a) Each element appears by itself once and only once. (J) The same combination of elements do not appear more than once. (c) The dividing lines of the partitions are invariant in that once used, no elements may be combined across them in future partitions.
By following these three rules it is possible to create new partitioning schemes, thus further increasing the number of possible sets of partitions and comparisons for any given table. An example of such a different kind of scheme is illustrated in Figure 2 for a 4 X 4 table. Irwin (1949) has presented a general formula for the (r -l)(c-1) independent 2X2 tables partitioned from the whole table :
Calculation of Chi-Square for Partitions
where «" = observed frequency in cell ij of the 2 X 2 table (i, j = 1, 2) ; e f . = the sum of the expected frequencies calculated from the margins of the original table for cells il plus i2 (i = 1,2); e.j = the sum of the expected frequencies calculated from the margins of the original table for cells Ij plus 2j (j = 1,2); and
This formula reduces to the usual expression for a 2 X 2 table if the expected frequencies are calculated from the margins of the 2X2 table itself; and not, as here, from the margins of the original table.
To illustrate the use of this formula, the 4X4 table discussed previously (Figs. 1 and 2) is now presented with actual numbers and chi-square values calculated for each of the partitions (Fig. 3) . For both methods of partitioning, the sum of the Xi 2 is equal to the total X 9 2 . Snedecor (1956) NR"
x; can be used for the total chi-square oia.2 X N a2X2 partition from a 2 X N table. If this contingency table. An equivalent formula for new expression is converted from proportions a 2 X N table using frequencies can be found to frequencies, the following formula results: in Walker and Lev (1953) . Cochran (1954) further noted that when the denominator is ^2 _ v (/° ~ f^ rr-i kept constant, the formula is equal to Xi 2 for F e where /<, = observed frequency of partitioned It can be demonstrated that this formula is applicable to 2 X 2 partitions, not only from a 2 X N table, but from any r X c table, the sole restriction being that only one dimension has been reduced. That is, chi-square calculated by this formula equals chi-square calculated by Irwin's formula if one or more rows (or columns) have been sliced off, provided that all columns (or rows) remain. The first five partitions for the 4 X 4 table meet the criterion of either complete rows or columns, and the chi-square values for these partitions can be obtained by either formula.
Equation 5 is also equivalent to Equation 2 (the proof requires only algebraic manipulations) since for any partition which includes all the categories of one dimension, the sum of the expected frequencies as determined by the original marginal totals is equal to the sum of the observed frequencies. An alternative statement is that the sum of the expectations is equal to the expectation of the sum; and, an even stronger statement is that the sum of the original expectations is equal to the sum of the observed in either each row or each column (but not both). This relationship does n ll not exist when both dimensions have been reduced. Nevertheless, it should be apparent that reducing only the rows or only the columns may not provide sufficient information. It shall now be shown that these reductions are only first steps in a complete analysis.
Additional Applications and Advantages of the Alternative Equation
The expression whole, that is, not merely as a 2 X 2 partition, chi-square can be calculated by this formula. Using Irwin's formula, the chi-square would have to be found by calculating all the 2 X 2 partitions which contain in single form elements not included in the partition of interest, and subtracting the sum of the values from the chi-square of the whole table.
As an illustration of this principle the first row has been removed from the 4 X 4 table of Figure 1 , and the Xi 2 calculated for Partitions 1, 2, and 3, and X 6 2 calculated for Partition 4. Similarly, the first two rows have been removed and the Xi 2 calculated for Partitions 1, 2, 3, 4, 6, and 7, and X 3 2 calculated for Partition 5. The results are shown in Figure 4a and -E~- [6] for the partitioned table. Similarly, if only the number of columns has been reduced, Equation 5 may be written as
for the partitioned table. Consider now that chi-square for the whole table can be written in the commonly used form Therefore, the only differences between Equations 6, 7, and 8 are the last terms. Equation 8 has N, Equation 6 has the square of the observed value of each attenuated column divided by its original expectation, and Equation 7 has the square of the observed value of each attenuated row divided by its original expectation. That is, Equations 6 and 7 take into account the deviations from proportionality, respectively, by considering the expected and observed values of the remaining portions of the columns and rows. Now, consider the possibility of obtaining an equation for chi-square when both the number of rows and the number of columns have been reduced, that is, both columns and rows have been attenuated. and (c) a further correction for having counted the total observed deviation from expectation twice. That is, it is a test of independence corrected for lack of goodness-of-fit in the margins.
Implications of the General Equation
An additional application of the equation derived in this paper,
arises in situations where two assumptions of the chi-square test of independence have not been satisfied. These common violations involve the pooling of data to obtain desired minimum expectations, and the failure to meet the requirement of exhaustive categories. Lancaster (1950) had previously noted the relationship between partitioning and pooling ; the relationships among partitioning, pooling, and nonexhaustiveness can now be explicitly determined with the above equation.
Various investigators have consistently cautioned against the use of small cell entries, some setting the desired minimum expectation at 5 (e.g., Cochran, 1954), or more conservatively at 10 (e.g., Lewis & Burke, 1949) . In order to follow this advice, a researcher must often resort to the alternatives of either discarding the categories which do not have minimum expectations, or pooling these categories with adjacent categories. Both of these alternatives are inadequate since they provide a way of achieving desired minimum expectations at the expense of introducing other, and perhaps equally serious, errors.
When data are pooled, error is usually introduced, since only in trivial cases are the relationships of the marginal totals not altered. Moreover, for chi-square, the categories often do not have any natural ordering, so that choosing the categories with which the small cell frequencies will be combined becomes an arbitrary decision, accompanied by a spurious lowering or raising of the chi-square value. There are certain situations where the cate- gories do follow a natural ordering, and pooling may be a legitimate operation, as in goodnessof-fit tests. There are also numerous occasions when an ordering seems apparent but is, in fact, imposed by the researcher and not the natural events. The alternative procedure of discarding categories is patently an inefficient procedure since all data should be utilized. More important, the discarding of categories fails to satisfy the requirement of exhaustiveness.
The errors caused by either the pooling of data or the use of nonexhaustive categories can be eliminated by the technique suggested in this paper. That is, if one or more rows and/or columns consist of cells which do not have desired minimum expectations, instead of discarding these rows and/or columns, or pooling them with adjacent entries, a chisquare value should be calculated for the same as they would be if the small expectations were pooled or discarded completely, but the value of the statistic is now exact.
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It is interesting to note that although the requirement of exhaustiveness has been repeatedly mentioned in the literature, it has not been elaborated upon and appears to have been treated more as a theoretical ideal than one to be sought in practice. Perhaps this cursory treatment of the problem in the past indicated the lack of a satisfactory solution.
AN EXAMPLE
It is perhaps useful to present a real-life example to demonstrate the utility of these techniques and the manner in which the general equation for chi-square facilitates the computation. The example to be used is Table 35 from Hollingshead and Redlich (1958, p. 288) . It shall be assumed that the sample of 1,442 constituted a random sample from the population of psychotic patients. Each subject was categorized according to the diagnostic groups 2 It should be noted that in some sense no computed value of chi-square is exact since the computational formulas yield values which are only approximately distributed as chi-square. That is, chi-square is approached as the number of frequency entries approaches infinity. In this sense, the components add up exactly to an approximation. Table 3 shows the chi-square calculation for the diagnostic groups Or and Sc versus Al, Af, and Se. It can be seen that these two sets of diagnostic groups and the treatment categories are not independent. | : Table 4 . shows,, however.^that diagnostic categories Or and Sc and the treatment categories must be considered independent. Table 5 shows that the diagnostic categories Af, Al, and Se are not independent of the treatment categories CC versus Ps plus OT combined. Table 6 shows that Af versus Al plus Se combined are not independent of Ps and OT. Table 7 shows that Al and Se are not independent of Ps and OT. Although the overall chi-square for eight degrees of freedom is a very large number, it may be concluded that the diagnostic categories of organic psychoses and schizophrenic psychoses do not significantly differ from each other in terms of the proportion of patients given psychotherapy, organic therapy, or custodial care. The organic and schizophrenic psychoses groups differ from the three other diagnostic categories in the proportion of patients given the three types of treatment, but the organic and schizophrenic groups do not differ from each other. All other tests of independence are significant.
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Although this example involves neither the problem of small expected frequencies or originally nonexhaustive categories, it is an interesting illustration. The overall analysis yields what looks to be an exceedingly "strong" relationship; but on a more detailed analysis, the relationship fails to exist where one might logically expect to find it.
