Abstract. It is shown in [10] that a regular and local Dirichlet form on an interval can be represented by so-called effective intervals with scale functions. This paper focuses on how to operate on effective intervals to obtain regular Dirichlet subspaces.The first result is a complete characterization for a Dirichlet form to be a regular subspace of such a Dirichlet form in terms of effective intervals. Then we give an explicit road map how to obtain all regular Dirichlet subspaces from a local and regular Dirichlet form on an interval, by a series of intuitive operations on the effective intervals in the representation above. Finally applying previous results, we shall prove that every regular and local Dirichlet form has a special standard core generated by a continuous and strictly increasing function.
Introduction
A Dirichlet form is a closed and symmetric bilinear form with Markovian property on L 2 (E, m) space, where E is a nice topological space and m is a fully supported Radon measure on E. Due to a series of important works by M. Fukushima, M. L. Silverstein in 1970's, a regular Dirichlet form is always associated with a symmetric Markov process uniquely by the transition semigroup, so we do not distinguish them for convenience. For example, when we say a subspace of a symmetric diffusion, it means a subspace of its associated Dirichlet form. We refer the notions and terminologies in the theory of Dirichlet forms to [1, 4] .
The notion of regular Dirichlet subspace of a Dirichlet form was first raised by the third named author and his co-authors in [2] . The dual notion, regular Dirichlet extension, was raised in [9] by the first and third named authors together. These two notions are about the inclusion relation between two Dirichlet spaces. Namely, let E be a locally compact separable metric space and m a fully supported Radon measure on E. Given two regular Dirichlet forms (E 1 , F 1 ) and (E 2 , F 2 ) on the same Hilbert space L 2 (E, m), if
we say (E 1 , F 1 ) is a regular Dirichlet subspace or simply a D-subspace of (E 2 , F 2 ), and conversely, (E 2 , F 2 ) is a regular Dirichlet extension or simply D-extension of (E 1 , F 1 ). The Brownian motion is a classical and fundamental model in the theory of stochastic processes. It is well known that the Dirichlet form associated with 1-dim (an abbreviation for one-dimensional) Brownian motion is (
, where H 1 (R) is the 1-Sobolev space and D is the Dirichlet integral, i.e., for any u, v ∈ H 1 (R),
The D-subspaces and D-extensions of 1-dim Brownian motion have been studied in [2] and [9] respectively. It is shown that any D-subspace of ( 1 2 D, H 1 (R)) corresponds to an irreducible (or 'regular') symmetric diffusion process on R in the sense that P x (σ y < ∞) > 0 for any x, y ∈ R, where σ y is the hitting time of {y} relative to this diffusion. Moreover, such a subspace may be characterized uniquely by a so-called scale function s (Cf. [11, V.46 ]) satisfying that s is absolutely continuous and (1.1) s ′ = 0 or 1 a.e.
However, the D-extension of (
is not necessarily irreducible. In other words, it admits non-trivial invariant components. It is shown as the main result of [9] that the state space R of each D-extension of ( 1 2 D, H 1 (R)) may be essentially decomposed into at most countable invariant intervals and an exceptional set, and on each interval, it behaves as an irreducible diffusion characterized by some appropriate scale function. We refer further explorations about D-subspaces of some other Dirichlet forms to [3, [5] [6] [7] and [8] .
In this paper, we shall essentially focus on regular and strongly local Dirichlet forms. The state space is the real line R if not otherwise stated. The results may be generalized to regular and local Dirichlet forms on an interval without real difficulty as indicated in the last section. Since the unique probabilistic counterpart of such a form is a 1-dim symmetric diffusion or a symmetric diffusion on R, we often abuse these two notions for simplicity and intuition, if no confusion will be caused.
Inspired by the work on regular Dirichlet extensions of 1-dim Brownian motion, the representation of Dirichlet forms associated with 1-dim symmetric diffusions, including non-irreducible ones, was studied in [10] . The main result in [10] will be reviewed in §2. Roughly speaking, in spite of the possible killing insides, such 1-dim symmetric diffusion lives on at most countable disjoint intervals, called effective intervals there, and every point outside these intervals (probably non-trivial) is a 'trap' of the diffusion in the sense that all the trajectories starting from this point will never leave. On each effective interval, it is an irreducible diffusion characterized by an 'adapted' scale function. Thus the associated Dirichlet form is described in unique way by a class of at most countable pairs {(I n , s n ) : n ≥ 1}, where I n is the effective interval and s n is an 'adapted' scale function on it.
The set of effective intervals with adapted scale functions is a probabilistic point of view to look at a Dirichlet form, which is purely an analytic object. It should be true that any property of such a Dirichlet form may be characterized intuitively by its effective intervals. The main purpose of this paper is to characterize the relation of regular Dirichlet subspace/extension through effective intervals and make this analytic notion more intuitive.
Three main results will be presented in this paper. The first result, stated as Theorem 3.1, is a necessary and sufficient condition for one 1-dim symmetric diffusion to be a D-subspace of another in terms of their effective intervals. Inspired by the result for 1-dim Brownian motion where the scale function with (1.1) plays an essential role, we introduce a new conception, named the scale measure, which is the sum of all measures induced by scale functions on effective intervals. The condition (3.1) in Theorem 3.1 is similar to (1.1). Particularly, (3.1) coincides with (1.1) when returning to 1-dim Brownian motion. Nevertheless, Theorem 3.1 gives only a criterion that a Dirichlet form is a D-subspace of the other, and it is more interesting to know whether it is possible to obtain a D-subspace through some operation on the effective intervals. The second result is to answer this question positively and draw a concrete road map to illustrate how to do this. Roughly speaking, the condition (3.1) may be viewed as an operation which multiplies a factor to its scale measure and gives a new scale measure. However different Dsubspaces may share the same scale measure. Therefore once identifying the scale measure, we need 'interval-merge' operations to obtain all D-subspaces taking this scale measure, which means that the original effective intervals are firstly grouped and then merged according to some rule into new ones. Several examples are also raised to illustrate these operations. The idea of 'interval-merge' was originated in [10, §3.5] , where it was used to identify the closure of C ∞ c (R) in a 1-dim symmetric diffusion. In some sense, the discussion in [10, §3] could be treated as a special case of what we shall consider here. Intuitively speaking, 1-dim diffusion may be viewed as an electron wandering on an electric network. The operation of scale-shrink is to reduce the resistance of network by placing super-conductance and the operation of interval-merge is to connect some broken networks, which can be merged, together. The third result, as an application of the second one, is to study a special class of D-subspaces generated by
where f is a continuous and tightly increasing function on R. We find that the scale measure of this D-subspace is the absolutely continuous part of original scale measure with respect to df, and the optional interval-merge to attain this D-subspace is performed on equivalence classes obtained by the so-called f-scale-connection in Definition 5.3. This can be used to prove an interesting and useful fact that every regular and strongly local Dirichlet form on L 2 (R, m) has a special standard core generated this way, just as Brownian motion has a special standard core consisting of smooth functions.
As a dual conception, D-extensions enjoy the same characterization result as D-subspaces. Particularly, Theorem 3.1 also characterizes D-extensions of a 1-dim diffusion completely. We left further discussions about D-extensions in a future study.
This paper is organized as follows. In §2, we shall briefly review the representation theorem (Cf. [10] ) for regular and strongly local Dirichlet forms. In §3, a complete characterization of a D-subspace (or D-extension) for a 1-dim symmetric diffusion is given in terms of effective intervals and scale measures. It turns out that if one regular and strongly local Dirichlet form is a D-subspace of another, then the effective intervals have to be 'coarser', and the scale measure has to be reduced in the way presented by (3.1). The section §4 is devoted to draw a road map from the original Dirichlet form to its D-subspaces. We shall introduce two kinds of operations. One is called the 'scale-shrink' operation, which essentially identifies the scale measure of a D-subspace. The other is called 'optional interval-merge' operation, which groups and merges the effective intervals into new ones. Then in Theorem 4.17, we shall illustrate that every D-subspace is obtained by firstly a scale-shrink operation and then an optional interval-merge operation. The section §5 is an application of this road map. It concerns the D-subspaces generated by a special class of functions. The principal theorem, i.e. Theorem 5.6, presents the scale measures and optional interval-merge to attain these D-subspaces. Particularly, a corollary of this result also provides an effective method to find a 'nice' special standard core of the Dirichlet form represented in Theorem 2.1. Some interesting examples are raised to realize this method. We then prove in Theorem 5.11 that any regular and local Dirichlet form has a special standard core of this form. Finally, several further remarks are given in §6. The first one deals with the case that the state space is just an interval. It makes no big difference, but special attentions are needed when we come to the boundaries of the interval. The second remark concerns the killing insides. By using the resurrected transform and killing transform, we can easily deduce that the only additional condition is that the two Dirichlet forms share the same killing measure.
Notations. Let us put some often used notations here for handy reference, though we may restate their definitions when they appear. For a < b, a, b is an interval where a or b may or may not be contained in a, b . The restrictions of a measure µ and a function f to an interval J are denoted by µ| J and f | J respectively. The notation ':=' is read as 'to be defined as'. For a scale function s (i.e. a continuous and tightly increasing function) on some interval J, ds represents its associated measure on J. Set s(J) := {s(x) : x ∈ J}. For two measures µ and ν, µ ≪ ν means µ is absolutely continuous with respect to ν, and µ ≃ ν means that they are mutually absolutely continuous (or simply equivalent). Given a scale function s on J and another function f on J, f ≪ s means f = g • s for an absolutely continuous function g and
The classes C c (J), C 1 c (J) and C ∞ c (J) denote the spaces of all continuous functions on J with compact support, all continuously differentiable functions with compact support and all infinitely differentiable functions with compact support, respectively.
Fix a Markov process X = (X t ) t≥0 associated with a Dirichlet form (E , F ) on L 2 (E, m). If U is an open subset of E, then the part Dirichlet form of (E , F ) on U is denoted by (E U , F U ) and the part process of X on U is denoted by X U . All the terminologies about Dirichlet forms are standard and we refer them to [1, 4] .
A review of 1-dim symmetric diffusions
This section is devoted to a brief review of the representation of regular Dirichlet forms associated with 1-dim symmetric diffusions. Intuitively speaking, a 1-dim symmetric diffusion lives on at most countable disjoint intervals, on each interval it is a 'regular' diffusion (for regularity of a 1-dim diffusion, see [11, §45] ) and outside these intervals the diffusion will never move. These are presented in [10] and for readers' convenience, we summarize the main results as follows.
Let R be the real line, and m a fully supported Radon measure on R. Further let J := a, b be an interval, where a or b may or may not be contained in J. Note that a 'regular' 1-dim diffusion on J is characterized completely by a scale function (uniquely up to a constant), a speed measure and a killing measure. Take a fixed point in the interior of J as follows
Then the family of scale functions on J is given by In other words, an open endpoint is unapproachable and a closed endpoint is reflecting for the diffusion on J with a scale function in S ∞ (J). On the other hand, the possible absorbing property at two infinities is also needed to be considered:
is regular and associated with m| J -symmetric 'regular' diffusion on J with scale function s (see [3] ).
The following theorem is taken from [10, Corollary 2.13 and Theorem 4.1], which presents a complete representation of regular and strongly local Dirichlet forms on L 2 (R, m). Note that the strong local property of Dirichlet form implies that the associated Markov process is continuous, and has no killing inside. Theorem 2.1. Let m be a fully supported Radon measure on R. Then (E , F ) is a regular and strongly local Dirichlet form on L 2 (R, m) if and only if there exist a set of at most countable disjoint intervals {I n = a n , b n : I n ⊂ R, n ≥ 1} with a scale function s n ∈ S ∞ (I n ) for each n ≥ 1 such that
where for each n ≥ 1, (E (sn) , F (sn) ) is given by (2.2) with the scale function s n on I n . Moreover, the intervals {I n : n ≥ 1} and scale functions {s n : n ≥ 1} are uniquely determined, if the difference of order is ignored. Let us give more explanations for the theorem above. We denote the associated diffusion process of (E , F ) by (X t , P x ). The interval I n is an invariant set of (X t ) t≥0 in the sense that
The restriction X
In of X to I n is an m| In -symmetric diffusion enjoying irreducibility: P x (σ y < ∞) > 0, x, y ∈ I n , where σ y is the first hitting time of {y} relative to (X t ) t≥0 . The scale function of X In is actually s n . Note that the scale function s n is adapted to I n in the sense of (A R ) and (B R ), and this adapted condition is necessary for the regularity of (E , F ). Intuitively, this condition indicates that any finite endpoint of I n cannot be absorbing. Particularly, when I n is finite, X In must be recurrent, i.e.
for any x, y ∈ I n . Furthermore, every point outside these intervals is a trap of (X t ) t≥0 , that is
Therefore, the Dirichlet form (E , F ) in Theorem 2.1 is characterized by a set {(I n , s n ) : n ≥ 1} enjoying the following properties: (E1) {I n : n ≥ 1} are mutually disjoint.
(E2) For each n, s n is adapted to I n , i.e. s n ∈ S ∞ (I n ).
Let us now give a definition. Definition 2.3. A sequence of intervals {(I n , s n ) : n ≥ 1}, with a scale function s n on I n for each n, is called (a class of ) pre-effective intervals if (E1) is satisfied, and (a class of ) effective intervals, if both (E1) and (E2) are satisfied.
Therefore we could say that a regular and strongly local Dirichlet form (E , F ) is represented by a class of effective intervals. We also call the interval I n with an (adapted) scale function s n on I n or the pair (I n , s n ) a (pre-)effective interval of (E , F ), if no confusions caused.
Characterization of D-subspaces
Let (E , F ) and (E, F) be regular and strongly local Dirichlet forms on L 2 (R, m) with effective intervals {(I n , s n ) : n ≥ 1} and {(I k , s k ) : k ≥ 1}, respectively. The main purpose of this section is to present a necessary and sufficient condition on effective intervals for (E, F) to be a D-subspace of (E , F ) (in other words, (E , F ) is a D-extension of (E, F)).
Referring to [2] and [3] , when (E , F ) and (E, F) have only one effective interval R, i.e. I 1 = I 1 = R, (E, F) is a D-subspace of (E , F ) if and only if s 1 is absolutely continuous with respect to s 1 and
Clearly, when {x : ds 1 /ds 1 = 0} is of positive ds 1 -measure, this D-subspace is proper. On the other hand, when C ∞ c (R) is a special standard core of (E, F), this issue was explored in [10, §3] , in which the idea of 'interval-merge' operation was introduced.
In general, define
which is called the scale measure associated to effective intervals {(I n , s n ) : n ≥ 1}. We shall write
for any f, g ∈ F , if no confusion caused. Note that each ds n is a Radon measure on I n and thus λ s is a σ-finite measure on R supported on the closure of n≥1 I n . Similarly, the scale measure associated to
The following theorem could be treated as an extension of all results mentioned above. Note that any D-subspace of (E , F ) is also strongly local and characterized by another class of effective intervals. Thus this theorem is also a complete characterization of D-subspaces or D-extensions for a 1-dim symmetric diffusion.
Theorem 3.1. Let (E , F ) and (E, F) be two regular and strongly local Dirichlet forms on L 2 (R; m), with effective intervals {(I n , s n ) : n ≥ 1} and {(I k , s k ) : k ≥ 1} respectively. Further let λ s and λ s be the scale measures associated to {(I n , s n ) :
and only if the following conditions hold:
(1) {I k : k ≥ 1} is coarser than {I n : n ≥ 1} in the sense that for any n,
Proof. For the sufficiency, we need only to prove
Take a function u ∈ F. For any n, consider the restriction of u to I n , and denote it also by u if no confusion caused. Let I k be the interval in the first condition with I n ⊂ I k . The second condition implies that ds k ≪ ds n and ds k /ds n = 0 or 1, ds n -a.e. on I n . Since u ≪ s k on I k , it follows that u ≪ s n on I n and
Therefore, we conclude u ∈ F and E (u, u) = E(u, u). Next, we prove the necessity. We first assert that any endpoint of each interval I k cannot lie in the interior of any I n . Indeed, let I k = a k , b k and suppose a k ∈ (a n , b n ), where I n = a n , b n . Consider the part Dirichlet forms (EI
. Therefore, we conclude that
and their scale functions are s n and s k (restricted toI n ) respectively. Thus it follows from [2] (or [10, Lemma 3.1]) that
For the first condition, it suffices to prove I n ⊂ I k . Suppose that I n I k , which implies that a n = a k , a
Finally, for the second condition, we need only to show that
In fact, for any u ∈ F with u| I c k = 0, we have
Therefore, we conclude that (3.4) holds. That completes the proof.
Remark 3.2. We shall present several remarks which contain some interesting facts, regarding two conditions in the theorem above. Suppose that the conclusion of Theroem 3.1 holds.
(1) The first condition is equivalent to say that {I n : n ≥ 1} is finer than {I k : k ≥ 1}. Since both {I n : n ≥ 1} and {I k : k ≥ 1} satisfy (E1), the finer set {I n : n ≥ 1} could be divided into
Clearly, {I k : k ≥ 1} are mutually disjoint. Furthermore, we claim that for each k, the intervals in I k are topologically dense in I k in the sense that
is nowhere dense. In fact, suppose that the open set (a, b) is contained in the closure of (3.5). Then
whereĪ k is the closure of I k andJ is the interior of J. It follows that λ s ((a, b)) > 0 but λ s ((a, b)) = 0, which contradicts the absolute continuity λ s ≪ λ s . (2) The second condition is equivalent to the statement that the ds k -measure of (3.5) is equal to 0 for any k and whenever I n ∈ I k , it holds that s k ≪ s n on I n and ds k ds n = 0 or 1, ds n -a.e. on I n .
The condition they share the same scale measure alone, λ s = λ s ), can not ensure (E, F) = (E , F ). An example is given in the end of this section. (4) When (E , F ) has only one effective interval R, (E, F) also has only one effective interval R and the first condition naturally holds. Then the scale measures reduce to the scale functions on R and the second condition is nothing but the one introduced in [2] .
We end this section with two examples. The first example is given in [10, Example 3.12 and Remark 3.15], in which (E , F ) and (E, 
and I n := [a n , b n ] for any n ≥ 3. For each n, define the scale function s n (x) = x − e n on I n (e n ∈ I n as in (2.1)). Since I 1 = R and s 1 (x) = x, it follows that I n ⊂ I 1 , and ds n and ds 1 coincide on I n . Therefore, λ s = λ s , which is the Lebesgue measure on R, as an example promised in Remark 3.2(3).
Road map to attain D-subspaces
Fix a regular and strongly local Dirichlet form (E , F ) on L 2 (R, m) with effective intervals {(I n , s n ) : n ≥ 1} throughout this section. Though Theorem 3.1 in §3 completely characterizes the D-subspaces of (E , F ), it does not tell how to construct a D-subspace from (E , F ). In this section, we shall draw an intuitive road map to attain all possible D-subspaces of (E , F ). Note that a D-subspace of (E , F ) is also expressed by another class of effective intervals. Thus essentially, it suffices to construct a new class of effective intervals. In the following, we shall introduce two kinds of operations on effective intervals. Keep in mind that after each operation, the obtained effective intervals would always enjoy the properties (E1) and (E2) in §2. Finally, the principal theorem shows that every D-subspace can be attained by these two operations.
4.1. Scale-shrink operation. The first kind of operation is called scale-shrink. It is composed of a key step and an additional step.
4.1.1. Key step. The key step based on (3.1) is to construct a new scale measure. Define a scale functions n ∈ S(I n ) such that ds n ≪ ds n and (4.1) ds n ds n = 0 or 1, ds n -a.e. on I n for each n and set
which is the scale measure associated to {(I n ,s n ) : n ≥ 1}. The measure λs is called a shrinking of λ s . This step produces a valid scale function on each I n , but the sequence of pairs {(I n ,s n ) : n ≥ 1} might break (E2), adaptedness, so that it is possibly only a class of pre-effective intervals. In practice, when I n is closed, (4.1) implies thats n is still adapted to I n . However, when I n is not closed (semi-closed or open), Lemma 4.1 below tells us one can always find scale functions n on I n , which satisfies (4.1) and is not adapted to I n . A concrete example is given in [10, Example 3.12] and also mentioned in §3.
Lemma 4.1. Let J be an interval. Take s ∈ S(J) and fix a constant ε > 0. Then there exists a scale function s on J such that ds(J) < ε, ds ≪ ds and
Proof. Set
where {q k : k ≥ 1} is the set of rational numbers in J, and {r k : k ≥ 1} is a sequence of real number such that for each k,
Take a fixed point e ∈ J as in (2.1) and define
We assert that s satisfies all conditions. Clearly, s is absolutely continuous with respect to s and (4.2) holds. Since G is a dense open subset of J and s is strictly increasing, it follows that s is strictly increasing and thus s ∈ S(J). Finally,
That completes the proof.
Before proceeding, we should make pre-effective intervals {(I n ,s n ) : n ≥ 1} be effective. A naive way to restore (E2) after the key step is as follows. Whenever s n is not adapted to I n , the endpoints, in trouble, of I n are added to I n and a new interval Is n obtained so thats n is adapted to Is n . Precisely speaking, for any n ≥ 1, set (4.3)
Is n := a n , b n , where a n ∈ Is n (resp. b n ∈ Is n ) if and only if a n +s n (a n ) > −∞ (resp. b n +s n (b n ) < ∞). Note that I n ⊂ Is n . However doing so might break (E1). In other words, some intervals could intersect with each other. Surely, we could merge the intersected intervals into a new one and maintain the scale measure. But this 'interval-merge' seems not so clear and new (and endless) troubles might appear. The following examples show us a rough observation about this dilemma.
Example 4.2. In the example below, the scale function s(x) = x−e on an arbitrary interval (e is a fixed point given by (2.1)) is called the natural scale function.
(1) Consider a simple example with only two effective intervals: 
, and I n = (−1/(n − 1), −1/n) for any n ≥ 3. Lets n be the natural scale function on I n . As in (4.3), we have
These intervals constitute a chain one by one. Note that Is 1 = [0, 1] and Is 1 ∩ Is n = ∅ for any n ≥ 2. Thus it seems reasonable to divide them into two classes: 
, n ≥ 1.
Then I 2n+1 ↓ −1 and I 2n+2 ↑ 1 as n → ∞. We call them a sequence of intervals in the first type. Now take a decreasing sequence of points a n ↓ a and an increasing sequence of points b n ↑ b with a 1 = b 1 . For each n, take a sequence of open intervals in the first type between (b n , b n+1 ) (resp. (a n+1 , a n )), and b n , b n+1 (resp. a n+1 , a n ) are two convergent points. All the intervals between a and b are called a sequence of intervals in the second type. Similarly, we can build sequences in the m-th type for any integer m. When dealing with these intervals by mimicking the procedures of the second example, we need to repeat the extension (as (4.3)) and merging (as (4.4)) of intervals infinite many times.
Minimal interval-merge.
To overcome this problem, we need to design an additional step to complete scale-shrink operation. Heuristically speaking, these 'virtually connected' intervals (in Example 4.2) should be glued together to make the scale function be adapted. This step is called 'minimal interval-merge', because it is a minimal operation to get the job done.
To show the details, let us introduce a new conception. Recall that e n is a fixed point in (a n , b n ) for n ≥ 1 and [e i , e j ] denotes the interval ended by e j and e i no matter which is bigger. The following definition is stated for {(I n ,s n ) : n ≥ 1}, but may actually be applied to any class of pre-effective intervals. This means that the minimal interval-merge may be applied to any class of pre-effective intervals. (2) The phenomena of tight scale-connection can only exist in the case of preeffective intervals. For effective intervals {(I n , s n ) : n ≥ 1}, we claim that any two different intervals I i and I j are not tightly scale-connected with respect to its scale measure λ s . In fact, suppose two different intervals I i and I j are tightly scale-connected. Then λ s ([e i , e j ]) < ∞ implies that the endpoints of {I n : n ≥ 1} between e i and e j must be closed. Particularly, the intervals between I i and I j are closed. Since I i ∩ I j = ∅, it follows that the intervals between e i and e j have a Cantor-type structure. This indicates [e i , e j ] \ n≥1 I n has uncountable points, which contradicts condition (1) in Definition 4.3.
The tight scale-connection is an equivalence relation for intervals {I n : n ≥ 1}. Denote all the equivalence classes induced by tight scale-connection by
where I k is a subset of {I n : n ≥ 1} for each k, in which any two intervals are tightly scale-connected. Note that if I i is tightly scale-connected to I j , then any interval located between I i and I j must be tightly scale-connected to them. Thus each equivalence class looks like a 'connected' cluster of intervals and there are at most countable points between these intervals. The additional step, called minimal interval-merge, is defined as follows. For each k ≥ 1, set (4.5)
Let s k be the increasing function induced by the measure λs| (a k ,b k ) and such that s k (e k ) = 0, where e k is a fixed point in (a k , b k ) (Cf. (2.1) ). More precisely, 
For each k, the pair (I k , s k ) is called merging of equivalence class I k relative to λs.
Remark 4.5. Whens n = s n for any n ≥ 1, two scale measures are the same. It is said in Remark 4.4 (2) that any two intervals I i and I j are not tightly scaleconnected with respect to the original scale measure λ s . Hence the minimal intervalmerge takes no action, i.e.
The following lemma asserts that {(I k , s k ) : k ≥ 1}, obtained by scale-shrink operation, is also a class of effective intervals, whose associated scale measure is λs defined in the key step.
Lemma 4.6. The sequence {(I k , s k ) : k ≥ 1} is a class of effective intervals. In addition, the scale measure associated to {(I k , s k ) : k ≥ 1} is exactly λs, i.e. λ s = λs.
Proof. It suffices to prove that {I k : k ≥ 1} are mutually disjoint. Suppose that I 1 ∩ I 2 = ∅ and b 1 = a 2 . Take an interval I i ∈ I 1 and another interval I j ∈ I 2 . We assert that I i is tightly scale-connected to I j , which contradicts the definition of equivalence classes. In fact, since b 1 ∈ I 1 and a 2 ∈ I 2 , it follows that λs([e i , e j ]) < ∞. On the other hand, we can take a sequence of increasing intervals {I pm : m ≥ 1} ⊂ I 1 with I p1 = I i such that a pm , b pm ↑ b 1 as m → ∞ and another sequence of decreasing intervals {I qm : m ≥ 1} ⊂ I 2 with I q1 = I j such that a qm , b qm ↓ a 2 as m → ∞. Since both
contain at most countable points, we then conclude that [e i , e j ]\ n≥1 I n contains at most countable points. That completes the proof. 4.1.3. Scale-shrink operation. We may summarize scale-shrink operation in the following definition. This operation gives a new class of effective intervals
Let us give two remarks for this operation. We first present a proposition, which ensure that it is a right approach to attain D-subspaces. Let (E, F) be the Dirichlet form given by (2.3) with effective intervals {(I k , s k ) : k ≥ 1} in Definition 4.7.
Proposition 4.8. (E, F) is a D-subspace of (E , F ).
Proof. It suffices to verify two conditions in Theorem 3.1. For any n ≥ 1, I n belongs to an equivalence class, say I k . We assert I n ⊂ I k . In fact, it follows from (4.5) and (4.6) thatI n ⊂ I k . Suppose a n ∈ I n but a n / ∈ I k . This implies that a k = a n ands n (a n ) > −∞, s k (a k ) = −∞, which contradicts the definition of s k . Thus {I k : k ≥ 1} is coarser than {I n : n ≥ 1}. On the other hand, from the first term of Definition 4.3, we can deduce that I k \ n≥1 I n is at most countable. Since λs charges no singleton, we have
Then it follows from Remark 3.2 (2) and (4.1) that (3.1) holds. That completes the proof.
Next, we note that the minimal interval-merge overcomes the dilemma illustrated in Example 4.2. Roughly speaking, it takes essentially the fewest actions (such as (4.3) and (4.4)) to attain a new class of effective intervals under the given scale measure λs. The following proposition makes the rough idea above rigorous. Note that under the fixed scale measure, a D-subspace is always characterized by a coarser class of intervals, and thus a smaller D-subspace requests more merging. Proposition 4.9. Let (E , F ) and (E, F) be in Proposition 4.8. If (E ′ , F ′ ) is another D-subspace of (E , F ) with the same scale measure as (E, F),
Proof. Let {I ′ m : m ≥ 1} be the effective intervals of (E ′ , F ′ ). By Theorem 3.1, it suffices to prove that {I ′ m : m ≥ 1} is coarser that {I k : k ≥ 1}. Since (E ′ , F ′ ) is a D-subspace of (E , F ), it follows from Remark 3.2 (1) that we can divide {I n : n ≥ 1} into classes:
I m := {I n : I n ⊂ I ′ m , n ≥ 1}, m ≥ 1. We assert that for any k, I k ⊂ I m for some m, which implies that I k ⊂ I ′ m . In fact, suppose that I 1 , I 2 ∈ I k but I 1 ∈ I 1 , I 2 ∈ I 2 . Since λ s ([e 1 , e 2 ]) < ∞, it follows that the endpoints of {I ′ m : m ≥ 1} between e 1 and e 2 must be closed. Mimicking Remark 4.4 (2), we obtain that [e 1 , e 2 ] \ m≥1 I ′ m has uncountable points. Since n≥1 I n ⊂ m≥1 I ′ m , we know that [e 1 , e 2 ] \ n≥1 I n also has uncountable points, which contradicts the tight scale-connection of I 1 and I 2 . That completes the proof.
4.2.
Optional interval-merge operation. The scale-shrink operation discussed above produces the largest D-subspace with the given scale measure, as indicated in Proposition 4.9. In order to attain all D-subspaces with the given scale measure, we need more merging. We call this operation the optional interval-merge.
Maximal interval-merge.
Let us start with a special case of optional intervalmerge, the so-called maximal interval-merge. Since the scale measure is fixed, there is no loss of generality to start from effective intervals {(I n , s n ) : n ≥ 1} and scale measure λ s . The following notion is the basis of maximal interval-merge. Definition 4.10. We call two intervals I i and I j are loosely scale-connected, or I i is loosely scale-connected to I j , with respect to the scale measure λ s , if Like tight scale-connection, loose scale-connection is also an equivalence relation on intervals {I n : n ≥ 1}. Analogously, denote all the equivalence classes of {I n : n ≥ 1} induced by loose scale-connection by
The maximal interval-merge proceeds as follows: Merge each I k into a new interval We shall now prove that under the given scale measure, the Dirichlet space obtained by this operation is the smallest D-subspace of (E , F ). This is also why we call it the 'maximal' interval-merge. 
Proof. Similar to Lemma 4.6, we can deduce that {I Let us prepare some ingredients to do other interval-merge operation on (4.7).
is called a left (resp. right ) pre-merging point if either x = a n (resp. x = b n ) for some I n = a n , b n ∈ I k or x / ∈ J∈I k J. A pair of points x and y, denoted by ⌊x, y⌋, is called a pre-merging pair of I k if x is a left pre-merging point, y is a right pre-merging point and x < y. We say that two pre-merging pairs ⌊x 1 , y 1 ⌋ and ⌊x 2 , y 2 ⌋ are disjoint if
Given a pre-merging pair ⌊x, y⌋, λ s induces a scale function s on (x, y) and set We are now well prepared to present the optional interval-merge on I k as follows. Take at most countable disjoint pre-merging pairs {⌊a 
is what we obtain by an interval-merge operation on I k , which is called an optional interval-merge.
Intuitively speaking, to do an optional interval-merge, we choose pre-merging pairs, then merge the intervals lying inside each pair into a new effective interval, and leave the intervals outside unchanged. In that way, we make effective intervals coarser. Particularly, the maximal interval-merge takes only one pre-merging pair ⌊a Definition 4.14. Let {I k : k ≥ 1} be the set of equivalence classes of {(I n , s n ) : n ≥ 1} induced by the loose scale-connection with respect to λ s . An optional interval-merge operation on {(I n , s n ) : n ≥ 1} is to execute an optional intervalmerge on each I k for any k ≥ 1.
The following proposition indicates that an optional interval-merge operation leads to a D-subspace. Proposition 4.15. The set obtained by an optional interval-merge operation,
is a class of effective intervals, with scale measure λ s . Furthermore, its associated
Proof. For the first assertion, we only need to show the intervals in (4.11) are mutually disjoint. Denote all the intervals in (4.10) by A k . Clearly, from the second condition in Definition 4.10, we conclude that J 1 ∈ A k and J 2 ∈ A k ′ with k = k ′ are disjoint. Now fix an integer k, and take I n , I k p ∈ A k . Suppose a n < a k p and I n ∩ I k p = ∅. This implies that b n = a k p ∈ I n ∩ I k p . Since {I n : n ≥ 1} are mutually disjoint, it follows from the definition of left pre-merging point that a k p / ∈ J∈I k J, which contradicts a k p ∈ I n . For the second assertion, since the scale measure associated to (4.11) is equal to λ s , it suffices to prove that (4.11) is coarser than {I n : n ≥ 1}. This fact is clear from the definition of (4.11). That completes the proof.
An example below is to explain the optional interval-merge operations on the Dirichlet form in Example 3.3. Recall the s(x) = x − e on any interval J is the natural scale function on J.
Example 4.16. Let (E , F ) be the Dirichlet form in Example 3.3 with effective intervals {I n : n ≥ 1} and natural scale function on each interval. Note that its scale measure is the Lebesgue measure on R. Since the Cantor set K is nowhere dense, {I n : n ≥ 1} are loosely scale-connected to each other and thus there is only one equivalence class I 1 induced by the loose scale-connection.
In the following, we shall present several examples of pre-merging pairs. The maximal interval-merge corresponds to the pre-merging pair ⌊−∞, ∞⌋ (N 1 = 1) . It merges all the intervals into the new one associated with the 1-dim Brownian motion. A trivial optional interval-merge operation is as follows: Let N 1 = ∞ and set
By this operation, effective intervals remain the same.
The pre-merging pair ⌊−∞, b n ⌋ for some n ≥ 1 corresponds to operation, which merges all the intervals between −∞ and b n into the new interval (−∞, b n ] with the natural scale function on it. Note that b n is not a left pre-merging point by the definition. In fact, once we take a pre-merging pair ⌊b n , y⌋, its merging must be [b n , y with natural scale function on it. Then [b n , y ∩ I n = ∅ and thus breaks (E1).
Finally, if we take a point y ∈ K \ {0, 1, a n , b n : n ≥ 3}, ⌊−∞, y⌋ is also a premerging pair. Clearly, there exists a subsequence {I nm : m ≥ 1} such that both the endpoints a nm ↑ y and b nm ↑ y as m → ∞. Thus the merging of ⌊−∞, y⌋ is (−∞, y] with the natural scale function on it. Furthermore, since the pre-merging pairs in an optional interval-merge are required to be disjoint, we know that y cannot be either left or right pre-merging point in another pre-merging pair of the same optional interval-merge.
4.3.
Road map to D-subspaces. We have already introduced two kinds of operations on effective intervals to obtain D-subspaces. Keep in mind that the scaleshrink operation essentially identifies a new scale measure, and the optional intervalmerge operation does not change the scale measure. The main result of this section is the following theorem, which states that every D-subspace of (E , F ) can be obtained by firstly a scale-shrink operation to fix a scale measure and then an optional interval-merge operation to acquire wanted effective intervals. Theorem 4.17. Let (E , F ) and (E, F) be two regular and strongly local Dirichlet forms on L 2 (R, m) having effective intervals {(I n , s n ) : n ≥ 1} and
by firstly a scale-shrink operation and then an optional interval-merge operation.
Proof. The sufficiency follows from Propositions 4.8 and 4.15. It suffices to prove the necessity. Recall that I n = a n , b n and I k = a k , b k . Denote the scale measure associated to (E, F) by λ s . Since {I k : k ≥ 1} is coarser than {I n : n ≥ 1} by Theorem 3.1, {I n : n ≥ 1} may be divided into classes:
We then proceed scale-shrink operation to make the scale measure be λ s . To execute the key step and minimal interval-merge of scale-shrink operation as stated in Definition 4.7, we will obtain a class of effective intervals. More precisely, set s n to be the scale function on I n induced by λ s . Divide {I n : n ≥ 1} into several equivalence classes induced by the tight scale-connection 
which is a subset of {I n : n ≥ 1}. It follows from Propositions 4.9 and 4.12 that {I
q } is a class of disjoint pre-merging pairs of I q , which implies that
by an optional interval-merge operation. In fact, we only need to show a k (resp. b k ) with I k ⊂ I 2 q is a left (resp. right) pre-merging point of I q . Note that
Thus we conclude that a k is a left pre-merging point of I q . Similarly, we can deduce that b k is a right pre-merging point of I q . That completes the proof.
We shall end this section by an interesting observation. All the D-subspaces of (E , F ) can be classified by possible scale measures, which are identified in the key step of scale-shrink operation. Let λ s be a scale measure satisfying (3.1) and S (λ s ) the class of all the D-subspaces with the scale measure λ s . Then the minimal interval-merge in Proposition 4.9 corresponds to the largest D-subspace in S (λ s ) and the maximal interval-merge in Proposition 4.12 gives the smallest one. Optional interval-merge operations produce all other D-subspaces between them.
D-subspaces generated by a class of functions
In previous sections, we describe how we can obtain all possible D-subspaces from two operations on effective intervals. In this section, we shall come back to analyze how to construct a D-subspace from a particular function and how it relates to the operations in the previous sections.
Fix a Dirichlet form (E , F ) with the effective intervals {(I n , s n ) : n ≥ 1} and scale measure λ s . Recall that S(R) is the family of all scale functions on R, i.e. S(R) = {f : R → R | f is strictly increasing and continuous, f(0) = 0}.
Let f ∈ S(R) and denote its induced Radon measure by λ f . Write
(The superscript 'e' stands for 'effective part' and 't' stands for 'trivial part'.) Set f(R) := {f(x) : x ∈ R} and
We shall impose the assumption C f ⊂ F henceforth. Denote the E 1 -closure of C f by F and define
Then it is easy to check that (E, F) is a D-subspace of (E , F ). This section is devoted to study this D-subspace. Note that the special case with f(x) = x, the natural scale function, has been studied in [10, §3].
Basic assumption.
The following lemma brings into play (5.1) and characterizes the basic assumption C f ⊂ F .
Lemma 5.1. The condition C f ⊂ F is satisfied if and only if
Proof. For the sufficiency, on account of
To the contrary, we need only to note C f ⊂ F implies that f ∈ F loc and then (5.2) follows from the expression of (E , F ). That completes the proof.
5.2.
Scale measure and optional interval-merge. Clearly, (E, F) is a regular and strongly local Dirichlet form on L 2 (R, m). Thus it can be represented by another class of effective intervals
Its scale measure is denoted by λ s as before. It is said in Theorem 4.17 that {(I k , s k ) : k ≥ 1} is derived from {(I n , s n ) : n ≥ 1} by firstly a scale-shrink operation and then an optional interval-merge. In this subsection, we shall identify the expected scale measure λ s and describe briefly the optional interval-merge to attain (E, F). The proof is postponed to Theorem 5.6 in next subsection.
We shall first formulate the scale measure λ s . Since λ s and λ e f are σ-finite on R, we have the following Lebesgue-Radon-Nikodym decomposition:
f + κ, where κ is singular with respect to λ e f . The crucial fact we will prove later is that λ s coincides with the absolute part, i.e.
f ). Before moving on to optional interval-merge, let us explain the easy part, whyλ is a shrinking of λ s , or it actually induces a proper scale function on each I n .
Lemma 5.2. Letλ be in (5.3) . Then for each n ≥ 1,λ| In induces a scale function s n ∈ S(I n ) satisfying (4.1).
Proof. Clearly,λ ≪ λ s , dλ dλ s = 0 or 1, λ s -a.e. andλ({x}) = 0 for any x ∈ n≥1 I n . It suffices to show thatλ is fully supported on I n . Since λ e f is fully supported on I n , this amounts to g > 0, λ e f -a.e. Let H be a measurable subset of R such that κ(H) = λ e f (H c ) = 0. Write
Then λ s (Z g ) =λ(Z g ) = 0, and it follows from (5.2) that λ e f (Z g ) = 0. That completes the proof.
We now move to optional interval-merge, which depends on the equivalence classes induced by f. Definition 5.3. We say that I i and I j are f-scale-connected, or I i is f-scaleconnected to I j , with respect to the scale measureλ, if
Remark 5.4. In the case of f being the natural scale function, the simpler terminology 'scale-connection' was used in [10, Definition 3.5] instead. It is seen that the second condition in Definition 5.3 is related to the scale measure, just as in the definition of tight scale-connection and loose scale-connection. Needless to say, under the same scale measure, tight scale-connection implies f-scale-connection, and f-scale-connection implies loose scale-connection.
Clearly, f-scale-connection is also an equivalence relation on {I n : n ≥ 1}. Thus these intervals may be divided into equivalence classes as usual:
whereĪ k ⊂ {I n : n ≥ 1}, in which the intervals are mutually f-scale-connected. Then we merge each groupĪ k under the scale measureλ just as the procedures above Remark 4.5 into an intervalĪ k and obtain the merging (Ī k ,s k ) ofĪ k . We call this operation the f-interval-merge.
Mimicking Lemma 4.6, we have the following lemma. The proof is analogical and omitted.
Lemma 5.5. The sequence {(Ī k ,s k ) : k ≥ 1} is a class of effective intervals with the scale measureλ.
Not surprisingly, we shall conclude
That is to say, f-interval-merge gives the D-subspace (E, F) directly, without seeking the minimal interval-merge. This means that f-interval-merge combines the minimal interval-merge and an optional interval-merge together. It is worth noting and not hard to see that f-interval-merge is 5.3. D-subspace generated by C f . We are now in a position to phrase and prove the main theorem of this section.
Theorem 5.6. Assume that C f ⊂ F , equivalently (5.2) holds. Let (E, F) be the D-subspace of (E , F ) generated by C f , and (Ē,F) the Dirichlet form represented by effective intervals
Proof. We first prove C ⊂F by applying Lemma 5.1. Indeed, note that the scale measure associated to (Ē,F) isλ = g · λ 
loc (R,λ). Hence by Lemma 5.1, it follows that C f ⊂F. In addition, for any u ∈ C f ⊂ F ∩F, we have u ≪ λ s , u ≪λ and
Therefore, we conclude that F ⊂F andĒ| F×F = E. Next, we prove (5.4). Since (E, F) is a D-subspace of (Ē,F), Theorem 3.1 tells that {(I k , s k )} is coarser than {(Ī k ,s k )}. Consider the part Dirichlet forms (E J , F J ) and (Ē J ,F J ) of (E, F) and (Ē,F) respectively on J :=I k , i.e. the interior ofĪ k . They are two irreducible Dirichlet forms and ( Finally, we derive (5.5). By the fact that (E, F) is a D-subspace of (Ē,F) with the same scale measure, it suffices to verify that any I m contains only oneĪ k . We shall prove it by contradiction. Suppose that anotherĪ j ⊂ I m . We assert that I p ∈Ī k is f-scale-connected to I q ∈Ī j , which contradicts the definition of equivalence classes. In fact,λ = λ s is a Radon measure on I m , and henceλ([e p , e q ]) < ∞. On the other hand, C ∞ c • f| J is a core of part Dirichlet form (E J , F J ) of (E, F) on J :=I m , and (E J , F J ) is an irreducible Dirichlet form with the scale function induced byλ| J . This implies that λ f | J ≪λ| J .
In particular, λ t f | J = 0 and then λ t f ([e p , e q ]) = 0. As a consequence, I p is f-scale-connected to I q . We have reached eventually the conclusion
A useful corollary of this theorem is as follows.
Corollary 5.7. (E, F) (or (Ē,F)) has the same scale measure as (E , F ), if and only if
f . Furthermore, C f is a special standard core of (E , F ) if and only if (5.9) and any one of the following assertions hold:
(1) Each I i is f-scale-isolated, in other words, it is not f-scale-connected to any other interval.
n≥1 I n is of at most countable points.
Proof. Clearly, (5.9) amounts toλ = λ s by (5.3). The first assertion implies the equivalence relation induced by f-scale-connection is trivial and no interval-merge needs to do. The second assertion means f-interval-merge actually coincides with the minimal interval-merge. Then the conclusion follows from Remark 4.5.
This corollary provides a simple way to find a 'nice' special standard core like C f of (E , F ). In practice, we only need to find f ∈ S(R) satisfying (5.2), (5.6) and (5.9), and then C f = C ∞ c • f is an expected special standard core. Many examples where f is the natural scale function can be found in [10] . We give more examples below, which tell us that λ t f is very flexible to obtain these cores. This is the reason we use the superscript 't' in λ t f to stand for 'trivial part'. We also highlight that f is only a medium to induce this core (or produce a D-subspace), and the measure λ e f is not necessarily equal to the scale measure of (E , F ) (or (E, F)). f(x) = x + c(x), x ∈ R.
Clearly, f ∈ S(R). We assert (5.2), (5.9) and (5.10) hold, and hence C ∞ c • f is a core of (E , F ) (Note incidentally f l (x) := x + l · c(x) for any l > 0 also satisfies these conditions). Indeed, λ e f = dx and λ t f = dc. For any i = j, clearly λ t f ([e i , e j ]) = dc([e i , e j ]) > 0. This is nothing but (5.10).
Example 5.9. We still consider the intervals in Example 3.3, but replace the scale function on I n for n ≥ 3 by
If f is taken to satisfy (5.2) and (5.9) (such as λ 
where K is the standard Cantor set or a generalized Cantor set. Clearly, (5.7) holds for this f. As a result, (E, F) coincides with the Dirichlet form produced by the maximal interval-merge. In the case of standard Cantor set, (E, F) is nothing but 1-dim Brownian motion. Nevertheless, in the case of generalized Cantor set, (E, F), associated with an irreducible diffusion on R which is deeply described in [8] , is a proper D-subspace of 1-dim Brownian motion.
5.4.
Existence of special standard core. We have seen that the closure of C f with f ∈ S(R) satisfying (5.2) is a D-subspace of (E , F ) and how to reach it through a scale-shrink operation and an optional interval-merge operation. We have also seen that a special standard core of the form C f with f ∈ S(R) exists for the Dirichlet forms in Examples 5.8, 5.9 and 5.10. It is then natural to ask if any D-subspace is generated by such an f. We shall answer this question by a slightly more general result.
Theorem 5.11. Let (E , F ) be the Dirichlet form on L 2 (R, m) with the effective intervals {(I n , s n ) : n ≥ 1} as before. Then there exists a function f ∈ S(R) such that C f = C ∞ c • f is a special standard core of (E , F ). Proof. Briefly, by Corollary 5.7, we need to construct f ∈ S(R) such that λ e f ≃ λ s (mutually absolutely continuous or equivalent), and for i = j, I i and I j are not f-scale-connected. For obtaining such an f, it suffices to construct a fully supported Radon measure λ on R, which charges no set of single point and satisfies (5.2), (5.6) and (5.9), so that df = λ.
Write G := n≥1I n , whereI n is the interior of I n , and F := G c . We shall construct λ 1 = λ| G and λ 2 = λ| F respectively.
The construction of λ 1 amounts to finding a Radon measure which is equivalent to λ s . Actually we may find a finite measure λ 1 fully supported on G such that
where ≃ means that two measures are mutually absolutely continuous. In fact, for each n ≥ 1, write J n := s n (I n ) and take a strictly positive and continuous function h n on J n such that Jn h n (x)dx ≤ 1/n 2 and Jn h n (x) 2 dx ≤ 1/n 2 . Let t n := s −1 n be the inverse function of s n and set g n := h n • t n and (5.14)
We verify that λ 1 is such a measure. It is finite since
It is clear that λ 1 ≃ λ s by the definition and the fact that g n is strictly positive. Since
The role of λ 2 is to separate I i and I j when λ s ([e i , e j ]) < ∞, i.e., λ 2 ([e i , e j ]) = 0 if and only if [e i , e j ] \ ( n I n ) is countable. We construct the measure λ 2 supported on F in the following manner. Write F =F ∪ ∂F , whereF is the interior of F and ∂F = F \F , which is a nowhere dense closed set.
SinceF is open, it consists of at most countable disjoint open intervals. Denote these intervals by {IF k : k ≥ 1} and set
A relation '∼' on the intervals in I is defined as follows: for Then K is a closed subset of ∂F and ∂F \ K is at most countable. Furthermore K has no isolated points because the number of isolated points is at most countable. Hence if K is non-empty, it is a set of Cantor-type, i.e., a nowhere dense perfect set. It is well-known that there exists a Cantor function c K on R, continuous and increasing, so that the induced measure dc K is fully supported on K, i.e., supp(dc K ) = K. Then f ∈ S(R) and λ f = λ. Note that λ e f = λ 1 and λ t f = λ 2 . Then (5.2) and (5.9) follow from (5.13). To show (5.6), we take i = j with λ 2 ([e i , e j ]) = 0 where e i ∈ I i , e j ∈ I j . Then [e i , e j ] ∩ (F ∪ K) = ∅ because of (5.15). Hence [e i , e j ] \ ( n I n ) ⊂ [e i , e j ] ∩ F is at most countable and this proves (5.6). That completes the proof.
Write S e (R) := {f ∈ S(R) : f satisfies (5.2)}. By Lemma 5.1 and the above theorem, we can conclude the following corollary.
Corollary 5.12. (E ′ , F ′ ) is a D-subspace of (E , F ) if and only if there exists a function f ∈ S e (R) such that C f is a special standard core of (E ′ , F ′ ). Furthermore, for f 1 , f 2 ∈ S e (R), if df 1 ≃ df 2 , then C f1 and C f2 generate the same D-subspace.
The last assertion follows from Corollary 5.7.
motion. It is usually treated as a diffusion on [0, ∞), but 0 is a special boundary: Once leaving 0, (X t ) t≥0 will never come back. As stated in [10, Example 2.12], (X t ) t≥0 is symmetric with respect to m(dx) := x d−1 dx and its associated Dirichlet form (E , F ) on L 2 ([0, ∞), m) is regular. Moreover, {0} is an E -exceptional set, and (E , F ) has only one effective interval Notice that S = S ∞ ∪ S finite . It is worth noting that in this case, s 1 ∈ S finite corresponds to a D-subspace, whose associated diffusion is reflecting at 0. 6.2. Killing inside. We always impose the Dirichlet forms to have no killing inside in previous sections, since killing insides are not essential for the discussions of Dsubspaces or D-extensions. Now we shall briefly explain this imposition and present the results with killing insides.
By [10, Theorem 4 .1], a regular and local Dirichlet form (E , F ) on L 2 (I, m) is characterized by a class of effective intervals {(I n , s n ) : n ≥ 1} and a killing measure k, which is Radon on I and such that k ≪ m on I \ ∪ n≥1 I n . Let (E 0 , F 0 ) be given by the same effective intervals but with no killing inside. Due to [10, Theorem 4.1], we know that (E 0 , F 0 ) is the resurrected Dirichlet form of (E , F ), and (E , F ) is the perturbed Dirichlet form of (E 0 , F 0 ) induced by k. On the other hand, it follows from [5, Theorem 2.1] that any D-subspace or D-extension of (E , F ) has the same killing measure as (E , F ). Therefore, we can obtain the extended result of Theorem 6.1 as follows. Theorem 6.3. Let (E , F ) be a regular and local Dirichlet form on L 2 (I, m) with effective intervals {(I n , s n ) : n ≥ 1} and killing measure k. Further let (E, F) be another regular and local Dirichlet form on L 2 (I, m) with effective intervals {(I k , s k ) : k ≥ 1} and killing measure k. Then (E, F) is a D-subspace of (E , F ) on L 2 (I, m) if and only if the following conditions hold:
(1) {I k : k ≥ 1} is coarser than {I n : n ≥ 1} in the sense that for any n, I n ⊂ I k for some k.
(2) λ s ≪ λ s and dλ s dλ s = 0 or 1, λ s -a.e. on I.
(3) k = k.
Proof. Let (E 0 , F 0 ) be the resurrected Dirichlet form of (E, F). In other words, (E 0 , F 0 ) is a Dirichlet form with the effective intervals {(I k , s k ) : k ≥ 1}. Then we only need to point out that (E, F) is a D-subspace of (E , F ) if and only if (E 0 , F 0 ) is a D-subspace of (E 0 , F 0 ) and k = k. That completes the proof.
Remark 6.4. That k is the killing measure of (E, F) amounts to k ≪ m on I \∪ k≥1 I k . The third condition in Theorem 6.3 indicates that when (E, F) is a D-subspace of (E , F ), it has more imposition: k ≪ m on I \∪ n≥1 I n (Note that ∪ n≥1 I n ⊂ ∪ k≥1 I k ).
Roughly speaking, to study a problem about D-subspaces (or D-extensions) of a Dirichlet form with killing insides, we could first consider the analogical problem of the resurrected Dirichlet form and then come back to it by killing transform. Particularly, nothing else need to be changed to derive the analogical results of previous sections for Dirichlet forms with killing insides, except for an additional condition: k = k.
