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This paper studies the dynamics of a system composed of a collection of particles that exhi-
bit collisions between them. Several entropy measures and different impact conditions of
the particles are tested. The results reveal a Power Law evolution both of the system energytemsKeywords:
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and the entropy measures, typical in sys having fractional dynamics.1. Introduction
Fractional Calculus (FC) is a generalization of the classical integer-order differential calculus. In fact, FC is an ‘old’ concept
that was triggered by a question posed in a correspondence between Leibniz and l´Hôpital [1–3]. Nevertheless, FC is currently
considered as a ’new’ topic because during the last two decades relevant studies emerged in the areas of physics and engi-
neering [4–11] motivating an increasing interest in its application. Also recently the concept of Power Law (PL) was observed
in many physical, medical, economical and social phenomena [12–18]. Empirical approaches to PL dynamical evolutions
were adopted, and ongoing research is presently starting to establish links between FC and PL.
The entropy was introduced in thermodynamics by Clausius and Boltzmann. Later the concept was applied by Shannon
and Jaynes to information theory [19–21]. During the last years several alternative entropy measures were proposed, allow-
ing the relaxation of the additivity axiom for application in several types of complex systems [22–29].
These concepts are presently under a large development and open up ambitious perspectives. Bearing these facts in mind,
the present study takes advantage of the synergies associated with different, but complementary tools, towards the dynam-
ical analysis of multi-particle systems with impact phenomena. The paper is organized as follows. Section 2 introduces the
fundamentals of the fractional calculus and the entropy. Section 3 formulates the system conditions and develops a dynam-
ical analysis in the viewpoint of fractional dynamics and entropy. Finally, Section 4 outlines the main conclusions.
2. Preliminaries
FC is a generalization of the ordinary integer differentiation and integration to an arbitrary order. The Riemann–Liouville,
Grünwald–Letnikov, and Caputo deﬁnitions of fractional derivatives are given by:aD
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Using the Laplace transform we have the expression:L 0D
a
t f ðtÞ
  ¼ saL f ðtÞf g Xn1
k¼0
sk0D
ak1
t f ð0þÞ ð4Þwhere s and L represent the Laplace variable and operator, respectively. These expressions reveal that fractional derivatives
capture the whole history of the variable, that is, they have a memory, contrary to integer derivatives which are merely local
operators.
The Mittag–Lefﬂer function Ea(x) is deﬁned by:EaðxÞ ¼
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k¼0
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C akþ 1ð Þ ð5Þand interpolates between a purely exponential law, for phenomena governed by ordinary integer order equations, and a PL
like behavior, for phenomena with fractional dynamics. In particular, when a = 1 we have E1(x) = ex. An important character-
istic of the Mittag–Lefﬂer function is its asymptotic behavior and, for large values of x, we can write:EaðxÞ  1C 1 að Þ
1
x
; a– 1 ð6ÞThe Laplace transform yields:L EaðataÞf g ¼ s
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sa  a ð7ÞTherefore, we verify a natural extension of the Laplace transform pairs for the exponential function, in terms of integer
powers of s, to the Mittag–Lefﬂer function, in terms of fractional powers of the transform parameter s.
PLs govern a wide variety of natural and human phenomena, including frequencies of words, earthquakes, wars, music,
and many other quantities. Recent interest in PLs is associated with the study of probability distributions because it is now
recognized that the distributions of a wide variety of quantities seem to follow the PL form, at least in their upper tail. In
general, many alternative functional forms can appear to follow a PL for some extent and the validation of PLs models re-
mains an active ﬁeld of research in many areas of modern science.
The concept of entropy was developed by Ludwig Boltzmann during the 1870s when analyzing the statistical behavior of
systems microscopic components. Entropy is often loosely associated with the amount of disorder in a thermodynamic sys-
tem. In information theory, entropy was devised by Claude Shannon in 1948 to study the amount of information in a trans-
mitted message.
The Shannon entropy S, that satisﬁes the so-called Shannon-Khinchin axioms, is deﬁned as:S ¼ 
XN
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pi lnðpiÞ ð8Þwhere N represents the number of possible events and pi is the probability that event i occurs, so that
PN
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The Shannon entropy represents the expected value of the information ln(pi). For the uniform probability distribution
we have pi = N1 and the Shannon entropy takes its maximum value S = ln(N), yielding the Boltzmanns formula, up to a mul-
tiplicative factor k denoting the Boltzmann constant. Therefore, in thermodynamic equilibrium, the Shannon entropy can be
identiﬁed as thephysical entropy of the system.
Two generalizations of the entropy consist in the Rényie and Tsallis entropies given by:SðRÞq ¼
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ð10Þwhich reduce to the Shannon entropy when q? 1.
Recently [30] it was proposed the fractional entropy:SðUÞq ¼
XN
i¼1
 lnpið Þqpi ð11Þwhich has the same properties as the Shannon entropy except additivity. Other measures were proposed and, for example,
we can mention as the Landsberg-Vedral, Abel, Kaniagakis and Sharma-Mital entropies.
3. Dynamical analysis systems with impacts
In this section is analyzed the dynamics of systems consisting of n elements denoted as ‘particles’, that exhibit dynamical
interactions between them, denoted as ‘impacts’. On the other hand, the effects of containers or walls are not considered.
We adopt an isolated system where each particle has a one-dimensional space excursion xi(t), i = 1, . . . ,n where t repre-
sents the time. Particles have mass Mi and follow Newton’s classical law. Since it is considered that there is no driving force,
in the absence of impacts we have for particle i the individual dynamics:0 ¼ Mi€xi ð12Þ
The existence of dynamical interaction corresponds to a collision between two distinct particles. The velocities particles i and
j after the impact ( _x0i and _x
0
j) are related with their values before the impact ( _xi and _xj) through the expression:_x0i  _x0j ¼ e _xi  _xj
 
; 0 6 e 6 1 ð13Þwhere e is the coefﬁcient of restitution that represents the dynamic phenomenon occurring in the masses during the impact.
In the case of a fully plastic (inelastic) collision e = 0, while in the elastic case e = 1.
The principle of conservation of momentum requires that the momentum, immediately before and after the impact, must
be identical:Mi _x0i þMj _x0j ¼ Mi _xi þMj _xj ð14ÞFrom Eqs. (13) and (14) we can ﬁnd the velocities of both masses after an impact, yielding:_x0i ¼
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ð15ÞThe total kinetic energy loss EL at an impact is determined by:EL ¼ 1 e
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 2 ð16ÞIn this paper are adopted n = 104 identical particles (i.e.,Mi =Mj) and the initial position and velocity of each particle are gen-
erated by a normalized Gaussian distribution with average l = 0 and standard deviation r = 10.
The system state is measured through the total energy E ¼Pni¼1 _x2i and, alternatively, through S, SðRÞq , SðTÞq and SðUÞq . For the
Rényie, Tsallis and Ubriaco entropies are evaluated the cases q ¼ f12 ;2g. The probabilities are approximated through the rel-
ative frequencies of occurrence. For this purpose, in each time step dt, is constructed the histogram characterizing the par-
ticle velocities with 50 bins in the range j _xij 6 maxðj _xijÞ.
The impact between two distinct particles is considered to occur when their distance reaches a given threshold, that is,
when jxi(t)  xj(t)j < Dxmin, and the relative velocities is not close to zero, that is, when j _xiðtnsc10Þ  _xjðtÞj > D _xmin. In the se-
quel are tested different particle diameters Dxmin for a ﬁxed value D _xmin ¼ 0:005; moreover, dt = 103 s and 103 time samples
is adopted leading to a maximum simulation time of tmax = 1.0 s. Therefore, by applying a time-sliding windowwith duration
dt, the energy and the entropy time evolution E(t), S(t), SðRÞq ðtÞ, SðTÞq ðtÞ and SðUÞq ðtÞ are obtained [31], producing curves that de-
pend on the system characteristics, the entropy formula and the time.
Fig. 1 shows the system’s energy versus time for the cases e ¼ f14 ; 12 ; 34 ;1g, D xmin = 102, while Fig. 2 presents the corre-
sponding evolution of the different entropies for e ¼ 12. Figs. 3 and 4 depict the system’s energy and Shannon entropy versus
time for the cases Dxmin ¼ f103;2  103; . . . ;10  103g when e ¼ 12.
As expected we verify that, in all cases, the energy and the entropy decrease monotonically and reveal distinct phases,
namely (i) an initial fast transient, corresponding to the dissipation of the randomly generated initial conditions, (ii) the main
part following a PL evolution (corresponding to the straight line in the log–log charts), that represents the dynamic interac-
tion with impacts between the particles, and (iii) a ﬁnal noisy behavior, that is due to numerical problems such as the ﬁnite
number of particles and, particularly at the entropies, the bin approximation for the calculation of relative frequencies. Fur-
thermore, we verify that the effect of eis relatively small, which is in accordance with previous results [32], while Dxminhas a
more visible effect. Finally, the different entropy formulations have a similar behavior in the present dynamical system.
Fig. 1. Evolution of the energy E(t) for systems composed by n = 104 independent particles exhibiting impacts e ¼ f14 ; 12 ; 34 ;1g, Dxmin = 102.
Fig. 2. Evolution of the entropies S(t), SðRÞq ðtÞ, SðTÞq ðtÞ and SðUÞq ðtÞ for q ¼ f12 ;2g for systems composed by n = 104 independent particles exhibiting impacts e ¼ 12,
Dxmin = 102.
Fig. 3. Evolution of the energy E(t) for systems composed by n = 104 independent particles exhibiting impacts e ¼ 12, Dxmin ¼ f103;2  103; . . . ;10  103g.
Fig. 4. Evolution of the Shannon entropy S(t) for systems composed by n = 104 independent particles exhibiting impacts e ¼ 12,
Dxmin ¼ f103;2  103; . . . ;10  103g.
Fig. 5. Time snapshots of the particle positions for e ¼ 12, Dxmin = 102.
Fig. 6. Evolution of fractal dimension for e ¼ f0; 14 ; 12 ; 34g, Dxmin = 102.
The time evolution of the energy and entropies plotted in the charts can be approximated with good accuracy by several
functions. Nevertheless, to reveal more clearly the PL behavior, that is, to highlight the dynamics without considering the
initial (transient) and ﬁnal (noise signal) periods, the main dynamics was approximated numerically by the expressions
E(t)  ta, a > 0 and S(t)  tb, b > 0. The PL approximations for the plots of Figs. 3 and 4 lead to 0.45 6 a 6 0.63 and
0.13 6 b 6 0.31, respectively, and larger values the larger is the parameter Dxmin.
Another aspect of interest in the emergence of groups of particles as the results of the dynamic interaction between them.
Fig. 5 depicts ten time snapshots of the particle positions, when e ¼ 12. We observe that the almost continuous line at the
beginning is gradually substituted by clusters with a clear fractal geometry. In this perspective, Fig. 6 shows the evolution
of the fractal dimension versus time when e ¼ f0; 14 ; 12 ; 34g, Dxmin = 102 revealing that, as expected, the fractal dimension
diminishes continuously.
In conclusion, the results reveal the emergence of fractional dynamics due to the interactions of a complex system mod-
eled by classical integer-order dynamics, which is accordance with recent studies [32,33] connecting integral and fractional
order models.
4. Conclusions
This paper reviewed two important mathematical tools, namely the fractional calculus and the entropy. These concepts
allow a fruitful interplay in the analysis of system dynamics. Nevertheless, the synergies of applying both tools has been,
somehow, neglected in engineering and applied sciences. The paper analyzed multi-particle systems with integer and frac-
tional order behavior and demonstrated that the concepts are simple and straightforward to apply. In this line of thought,
future research will address the analysis of more complex systems.
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