The many-body polarization energy is the major source of non-additivity in strongly polar systems such as water. This non-additivity is often considerable and must be included, if only in an average manner, to correctly describe the physical properties of the system. Models for the polarization energy are usually parameterized using experimental data, or theoretical estimates of the many-body effects. Here we show how many-body polarization models can be developed for water complexes using data for the monomer and dimer only using ideas recently developed in the field of intermolecular perturbation theory and state-of-the-art approaches for calculating distributed molecular properties based on the iterated stockholder atoms (ISA) algorithm. We show how these models can be calculated, and validate their accuracy in describing the many-body non-additive energies of a range of water clusters. We further investigate their sensitivity to the details of the polarization damping models used. We show how our very best polarization models yield many-body energies that agree with those computed with coupled-cluster methods, but at a fraction of the computational cost.
I. INTRODUCTION
Ab initio intermolecular interaction models have come a long way in recent years. We have seen the development both of specific interaction models, for high-accuracy calculations on specific systems, and of classes of models designed to be more generally applicable to a broad range of systems. By and large, these models are constructed using well-defined theoretically motivated functional forms, with parameters either extracted from molecular properties, or fitted to a range of ab initio interaction energy calculations, or a combination of these. The successes of these approaches have now been well documented and include the fields of molecular organic crystal structure prediction, [1] [2] [3] [4] simulation of liquids such as water, [5] high-accuracy spectroscopy (see for example [6] [7] [8] [9] ), and other bulk properties.
In principle, creating a model from first principles may seem reasonably straightforward: a functional form with a fixed number of parameters which are determined using as large a data set of ab initio interaction energies as is needed. This is of course a simplistic view of what is a complex fitting problem in a high dimensional space with parameters that are often heavily correlated. However, for the two-body interaction (here and elsewhere in this paper by 'body' we mean an interacting unit, that is, a molecule), particularly with the rigid-body approximation, this problem has been largely solved using advanced, hierachical fitting techniques in which the bulk of the parameters are extracted from the chargedensity and static and frequency-dependent density linearresponse functions or are given prior values (in the Bayesian sense) via a density-overlap model [4, [10] [11] [12] [13] [14] . Additionally, machine learning algorithms are being used, particularly for high-accuracy modelling of small systems [15] , though these techniques are being used on larger systems too [16, 17] .
Many-body non-additive effects complicate matters considerably. Even with the rigid-body approximation, the dimension of the fitting space is much larger when many-body effects are included. Here, more than ever, we need recourse to physical models rather than brute-force fitting to computed data.
The importance of many-body effects cannot be disputed. The non-trivial consequences of many-body dispersion energies have been extensively documented in the recent literature in the condensed phase, or in low-dimensional systems, these effects can lead to qualitative deviations from the twobody additive description. Likewise, many-body polarization effects have been shown to play an important role in molecular organic crystals, [1, 18] interfaces, [19, 20] ion solvation, the anomalous properties of water, and more generally, in any system with strong permanent multipoles and high polarizabilities. Besides these there are many-body effects arising from the exchange energy, charge-delocalization energy (often termed "charge-transfer", but see the discussion below), and the various couplings between these and the dispersion and polarization. In this paper we will be concerned with many-body polarization models only.
In some cases, it is possible to mimic the average effect of the many-body interactions by adjusting the parameters in the two-body model. For example, in bulk water the manybody polarization leads to a charge movement in the water molecules that can be used to approximate the effects of polarization without the need for an effective polarization model. This is of course only approximate and leads to models such as TIP4P that use a fixed enhanced dipole moment but are limited in applicability to situations where the water is 'bulklike', and fail where the water molecules are in a manifestly different state, for example in clusters [21] and at interfaces [19, 20] . If we seek to develop models that are applicable to an ever wider range of applications, then we much describe these complex effects correctly, preferably from first principles.
In principle the development of a many-body polarization model is straightforward: the system is assigned permanent multipoles and static (zero-frequency) polarizabilities. These are coupled together and the polarization energy is determined through the self-consistent multipole-moment changes in a manner described by Stone [22] . In some models Drude oscillators are used in place of point polarizabilities, but these do not differ in a fundamental way, except that we understand better how to increase the ranks of the point polarizabilities. The multipoles and polarizabilities need to be distributed for all but the smallest of molecules and they need to include terms of high enough rank to ensure convergence. The difficulty with the polarization model lies in the choice of damping: all polarization models need some form of damping to ensure that the many-body polarization energies are meaningful. While the choice of damping may not appear to have a significant effect on the two-body energies, the consequences for the many-body energies can be enormous, particularly as we increase the ranks of the polarizabilitity tensors.
Thus far there have been two main approaches to developing many-body models for water: the first approach combines a two-body (2B) interaction model with an N-body (NB) polarization model, and the second uses both a two-body and three-body (3B) model with non-additive contributions involving four and more bodies described using a polarization model. We will refer to these approaches as the "2B+NBpol" and "2B+3B+NBpol" models, respectively. Note that here and elsewhere in this paper we refer to a (water) molecule as a "body". The advantage of the first approach is simplicity: such a model will be more efficiently evaluated in a simulation, but the latter approach is expected to be more accurate as it offers the possibility of including three-body non-additivity from the exchange and dispersion effects in addition to that from the induction contribution to the interaction energy. The disadvantage of the second approach is one of dimensionality: for rigid water molecules the 2B model is 6-dimensional, but the 3B model is 12-dimensional. If the water molecules are considered flexible then the number of dimensions increases to 12 and 21 respectively. This has meant that recent models based on the second approach, in particular the MB-pol model [23, 24] , which includes molecular flexibility, and the CCpol23+ model, which does not, have been parameterised using an enormous amount of data. The three-body part of MB-pol used 12,000 water trimer calculations and CCpol23+ used more than 71,000 trimers. Additionally CCpol23+ used tetramers of water extracted from the known water hexamers.
Any model based on the 2B+NBpol approach will need far less data for its parameterization. However as this class of models relies entirely on the classical polarizable model for the many-body non-additivity, some, carefully chosen clusters of water are needed in practice to help tune the parameters in the polarization model so as to result in a reasonable description of the many-body effects. This is the approach taken by the DPP and DPP2 models. [25] Interestingly, the one exception to this is are the ASP-W potentials [26] which are constructed without recourse to cluster data.
While extensive data sets of clusters of more than two molecules is a viable approach for the water molecule, for larger systems both the 2B+3B+NBpol and 2B+NBpol approaches can prove both computationally formidable and also cumbersome. As we seek to develop many-body interaction models for larger systems we need to find ways of reducing our dependence on data and also reduce fitting to a minimum. Indeed, with these considerations in mind, over the last few years we have developed techniques for constructing manybody polarization models from accurate distributed multipoles [27] and distributed polarizabilities [28] , based both on a basis-space version [27] of the iterated stockholder atoms (ISA) algorithm [29] and a detailed understanding of the link between the polarization, charge-delocalization and induction energies made through Reg-SAPT(DFT) [30] . While we have used some of these methods in developing the many-body model for the pyridine complex and have successfully used this model to find the two known forms as well as a new, third form of the pyridine crystal, [31] we have never put these models to detailed tests of their capacity to describe the manybody energies of complexes. This is what we do now, using some of the extensive datasets available for the water system. Additionally, as we wish to explore the limits of this approach -that uses only monomer and dimer data -in the prediction of the many-body non-additive energies, we pose the following questions:
• Q1: Can many-body polarization models be developed from the properties of the monomer and dimer energy calculations only?
• Q2: Can we develop a systematic hierarchy of polarizability models of increasing rank, and how do the accuracies of these models vary with rank?
• Q3: How accurate are the damping models obtained from Reg-SAPT(DFT) and how sensitive are the manybody energies and cluster geometries to deviations from them?
The first question is central to this paper: we will show that under some assumptions, the many-body polarization energy can indeed be determined from monomer properties and dimer energies only; no more information is needed. The second question is posed as this question has never been addressed in a systematic study: most polarization models make use of dipole-dipole polarizabilities only, and only ASP-W4 [26] and SCME [32] make use of quadrupolar polarizabilities, but neither fare well on reproducing the energies of the water hexamers [21] . As we shall show, the dipole-dipole polarizability model is a sweet spot for water, but for higher accuracy, particularly for systems with heavier atoms, higher ranking terms may be needed. Finally we pose the third question as we have previously argued that the true polarization energy (at second order) is well-defined through Reg-SAPT(DFT) [30] and this allows us to determine the polarization damping needed for a specified polarization model. Here we test just how close to optimum is this approach and what happens to the errors in the many-body energies if the damping parameters are altered from the proposed values.
II. COMPUTATIONAL DETAILS
The molecular properties used in this work were computed using the modified basis-space iterated stockholder atoms (BS-ISA) and the ISA-Pol algorithms implemented in Cam-CASP 6.0 [33] . The Kohn-Sham orbitals and orbital energies needed for these calculations were calculated using the DAL-TON2006 [34] code with a patch from the SAPT [35] code. We used the asymptotically corrected PBE0 [36] functional with the d-aug-cc-pVTZ basis set. For the asymptotic correction we used the Fermi-Amaldi [37] long-range form with the Tozer & Handy splicing [38] and a shift computed using the vertical ionization energy of 0.4638 Hartree [39] . The linearresponse density functional calculations were performed using the hybrid ALDA+CHF kernel in CamCASP 6.0 [10, 33] .
The SAPT(DFT) interaction energy calculations used to determine the induction energies and regularized induction energies for the polarization models were computed using Cam-CASP 6.0 [33] with the above numerical details except that we used the aug-cc-pVTZ basis in the MC+BS format [40] using a 3s2p1d1f mid-bond basis. Note that in CamCASP 6.0 the second-order exchange-induction energy is computed without the single-exchange (S 2 ) approximation using a closed-shell implementation of the general energy expression derived by Schaffer & Jansen [41] .
To develop the non-polarization terms in the two-body potential we used 2048 dimers selected at random using an algorithm based on Shoemake's uniform random rotations scheme [42] which we have described in previous publications [4, 10, 11] and have implemented in the CamCASP program. SAPT(DFT) interaction energies were computed using the above basis but with CamCASP 5.9, that is, the S 2 approximation was used with E (2) ind,exch . However as observed by Schaffer & Jansen, the error is largely cancelled with a corresponding error of the opposite sign in the δ HF int term.
III. NOTATION & NOMENCLATURE
In this paper we adopt the notation for the SAPT(DFT) interaction energy components introduced in a recent paper [10] : E (1) elst and E (1) exch are the first-order electrostatic and exchange-repulsion energies, E
is the total second-order induction energy, E (2) IND (Reg) = E (2) ind,pol (Reg) + E (2) ind,exch (Reg) is the total regularized secondorder induction energy [30] 
disp,exch is the total dispersion energy, and δ HF int is the estimate of effects of third and higher order, primarily induction [43, 44] .
We will partition the total second-order induction energy, E (2) IND , into a charge-delocalization (CD) and true polarization (POL) energy at second-order: E (2) CD and E (2) POL . Higher-order terms will be defined below. Note that in previous works we have termed the charge-delocalization energy as the "chargetransfer" energy, which is the term used by much of the literature. Also note that what we will call the polarization energy is often, and confusingly, termed the "induction" energy in texts [22] and our past papers [45, 46] .
Note that the SAPT energy components without exchange effects included are also termed "polarization" [47] , but these are not the same as the polarization energies that arise from the conventional electromagnetic polarization that will be the focus of this paper.
IV. THE MODELS: DERIVED INTERMOLECULAR FORCE-FIELDS (DIFF)
We have described the procedure used to develop the derived intermolecular force-fields, or DIFF models, in previous works [10] . In brief, at long-range, distributed multipole expansions for the electrostatics, polarization and dispersion terms are computed from the unperturbed molecular properties, and at short-range the polarization and dispersion expansions are damped and electrostatic penetration, exchangerepulsion and charge-delocalization energies are described using an anisotropic Born-Mayer functional form, with the anisotropy described through atomic shape-functions. Here we list some of the important numerical choices made that are relevant to this work; the full potential specifications and parameters are provided in the Supplementary Information.
• Electrostatic multipoles were calculated using the ISA-A functional from the modified version [28] of the basis-space iterated stockholder atoms (BS-ISA) algorithm [27] . Terms of maximum rank 4 were kept on all atoms, and the electrostatic expansion is not damped.
• Polarizability models were calculated using the ISA-Pol algorithm [28] in a manner consistent with the electrostatic moments. The non-local polarizabilites from the ISA-Pol algorithm include terms from ranks 0 to 4 and are cumbersome to be used directly, consequently we have localized the polarizabilities [28] to result in three models of maximum ranks 1, 2 and 3. These polarizability models are local but anisotropic and include all intramolecular couplings. The polarization damping models are described below in detail.
• Dispersion models for the water dimer are identical to those reported in an earlier work [28] . They were calculated in a similar manner from the frequency-dependent localized and isotropic ISA-Pol polarizabilities, with all site pairs including terms from C 6 to C 12 . We have used the Tang & Toennies damping functions [48] with damping parameters determined using the scaled-ISAexponents algorithm [28] • Short-range terms were modelled using an anisotropic Born-Mayer functional form in site-site form [10] . The parameters in this part of the model were determined by fitting to reference SAPT(DFT) interaction energies which fully account for the electrostatic penetration, exchange-repulsion and charge-delocalization energies.
The full specifications of the model parameters are included in the supporting information.
Note that in previous works we have fitted the short-range interaction model in a multi-step procedure that used the distributed density-overlap model as a means to obtain prior values to the model parameters [10] . We have not done this here as the water molecule is small enough that all parameters are well determined by the computed data.
A. The polarization models
The damped classical polarization model is described comprehensively in texts such as that by Stone [22] so we outline only the points that relate to this paper. The classical polarization energy of a molecule A in a cluster is defined as:
where the ranks of the moments are given in the compact form t ≡ lκ where l = 0, 1, 2, . . . is the angular momentum quantum number and κ = 0, 1c, 1s, . . . , lc, ls labels the real components of the spherical harmonics of rank l (see Appendix B in Stone [22] ). Q a t is the multipole moment operator for moment t at site a, and T ab tu is the interaction tensor [22] which describes the interaction between a multipole Q b u at site b and a multipole Q a t at site a. f n(tu) (β ab pol R ab ) is a damping function of order n. Here n is a function of the tensor ranks t and u, and if t = l 1 κ 1 and u = l 2 κ 2 , then n = l 1 + l 2 + 1. We assume that the damping depends only on the distance R ab between sites a and b and not on their relative orientation. This is an approximation that needs assessment, but we do not address this issue in this paper. The strength of the damping is governed by the damping parameter β ab pol . In the above expression, ∆Q a t is the change in multipole moment t at a due to the selfconsistent polarization of site a in the field of all sites on other molecules, and is given by
where α aa tt is the distributed polarizability for sites (a, a ) which describes the response of the multipole moment component Q a t at site a to the t -component of the field at site a . To find ∆Q a t we need to solve eq. (2) iteratively and this leads to the significant computational cost of the classical polarization model, though there are now methods to reduce this cost [49, 50] . If ∆Q b v is dropped from the right-hand-side of this equation then the resulting ∆Q a t , when inserted in eq. (1) leads to the second-order polarization energy, E (2) pol,cl .
In the polarization models used in this paper we assume the Tang-Toennies form for the damping functions [51] . Further we use the localized form [45, 46] of the distributed polarizability tensor, that is, the non-local polarizability α aa tu in eq. (2) is replaced by α a tu δ aa , where δ aa is the Kronecker-delta and α a tu is the localized polarizability tensor of the same rank. Without the damping functions, the classical polarization model can be used to determine the polarization energy at long-range only, where orbital overlap effects are negligible. At short-range, damping needs to be included to suppress the 1/R divergences that set in as R → 0. Besides the elimination of the mathematical singularity, the damping functions are also required to enable the damped classical polarization energies to match the reference, non-expanded polarization energies. This poses a problem as neither SAPT(DFT) nor SAPT have an explicit polarization energy term, instead in both theories the induction energy can be considered the sum of the polarization (POL) and charge-delocalization (CD) energies [30] . To complicate matters, just about any partitioning of the induction energy into CD and POL is consistent with a particular damped classical polarization model as long as the CD component is exponentially decaying (and thereby lacks a multipole expansion). That is, there are infinitely many damped classical polarization models that are consistent with the SAPT(DFT) induction energies. This would not be a problem if we were interested in dimer energies alone, but, as was already indicated by Misquitta [30] , and as we demonstrate here with extensive datasets, the choice of damping can lead to vastly different predictions for the many-body polarization energies, and the system geometries. Consequently the choice of charge-delocalization energy is crucial.
The charge-delocalization (CD) energy
The charge-delocalization may be thought of as a quantum delocalization process in which there is a (typically small) probability of the electronic charge density of a molecule to tunnel onto the atomic sites of a neighbouring molecule [30] . The energy of stabilization of this process is the chargedelocalization energy. The physical origin of the CD energy is distinct from that of the classical polarization energy which originates from local responses in the charge denstiy. In fact, no polarization model with only rank 1 (dipole-dipole) polarizabilities and those of higher ranks can describe the CD process. Instead the charge movement in the CD process probably needs to be described by the rank 0 by 0 polarizabilities, also called charge-flow polarizabilities (see Chapter 9 in Stone [22] ). These are non-local and are thus able to describe charge movement across a system [52] [53] [54] but are rarely applied in polarization models. While the non-local polarizabilities, including the charge-flow terms, are computed as part of the ISA-Pol calculation [28] , they are subsequently transformed away into higher-ranking polarizabilities using localization algorithms [55, 56] . Even if these terms were retained, it is not clear how to use them directly in calculations of the CD energy. Consequently when developing classical polarization models with the localized polarizability models such as those we will use here, we need to ensure that the models are constructed to model only that part of the induction energy associated with local responses. That is, the charge-delocalization energy, which involves longer ranged charge movement, must be separated out from the induction.
Regularized SAPT(DFT) in brief: We use the definition of the CD energy based on regularised SAPT(DFT) [30] , or Reg-SAPT(DFT). In this approach, the second-order induction energy is split into (second-order) polarization and (second-order) charge-delocalization contributions using a modified electron-nuclear interaction operator. Conceptually this involves interpreting the charge-delocalization energy as arising from a tunneling of the charge of one monomer into the attractive potential well arising from an electron-deficient site in a partner monomer. More specifically, we begin with the second-order induction energy of a molecule (A): this is the energy of stabilization in response to the total electrostatic potential arising from the unperturbed partner (B). In Reg-SAPT(DFT) we write the regularized electrostatic potential of monomer B as ω B Reg given by:
where β labels the nuclei of monomer B, Z β is the nuclear charge located at position R β , ρ B (r) is the unperturbed electronic density of B, and η is the regularization parameter. The regularized second-order "polarization" (not to be confused with the classical polarization energy) component of the induction energy is then defined as: ind,pol (Reg) [B] . E (2) ind,pol (Reg) is then the sum of the contributions from monomers A and B. This expression is readily evaluated using linear-response theory within the SAPT(DFT) framework, as is the accompanying secondorder regularized exchange-induction contribution [30] without the single-exchange approximation [41] . These techniques are available in the CamCASP 6.0 code and have also been recently implemented in the Molpro code [57] .
The extent of the regularization is controlled by η: as η → ∞ the regularization is switched off and we recover E (2) IND . For any finite and positive value of η we suppress some fraction of the second-order induction energy, and with η = 3.0 a.u., Misquitta has demonstrated that is possible to suppress the CD contribution to E (2) IND thereby allowing us to define the secondorder polarization energy as
And the second-order charge-delocalization energy is defined as the difference:
ind,exch (Reg) .
Notice that both E
POL and E
CD contain contributions from the exchange-induction energy. This fundamentally differentiates E (2) POL from the second-order induction "polarization" energy, E (2) ind,pol , defined in SAPT(DFT). The strength of this approach is that both E (2) POL and E (2) CD are well-defined in the complete basis set limit and E (2) CD is exponentially decaying as would be expected on physical grounds, even for very strongly bound complexes [30] . However the downsides of this approach are that there is as yet no rigorous way of determining which value of η exactly suppresses the charge-delocalization states in all cases, and in its present implementation the technique is applicable at second-order only. As has been demonstrated by Misquitta & Stone [10] , the second difficulty can be overcome using the classical polarization model. We describe how this is done in §IV A 4 below. The first issue is the more challenging one as, while Misquitta has argued [30] that η = 3.0 a.u. is an appropriate value for the regularization parameter, a more general algorithm to determine η is needed.
Fitting the polarization model damping to E
POL : Once we have determined the E (2) POL energies for a representative set of dimers, the polarization model damping in eq. (1) and eq. (2) can be determined by fitting to these energies. Since E (2) POL is equivalent to the classical polarization energy evaluated at the first step of the self-consistent process, no iterations are performed when determining the damping. That is, at this stage, the polarization energy is computed in response to the permanent fields only.
It may seem paradoxical that the many-body polarization energies can depend strongly on the definition of the charge-delocalization energy; after all the former arises from long-range interactions while the latter is a short-range phenomenon. The key issue here is that the polarization model damping (a short-range effect) depends on the definition of the CD energy, and so the induced moments also depend on the CD energy. These induced moments then interact with other bodies in the system through the long-range electrostatic interaction, and thereby can have major consequences for the energy of clusters or the condensed phase.
Polarization in the DIFF models for water
We have created three DIFF polarization models for water with maximum polarizability ranks 1, 2 and 3, respectively. As already stated, the distributed polarizability models were computed using the ISA-Pol algorithm [28] and these include anisotropy, and consequently also include couplings between the ranks. These localized models are fully coupled in the sense that polarization effects within the water molecule are fully accounted for. However, like the ISA-DMA multipoles, they have been computed for a fixed water geometry and will therefore be incorrect when applied to water molecules in different conformations. We note here that in previous works we have often limited the polarizability ranks [45, 46] on the hydrogen atoms to rank 1 (dipole-dipole), but here we have used the same maximum rank on all atoms.
There are three unique site-pairs in the water dimer (O. . . O, O. . . H, and H. . . H) and we associate each of these with a unique damping parameter, consequently we need to select dimers with suitable close contacts so as to be able to extract the damping information from the E (2) POL energies. Following earlier work [30] we use the three dimer orientations shown in Figure 1 , and for each dimer orientation, E Table I , and in Figure 2 we display , or just over twice the absolute binding energy of the water dimer. It was not possible to find a damping model that worked for the more repulsive configurations, presumably because the anisotropy of the oxygen atom in water requires an angular dependence in the β OO pol parameter. These damping models combined with the polarizabilities and the appropriate two-body models result in the DIFF-Lnpol models, where n = 1, 2, 3 indicates the maximum rank of the polarizability tensors included in the model.
Alternative polarization damping models
In addition to the DIFF-Lnpol models described above we have explored models with alternative polarization damping in order to shed light on the importance of the choice of damping on the many-body energies and energy landscape.
In an early work on what were then termed "induction models", Misquitta, Stone & Price recommended that the induction damping be determined from the molecular ionization potentials according to the formula [46] :
where I A/B (in a.u.) are the vertical ionization potentials for monomers A and B. Notice that unlike the three-parameter 
pol,cl / kJ mol
Scatter plot of second-order polarization energies computed using the three DIFF models against the reference E
IND (Reg) energies computed for the dimer orientations shown in fig. 1 . The solid points denote dimers with total energy less than 45.0 kJ mol −1 and the faded points denote dimers with larger total interaction energies. The latter were not considered when determining the damping parameters for this model. TABLE I . Polarisation damping parameters used for each model used in this work. The column titled "IP" indicates the damping based on the ionization potential of water (see text for details), and "DIFF" indicates the optimized damping for the DIFF models.
DIFF damping models, this procedure results in a single parameter for all site pairs: that is, the damping depends on the interacting molecules as a whole. Despite this simplicity this damping model, which we will call the IP-based model, was shown to work remarkably well for a set of systems, but with this model the damped polarization energy was always close to E (2) IND ; that is, the total second-order induction energy which includes both the polarization and charge-delocalization energies at second-order.
In Figure 3 we display E
IND and E
IND (Reg) for the water dimer in the hydrogen-bonded configuration. Also displayed are polarization models all with maximum rank of 3 but with different damping models. First of all, the DIFF-L3pol model can be clearly seen to reproduce E (2) IND (Reg), but as found by Misquitta et al. [46] , the IP-damped model reproduces E (2) IND . We also display two additional models, one over-damped and the other under-damped, but intermediate to the DIFF-L3pol model and the IP-based one. The damping coefficients used in these four polarization models are related through linear interpolation with the parameter x determining the model as follows:
where β IP pol = 1.926 a.u. is the IP-based damping derived using eq. (8) using a vertical ionization of 0.4638 a.u. [39] , and β ab pol are the optimized DIFF damping parameters for site-pair ab shown in Table I . Varying x allows us to smoothly interpolate between the significantly underdamped IP-based damping model (x = 0.0), through a moderately underdamped x = 0.5 model, to the optimized DIFF model (x = 1.0), and to an overdamped model with x = 1.5. We have created complete interaction models for x = 0.0, 0.5, 1.0, and 1.5 for the polarization models with maximum rank 1 and 3, and can therefore perform energy evaluations and geometry optimizations with these models. The second-order polarization energies from the x = 0.5 and x = 1.5 models are displayed in Figure 3 .
The range of polarization models available to us (both in rank and in choice of damping model) will allow us to evaluate the performance of these models in ways not possible before. In particular, we will be able to assess the predictive power of the DIFF damping models based on E (2) IND (Reg) energies as described earlier in this section, and the availability of entire interaction models with different polarization damping will allow us to assess the importance of the choice of damping on the structures of water clusters.
The infinite-order polarization charge-delocalization
Before moving on we note that having obtained the DIFF damping parameters, we can proceed to define the infiniteorder CD and POL energies. Following Misquitta & Stone [10] , this is done by first approximating the infinite-order induction energy as: (10) and then defining the two-body infinite-order chargedelocalization energy to be
where
POL is the infinite-order polarization energy which is approximated by E (2−∞) pol,cl from the classical polarization model iterated to convergence (see eq. (1) and eq. (2)). While this expression is readily implemented, it has a drawback in that the definition depends on the type of polarization model used, but this dependence is relatively minor.
The CD contributions from higher than second order are important and actually dominate at the H-bonded minimum 
Summary of main features of the DIFF polarization models
• Only 1-body and 2-body information is used. To construct the polarization models we need the molecular multipole moments and the molecular static polarizabilities. Both are 1-body properties that depend on many-body effects only through the dependence of the molecular conformation on the many-body interactions. The damping is determined using only two-body second-order induction energies calculated through Reg-SAPT(DFT).
• Reg-SAPT(DFT) allows us to define a definite damping model whose parameters vary only with the ranks of the multipole and polarizability models.
• Models of arbitrary rank can be created. The algorithm present here can be used to develop models of any rank or complexity. That is, while we will use multipole models with maximum rank 4 and anisotropic, fully coupled point-polarizability models with maximum ranks 1, 2 and 3, it should be equally possible to use Drude oscillator models with multipoles represented by point charges only. It is perhaps the first of these points which is the most important: In the above procedure, no many-body information is used. In this respect, the models we present in this paper will differ from almost every other previously developed manybody polarization model.
V. ASSESSMENT OF THE DIFF MODELS
Ideally we would use the DIFF models to simulate various bulk properties of water, but this is not yet possible as even the simplest of these models cannot yet be used in mainstream simulation programs. While this may be possible soon, at present we are limited to tests on water clusters only. In some ways, this is advantageous as one of the main aims of this paper is to assess the predictive power of the DIFF models for the many-body energies, and a detailed analysis of water clusters of various sizes can allow us to make this assessment in an unambiguous manner as we have very accurate energies and optimized geometries for a whole range of water clusters from high-accuracy theory, as well as some information from experiment.
A. Trimers: Three-body (3B) non-additivity
The water trimers provide us with the first test of the capability of the DIFF models to describe the non-additive energies. We first use the reference trimer set from Liu et al. [59] which consists of variations of the water trimer in its minimum energy configuration shown in Figure 4 with O. . . O bonds changed in a systematic manner. The trimer non-additive energies have been computed by Liu et al. using second-order Møller-Plesset (MP2) perturbation theory at the complete basis-set (CBS) limit. Note that the monomer geometries used for these trimers is the same as that used to construct the DIFF models and consequently the DIFF multipoles and polarizabilities are appropriate for these trimers.
In Figure 5 we display the non-additive 3B energies for these trimers from the DIFF models as well as from the AMOEBA model studied by Liu et al. [59] The performance of all models is good with energy differences not exceeding 2 kJ mol
, but the DIFF-L2pol and DIFF-L3pol models show the best agreement with the MP2/CBS data with most of the differences being substantially less than 0.5 kJ mol
The DIFF-L1pol model tends to underestimate the 3B nonadditive energies, but usually this by less than 1 kJ mol −1 , and for the lowest energy trimers (structures 0 and 1) this model comes closer to MP2 reference energies than the others.
In Figure 6 we display the 3B non-additive energies from the L1 and L3 polarization models with the alternative damping models described in §IV A 3. The models with maximum rank 1 (L1pol), that is, those that include dipole-dipole polarizabilies only are not very sensitive to the choice of damping. The 3B energies for these models vary by just over 5 kJ mol −1 in the worse case, but by around 2 kJ mol −1 for the majority of the 24 trimers. This shows that, at least for the trimers, the dipole-dipole polarization models are not too sensitive to the choice of damping model.
On the other hand, also shown in Figure 6 is the sensitivity of the polarization models with maximum rank 3 (L3pol) to the choice of damping, and here we see a very different picture. The DIFF-L3pol model with its damping determined by fitting to the E IND for the dimers (see Figure 3) , results in an overestimation of the 3B non-additivity by more than a 100%, and for the x = 0.5 model the overestimation is over 30%. At the other end, the over-damped x = 1.5 model underestimates the non-additivity by more than 30%.
In Figure 7 we display the mean-absolute errors (MAEs) of the three polarization models as a function of the interpolation parameter x (see eq. (9)). We see that for the L1 polarization model the MAE shows a shallow minimum at x = 0.4, that is, for this model and for the timers used in this test, the dipoledipole polarization model needs to be under-damped. However, for the L2 and L3 polarization models there is a very clear and sharp minimum in the MAE very close to x = 1.0, which is the (DIFF) damping obtained using the procedure described in §IV A.
The water trimers tested thus far are all based on the most stable trimer configuration and all have negative three-body non-additive energies. Akin-Ojo and Szalewicz [60] have provided a more extensive set of 600 trimers obtained from snapshots taken from a water simulation. These include not only clusters with an attractive 3B contribution, but also those with a repulsive 3B energy, and consequently present a more challenging test for the many-body non-additive models. As with the trimers from Liu et al. (above), the monomer geometries used in this larger set of timers is the same as that used in the construction of the DIFF models.
In Figure 8 we display the 3B non-additive energies from the three DIFF models against the CCSD(T) reference energies from Akin-Ojo and Szalewicz. All three DIFF models show a good correlation with the reference energies, with the scatter progressively decreasing as the maximum rank of the polarizabilities increases. The DIFF models are able to describe the attractive non-additive energies more accurately, with errors increasing for the repulsive energies. However we clearly see that as the rank of the model increases, so does the ability of the model to describe the repulsive non-additive energies: DIFF-L1pol shows sizable scatter and underestimation of the 3B non-additive energy above 1 kJ mol −1 , but the scatter is reduced in the L2pol and L3pol models which are in good agreement with the CCSD(T) references even for trimers with
For comparison we also include the CCpol3 3B model energies in Figure 8 . This model, from Góra et al. [61] is a 12-dimensional three-body non-additive model fitted to 71,000 trimers as described in the Introduction. We can see that while CCpol3 is indeed better than all the DIFF models, it is not significantly better than the DIFF-L3pol model, except for the few trimers with 3B energies larger than 2 kJ mol −1 . The mean-absolute and root-mean-square errors (MAE and RMSE) for these models are shown in Table II . The differences in MAEs are quite small, particularly between CCpol3 and DIFF-L3pol. However, the increased overestimation of the 3B energies above 2 kJ mol
causes an increase in the RMSE in DIFF-L3pol compared with CCpol3. Despite this, it should be evident that if we are concerned primarily with trimers with an attractive or weakly repulsive three-body nonadditivity, then the CCpol3 model is comparable in accuracy to the DIFF-L3pol and DIFF-L2pol models. In fact, given that no trimers were used in the determination of any of the DIFF models, their predictive power is remarkable.
The Akin-Ojo and Szalewicz data set is particularly significant as in a detailed study of polarization modelling using the damped Drude oscillator approach, they concluded [60] that classical polarization models cannot be used to model the non-additive energies in water, particularly the exchange non-additivity. Here we have shown that this is not the case: the classical polarization models we have constructed can all Trimer three-body energies using all seven models. Geometries, MP2 and AMOEBA energies from Liu et al. [59] . For the L1pol models the three-body non-additive energies are also displayed relative to those from MP2. describe the three-body non-additivity, except for the trimers with the most repulsive E int [3B] energies. Why did Akin-Ojo and Szalewicz come to this perhaps too pessimistic conclusion? Some insight may be obtained from Fig. 1 from their paper, and also from the polarization energy models that are part of CCpol3 and CC-pol-8s. 3B energies from the latter two are visualised in Figure 9 . These are both significantly poorer at modelling the reference CCSD(T) 3B energies compared with DIFF-L3pol or even DIFF-L1pol, which is similar in complexity. The MAE/RMSE errors for the CCpol3-3B(pol) and CC-pol-8s-3B(pol) models are shown in Table II and these are much larger than those from the DIFF models, in fact, they are substantially larger than those from DIFF-L1pol. It is not clear why the polarization models in the CCpol3 and CC-pol8s models are not more accurate. It could be the way in which the damping was modelled or the way in which the molecular polarizabilities and multipoles were chosen. But whatever the cause, the poor performance of these models seems to have caused Akin-Ojo and Szalewicz to be over pessimistic about the accuracies that can the attained by a well constructed polarization model, and any of the DIFF models may serve as a counterexample. TABLE II . Mean-absolute errors (MAEs) and root-mean-square errors (RMSEs) in 3-body energies for the water models on the 600 trimer data set from Akin-Ojo & Szalewicz [60] . Errors are computed against CCSD(T) references and are reported in kJ mol −1 . The DIFF models data have been obtained in this work, all other data was obtained from data supplied by Góra et al. [61] .
CCpol3 is but one of a group of accurate explicit 3-body non-additive models for water; that is, the 3-body nonadditivity is not modelled through a polarization model, but is fit to a functional form to include terms such as the exchange and dispersion non-additivities that a classical polarization model does not include. The CC-pol-8s [62] , HBB2-pol [63] , and WHBB6 [64] models are amongst the others in this class of explicit 3-body models, and all are fitted to extensive sets of water trimers. In Figure 9 we compare these models on the 600 water trimers, and MAEs and RMSEs are reported in Table II. The CCpol3 model is clearly the best able to model the CCSD(T) reference 3B energies, and this is no doubt testimony to its careful parametrization on the extensive set of trimers. With the exception of CCpol3, the DIFF-L3pol and DIFF-L2pol models are better at reproducing the reference 3B energies than any of CC-pol-8s, HBB2-pol or WHBB6. The latter fares substantially worse than DIFF-L1pol. Note that HBB2-pol has been superseded by the MB-pol model which has been demonstrated to significantly outperform HBB2-pol on the water trimers [24] .
B. Molecular flexibility and the DIFF models
The comparisons made with the extensive set of trimers was straightforward because both the Liu et al. [59] and the Akin-Ojo & Szalewicz [60] datasets used trimers with a fixed monomer geometry that was the same as that used in the DIFF models. For the larger clusters this is not the case. Now the monomers are allowed to relax and so we are led to a question: how are the DIFF models to be used on structures with slightly different molecular conformations?
One solution would be to transform all flexible monomers in a cluster into the rigid monomer geometry used in developing the models. Another solution would be to adapt the rigid body model to the new molecular conformation. The latter approach has the merit that the site-site separations in the cluster are preserved, however, it is not a priori obvious if the interaction model would be well-behaved if the expansion centres were moved relative to each other. To know which of these approaches is best we would need to create a model that includes intramolecular flexibility, but this is not the goal of this paper. Instead we will rely on the fact that the ISA properties -multipole moments and perhaps even the ISA-Pol polarizabilities -do not alter significantly on modest changes to the molecular conformation [65] and should be transferable onto the molecular conformers without alteration. Additionally, we also move the short-range parameters from the DIFF models onto the new molecular site locations. All DIFF model parameters can be defined in the local-axis framework of the molecule, and this includes the anisotropy parameters. Consequently when the molecular conformation alters and the site locations change, so do the local-axis frames for the three sites in the water molecules. The short-range anisotropy in the Born-Mayer term, as well as the site multipoles and local polarizabilities, all rotate with the local-axis frames. Thus there is a well-defined way of transferring the parameters of any DIFF model onto molecules with different conformations, and as long as these conformations are not too far from the one used in the DIFF model parametrizations, we may expect that the resulting model will result in sensible interaction energies.
Clearly the above premise needs to be systematically tested, but we will simply adopt it here and instead note that we will now expect to see deviations in the cluster energies because of this imposed flexibility of the DIFF models.
One final point: the DIFF models can be used for intermolecular geometry optimizations only. Consequently, when we optimize the clusters geometries, we will do so with the molecular conformations kept fixed. That is, no intramolecular degrees of freedom will be allowed to vary.
C. The water hexamers
The extensive and accurate theoretical data available for the hexamer energies and structures has meant that every ab initio model is tested against the hexamers [21] . Additionally, the structural information determined from broadband rotational spectroscopy by Perez et al. [67] means that there is a link to experiment even if only some structural data (the O. . . O separations) are determined with confidence. In this work we use as our references the MP2/CBS optimized hexamer geometries from Bates and Tschumper [66] which are shown in Figure 10 . Reference energies are the CCSD(T)-F12 hexamer energies from Medders et al. [68] , who have also computed the many-body decomposition of the total intermolecular interaction energies of the hexamer isomers, thus allowing a detailed comparison of the DIFF models.
In Figure 11 we display the hexamer intermolecular energies from the DIFF models along with the reference CCSD(T)-F12 energies and those from the MB-pol model [68] . We do not present the hexamer energies with respect to the prism structure energy as is done by many authors, but have instead displayed the absolute intermolecular interaction energies. This is because if the energy of the prism structure happens to be in error, as is the case here, the relative energies will lead to a falsely pessimistic picture. The DIFFL3pol model gives hexamer energies in good agreement with the CCSD(T)-F12 references with differences in energy of no more than 2 kJ mol
at the prism and cyclic-boat-1 structures, and less than 1 kJ mol
for the cage to ring structures. The DIFF-L2pol model shows somewhat larger errors, but here too the maximum error is only just over 2 kJ mol . On the other hand, while the DIFF-L1pol model shows a remarkable agreement with the reference energies for the prism to bag structures, this model overestimates the binding energies of the ring-like structures. Both DIFF-L2pol and DIFF-L3pol show the correct energetic ordering of the hexamers up to the cyclic boat, but this is not the case for DIFF-L1pol. Notice that both of the higher ranking DIFF models compare favourably to the MB-pol model. Also shown in Figure 11 are the energies of the hexamers with the intermolecular degrees of freedom relaxed. There are almost no intermolecular geometric changes on the DIFF-L2pol and DIFF-L3pol surfaces, with O. . . O separations changing no more than 0.03 Å. This is reflected in the small energetic lowering on optimization on these surfaces. However, for the DIFF-L1pol model the optimized energies can be as much as 2 kJ mol −1 lower, and although the O. . . O separations can alter by only 0.04 Å (similarly to the higher ranked models), for the more open cyclic-boat structures optimizations using this model leads to structural torsional changes of around 30°, that is, the boat structures invert, while for the DIFF-L2pol and DIFF-L3pol models these changes are only 6°and 3°.
In Figure 12 we display the hexamer energies for the L1pol and L3pol models with the alternative damping models discussed in §IV A 3. This is done both for the hexamers at the Bates & Tschumper reference geometries and for the optimized geometries, where optimizations were possible. For both the L1 and L3 polarization models, the DIFF damping models (x = 1.0) lead to the best agreement with the reference energies. Unlike the case of the trimers (see Figure 6 ) where the changes in damping model made little difference to the energies from the L1 polarization model, for the hexamers we see considerably more variations in the energies, with the difference in energies between structures increasing as the damping model changes. However, like the case for the trimers, the L3 polarization models show even more sensitivity to the choice of damping, with the accurate DIFF-L3pol model separated from the x = 1.5 and x = 0.5 models by around 10 kJ mol . It is worth recalling that all the models used here were fitted to yield the same two-body energies: they differ only in how they treat the polarization damping, and this difference is magnified substantially in the manybody energies of the clusters. In Figure 13 we display the MAEs for the L1, L2 and L3 polarization models as a function of interpolation parameter x. The MAE for the L3 model shows a minimum almost exactly at x = 1.0, while for the L2 model the minimum occurs just below 1.0, that is slightly less damping may be needed, and for the L1 polarization model there is a broad minimum near x = 1.1, that is more damping is needed.
The alternate damping models not only lead to different cluster energies, but they can also exhibit very different results for the geometry optimizations of the hexamers. From Figure 12 we see that the IP-based damping (x = 0.0) for both L1 and L3 polarization models leads to the polarization catastrophe: that is, optimization does not converge and intermolecular bond lengths become arbitrarily small. The moderately underdamped (x = 0.5) L3 polarization model also results in the polarization catastrophe. The DIFF damping model (x = 1.0) is optimal for the L3 polarization model and close to optimal for the L1 model. While the overdamped (x = 1.5) L1 model actually shows better hexamer energy ordering and slightly less structural variations on optimization than the x = 1. as 0.07 Å, with large torsional changes of 45°in the cyclicboat structures. Following the discussion in §V B, we should expect errors in the energies from the DIFF models as the water conformations in the hexamers are not fixed, but instead vary within and between the hexamer conformers. Additionally, no nonadditive dispersion is included in the DIFF models, and although these energies are expected to be small, they are nonnegligible [22] for the more compact hexamers. From Figure 14 we see that this good agreement arises from an error cancellation between the two-body and many-body energies: While the DIFF models are able to predict the overall trends of the n-body contributions of the hexamer isomers, they are offset from the reference values. We emphasise that this is not necessarily a deficiency of the DIFF models as these were designed for systems with water molecules held in a fixed geometry. What is remarkable is that these deviations in the n-body energies cancel to such a large extent to result in accurate total interaction energies.
D. Larger water clusters: 16-mers and 24-mers
In this final set of tests, we will use the DIFF models to evaluate the many-body energies of the larger water clusters shown in Figure 15 and Figure 16 . In general, for reasons discussed in §V B and also in §V C we will focus more on trends than actual interaction energies, as these are more likely to be reproduced with models that are not explicitly dependent on the molecular conformations. For some under-damped polarization models the relaxation leads to the polarization catastrophe. In these cases geometry convergence is not achieved and is indicated with 'No conv.'.
(H 2 O) 16 isomers
The (H 2 O) 16 clusters have been optimized by Yoo and Xantheas [69] and this set includes two bonding variants of the "4444" structure and two of the "boat" structure. The fifth structure, the "anti-boat", was estimated [69] to have an energy lying between the two boat structures. The best estimates of the energies (total and many-body decomposition) of these clusters (excluding the boat-a isomer) have been obtained by Góra et al. [61] using the SAMBA algorithm. The SAMBA method avoids energy calculations of the cluster as a whole, but instead makes use of the many-body expansion to arrive at the total interaction energy from a sum of dimer, trimer, and higher-body contributions. In this way, appropriate levels of theory and basis sets can be used for each level, and numerical issues like the basis-set superposition error (BSSE) can be corrected. The intermolecular interaction energies for the (H 2 O) 16 isomers are given in Table III and are terms including 2-body to 4-body contributions, E int [2B-4BB-,B] are displayed in Figure 17 . Note that SAMBA reference energies are not available for the boat-a isomer.
The (H 2 O) 16 isomers have reference energies within only 6 kJ mol . Consequently when looking for trends we focus on this larger energy separation as it is less likely to be an artefact of the SAMBA reference energies. First of all, the DIFFL3pol energies are within 2 kJ mol , with the former underestimating the cluster binding, and the latter leading to an overestimation. Both higherranking DIFF models give an acceptable separation of the 4444-a/b and boat-b/anti-boat groups of isomers: for DIFFL3pol and DIFF-L2pol the separation is 2.6 kJ mol . It is not clear why this is the case, but the problem appears similar to the inability of the DIFF-L1pol model to describe the energetic ordering of the ring-like water hexamers.
Also shown in Table III are the interaction energies of the optimized (H 2 O) 16 . This is again similar to the performance of these models on the water hexamers, and once again we observe that the higher ranking polarization models seem better able to describe both the energies and structures of the water clusters.
In Figure 18 we display the many-body energy decomposition of the (H 2 O) 16 clusters. As with the hexamers (see Figure 14) we see that the excellent total interaction energies from the DIFF models results from a cancellation of errors made in the 2-body and many-body energies. The general trends in the DIFF-L2pol and DIFF-L3pol n-body energies are very similar to those from the SAMBA references, but the DIFF-L1pol model shows a comparative over-estimation of the anti-boat many-body energies. Part of the overestimation of the manybody energies results from the use of molecular properties evaluated at the reference monomer geometry and transferred to the flexible monomers in the clusters. We have made an estimate of the magnitude of this effect by evaluating the molecular properties at the water equilibrium geometry rather than at the vibrationally averaged geometry used in the DIFF models. This change results in 3-body energies that are around 5 kJ mol
smaller (in magnitude) than those from the DIFF models, and brings them closer to the SAMBA references. The main effect arises from the change in the water multipoles, with the changes in the polarizabilities having a smaller impact on the energies. A more systematic study of this effect is needed and is in progress in our group.
(H 2 O) 24 isomers
The two (H 2 O) 24 isomers shown in Figure 16 are the largest clusters considered in this study. SAMBA reference energies for these clusters [70] show that the 308 and 316 isomers are nearly isoenergetic, with an E int [2B-4B] energy difference of less than 1 kJ mol −1 , and the 308 isomer the more stable. This small difference arises from a near cancellation of energy differences in the 2B and 3B energies of the two isomers. From Table 20 in the SI we see that at the 2B level, 308 is more stable by around 7 kJ mol −1 , but at the 3B and 4B levels it is less stable by around 5 kJ mol . Therefore, these clusters present a good test of the balance between the two-body and many-body parts of the interaction models.
In Figure 19 we display the differences in the model energies from the SAMBA references. Here we consider the DIFF as well as CCpol23+ and CC-pol-8s-NB models with data for the latter two taken from Góra et al. [61] . All models show almost exactly the same errors for the 2-body energies, but the DIFF models show smaller errors for the 3-body non-additivity, and the CC models show smaller errors for the 4-body non-additivity. As the errors made by the DIFF models for the 2-body and many-body energies are of opposite signs, these largely cancel out to result in better agreement than the two CC models with the SAMBA references for the E int [2B-4B] estimate of the cluster interaction energies. This was not expected as CCpol23+ is based on CCSD(T) reference energies as are the SAMBA references, but the DIFF models are based on SAPT(DFT) references.
Also shown in Figure 19 are the relative energy differences, ∆E int , between the 316 and 308 isomers from the SAMBA reference calculations and the DIFF and CC models. These are displayed both for E int [2B-4B] as well as for the individual contributions from the many-body expansion. All models underestimate the 2-body contribution to ∆E int , but the CC models and the DIFF-L1pol model show better agreement with the 3-body contribution to the energy difference, while the two higher-ranking DIFF models underestimate this difference. On the other hand, at the 4-body level the DIFFL2pol and DIFF-L3pol models show an excellent agreement with the SAMBA references, while the CC and DIFF-L1pol models predict an energy difference of the wrong sign. All models show excellent agreement with the very small total isomer interaction energy difference, ∆E int [2B-4B], with the CCpol23+ and CC-pol-8s-NB models closer than the DIFFL2pol and DIFF-L3pol models. Góra et al. [61] have made comparisons of the WHBB and HBB2-pol models for these isomers and while HBB2-pol gives energies in reasonably good agreement with SAMBA, the WHBB models (of order 5 and 6) both result in very large errors of around 50 kJ mol
in the 3-body contribution to ∆E int . This is well in excess of the 2-3 kJ mol
errors made by the CC and DIFF models. We must not place too much importance to the relatively small differences in the CCpol23+, CC-pol-8s-NB and the three DIFF models as all have been transferred onto the flexible water conformers in these (H 2 O) 24 clusters, so some differences must be expected. Indeed, a perfect agreement would be surprising. Nevertheless, the fact that these differences are so small is remarkable, particularly for the DIFF models which have bee constructed from 1-body and 2-body data only. 16 isomer interaction energies including two-body to four-body contributions, E int [2B-4B], computed with the three DIFF models and the reference SAMBA energies from Góra et al. [61] . There are no SAMBA references for the boat-a structure. All energies are computed at the reference geometries from Yoo and Xantheas [69] .
VI. ANALYSIS
We began this paper with three questions that can now be answered:
• Q1: Can many-body polarization models be developed from the properties of the monomer and dimer energy calculations only? Many-body polarization models can be developed from monomer properties and dimer interaction energies alone. The route to this is to use monomer distributed multipoles computed using the basis-space implementation of the iterated stockholder atoms (BS-ISA) algorithm [27] , and the monomer distributed polarizabilities computed using the ISA-Pol algorithm [28] . Additionally and perhaps most importantly, the damping needed for the polarization model needs to be determined using the true polarization energies, as defined using Reg-SAPT(DFT) [30] , that are free from chargedelocalization contributions. These models have been demonstrated to reproduce the geometries and energies of a large number of water clusters to an accuracy that rivals that attained by models fitted to extensive sets of water clusters.
• Q2: Can we develop a systematic hierarchy of polarizability model of increasing rank, and how do the accuracies of these models vary with rank?
The ISA-Pol polarizabilities can be defined at any rank (currently to a maximum of rank 3) and include anisotropy and full coupling within the molecule (all many-body interactions within the molecule are accounted for). We have developed three DIFF models using these polarizabilities of maximum ranks 1, 2 and 3, and have demonstrated that all result in accurate predictions for the energetics of the water clusters, with the Comparison of the n-body energies from the DIFF models with the SAMBA references from Góra et al. [61] . There are no SAMBA references for the boat-a structure.
higher ranking models also able to accurately reproduce the geometries of the water clusters. Although we have used terms of the same rank on all sites, it is possible to create ISA-Pol models of lower ranks on some sites (say the hydrogen ions), and even to make the polarizability tensors isotropic.
We have shown that the polarization damping models determined using Reg-SAPT(DFT) are close to optimal in the sense that they lead to three-body nonadditive polarization energies which are able to describe the MP2 and CCSD(T) reference energies for more than 600 trimers. Additionally, these models show very small errors for the total interaction energies of the water hexamers. Deviating from these proposed damping models leads to increases in errors that are most notable in the models with rank 2 and 3 polarizabilities.
We have demonstrated that the DIFF models, in particular the DIFF-L2pol and DIFF-L3pol models, lead to many-body interaction energies that are comparable in accuracy to the best ab initio water models currently available. These include the recently developed CCpol23+ model [61] and HBB2-pol [68] models, as well as more established WHBB model [64] . These three have dedicated three-body models, with additional many-body non-additive effects described through a polarization model. The three-body models in these potentials are fitted to sizeable sets of water trimers, and contain considerable numbers of fitted parameters. Nevertheless, using a set of 600 water trimers extracted from simulations of liquid water [60] we have demonstrated that the DIFF-L2pol and DIFF-L3pol models are second in accuracy only to the CCpol23+ model (MB-pol was not considered in this comparison and we expect it to equal or surpass CCpol23+ in accuracy). All DIFF models show an increase in errors only for the trimers with the most repulsive three-body non-additive energies (with
), for which physical effects not included in the polarization models are expected to be important. As this high accuracy is attained with models built largely from properties computed from the monomers, with only three parameters fitted to a small number of dimer energies, the DIFF approach may be a better route to the development of high-accuracy many-body models in systems with strong many-body polarization. Additional effects may be absorbed in a correction model which could be simpler in structure than the full three-body interaction model.
We have additionally demonstrated how the DIFF models can maintain a high accuracy even when transferred onto systems with flexible water molecules. This high accuracy in the total interaction energy seems to arise from a systematic cancellation of errors in the two-body and many-body energies from the DIFF models. It is not clear why this error cancellation is so systematic, or indeed if it is a feature of water models only (due to the fairly limited bonding types in the water clusters) or is more general. It is possible that the high transferability of the ISA-based monomer properties, in particular the ISA multipoles, may be the reason for the high degree of transferability of the DIFF models. We have already demonstrated that the ISA multipoles do possess a good degree of transferability on molecular crystals [71] , and work is in progress in our group to make an analysis of the ISA-Pol dispersion and polarizability models.
There are also questions which have arisen during the course of this investigation that require further investigation. Perhaps the most important of these
• How should the many-body polarization models of increasing rank be systematically constructed so as to be consistent?
• What is the minimum rank of the polarizability tensor needed to achieve a high accuracy both in the manybody interaction energies and in the cluster geometries. We have shown that the L1pol model is acceptable for 24 dodecahedra 316 and 308 measured relative to SAMBA reference energies from [70] , and the difference in energy between them. Note that there is an error in the SAMBA estimate of ∆E int [2B-4B] as reported in Table. VI from Góra et al. [61] . This has been corrected in this figure. the energetics, but perhaps not for the geometries. The L2pol (including quadrupole-quadrupole polarizabilities) were needed for accurate geometries. But is this generally the case, and if so, on which atomic sites are these terms needed?
• The damping models rely on true polarization energies defined using Reg-SAPT(DFT), but this theory relies on a regularization parameter -which defines a length scale -to separate the polarization and chargedelocalization components of the (second-order) induction energy. How sensitive are the DIFF models to the choice of this parameter, and how does this parameter vary with system and atom type?
We have thus far constructed the three DIFF models of maximum polarizability ranks 1, 2 and 3, independently, with the polarization damping models determined separately for each. In this way, the weaker damping for the DIFF-L1pol model makes up for the missing higher-ranking terms, but it is also possible that the resulting larger induced dipoles cause the slight over-binding seen in the ring-like hexamers and the 16-mers. An alternative would be to determine the polarization damping model for the highest ranking polarization model, and then to construct the lower ranking models with the damping kept fixed. This method may have the merit of leading to a more systematic behaviour of the DIFF models as a function of the rank of the polarizability tensors. We are currently investigating this possibility.
While the energetics of the models are important, their performance in determining the structures of the water clusters are equally or perhaps even more important. Both the DIFFL2pol and DIFF-L3pol models have been shown to result in cluster geometries that agree with the theoretical benchmarks to a very high accuracy: both models result in optimized (intermolecular coordinates only) clusters with O. . . O separations and important structural angles and torsions in very close agreement with the reference geometries. However the DIFF-L1pol model allows for larger cluster geometry variations when optimizations are performed: O. . . O separations can change by as much as 0.04 Å and, more importantly, torsional changes can be as much as 30°. It is possible that the cluster geometries are sensitive to the induced quadrupole that arise from the rank 2 polarizabilities and the coupling terms between the rank 1 and 2 terms. If so, this would have important consequences for the development of force-fields. However it is also possible that this sensitivity has arisen because of the way in which the DIFF-L1pol model was constructed, as discussed above. An in-depth analysis of the magnitude of the induced dipoles and quadrupoles would be needed to resolve this puzzle.
Reg-SAPT(DFT), which is crucial in the algorithm used to determine the polarization damping (see §IV A), involves one free parameter (η), and while this parameter was carefully determined by Misquitta [30] , it is possible that the choice η = 3.0 a.u. is close to, but not optimal. In fact, η may vary somewhat with system and even with atom-types. Any change in η would result in a slightly different partitioning of the E (2) IND energy into the second-order polarization and second-order charge-delocalization energies, and this would alter the polarization model damping, and consequently the many-body energies would change. The already excellent agreement of the DIFF model energies with the reference energies on the wide range of water clusters studied here strongly suggests that, at least for water, the regularization used is appropriate. Nevertheless, as we seek to reach ever higher accuracies, we will also need to determine this parameter with a higher degree of confidence, and also investigate how it varies with molecules and atomic sites within a molecule.
VII. CONCLUSIONS
We set out to determine whether many-body non-additive polarization effects could be determined from models constructed using monomer properties and dimer energies only, and have demonstrated that this is indeed possible. Using ISA-based molecular properties (multipoles and polarizabilities), we have constructed three DIFF (derived intermolecular force-field) models for water that differ in the maximum ranks of the polarization tensors and the polarization damping models only, and have demonstrated that all three models are able to predict the many-body non-additive energies of extensive sets of water trimers, the water hexamers, 16-mers and 24-mers. Additionally, these models are able to correctly describe the intermolecular geometries of the water clusters even when used on clusters with flexible water molecules. We have further demonstrated that while the DIFF-L1pol model (with rank 1 polarizabilities) is relatively less sensitive to the choice in damping model, the two DIFF models with higher ranking polazization tensors are very sensitive to the polarization damping. Further, for all three DIFF models, the optimal polarization damping model was determined from two-body true polarization energies determined using Reg-SAPT(DFT).
The three DIFF models presented in this paper were never meant to be reference models for water, and indeed we have not yet used any in simulations of the liquid, but we have successfully demonstrated that they rival some of the most elaborately parametrized water models, including HBB2-pol [63] , WHBB [64] , MB-pol [23, 24] , as well as the CC-pol-8s-NB [62] and recently developed CCpol23+ [61] models. Perhaps more importantly for model building, while these models are all built on extensive sets of water trimers and even larger clusters, the DIFF models use only 1-body and 2-body data, in effect reversing a recent trend to large and computationally demanding data sets [72] . Additionally, the many-body part of the DIFF models for H 2 O contains precisely three independent fitted parameters that are determined using a small number of dimer calculations using Reg-SAPT(DFT) [30] . The key to the performance of the DIFF models lies in the physical insight used to understand the origin of the many-body polarization, and not in simply fitting to ever-increasing data sets.
In demonstrating the above we have used models based entirely on SAPT(DFT) and Reg-SAPT(DFT), with molecular properties computed using the BS-ISA and ISA-Pol algorithms. These methods are computationally efficient and can be applied to systems much larger than water, and consequently these many-body polarization models can be constructed for larger system too. Indeed we have already done so for the pyridine complex [10] and have demonstrated that these models lead to the correct description of the structures of the known polymorphs of pyridine, including a new highpressure phase [31] . While more systems are needed to be sure of the applicability of the methodology, the strong physical underpinning of the methods described in this paper (and in previous papers from our group) leads us to be optimistic that the approach described here is robust and may well be a general route to developing many-body non-additive polarization models that exceed the accuracy of any proposed so far. We note here that there is no real difficulty in combining the DIFF methodology with reference properties and dimer energies from more advanced methods. Indeed the present DIFF models for water all exhibit a mild underbinding of the dimers due to the use of SAPT(DFT) references, and they could be easily improved using CCSD(T) references.
The price to pay for the methodology used in the DIFF models is that the polarization models are more complex and necessitate the development of simulation tools that can handle the many-body polarization in the condensed phase in a computationally efficient manner. The theoretical framework needed for the DIFF models is well known [22] and has been implemented in the Orient program [73] , but the naïve implementation of the classical polarization model is computationally inefficient. Considerable progress has been made in improving the efficiency of the polarization models, most notably by Lagardere et al. [50] and by Albaugh & Head-Gordon [49] . However neither of these approaches is directly suitable for even the simplest of the DIFF models. Nevertheless there is nothing fundamental that stops us from improving the flexibility and the computational efficiency of the classical polarization models in simulation codes. And now that we can develop accurate polarization models more readily, it is time we addressed this deficiency in our computational tools and made the necessary effort to allow simulations with theoretically motivated force-fields rather than force theorists to simplify the models and thereby lose in accuracy. That said, it may still be possible to use force-matching methods [74, 75] to construct simpler force-fields that are rigorously linked to the underlying theoretical models (such as DIFF). Clearly there are possibilities for moving the DIFF models to mainstream simulations.
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IX. ADDITIONAL INFORMATION
All developments have been implemented in a developer's version of the CamCASP 6.0 [33] program which may be obtained from the authors on request. CamCASP has been interfaced to the DALTON 2.0 (2006 through to 2015), NWChem, GAMESS(US) , and Psi4 programs.
The specifications of the DIFF models are presented in the Supplementary Information. Additionally we supply input files suitable for use with the Orient 5.0 [73] program which can be freely obtained. We also supply the structures of all water clusters used in this paper so that comparisons can be made easily should the need arise.
I. MODEL SPECIFICATIONS A. DIFF functional form
The DIFF functional form is not fixed, but instead is determined by the best theoretical understanding available. At present we utilize an anisotropic Born-Mayer functional form [1] but we have also used alternative forms [2, 3] sometimes with better results.
Following Misquitta & Stone [1] we represent the potential V int as
where, a and b label sites in the interacting molecules A and B, r ab is the inter-site separation, Ω ab is a suitable set of angular coordinates that describes the relative orientation of the local axis systems on these sites (see ch. 12 in ref. 4) , and V int [ab] is the site-site potential defined as
The short-range term V sr [ab] describes the exchange-repulsion energy, the electrostatic penetration energy, and all other short-range terms, including the charge-delocalization energy:
where ρ ab (Ω ab ) is the shape function for this pair of sites, which depends on their relative orientation described by Ω ab , and α ab is the hardness parameter which will be taken to be independent of orientation.
hartree is a constant energy which determines the units of V sr [ab] . The shape-function ρ ab (Ω ab ) for site pair ab is dependent on the relative orientation of these sites Ω ab and is given by
is the shape function for atom a and
The shape function ρ ab (Ω ab ) is best described in local axis systems that reflect the local symmetries of the sites a and b. These symmetries could be approximate. For example, a convenient choice for the local z-axis at a carbon atom in a benzene molecule might be to have it point from the carbon to the bonded hydrogen atom. With this choice of z-axis, an approximate cylindrical symmetry may be imposed. In which case, the potential parameters would be quite simple. But we now need to transform from these local axis systems to the global axis as the molecular configurations are defined in the global, or laboratory frame. This transformation is done using the S -functions defined by eqs. 3.3.7 in ref. [4] and is given by (eq. 12.2.6 in ref. [4] )
We do not use the most general S -function in our potentials, but only the special cases:S k0 l0l andS 0k 0ll . Since we do not use mixed terms in the sum, this leads to a very intuitive result that the shape function of a pair of sites is the sum of the shape functions of the individual sites. This is so because these special S -functions can be written quite simply as
where the renormalized spherical harmonics (in the Racah definition) are defined as
We can use the real components of the renormalized spherical harmonics (defined below) to get
where the Greek letter κ has been used in place of k to indicate this is the real component and the angles now have subscripts a to indicate they are the polar coordinates describing the site-site vector from a to b in the local axis system of site a. Likewise, we defineS
Now we can write the (approximate) shape function as
with a similar expression for ρ b (θ b , φ b ). We can interpret ρ a as the shape function of site a. This is a very useful concept when developing atom-atom potentials with the aim of transferability, where it is important to define the parameters in the potential in terms of the properties of the atomic sites. However Misquitta & Stone [1] have argued that this interpretation is only valid at first order. When second-order terms are included then there is a coupling between the parameters from sites a and b as would happen, for example, if there was a strong charge-delocalization between the sites. This happens for the O..H interaction in water. So in the DIFF models we have specific parameters sets for the O..O, H..H, and O..H interactions; i.e., transferability is not imposed. Indeed, it cannot be imposed without compromising the accuracy of the models.
V elst [ab] is the expanded electrostatic energy:
Q a t is the multipole moment of rank t for site a, where, using the compact notation of ref. 4 , t = 00, 10, 11c, 11s, · · · , and β ab elst is a damping parameter. The dispersion energy V disp [ab] depends on the anisotropic dispersion coefficients C ab n (Ω ab ) for the pair of sites, and on a damping function f n that we will take to be the Tang-Toennies [5] incomplete gamma functions of order n + 1:
The final term V pol [ab] is the polarization energy, which is the long-range part of the induction energy [6] . V pol [ab] depends on the multipole moments and the polarizabilities α 
There are a few points to note about the particular form of the potential V pol [ab] . Although formally written in the form of a two-body potential, many-body polarization effects are included through the classical polarization expansion [4] . Also, we will normally define the multipole moments and polarizabilities to include intramolecular many-body effects implicitly, that is, we use the multipoles and polarizabilities of atoms-in-a-molecule, localized appropriately. To this form of the potential we could add a three-body dispersion model, but this is not addressed in this paper.
B. Model parameters
The DIFF model parameters presented here are defined in local axis frame for each atom in the water molecule. In the notation used in the Orient program [8] the local axes are defined to be as follows:
Axes
O z between H1 and H2 x from H1 to H2 H1 z from O to H1 x from H1 to H2 H2 z from O to H2
x from H2 to H1 End This choice places the water molecule in the xz-plane with the z-axes on each H-atom pointing outwards, along the O-H bond, and that for the O-atom bisecting the H-O-H angle and pointing from the O towards the H-atoms.
The DIFF models are all created for the water molecule in a fixed geometry given as (in atomic units): In some of the water clusters the monomer geometries differ from the one above. In this case the DIFF model parameters presented below were moved onto the sites and the local axis system was kept the same. That is, the DIFF model parameters were transferred, without change, to the new monomer geometries, with the local axis system and parameters kept the same.
The polarization model parameters are given in the main paper, but are reproduced below for convenience. 
II. PLOTS FOR THE TWO-BODY INTERACTION A. Second virial coefficient
The second virial coefficient B(T ) is calculated using B(T ) = − 1 2 (e E int /kT − 1)dΩdr 3 + 2 24(kT ) 3 (
where the first term above is the classical result B(T ) Cl from integrating the Mayer function (the integration here is over separations and orientations) and the second term gives the quantum correction. Here F 2 0 and T α 2 0 are the mean square force and components of mean square torque on the molecule respectively and I αα are the molecule's moments of inertia. [15] . The columns nB show the n-body non-additive interaction energies, and the total interaction energy is given in column "2B-6B". The sum of the terms of 3B to 6B is given in column ">2B". All energies are in kJ mol TABLE XXVII. Decomposition of many-body energies up to four-body contributions, for each model using DIFF (i.e. x = 1) damping compared with the SAMBA energies from Góra et al. [14] . The final column gives the 3B non-additive energies where the molecular properties have been replaced by those from the water monomer in a conformation optimized using CCSD(T)/cc-pVTZ using the Psi4 program. 24 tetradecahedron isomers and the differences between them, using the DIFF models. We also present the CCpol23+, CC-pol-8s+NB and reference SAMBA results from Góra et al. [14] In the DIFF-L3pol(opt) rows we present energies obtained using the DIFF-L3pol models with molecular properties (multipoles and polarizabilities) replaced with those from the water monomer in a conformation optimized using CCSD(T)/cc-pVTZ using the Psi4 program.
