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Introduction
Few physical problems have received more scrutiny than bounded orbits in the two-and few-body system. Among these, the two-body Kepler problem is arguably the most experimentally relevant and best studied example, having been illuminated by intense theoretical inquiry spanning hundreds of years leading to important insights even in relatively recent times . In light of the profound weight of history of this class of problems we briefly enter the following simple result (that we have been unable to find in the existing literature): the apsidal angle and eccentricity of a bounded orbit in a central potential of fixed scaling exponent is unaffected (to leading order) by linear friction.
In this note we revisit the general problem of damped orbits in a central field. Problems of this type arise in a broad array of different physical situations including the evolution of orbits in planet systems, star clusters and galaxies (dynamical friction) [23] [24] [25] [26] [27] [28] , the orbital evolution of a binary system radiating gravity waves [29] [30] [31] [32] [33] [34] , the evolution of a Rydberg atom in vacua [35] and in a dilute quasi-neutral plasma, the evolution of electronic states of impurity atoms in a matrix, etc.
In this summary we illustrate the usual flow of energy and angular momentum as an analogue of the Landau criterion for superfluidity. Hamiltonian systems typically lose dynamical symmetry completely when dissipative forces are included. However, applying a generalization of Poisson structure to dissipative systems recently developed by Tarasov [1] we show that for the Kepler problem the dynamical symmetry is maintained in a time averaged sense in the linear dissipative case.
We develop a fairly general framework for understanding the effects of dissipation in a central field, including explicit examples (kept few for brevity) of theoretical and practical interest. Our reason for assembling this summary is that although, due to the universal nature of the general problem, many of these results are likely to exist elsewhere in the archive, we have been unable to locate the relevant ones. Although not the topic of this paper, it is with deference to the vast literature on the undamped Kepler problem (indeed, so vast we can neither chronicle it historically nor list recent developments in the theory) that we thankfully acknowledge some of the references that we have found most useful [ 
The Problem
In many astrophysical situations, the secular evolution due to friction of orbits in a two body system is towards circular orbits. The naive thought that this (time averaged) evolution is the same as why pebbles are round is quickly dispelled by considering the case of Kepler orbits in which frictional forces would be the same at aphelion and perihelion, where the orbits are equally 'pointy'. In an orbit in a central field the angular momentum scales with momentum while the energy generally scales with the momentum-squared. Friction, assumed to be spatially isotropic and homogeneous but time odd, typically scales the momentum. This means generally that the resultant secular evolution in central force systems is that in which the energy is minimized at fixed angular momentum. This is clearly the circular orbit. The velocity dependence of the frictional force is quite relevant, in particular as referenced against the velocity dispersion of the (undamped) motion in that central potential. Clearly, under the action of such dissipative forces, a consequence of symmetry is that the flow in orbital shape (not size!) has two fixed points, circular orbits and strictly radial (infall) orbits.
Throughout we specialize to velocity dependent drag forces that are isotropic (by which we mean strictly anti-parallel to the velocity) and homogeneous (no explicit spatial dependence). Thus to simplify the discussion we eliminate types of friction of paramount astrophysical importance such as tidal frictional forces, any spin-orbit coupling [23, 24, 26] and dissipation associated with other orbiting debris (such as through the Kozai mechanism [27, 28] ) from further consideration here. Since the reduced mass co-ordinate transformation is linear in the co-ordinates, linear friction (by which we mean frictional force strictly proportional to the velocity) remains linear in the center of mass co-ordinates. Conversely, this implies that with non-linear friction there is strictly no factorization of the dynamics into center of mass and relative motion. For simplicity in that case we think of the dissipative effects of the motion of the lighter body as dominating the orbital evolution and simply approximate the frictional forces to be non-linear (but still isotropic and homogeneous) in the speed of the relative coordinate only.
We consider only inter-particle forces described in terms of a distance-dependent potential V (r) with r the magnitude of the relative co-ordinate. The relevant part of the Hamiltonian for the undamped system is simply
where throughout the reduced mass is scaled to one. Since they will play a pivotal role in the following, we write out the associated Virial generators and their relations. These are the dilatation operator R,
and the "Virial" V,
and lead to the following relations (the { } is the Poisson bracket),
Of course, the angular momentum M ij = x i p j − x j p i operators generate the orthogonal group so(D) and commute with each of H, R, V.
Generically the equations of motion arė
where the last equality can read˙ p = { p, H} only for β(p) = 0 identically. As a consequence of isotropy and homogeneity, β, the damping parameter, is a function of the | p | only. We call linear damping the choice of β constant. In the undamped case β = 0, closed orbits can be characterized in general by a fixed orbital plane, an aphelion distance c, a perihelion distance d and an angular offset φ 0 . Also, since the angular momentum generators commute with the Hamiltonian each orbit is associated with a particular value for the angular momentum (all M ji are zero except for i, j pointing in the orbital plane). As usual, call that nonzero angular momentum L and form the effective potential V ef f (r) = L 2 2r 2 + V (r). For simple, illustrative examples we focus in the main on potentials with fixed scaling index α, that is V (r) = kr α . Let c and d represent the maximum and minimum radius in the orbit. Then from from V ef f (c) = U = V ef f (d) where U is the total energy (the H evaluated at any point on this particular orbit) we find the relations,
that then can be reduced to a 'dispersion' relation between U and L,
where f in this case is a monotonic function on [0, 1]. Note also that f (x) = f (1/x). Equation (2.10) is a straightforward consequence of dimensional analysis; for a potential given as a power law there are no explicit length scales in the potential and one can show that there is but this single dimensionless quantity comprised of U , L and k. This means that dimensionless quantities associated to the orbit (for example, the shape parameter d/c and the apsidal angle) must be a function of the parameter on the LHS of Equation (2.10) alone. Orbits in potentials possessing additional length scales (such as the effective GR potential in which the Schwarzschild radius arises as a length scale or, for example, a polynomial potential) will in general have no simple relation as in Equation (2.10); i.e. with energy and angular momentum on one side and a function of the the aspect ration d/c alone on the other side. For completeness, we briefly illustrate a few simple cases where there are additional length scales in the potential at the end of this section.
When damping or another perturbation is applied, we can use Equation (2.10) to trace the secular evolution of the orbital shape. We do this most simply by keeping track of how the LHS of Equation (2.10) changes with the perturbation; if the perturbations are weak enough then we can gainfully elucidate the leading order evolution without solving Equation (2.7) and Equation (2.8) exactly but by temporal averaging δU and δL over each classical undamped orbit. Thus, the differential form of Equation (2.10) for arbitrary δU and δL can be cast as
Equations of this sort are often written down when referring to the secular evolution of orbital system (see for example [43] and references therein). In this form it may be thought of as an analogue of the Landau criterion [44] for superfluidity. In physical terms, since U and L are conserved quantities, the first term in the braces above refer essentially to the dispersion relation for the quasiparticle excitations the orbital system excites in the medium performing the damping. The second term is the naive slope to the origin in the dispersion relationship for this shape of orbit. This is analogous to the Landau criterion in that there the difference between group velocity of the medium's quasiparticles and the velocity of the particle is a monotonic function of the number of available microscopic states in the combined (mass+medium) system. In the application of the Landau criterion, when that difference is negative there can be no decay of the bulk motion into quasiparticles (since there are no states available) and the bulk motion continues without dissipation. Here Equation (2.11) describes the flow between the two orbital shape fixed points (clearly from the fact that f (x) is monotonic between 0 and 1 indicates that the fixed points are the infall orbits (x = 0) and the circular orbits (x = 1)), and as long as the bracketed part of Equation (2.11) is non-zero the orbits will typically continuously flow towards one of these fixed points. As an example of the utility of thinking about the Equation (2.11) as a type of Landau criterion, later in this article we describe its application to the secular evolution Rydberg atoms emitting light and binaries emitting gravity waves.
In the general case of velocity dependent (but isotropic and homogeneous) damping we expect the damping force to have the form F drag = −β(p) p. Note that, under the equations of motion (EOM), δR = −β(p)R and δL = −β(p)L (see also [37, 45] ). In the limit of weak damping, we expect L to be approximately constant so that, time averaging, we arrive at < δL >= − < β(p) > L to leading order in β(p). Note also that under the EOM δU = −β(p)p 2 (we henceforth drop the vector symbol over the p). Note that Equation (2.4), the bracket of the R with the Hamiltonian, indicates via Hamilton's equations that dR dt = 2V which, temporally averaged over a bounded orbit, indicates (the virial theorem) that < V >= 0 for the undamped system. Writing this out we learn that for V (r) = kr α and to leading order in β, < p 2 >= α < V > so that
We see from Equation (2.12) that in general, for the linear damping case (β constant) the average factorizes trivially and the aspect ratio is unchanged to leading order under linear damping, but that this in general will not be true for non-trivial momentum dependence of the damping coefficient. Although in the case of potentials with fixed scaling exponent α there is but one dimensionless parameter (See Equation (2.10)), the introduction of the damping coefficient β introduces new length and time scales, making it possible for the aspect ratio d/c to be a function of dimensionless parameters depending on β. The fact that β is time odd does apparently not preclude its inclusion in linear order in the shape parameter in general. Thus, we repeat, these conclusions are not a consequence of dimensional analysis and discrete symmetries. The next section on the fate of dynamical symmetry in the damped Kepler problem further illustrates this special consequence of linear damping. The relation Equation (2.12) is consistent with the attractors of the flow. For circular orbits p 2 is a constant of the motion (again to leading order in β) and thus the LHS of Equation (2.12) is zero, as expected by symmetry. Also the strictly radial orbit limit is one in which the inner radius, d → 0, and so the LHS of Equation (2.12) being non-zero in this limit looks inconclusive. But, by the definition of f via Equation (2.10) we see that in this limit f → ∞. This is true whatever the value of U , and so the strictly radial orbits are also stationary in the dissipative flow, as must be.
Finally, for the case of a potential given in terms of a single power law exponent α, the apsidal angle must also be just a function of the dimensionless LHS of Equation (2.10). By the reasoning leading to Equation (2.12) this immediately implies that the apsidal angle is also unchanged with linear damping to leading order. This can also be seen directly by manipulating the contour integral for the apsidal angle, Γ, for these potentials,
We reiterate; only under linear friction do Kepler orbits neither change shape or precess. For the case of Kepler motion (α = −1), the above results can of course also be seen directly from the equations of motion. The combination of the angular momentum ( L = r × p) and Runge-Lenz vectors 
) fill out the maximal set of local, single valued operators that commute with the Hamiltonian (for k < 0 and α = −1), forming the usual so(4) = so(3)xso(3) algebra
(note that this algebra can be put into the explicit so(3)xso(3) form by forming the linear combinations of L and S after scaling the later by √ H). The utility of defining L and S extends beyond their being constants in the 2-body Kepler problem. They are also useful for parameterizing the secular evolution of orbits under various Hamiltonian perturbations [40, 46] . Below they are used to describe the evolution of orbits in a non-Hamiltonian system. Now, although these are constants in the Hamiltonian system where L is angular momentum and S has length proportional to the eccentricity (and points along the semi-major axis of the orbit, in the direction of the periastron from the focus), they evolve in the damped system of Equation (2.7) and Equation (2.8) as,
Note that in the weak damping limit, since L is conserved to O(β 0 ), the second equation time averages to −2 < β p > × < L >. Thus, again we learn that if the damping were strictly linear (β constant) then since < p >= 0, the time average of˙ S is 0, again indicating that the eccentricity vector would be conserved. Again circular orbits and radial infall satisfy <˙ S >= 0 for any damping function β(p), as expected.
The result that there is neither shape change nor change in the apsidal angle for linear friction is clearly special to the case of monomial central potentials only. Qualitatively one can understand the apsidal angle changing with linear damping in the general case. Consider a central potential made of a a two term polynomial. Beyond a certain distance the orbit's apsidal angle will be essentially that due to the dominant (monomial) term of the potential there. As the orbit decays the apsidal angle must eventually change to the apsidal angle of the other (previously sub-dominant) term in the potential. For another concrete example, the reader may verify that for the potential V (r) = −|k|/r + g/r 2 under linear damping, the left side of the analogous relation Equation (2.11) is 2gδL < |k|/r − L 2 /r 2 > /(U L 3 ) to leading order in g, indicating that for g > 0 linear friction leads to circularization in this potential whereas for g < 0 linear friction leads to infall orbits.
It is straightforward to show that β = const. is the only shape-preserving damping functions for the Kepler potential (α = −1). For suppose that there were another function β(p) that was also shape preserving; it would do so for all Kepler orbits, including large ones whose momentum throughout would be small. Thus, the leading p → 0 order dependence of β = const. would be captured by a single exponent τ ≥ 0, via β(p) = γ|p| 2τ (γ, τ constant). By scaling, if this β(p) made the LHS of Equation (2.12) zero for large orbits it would then also for all orbits. Using the explicit form of the undamped Kepler motion we now show that Q =< β(p)p 2 > − < β(p) >< p 2 > must be nonzero for all τ = 0. We now evaluate this in leading order in the limit of weak damping by evaluating these averages on the unperturbed Kepler orbits. To fix notation for the Kepler problem, we use 1/r(θ) = A + B cos θ and recall U = p 2 /2 − |k|/r. The time average of a quantity O we denote < O >= 
can only be zero for any A and B if τ = 0 can be seen from developing Q of Equation (2.16) as a power series in B/A for which the leading term is
The utility of regarding Equation (2.11) as a generalization of the Landau criterion can be seen in situations in which both the undamped motion of the orbiting body and the quasiparticle spectrum of the medium are known but the details of the coupling between the body and the medium (the radiation reaction) are less well known. As an application, consider a single electron Rydberg atom decaying by the emission of light. Assuming the radiation is dominated by the dipole term, and assuming (only to simplify the discussion) that initially the atom is in a generic nearly circular orbit. Then the ratio of the energy emitted ( ω) to the angular momentum of the radiation field ( ) will essentially be ω, the frequency of the light, which for Rydberg atoms, in the correspondence limit, must equal to ω p the orbital frequency. Since the dispersion relation for Kepler orbits gives for the second term of Equation (2.11)
We see that a circular orbit remains circular under the emission of dipole radiation, as expected on general grounds. For a generic Kepler orbit, the leading order energy loss and the angular momentum loss averaged over an orbit is [47] 
which in Equation (2.11) using the fact that the RHS f /f is positive, leads to circularization. This is the classical view of the fact that the single atom Rydberg atoms evolve preferentially into Yrast states (L ∼ n, the principle quantum number). Indeed, extending the forgoing discussion gives hints at a semi-classical level as to why the eccentricity eventually increases, until the single electron Rydberg atom ends up in an S-state. Note that in quantum mechanics the angular momentum's contribution to the effective potential is not
Thus, quantum effects lead to a potential identical to the example considered in the above paragraph of the form V (r) = −|k|/r + g/r 2 but for the case g < 0. This led to infall orbits in the linearly damped case; here it competes against radiative effects to bring the atom to higher eccentricity at late times, where L < n the principle quantum number.
As a further application, consider the case of a massive body in a Kepler orbit emitting gravitational radiation. For simplicity assume circular orbits to simplify, and take the evolution of the orbit to be dominated by the emission of circularly polarized gravity waves. For the medium (the vacuum), each graviton, being spin 2, carries off a helicity 2 and each graviton has energy δE = ω g = 2 ω where the actual frequency of the gravity wave, ω g , (as a tidal distortion) is twice the orbital frequency ω. Again, the average angular momentum transfer to infinity carried by this wave will be 2 . This indicates that again the ratio of the energy loss to the angular momentum loss is proportional to the orbital frequency, thus circular orbits remain circular under the emission of gravitational radiation, as expected by symmetry. A more detailed analysis of the leading order energy and angular momentum fluxes from gravitational radiation in a Kepler orbit with eccentricity reveals [32, 33] ,
where µ is the reduced mass. In Equation (2.11) this implies that gravitational radiation circularizes Kepler orbits. But, of course, orbits in General Relativity are not Kepler orbits, and the forgoing conclusion is not quite correct. To simplify the problem of including the leading relativistic effects into the analysis, consider the limit M >> m and allow all of our previous considerations apply to geodesics in the usual (t, r, θ, φ) asymptotic co-ordinates for Schwarzschild spacetimes. Briefly, the reasoning leading to Equation (2.11) from the geodesic equation for Schwarzschild spacetimes itself requires two modifications. The first is that the newton potential −|k|/r is replaced with −GM/r − GM L 2 /c 2 r 3 . The second is that what arises in the place of U in the equations analogous to Equation (2.9) is actually (E/m) 2 − 1, where U is the total energy (now including the rest mass m). It can be shown that in the forgoing expressions, both quantities L and U are that which a stationary observer at infinity would accord as part of the space's total angular momentum and energy, respectively. Let U = E −m, represent the mechanically available energy. To leading order in the relativistic effects, the analog of Equation (2.11) reads
where r s is the Schwarzschild radius. Since the third term is smaller than the second, we learn that, if the orbit is nearly circular so that the emission of gravity waves would preserve the product U L 2 , the eccentricity must increase in order to offset the r s /2a term which grows as the orbit shrinks. Thus, general relativistic effects tend to make the circular orbit attractor repulsive, a result that is well known numerically [29, 31] .
The Fate of Dynamical Symmetry in Damped Systems
The previous section suggests that (linear-) damped bounded Kepler orbits shrink but retain their aspect ratio and do not precess to leading order in the damping. Superlinear damping does lead to circularization whereas sublinear damping leads to infall orbits in the Kepler case.
In the three-dimensional undamped Kepler problem the lack of precession is generally understood as a consequence of a dynamical symmetry, the celebrated O(4) symmetry formed from the two commuting so(3), one from the angular momentum L the other from the Runge-Lenz vector S (Equation (2.14)) [6, 7, 8] (though see [17] for a more precise and general statement of the connection between algebra and orbits in a central field). This is one of the maximal compact factors of the so(4, 2) extended symmetry formed by L, A, H but including the generalization of R, V ( [18, 21] 
The other central potential which has an easily recognizable dynamical symmetry is the multi-dimensional harmonic oscillator. As is well known, the isotropic Ddimensional harmonic oscillator's naive O(D) symmetry is part of a larger U (D) dynamical symmetry. For D = 2 harmonic oscillator, we do note that the U (2) symmetry does enlarge further to a so(3, 2) when including R, V and their generalization (the virial subalgebra Equation (2.4) through Equation (2.6) of each oscillator alone closes to a sl(2, R) subgroup of the so (3, 2) ). Note further that this algebra is identical to that of the dimensionally reduced so(4, 2) of the 3-d Kepler problem, by which we mean the reduction of that algebra to generators associated with the orbital plane only. These considerations can also be understood from the KS construction [39, 48] , in which a four-dimensional isotropic harmonic oscillator is the starting point. There the u(4) = su (4)xu (1) is, of itself, not preserved by the KS construction. Instead, it is the u(2, 2) subgroup of the four oscillator's sp(8, R) symmetry in which the overall u(1) can be isolated as the angular momentum constraint of the KS construction [42] . The residual symmetry su(2, 2) ∼ so(4, 2) is that of the 3-d Kepler problem. Finally, the popular geometric construction of the undamped Kepler problem as geodesic flow on (spatial) a 3-manifolds of constant curvature relates the so(4) dynamical symmetry to the isometry group generated by Killing vector fields on the spatial slice [20, 22, 41] . The analytical connection between the Kepler problem and the isotropic harmonic oscillator has deep historical roots, going back to Newton and Hooke (see [49] and references therein). These various guises of the Kepler problem and the isotropic harmonic oscillator, however, as far as we can tell, they do not lead to a straightforward connection between the associated damped problems.
Logically, we would like to understand the result that damped Kepler orbits do not change shape or precess as a consequence of the preservation of the dynamical algebra by linear friction. Since the subgroup associated with the shape and precession (through the S) is rank one it is suggestive that the entire group structure is preserved in the system with linear friction. To complete the picture, this inquiry should lead to understanding why the dynamical symmetry group is apparently broken to just so(3) by non-linear friction.
Fortunately, a recent paper by Tarasov [1] suggests a straightforward generalization of the Poisson structure to systems with dissipative forces. There are many other approaches to addressing structural questions of dissipative systems (for one example, see [50, 51] ) but we find the approach of [1] to be most useful for addressing questions of the symmetries that survive in the dissipative case. Clearly the pair Equation (2.7) and (2.8) cannot be represented in terms of a Poisson bracket for some H. Tarasov generalizes the Poisson bracket to be compatible with equations like Equation (2.8). In order to preserve as much of the algebraic structure as possible, Tarasov finds a oneparameter family of symplectic forms that -in a sense-interpolate between the case with no damping and that with. This family has the following useful properties (0) it is a two form, (1) it is satisfies a consistency condition that guarantees the Jacobi identity, (2) time derivatives of dynamical quantities are given in terms of the new Poisson bracket with the undamped Hamiltonian plus a term proportional to the time derivative of the symplectic form and (3) the new symplectic form is a constant in the dissipative system (see point (2) immediately preceding).
We now briefly review some of the details of Tarasov's construction with an eye towards its application to damped motion in a central field. To fix notation, consider the general flowẋ i = χ i where the 2N variables x i are the usual phase space co-ordinates. We denote the usual symplectic two-form asω =ω ij dx i ∧ dx j . It is locally exact (thus closed, dω = 0) and non-degenerate. Letω ij represent the matrix inverse in this frame. Theω forms a Poisson bracket {A, B} =ω ij ∂ i A∂ j B satisfying the Jacobi identity. The key difference between Hamiltonian and dissipative systems is in the connections of the above structure to time translation. In the case where the flows are associated with a Hamiltonian, H, we haveẋ i = χ i = {x i , H}. Then the Jacobi identity immediately implies that the Poisson bracket of constants of motion are themselves constants of motion in the Hamiltonian case. For a dissipative system the generator of time translations is no longer part of the dynamical algebra. Typically time translations in the dissipative case are incompatible with the Poisson bracket in the usual symplectic structure. For example, the partial derivative with respect to time of the Poisson bracket of two (explicitly) time independent mechanical quantities is not simply related to their individual partial time derivatives; temporal derivatives do not act as derivations on the bracket.
Tarasov's construction proceeds by finding an explicitly time dependent symplectic structure through relaxing the condition that the symplectic form be locally exact. It is straightforward to show that if we can find an antisymmetric solution ω ij (t) to
that simultaneously satisfies the Jacobi identity for all t, then a new bracket {A, B} T = ω ij (t)∂ i A∂ j B is compatible with the flowẋ i = χ i . Note that the RHS of Equation (3.1) is exactly the obstruction to the existence of a Hamiltonian for this flow (note also that for the Hamiltonian case, ∂ω ∂t = 0 as expected). Note that in this new bracket,
The Equation (3.2) essentially describes the compatibility between the flow and the new Poisson bracket.
To proceed, consider orbital motion as described by Equation (2.7) and Equation (2.8). The Equation (3.1) takes the form,
Clearly for any flow, a solution to Equation (3.1) can be reformed to be antisymmetric. As well, for any flow, a solution of Equation (3.1) leads to a simple generalization of the Jacobi identity. We do not know if solutions to Equation (3.3) exist and satisfy Jacobi for every choice of β(p). However, for β(p) = const. there is a simple solution to Equation (3.3) that satisfies Jacobi, ω ij (t) = e βtω ij (3.4) whereω is just the symplectic form of the undamped Kepler problem. Physically this corresponds to the uniform shrinkage of phase space volumes under linear damping. We can use the solution Equation (3.4) in the new bracket {, } T to study the dynamical symmetry of the damped Kepler problem thus leading to a very compact description of the apparent preservation of the eccentricity and lack of precession in linearly damped Kepler orbits. Clearly in going from {, } (Poisson bracket) to the new bracket {, } T the relations in Equation (2.14) gain a factor of e −βt . The algebra that results from this simple rescaling is still so(4). The utility of this simple change is to the algebra of Equation (2.14) (which was for the undamped system) is that is it now compatible with the evolution under Equation (2.7) and Equation (2.8) of the damped system. To see this in an example, take the first relation in Equation (2.14) and take the (total) time derivative of both sides. Then note
e. the usual Poisson bracket is no longer compatible with time evolution. Duplicating the previous line for {L i , L j } T = 2e −βt ijk L k one learns that this is compatible with the flow Equation (2.7) and Equation (2.8). Similarly, one may check that all the brackets in Equation (2.14) (after replacing {, } with {, } T ) are as well. Also note that {L i , H} T = 0 = {S i , H} T though since H and the bracket are no longer associated with time evolution, these equations do not themselves imply that L and S are constants of the motion in the dissipative system, as is clear from Equation (2.15). The critique here is familiar to any attempt to reconcile symplectic structure and dissipation; fundamentally, Equation (2.7) and Equation (2.8) still treat x and p differently so that time evolution is no longer an element in the dynamical algebra of {, } or {, } T .
To relax the category of 'constants of the motion' sufficiently for dissipative systems, consider to what extent dynamical quantities averaged over some number of orbits change on a longer time scale, i.e. on a timescale relevant to the dissipation (note 1/β(p) is related to that timescale). As before, let <> denote time averages over many orbits and let O a classical observable, and suppose that, as in forgoing, we have a solution to both Equation (3.1) and the Jacobi identity for a system as in Equation (2.7) and Equation (2.8). It then follows that
Note that sums are implied in the x, p indices of the ω xp (t), the Tarasov form. Above we have used isotropy to rewrite the sum in the first term in terms of the (normalized) symplectic trace of ω xp (t) which we denote simply as ω(t). To show one intermediate step, integrating by parts and using Equation (3.3) we arrive at
Where ∆ refers simply to the overall change of the quantity over time T . Finally, using the Equation (3.1) and the fact that ω xp satisfies the Jacobi identity we reduce the above to and so making the RHS zero indicates conserved quantities in the non-Hamiltonian system. Again, this was derived for general β(p), assuming only isotropy. Now we take the linear frictional limit in which β(p) = β = const. Then using O = L/ω 2 in the above equation implies that L/ω are constants of the motion in this system, as expected. Similarly, taking O = S/ω indicates that ∆S is proportional to (2β L/ω)× < ω p > which, again, is higher order in β. Note that in deriving Equation (3.9) no weak damping limit is taken. This result then applied to the case of bounded Kepler orbits with linear damping indicates that the (orbit-averaged) Runge-Lenz vector, and thus the dynamical algebra of the Kepler problem, is conserved to leading order in the linear friction coefficient.
Conclusion
We have described aspects of the general problem of damped orbital motion including the existence of stationary temporal averages that are the natural generalization of conserved quantities in the Hamiltonian context to the non-Hamiltonian setting. These temporal averages have straightforward interpretation in the generalization of the symplectic structure to non-Hamiltonian systems developed recently by Tarasov. This quantifies in precise analytic terms the fate and subsequent utility of the dynamical symmetry algebra in the associated non-Hamiltonian system.
There are three main frameworks for understanding orbital motion in a central field. The first is directly from the equations of motion; this admits straightforward generalization to the non-Hamiltonian case but obscures the structure and fate of the dynamical symmetry group under such a generalization. The second, namely the KS construction, embeds the Kepler orbit problem in the higher dimensional set of harmonic oscillators with constraints; this illuminates the dynamical symmetry group but does not seem to readily admit a generalization to the non-Hamiltonian system. Lastly, the geometrical approach, namely that which associates the Kepler Hamilton equations to geodesic flow on manifolds (of, it turns out, constant curvature) also illuminates the dynamical symmetry group while making the generalization to the non-Hamiltonian case somewhat unclear.
One advantage of the approach advocated here is the analytic connection between the generalized Poisson bracket between an observable and the original Hamiltonian and the evolution of that observable's time average in the damped system. This rewriting of the Equation (2.7) and Equation (2.8) establishes an structural connection between orbits in the linearly damped Kepler system and the linearly damped two-dimensional isotropic harmonic oscillator to leading order in the linear damping coefficient.
