In this paper we will study an improved elastic dissipation model for a cantilevered beam, where the damping is assumed to be proportional to the bending rate of the beam. For an earlier formulated dissipation model for the cantilevered beam it has been recently shown that damping will not always be generated. However, for the improved dissipation model it will be shown in this paper that damping will always be generated.
1. Introduction. For many years different approaches were used to describe energy dissipation in oscillating elastic bodies such as beams (see [1] [2] [3] [4] ). However, many approaches (such as molecular theories) are too complicated to use in practice. As a result, different phenomenological models are used in mechanics. At the end of the nineteenth century, Kelvin and Voigt noted that damping rates tend to increase with frequency. At the end of the last century, Chen and Russell proposed the following dissipation model (see [4] ):ẍ + Bẋ + Ax = 0, (
where A is an elastic operator, and where B is related in various ways to the positive square root, A 1/2 , of A . For beam equations this approach was generalized and developed further by Russell in [1] , [2] . Russell where u(x, t) is the displacement of the beam in the vertical direction, and δ is a positive damping constant. No derivation of the dissipation term δu txx is given in [1] , [2] . However, it is noted that this new model has good mathematical properties. For example, in the case for simply supported beams it turns out that damping rates increase with frequency. Unfortunately for a cantilevered beam it turns out in [1] that A and B in (1.1) do not commute. Russell showed in [3] that it is, in general, not true that the energy decreases monotonically. In [5] it has been shown for the cantilevered beam problem as formulated in [1] , [2] that the first (the lowest) vibration mode is unstable. So, for this mode there certainly is no energy dissipation.
In this paper an improved dissipation model will be studied for the cantilevered beam. It will be shown that dissipation really occurs in the system. In Section 2 of this paper it will be indicated how this dissipation model can be obtained. By using the recently developed, adapted version of the method of separation of variables (see [5] , [6] ), we will study the dissipation model in Section 3 of this paper. It will turn out that three cases have to be distinguished, that is, δ = 2, δ > 2, and 0 < δ < 2. These cases will be studied in Sections 4, 5, and 6, respectively. Finally, in Section 7 of this paper some conclusions will be drawn.
Mathematical model.
In [1] [2] [3] [4] the following partial differential equation for u = u(x, t) has been introduced:
where δ is a positive damping parameter. In this model equation (2.1) it is assumed that the damping is proportional to the bending rate of the beam. For a cantilevered beam, the following boundary conditions have been used in [1] [2] [3] [4] :
However, by looking carefully at the PDE (2.1) it should be observed (see also Fig. 1 ) that the shear force F (given by the term u xxx ) is in some sense related to the damping force Q (given by the term δu xt ). So, the damping torque is assumed to be negatively proportional to the angular velocity. Now at the free end of the cantilevered beam the angular velocity is usually not zero. Hence, based on the structure of the PDE (2.1) the boundary condition u xxx (π, t) = 0 should be replaced by u xxx (π, t) − δu xt (π, t) = 0. In this paper we propose the following boundary value problem for u = u(x, t) as an improved elastic dissipation model for a cantilevered beam:
where δ is a positive constant. For the boundary value problem (2.3) it can readily be shown that the energy E(t), given by
decreases for increasing times. In fact, by using the boundary conditions in (2.3) it can be shown simply that
Analysis of the dissipation model. A solution of the boundary value problem (2.3) can be constructed by using the method of separation of variables.
Recently it has been shown in [6] that the method can be applied to a much larger class of problems than is generally assumed. Substituting a solution of the form X(x)T (t) into the PDE and dividing the so-obtained equation by X(x)T (t), we find
Generally it is assumed that (3.1) cannot be separated because of the mixed term −δṪ T X X . However, by simply differentiating (3.1) with respect to x or t (see also [6] ) we can separate the variables. For instance, differentiation with respect to x yields
which can easily be separated, yieldingṪ
where λ is a complex valued separation constant. From (3.3) it follows thatT = λṪ = λ 2 T , and then it can easily be deduced from (2.3) and (3.1) that X(x) has to satisfy the following boundary value problem:
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where λ = λ 1 + iλ 2 with λ 1 and λ 2 ∈ R. By considering the characteristic equation
for the differential equation (3.4) , it is obvious that we have to consider three cases: δ = 2, δ > 2, and 0 < δ < 2. These three cases will be studied in the next three sections. It will be shown that nontrivial solutions for (3.4) can be found in all three cases. From where λ = λ 1 + iλ 2 with λ 1 , λ 2 ∈ R. It can be shown simply that, for λ 2 = 0, the boundary value problem (3.4)-(3.5) has only trivial solutions. For λ 2 = 0 the characteristic equation (4.1) has as roots
Each root has multiplicity two. Putting k = ζ 1 +iζ 2 , the general solution of the differential equation (3.4) can now be written as
where C 1 , C 2 , C 3 , and C 4 are complex valued constants of integration. By substituting (4.3) into the boundary conditions (3.5) we obtain a system of four linear, homogeneous 
Taking apart real and imaginary parts in (4.4), we get a system of two nonlinear equations for ζ 1 and ζ 2 (note that k = ζ 1 + iζ 2 with ζ 1 and ζ 2 given by (4.2)):
Using the formula manipulation package Maple, numerical approximations of the solution of (4.5) can easily be obtained. Using these approximations and (4.2), the eigenvalues λ = λ 1 + iλ 2 can be approximated. The first ten approximations of the eigenvalues λ of the boundary value problem (3.4)-(3.5) are listed in Table 1 .
The case δ > 2.
In this section we will study the boundary value problem (3.4)-(3.5) with δ > 2. The characteristic equation for the differential equation (3.4) is
It is easy to show that, for λ 2 = 0, the boundary value problem (3.4)-(3.5) has only trivial solutions. For λ 2 = 0 it follows from the characteristic equation (5.1) that
Putting a = δ 2 + 1 2 √ δ 2 − 4 it follows from (5.2) that k 2 = λa or k 2 = λ a . And so, the roots of the characteristic equation (5.1) are ap, −ap, p, and − p,
and
For λ 2 = 0, the solution of the differential equation (3.4) can now be written as
where C 1 , C 2 , C 3 , and C 4 are complex valued constants of integration. By substituting (5.4) into the boundary conditions in (3.5), we obtain a system of four linear, homogeneous equations for C 1 , C 2 , C 3 , and C 4 . To have a nontrivial solution the determinant of the coefficient matrix has to be zero, yielding a(a 2 p 2 + p 2 − 2δλ) sinh(apπ) sin(pπ) + (a 2 δλ + δλ − 2a 2 p 2 ) cosh(apπ) cos(pπ)
Taking apart the real and imaginary parts in (5.5), we finally obtain a system of two nonlinear equations for ξ 1 and ξ 2 (note that p = ξ 1 + iξ 2 with ξ 1 and ξ 2 given by (5.3)):
2 ) cosh((a + 1)πξ 1 ) cos((a + 1)πξ 2 ) − (δ − a)(a + 1) 2 ξ 1 ξ 2 sinh((a − 1)πξ 1 ) sin((a − 1)πξ 2 ) − (δ + a)(a − 1) 2 ξ 1 ξ 2 sinh((a + 1)πξ 1 ) sin((a + 1)πξ 2 )
2 ) sinh((a + 1)πξ 1 ) sin((a + 1)πξ 2 ) + (δ − a)(a + 1) 2 ξ 1 ξ 2 cosh((a − 1)πξ 1 ) cos((a − 1)πξ 2 ) + (δ + a)(a − 1) 2 ξ 1 ξ 2 cosh((a + 1)πξ 1 ) cos((a + 1)πξ 2 )
Numerical approximations of the solution of the previous system can easily be obtained by using the formula manipulation package Maple. The first ten approximations of the eigenvalues λ are listed in Table 2 for δ = 2.001, δ = 3 and δ = 10. 6. The case 0 < δ < 2. In this section we will study the boundary value problem (3.4)-(3.5) with 0 < δ < 2. The characteristic equation for the differential equation (3.4) has the form (5.1). It can be shown elementarily that, for λ 2 = 0, the boundary value problem (3.4)-(3.5) has only trivial solutions. For λ 2 = 0 it follows from the characteristic equation (5.1) that
it follows from (6.1) that k 2 = λa, or k 2 = λ a . And so, the roots of the characteristic equation (5.1) are
As in Section 5, the solution of the differential equation (3.4) can be written in the form (5.4) . Again we obtain a system of four linear, homogeneous equations for C 1 , C 2 , C 3 , and C 4 by substituting (5.4) into the boundary conditions (3.5). To have a nontrivial solution the determinant of the coefficient matrix has to be zero, yielding (5.5). The only difference now with the previous section is that a and p 1 are both complex valued. Taking apart the real and imaginary parts in equation (5.5), we obtain a system of two 
Conclusion.
In this paper an improved version of a dissipation model for a cantilevered beam has been studied. The damping is assumed to be proportional to the bending rate of the beam. For the cantilevered beam the relationship between the damping rates and the frequencies has been obtained by using the recently developed, adapted version of the method of separation of variables (see [6] ). It should be remarked that this relationship also can be obtained by applying the Laplace transform method to (2.3). The boundary value problem (3.4)-(3.5) then also is obtained. It has been shown that this phenomenological model for the cantilevered beam always generates damping, and this was the goal of the paper. Although it has not been shown, it seems most likely that the eigenfunctions form a Riesz basis for an appropriate energy space for the problems studied in this paper. It is well known that damping rates tend to increase with the frequency. Laboratory results as given in [3] for composite and wooden beams indicate a predominantly linear relationship between the damping rate and the frequency. For simply supported beams, it is obvious that the relationship between the damping rate and the frequency is linear. However, using this improved model for the cantilevered beam, our calculations indicate that there is not a strong linear dependence between the damping rate and the frequency.
