Abstract-In this paper, we investigate the performance of a neuroptimum receiver in a frequency-hopped multiple-access (FHMA) differential phase-shift-keyed (DPSK) spread-spectrum communication system. We obtain upper bounds on the bit error rates (BER's) for the chipsynchronous system and ihe chip-asynchronous system in the presence of a single interfering signal which interferes in one time-chip. We also obtain upper bounds on the BER for the chip-synchronous system with multiple-user interference, for the special case where each time-chip has at most one interfering signal of the same power as the desired signal. We find that, for thechip-synchronous system, the upper bound on the BER when one time-chip has two interfering signals is larger than the upper bound on the BER when each of the two time-chips has a single interfering signal. We also discuss system performance for a,large number of simultaneous users, and examine the additive white Gaussian noise (AWGN) approximation for the multiple-user interference. Finally, results for the chip-synchronous system with single interference in one time-chip over a Rayleigh fading channel are presented.
I. INTRODUCTION E
XTENSIVE results on the system performance of a frequency-hopped multiple-access (FHMA), differential phase-shift-keyed (DPSK) spread-spectrum communication system [ 11 have been published by various authors [ 11, [3] , [6] , [8] , [ l 11 . In one study, the multiple-user interference is modeled as additive white Gaussian noise (AWGN) which adds to the thermal noise already present in the receiver [ 11. In another study, the multiple narrow-band interference is modeled as a Gaussian random variable at the output of an Nsubchannel receiver [6] . Under this assumption, Matsumoto and Cooper [6] suggested that reasonable probabilities of error can be obtained even when each of the subchannels has an interfering signal which is approximately equal in magnitude to the desired signal.
The receiver used in [ 11 and [6] is basically a matched filter receiver. On the other hand, by using a different correlation receiver, Yue [ l l ] has analyzed the system performance in a Rayleigh fading environment with a multiple-user interference model which is based on random addressing. Yue successfully established a saddle-point approximation to an upper bound on the BER for M simultaneous users (each assigned N frequencies). He also suggested that the system performance predicted by the AWGN model for multiple-user interference is too optimistic. Recently, the optimum receiver for the aforementioned system was studied by Martersteck [5] . This optimum receiver can be derived from known results in detection theory [Z]. Martersteck also proposed a remarkably simple near-optimum receiver, and determined its error performance over a nonfading and a Rayleigh fading channel with no interference.
His results are identical to those obtained by Yue [ 1 11, although the method employed is different. In this paper, we investigate the behavior of the near-optimum receiver in a multiple-access nonfading environment. We assume that the received signals from all the users are of the same magnitude. For some special cases, we obtain explicit upper bounds on the BER in the presence. of multiple-user interference. Although our techniques can be used to analyze more general cases, the analysis rapidly becomes cumbersome and the necessary computations become prohibitively expensive. In the interests of simplicity, we give details on the simpler cases only. The results presented are primarily for the nonfading channel, but we hope to be able to extend these to the more realistic fading case.
In Section 11, a brief discussion of the receiver and its BER in the absence of multiple-user interference is presented. In Section 111, we study the receiver performance in the presence of a single interfering signal which interferes in one time-chip. Chip synchronization may or may not be present in the system. We generalize these results for the chip-synchronous case in two different ways. First, we present an upper bound on the BER for the chip-synchronous system with multiple-user interference for the special case where each time-chip has at most one interfering signal. Second, we present an upper bound on the BER for the chip-synchronous system when two interfering signals are present in a single time-chip.
We also estimate system performance for a large number of simultaneous users, and examine the AWGN approximation to the multiple-user interference. In Section IV, we carry out a similar analysis for the chip-synchronous system with single interference in one time-chip over a Rayleigh fading channel. Finally, a summary of our main results is given in Section V. In the above expression, P represents signal power, and pr,(t) is the rectangular pulse function defined by 1 if O<t<T, Also, in (l) , T, is the time-chip duration, and e k is the random phase of the kth time-chip. The waveform duration T i s related to the chip duration T, through T = NT,. Since we are using DPSK to transmit the coded signal of N bits, the transmitted 0090-6778/86/0100-0001$01.00 0 1986 IEEE signal in a 2T-second period can be written as and the decision can be based on the ,simplified statistics where W k = 27r(fo + Q k A f ) , and h;k is.the k 1 element in the ith row and kth column of the Hadamard matrix. The signal phase of each time-chip is then compared to the signal phase of the corresponding time-chip in the previous waveform to obtain the DPSK information.
The optimum receiver for the signaling format just discussed was recently introduced in [5] . This' optimum receiver implements a maximum-likelihood decisioh file and it gives minimum probability of error for equally likely signals in an AWGN environment. Using a simplified model of.this receiver, we can readily obtain an explicit upper bound on the BER for. the interference-free. system. As a starting point of our analysis, let us assume that the ith codeword is being transmitted over a nonfading channel. Assuming that the receiver.is synchronized to the incoming signal, we can write the received waveform in a 2T-second time period as 
N -1 . (7)
We call the receiver determined by this expression the large-SNR receiver.
It can be shown that the BER for the small-SNR receiver and the BER for the large-SNR receiver are both upper boundecl (union bound) by the same function [7] . 'Since the union bound is known to be tight for large SNR's, this indicates that for large SNR's, there is little difference in the performance of the small-SNR and large-SNR receivers. Moreover; the small-SNR receiver is also known to be optimum in a Rayleigh-fading channel [5] :
In this paper we thus consider only the small-SNR receiver, which will be referred to as the near-optimum receiver. A block diagram of the near-optimum receiver is shown in Fig. 1 . For a single user, the word error rate P, of the nearoptimum receiver is upper bounded (union bound) by N-I
+ 6 P 2 p T c ( t -T -k T C ) h , COS (idkt+Ok). (2)
Here r](t) is additive white Gaussian noise (AW%N) with onesided spectra1,density No, and e k is a random phase variable The optimum receiver wili base its decision on the statistics where H; denotes the hypothesis that the ith row of the Hadamard matrix is being transmitted and Io( e ) is the zeroorder modified Bessel function of the first kind. The receiver then decides in favor of Hi whenever A(HJ > A(Hj) for all j.
For small signal-to-noise ratios (SNR's), In &(x) = x2/4. Therefore, (4) reduces to for a Rayleigh-fading channel [5] , [I 11.
III. MULTIPLE-USER INTERFERENCE IN A NONFADING CHANNEL
In a multiple-access communication system, multiple-user interference must be taken into account in determining system performance. Suppose that the minimum frequency spacing Af is an integer multiple of T,-' . Then, multiple-user interference occurs whenever two users.transmit at the same frequency in any given chip interval. Such an event is called a hit. Consider a chip-synchronous system, that is, a system in which the relative delay between users is an integer multiple of T,. Let us suppose further that the desired signal is interfered with by exactly one user in exactly one time chip, that is, there is exactly one fulI hit from one interfering user. We consider the performance of such a system in Section 111-A, where we also make the assumption that the interfering signal has the same power as the desired signal. The bound on the BER is given in (21).
Most of the above assumptions are not valid in a realistic system. First, the system is unlikely to be chip-synchronous. Thus, two users may simultaneously transmit at the same frequency for only a fraction y of the chip duration. We refer to this event as a partial hit. In such a case. interference from an equal power interferer will be reduced in amplitude by a factor of y. We study this case in Section 111-B (where we once again assume that there is exactly one partial hit in one timechip), and present an upper bound (23) on the BER as a function of y. For the chip-asynchronous case, the natural asumption is to take y to be a random variable uniformly distributed on [0, 11, and compute a bound on the average BER for the system. This result is given in (24).
By making suitable changes, the result in (23) is applicable to a wide variety of situations, in all of which y represents the ratio of the interfering signal amplitude to desired signal amplitude as measured at the output of the correlators in Fig.  1 . Note that y may exceed 1 if the interfering transmission is received with greater power than the desired transmission.
Suppose that Af T, < I . Then, two users will interfere when they transmit at adjacent (but not necessarily identical)
frequencies. The multiple-user interference is then reduced by a factor of sinc (Sf Tc) (where Sfis the difference in frequency between the two transmissions) from what it would have been if the transmissions had been at identical frequencies. In short, if the effect of different received powers, partial hits, and frequency difference produces a net interfering amplitude which is y times the amplitude of the desired signal, then (23) provides an upper bound on the BER, provided, of course, that there is only one hit in one time-chip. In the absence of any natural model for the distribution of y which takes into account all these factors, we have not explored bounds on the average BER any further.
The case of multiple hits is considerably more difficult, and our results are far from complete.
In Section 111-C, we consider the case of a chip-synchronous sytem in which there are single full hits in many time-chips, and each hit is from a different interfering user. We assume that all signals are received with equal power. In Section 111-D, we consider a chip-synchronous system in which one time-chip has two full hits from two different users. The results can be modified to take into account different received powers, but the details are messy. In Section 111-E, we consider a Gaussian approximation for the multiple-user interference. A discussion of the results presented in this section is in Section 111-F.
A . Chip-Synchronous System with One Full H i t
We assume that the system is chip-synchronous (i.e., the relative delay between two users is a multiple of T,) and that the desired user is transmitting the ith codeword. In addition, only the nth time-chip is interfered with by another user transmitting the Ith codeword. Since the DPSK receiver must consider two frames of data to make a decision, the receiver input in a 2T-second time period can be represented as 
We have assumed that the single interference occurs only in the nth time-chip. Therefore, using (13), we have 
which is just (8).
B. Chip-Asynchronous System with One Partial Hit
In a realistic system, chip-synchronization between the transmitters is almost impossible to realize. As a consequence, the received signal will experience partial hits when two or more transmitters share a common frequency slot over part of a time-chip period. We consider only the case when a given received signal will experience at most one partial hit from another user. Frequency-hopping patterns that achieve this are described in Appendix B. Suppose that a fraction y of the nth time-chip is partially interfered, where 0 < y < 1. Since the effect of such a partial hit is to reduce the interfering signal amplitude at the output of the correlators by a factor of y, we can modify (IO) to be r ( t ) = v l ( t ) One might expect the upper bound to be the largest in case of a full hit when the receiver encounters the most interfering signal energy, and Fig. 2 clearly shows this is indeed the case. For comparison purposes, the BER curve for standard DPSK with no coding is included in Fig. 2 . It can be seen that the coded system performs better than standard DPSK for large SNR's. However, our bounds are quite loose at small SNR's and, thus, provide no information on how the coded system performance compares to DPSK at low SNR's. 
C . Chip-Synchronous System with Single Full Hits in Several Time-Chips
We have demonstrated that the effect of a single full hit on the error probability is always more severe than that of a single partial hit. We now study the case of multiple hits. For the sake of simplicity, let us assume that the system is chipsynchronous. Under this assumption, the upper bound on the BER will be looser than the one for a realistic asynchronous system. However, the simpler upper bound, which is a union bound on the worst-case probability, will also be applicable to the more realistic system. Suppose now the n l , n2, . . . 
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N -I If n, 6 4, the interfering signal in the n,th time-chip will not affect the overall comparison in (1 I ) . Suppose now that E of the J n,'s belong to 4. Since 141 = N/2, and we have restricted the number of interferers in each time-chip period to be at most one, then max (0, .I -N / 2 ) E < min ( J , N/2).
The probability that E of the J n,'s belong to Zj is therefore equal to
Rearranging the indexes On,, and + m 7 , we compute the parameters u and x in (19) to be The solution to the conditional BER in (17) is therefore equal to P,(u, x). We remark that all the random variables in (30) are mutually independent. Hence, using (A.13), we obtain [ ( by removing the conditioning on $(. Then by repeating the above operation successively {times to remove the conditionings on $(, $(-I , . . . , GI, it can be readily seen that < 9 ( 9 ( 1 / 2 ) f P e ( h (~ -r), N x / 2 + (3r-40~) ).
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The BER for the chip-synchronous system with single full hits in J time-chips is therefore bounded by given by (28), and P , ( -, .) is.given by (A. 12) .
. (1/2)'P,(h(~-{), NX/2+h(3{-4a)) (31)
The results are shown in Fig. 3 . For J = 0 and J = 1, (31) reduces to (8) and (21), respectively.
D. Chip-Synchronous System When One Time-Chip Has T w o Single Full Hits
Next, let us suppose that there are two full hits in the nth time-chip. Then 
(35)
For more than two interferences in one time-chip, a similar straightforward but extremely tedious computation provides an upper bound on the BER. Bound (35) is shown in Fig. 4 , which also includes bound (31) with J = 2. Fig. 4 shows that where r(t) is the desired signal plus receiver thermal noise for the chiP-sYnchronous system, the upper bound on the BER given in (2). We denote the last term in (38) single full hit. Since the interference level is low in both cases, we expect that the bounds are tight at large SNR's, and Fig. 4 strongly suggests that the system will perform better when each of the two time-chips has a single hit than when one timechip has two hits.
E. A WGN Approximation
Let us suppose that M is the number of simultaneous users in the system and K is the number of available frequency slots.
Very often the multiple-user interference is modeled as AWGN [l] , [ l 11. In this case, we assume that the M -1 independent interferers are randomly addressing the K fre- 
F. Discussion
So far our most complete result is bound (31), which gives an upper bound dn the BER for the chip-synchronous FHMA system when each of ,J time-chips has a single full hit. This bound accurately predicts the system performance when the interference level i s low. The reason is as follows. Suppose that hits occur from J users in a frame of N time-chips, where we expect that J 4 N since M , the total number of simultaneous users, is small. The distribution of these J hits can be described by the Bose-Einstein distribution, and with high probability each of these J hits will occur in a different time-chip. This is indeed the case that we have already studied via (31).
On the other hand, for high interference level, the components, in x,, Y k , X;, and Y; due to the multiple-user interference may be approximated by Gaussian random variables. This approximation is asymptotically accurate in light of the central limit theorem if M S K . However, in a realistic system, M < K and the Gaussian approximation will be inappropriate. Another approach in this high interference level 'case is first to determine the density function of the multiple-user interference term and then to carry out the BER analysis. In either method, the BER analysis is so complicated and untractable that we have to evaluate the system performance through numerical integration.
We therefore choose to simply assume that the multiple-user interference is AWGN. Although there is no strong warranty for the validity of the AWGN assumption at this point, for large M this assumption is intuitively appealing for a random addressing system.
If the interference level is moderate, then neither (31) nor the AWGN approximation yields satisfactory results. We cannot apply (31) in this case for two reasons. First, several time-chips may have more than one hit. Second, multiple full hits in one time-chip can be worse than single full hits in multiple time-chips as discussed in Section 111-D. The AWGN approximation results will also be too optimistic since M is not large enough in this case. performance can be described by (3 I ) with J = 4. We plot this result for M = 7 3 users in Fig. 6 . We also include the results obtained for M = 7 3 and M = 124 users under the AWGN approximation in the same figure. Fig. 6 clearly shows that the AWGN assumption of the multiple-user interference for M = 7 3 users is too optimistic; and that estimates of the maximum .number of simultaneous users based on the AWGN approximation should be treated with caution. Since the AWGN BER curve for M = 124 users comes very close to the BER curve for M = 7 3 users (particularly around the 10-13 dB bit SNR region), estimates of the maximum number of simultaneous users based on AWGN may be larger by a factor of 123172 = 1.7 or more.
In practice, each user is transmitting frequency-coded signals according to a particular FH pattern. Suppose that the GF(577) short Reed-Solomon patterns discussed in Appendix B are being used in a system with K = 577 frequency slots; then the FHMA system will behave very much like a random addressing system. This is because the probability of a hit, i.e., Pr [ b j k . = 11 is 1.748/(32 X 32) = 1/586 which is nearly 1/577 as In (36).
Iv. SYSTEM PERFORMANCE IN AN IDEAL FADING CHANNEL

A . Chip-Synchronous System with One Full Hit
The bit error rate analysis of the system for an ideal fading channel is similar to that for a nonfading channel, except that the probability of error expression must be averaged over the fading variables. In this case the received signal may be written as by fN-&') .
r ( t )
The BER for the chip-synchronous system is then bounded by Using (46), we obtain and hence, after some simplification, the upper bound on the BER for the chip-synchronous system with single interference is
. ( N /~~; -1 )~2~/ -2 )
where X = PTc/No. This result is also plotted in Fig. 2 . From   Fig. 2 , we conclude that the receiver performs better in a nonfading environment than in a fading environment. This conclusion is not too surprising.
B. A WGN Approximation
When the multiple-user interference is modeled as AWGN,
we can again replace No with No + PT,(M -1)/K in (9) for the chip-synchronous case. The analysis is parallel to that in Section 111-E. If the system is chip-asynchronous, then the interfering signal I(t) can be written as
where p j k is an independent Rayleigh distributed random variable with density given by (44), and "/ik is an independent random variable with density U(0, 11. Then for each k , (Fig. 7) . It can be shown that (numerically) P,(u, x ) is convex and nondecreasing in u for fixed x = N W 2 , and convex and nonincreasing in x for fixed u = X [4] . it can be seen that when SNR is large. Finally, suppose that y is a random variable with density U (0, 11 and g is a convex function with g(y) < X. Then P, (g(y) , N A / 2 ) is a convex function in y since P,(u, A W 2 ) is convex and nondecreasing in u [4] . Consequently, by convexity, APPENDIX B Our objective is to find a set of large number of FH patterns such that the number of hits between any two patterns is small. One class of patterns that satisfies this requirement is the class of Reed-Solomon (RS) FH patterns [lo] which has the property that between two RS patterns there can be at most one hit. For our purposes, a full hit occurs whenever two transmitters are transmitting in the same frequency slot over a whole chip-time period, while a partial hit occurs whenever two transmitters are transmitting in the same frequency slot over part of a chip-time period. It follows that in a chipsynchronous FHMA communication system employing the RS patterns, two transmitters can have at most one full hit over all time shifts. However, it is possible that a full hit may occur in several successive time shifts between two transmitters. Consequently, if chip-synchronization is lost, multiple partial hits are bound to appear. This situation inevitably creates great degradation in the system performance and, hence, has to be avoided.
We now present a design of a group of FH patterns in which any two patterns can have at most one partial hit when used 
03.1)
where xi is the ith component of x, W = (q -l)/N, a, is an arbitrary element in GF(q), and b is an index to be specified. There exists a simple and efficient procedure in searching for suitable indexes which give good sets of short RS FH patterns for various q ' s and N s [4] . Table I we can have at most one partial hit asynchronously. The proof is given in detail in [4] . We can determine the correlation properties among the 1154 FH patterns in G without much difficulty. Nevertheless, let us pick the particular pattern xo. This is indicated in the first columnn of Table 11 . The complete correlation properties between the 1 153 patterns and pattern x. are shown in Table 11 .
