Abstract-In this paper, we study the online heterogeneous transfer (OHT) learning problem, where the target data of interest arrive in an online manner, while the source data and auxiliary co-occurrence data are from offline sources and can be easily annotated. OHT is very challenging, since the feature spaces of the source and target domains are different. To address this, we propose a novel technique called OHT by hedge ensemble by exploiting both offline knowledge and online knowledge of different domains. To this end, we build an offline decision function based on a heterogeneous similarity that is constructed using labeled source data and unlabeled auxiliary co-occurrence data. After that, an online decision function is learned from the target data. Last, we employ a hedge weighting strategy to combine the offline and online decision functions to exploit knowledge from the source and target domains of different feature spaces. We also provide a theoretical analysis regarding the mistake bounds of the proposed approach. Comprehensive experiments on three realworld data sets demonstrate the effectiveness of the proposed technique.
decade, a number of TL methods have been proposed [4] [5] [6] [7] . Most of the methods are focused on homogeneous settings, in which the source and target data share a common feature space [8] [9] [10] .
Recently, a new TL scheme, called heterogeneous TL (HTL), has attracted great attention [11] [12] [13] [14] . Unlike in the homogeneous setting, the source and target data in HTL come from two different feature spaces. HTL has been applied in many applications in computer vision and machine learning [15] [16] [17] . For example, for the image classification task, it is common to have a limited number of annotated images but with much labeled text information as auxiliary source knowledge. The image and text data are represented by different kinds of features. Therefore, determining how to exploit the labeled text data to boost the prediction performance over images is very challenging.
Fortunately, as will be shown in this paper, it is possible to collect some text data related to images as co-occurrence data, such as image captions or text from documents containing images. In this case, the knowledge from text data could be appropriately transferred, which will help improve the performance of image classification [11] . It is worth mentioning that, in contrast to the expensive cost of image labeling, the unlabeled text-image co-occurrence data can be easily collected from many sources. For example, the website Flickr 1 contains a tremendous number of images with tags, and some social networks include a large number of pictures with text comments posted by users.
While the effectiveness of HTL has been demonstrated by many works [11] , [14] , [18] [19] [20] , most existing studies are focused on the offline/batch learning problem by assuming that all the training instances from the target domain are accessible in advance. However, this assumption may not conform to real-world applications, where the target instances arrive in an online manner. For example, users may chance upon interesting pictures, and then post and share them occasionally. As a result, the social-network platform receives and publishes these images in an online/sequential manner. Motivated by this, we focus on the online heterogeneous transfer (OHT) learning problem, where the target data of interest arrive in an online manner, while the source data are collected offline and annotated, with the co-occurrence data given as auxiliary information.
There are two main challenges for OHT. First, the feature spaces of the source and target domains are completely Overall schematic of the proposed OHTHE scheme that exploits knowledge from source and target domains of different feature spaces, where the text and image data are considered as the source and target domains, respectively. The ⊕ marker means that we combine the source and co-occurrence data to obtain the offline decision function, and the ⊗ marker means that we measure the difference between the true label and the predicted label to update the classifier. At each round, the classifier receives an instance from the target domain and predicts its label by exploiting both offline and online decision functions. After that, the classifier receives the true label to evaluate whether the prediction is correct, and updates itself according to the suffered loss. different; thus, we cannot directly use the source data to boost the learning performance in the target domain. Second, since the labeled training data of the target domain are limited, it is difficult to build a precise correspondence map to bridge the source and target domains.
To address these challenges, we propose a novel technique called OHT by hedge ensemble (OHTHE) by exploiting both source knowledge and target knowledge to boost the learning performance in the target domain. Taking an image classification task for example, the general scheme of OHTHE is shown in Fig. 1 , where the text information is adopted to boost the performance.
In this paper, we make the following contributions. 1) To connect the source and target domains, we build an offline decision function based on a heterogeneous similarity that is constructed using both the labeled source data and the unlabeled co-occurrence data. 2) We employ a hedge weighting strategy to exploit both offline and online decision functions to boost the learning performance. Specifically, OHTHE adaptively adjusts the weights of two kinds of decision functions according to the differences between the true labels and the decision values. 3) We justify the proposed technique by providing theoretical mistake bounds of the proposed algorithms and conducting comprehensive empirical studies on three real-world data sets. The rest of this paper is organized as follows. First, we discuss related works in Section II. After that, we present the proposed OHTHE technique in Section III and conduct the theoretical analysis in Section IV. We present the experimental study in Section V and conclude this paper in Section VI.
II. RELATED WORKS

A. Transfer Learning
Pan and Yang [1] categorized TL into three classes: inductive transfer [4] [5] [6] , [21] , transductive transfer [22] , and unsupervised transfer [23] , [24] . Shao et al. [3] summarized that three kinds of knowledge are useful for transfer: 1) source domain features; 2) source domain features and the corresponding labels; and 3) parameters of the source domain models. Based on this, the knowledge transferred in our proposed technique consists of source domain features and the corresponding labels.
TL can also be divided into two categories according to the feature spaces of the source and target domains, namely, homogeneous transfer and heterogeneous transfer. Homogeneous TL addresses the situation where the source and target data are in the same feature space, and it has been widely applied in many real-world applications, such as text mining [6] , [7] , [21] , image classification [4] , [25] , and face recognition [26] . References [25] and [26] used a boosting strategy to adjust the weights of source and target data. References [25] and [26] studied feature learning models involving low-rank constraints. Pan et al. [8] proposed transfer component analysis, a feature extraction method for TL. Cheng and Pan [9] addressed a semisupervised setting by learning on manifolds. Li et al. [10] reweighted the predictions of a source classifier for target test data.
For HTL, Shi et al. [27] employed spectral transformation to map source and target data into a common subspace. Wei and Pal [28] applied restricted Boltzmann machine to perform HTL tasks. Pan and Yang [29] proposed to leverage binary ratings (e.g., like or dislike) in a source domain to alleviate the sparsity issue in target numerical ratings. A deep learning technique was introduced into HTL in [30] . Zhou et al. [31] proposed a method to perform HTL for multiclass problems based on the compressed sensing theory. Reference [32] studied HTL in the framework of reinforcement learning. Niu et al. [14] leveraged heterogeneous Web sources to assist in action and event recognition in videos.
Co-occurrence data have been used to address OHT problems. Dai et al. [18] constructed a translator to connect two different feature spaces by exploiting co-occurrence data. Yang et al. [33] leveraged text data for image clustering. Zhu et al. [15] , Wang et al. [19] , and Qi et al. [34] utilized text-image co-occurrence data to perform image classification tasks. Ng et al. [16] , Wu et al. [17] , and Tan et al. [20] used a transition probability matrix to address a classification task in a target domain. Recently, Yang et al. [11] studied a scheme to evaluate the relatedness among given source domains through transferred weights, which are learned from co-occurrence data. Yang et al. [12] developed a robust matrix factorization model for heterogeneous transfer from text data to image data.
Pan and Yang [1] provided a comprehensive survey of TL. For more recent advances in visual TL, please refer to [2] and [3] .
B. Online Transfer Learning
Online learning has been extensively studied in the machine learning community [35] , [36] . Perceptron [37] simply updates a linear classifier when a new instance is classified incorrectly. Freund and Schapire [38] proposed a hedge strategy to combine several predicted results given by multiple decisions. In [39] and [40] , the maximum margin was introduced into online learning. Zinkevich [41] and Shalev-Shwartz et al. [42] , [43] updated classifiers by gradient-based algorithms, and then projected the results into constrained spaces. Recently, the second-order information was considered in [44] [45] [46] , and a confidence-weighted strategy was proposed to update the classifiers.
In the literature, a few approaches have been proposed to address online TL problems. In [47] , online TL was studied in the multiarmed bandit framework. In [48] and [49] , online TL with online homogeneous source data was studied. Zhao et al. [50] , [51] used some offline data to assist in an online task in a target domain. They used the ensemble strategy to tackle online homogeneous TL problems, and employed a multiview approach to handling OHT learning problems. References [50] and [51] considered OHT under the assumption that the feature space of the source domain is a subset of that of the target domain.
Last, we highlight the difference between OHT and multiview learning [52] . For multiview learning, each instance is associated with multiple views (sets) of features, while in OHT, a target instance is represented by one set of features and a source instance is represented by another set of features.
III. PROPOSED METHOD
A. Problem Definition
In the OHT learning problem, the target instances
∈ X s × Y s come from an offline source domain, where n and n s refer to the numbers of target and source data, respectively. Here, Y s = Y = {+1, −1} denotes the common label space of the source and target domains. Recall that in OHT, the source feature space X s = R d s is different from the target feature space X = R d . In particular, the dimensions of the source and target data are different, i.e.,
j =1 ∈ X c are from offline sources, where u j ∈ X s and v j ∈ X . For example, in Flickr, users posted pictures and added some tags to describe them. As a result, each image is associated with some tags, which can be used as co-occurrence data to connect text and image data. Fig. 2 shows the textimage co-occurrence data that are collected from Flickr. In this example, u j represents the text part of the j th co-occurrence instance, while v j represents the image part of the j th co-occurrence instance.
B. General Scheme
The objective of OHT is to learn a classifier f (x) to predict the label of an unseen target instance x, which arrives in an online fashion. Directly constructing an online decision function h(x) on the target data could be the most straightforward approach to learning f (x), i.e., f (x) = sign (h(x)). However, this approach is limited when the number of training samples is limited, since the performance of an online decision function is highly dependent on the number of training instances.
On the other hand, in the OHT problem, we have sufficient source and unlabeled co-occurrence data, which may provide additional information for the prediction for the target data. As a result, by taking advantage of the source and co-occurrence data, we may build an offline source decision function h s (x) that reflects the knowledge from both source and co-occurrence data, and then use it to boost the prediction performance on the target data. Nevertheless, even though h s (x) is given, determining how to exploit the knowledge of h s (x) remains a critical issue.
Without loss of generality, we suppose that the offline source decision function h s (x) is given and h(x) is updated in an online fashion. To boost the performance on the target data, we propose to combine the offline decision function h s (x) and the online decision function h(x). Mathematically, we apply a convex combination of h s (x) and h(x) to build the final ensemble classifier f (x), which predicts the label for x i as follows: 
, and the constant 1/2 can be considered as a threshold.
Note that the weights θ s i and θ i are also updated online. Here, we employ the Hedge(β) strategy [38] to update them dynamically. Specifically, at the i th round, the Hedge(β) strategy predicts the label for x i by the predictor function (1) and then updates the two weights by the following rules:
where β ∈ (0, 1) is a decay factor, and ψ is some loss function to determine the degree of decay. Equation (2) implies that a larger loss incurred by ψ will result in a larger degree of decay. In other words, the better decision function will have a relatively greater contribution in the combination. Once θ s i
and θ i are updated, we perform normalization, such that θ
The mappings φ and ψ play important roles in the ensemble. For convenience, we leave the detailed discussions of them later. Suppose the offline source decision function h s (x) is given and h(x) is a linear function, i.e., h(x) = w x. The scheme of the proposed OHTHE is presented in Algorithm 1.
Algorithm 1 OHTHE
j =1 , the regularization parameter c > 0, the decay factor β ∈ (0, 1).
Calculate prediction according tô
4: Obtain the true label y i . 
5: Update the online target decision function h(x i ):
where c > 0 is a regularization parameter, * (x, y; w) = max{1−y (w x), 0} is the hinge loss, and ||·|| is the Euclidean norm. Problem (4) requires w i+1 to correctly classify the current instance x i with a sufficiently large margin and to stay as close as possible to w i . This problem has a closed-form solution
where
C. Learning the Source Decision Function
Now, we are ready to detail the construction of the source decision function h s (x), which should reflect the knowledge in the source and co-occurrence data. In order to leverage the label information of the heterogeneous source data, we use the labels of the k nearest neighbors of a target instance from the source data to assist in the prediction. To this end, we need a heterogeneous similarity that measures the relationship between a target instance and a heterogeneous source instance. The principal issue is that the standard similarity measures the relationship between two homogeneous instances; thus, it cannot be used directly to measure the relationship between two heterogeneous instances x i and x s l . To address this, we propose to use the co-occurrence data {(u j , v j )} n c j =1 to connect x i and x s l so that the heterogeneous similarity between x i and x s l can be calculated. The main idea is to calculate two kinds of similarities between homogeneous instances: one is between x i and v j , and the other one is between u j and x s l . After that, the heterogeneous similarity can be obtained by combining these two kinds of similarities. In the following, we discuss the calculation method in detail.
Note that the target data arrive in an online manner. When a target instance x i arrives, we measure the similarity between x i and v j , which is denoted by ρ(x i , v j ), using the Pearson correlation
where is a very small constant (e.g., = 1e−10), which is used to avoid numerical issues. 
Given ρ(x i , v j ) and (u j , x s l ), the similarity χ(x i , x s l ) between x i and x s l can be obtained by using all the co-occurrence instances as follows:
Consequently, based on the heterogeneous similarity χ(x i , x s l ), the offline decision function is able to make a prediction for x i by using the label information of the source data. Specifically, the offline decision function finds the k nearest neighbors of x i from the source data and then computes the weighted sum of the labels of these neighbors as follows:
where the set N includes the indices of x i values k nearest neighbors that are found from the source instances.
D. Design of φ and ψ
Now, we discuss the mapping functions φ and ψ used in (1) and (2), where φ maps a decision value into the range [0, 1] and ψ generates a loss that determines the degree of decay. For simplicity, let z be a decision value given by h(x) or h s (x), whose absolute value measures the confidence we have in this prediction. Rationally, the intuition is that the loss ψ(yz) must highly depend on the correctness of the prediction and the confidence we have. Consider a situation where we get a decision value z with a large absolute value. If our prediction is correct, we should obtain a small loss. In contrast, if our prediction is incorrect, we should suffer a large loss. This intuition motivates the design of functions φ and ψ and is shown in Figs. 3 and 4 .
Meanwhile, in order to obtain theoretical guarantees, which will be given in Section IV, we seek pairs of φ and ψ that satisfy the conditions φ(z) = ψ(−z) and φ(z) + ψ(z) = 1. Since y ∈ {+1, −1}, we have ψ(yz) = ψ(z) or ψ(−z). In the following, we present several examples, each of which represents a version of OHTHE.
1) OHTHE-01
2) OHTHE-CUBE
E. Computational Complexity
We first study the complexity of the offline computation, and then analyze the complexity of each round of online learning. Since the source and co-occurrence data come from offline sources, we compute the similarity between each source instance and each co-occurrence instance in (7) before the online learning task begins. For each co-occurrence instance, the complexity of (7) is O(d s ), where d s is the dimension of the source instance. Therefore, the complexity of the offline computation is O(n s n c d s ), which involves n s source instances and n c co-occurrence instances.
For the computation at each round of online learning, we first analyze the complexity of Step 3 in Algorithm 1. Equation (6) computes the similarity between the current target instance and each co-occurrence instance, which has a total cost of O(n c d), where d is the dimension of the target instance. For n s source instances, the complexity of (8) is O(n s n c ). Finding k nearest neighbors in (9) has a cost of O(n s log n s ). By adding the complexity O(d) of prediction in (1), the complexity of Step 3 is O(n c d+n s n c +n s log n s +d).
Step 5 involves addition and inner product calculations of vectors; thus, it has a cost of O(d).
Step 6 has O(1) complexity. Finally, the total complexity for n target instances is O(n s n c d s + n (n c d + n s n c + n s log n s + d)).
IV. THEORETICAL ANALYSIS
In this section, we study the theoretical bounds of the proposed OHTHE algorithms. We first establish Proposition 1 [38] .
, and β be the decay factor of the weights. 
i . Remark: Proposition 1 states that the entire loss, which is the sum of the losses at all n rounds, is not much larger than t loss suffered by the better of the two decision functions. On the right-hand side of inequality (16) , ln(1/θ s 1 ) and ln(1/θ 1 ) measure the prior confidences that we have in the two decision functions. If there is no preference, we can simply set θ s 1 = θ 1 = (1/2). At this time, the upper bound only depends on the sum of the separate losses of the two decision functions. On the other hand, if we have some prior information on which decision function will perform better, we can change ln(1/θ s 1 ) and ln(1/θ 1 ) to get a tighter bound. For instance, if we believe that the online target decision function will achieve a lower loss, which means that
i , we can set θ 1 > θ s 1 . If our guess is correct, we can obtain a better bound than the one we obtained by setting θ 1 = θ s 1 .
In the following, we analyze the theoretical results that are obtained by setting θ
According to Proposition 1, the mistake bound of OHTHE is given by Theorem 1.
Theorem 1:
, let M be the number of the mistakes made by a version of OHTHE after receiving a sequence of n instances. Then, we have
Note that for all three pairs of φ(z) and ψ(z) in Section III-D, we have
When the ensemble classifier makes a mistake at the i th round, according to (1), we should have
There are two possible values of the true label y i : 1 and −1.
By using y i = 1, we obtain (1/2) < θ
Case 2 (y i = −1): We know that θ
By using (x i ) ). In summary, we always have By adding the inequalities of all the mistakes, we obtain
The theorem follows directly from Proposition 1 by multiplying both sides of the above inequality by 2. Next, we suggest a value of β based on the following lemma and theorem.
Lemma 1:
This lemma can be derived from [38, Lemma 4] .L is an upper bound of the cumulative loss suffered by the source or target decision function. According to [38] , in the following, we set L = n, which holds in the worst case.
Proof: According to Theorem 1, we have
From Lemma 1, the theorem follows immediately. The value of β suggested in Theorem 1 will be used in our experiments.
A. Empirical Study of Theoretical Bounds
We use a sample task based on a text-image data set (see the description in Section V) to empirically study the theoretical bounds of OHTHE-SIG. We set θ 1 = θ Fig. 5 presents the results that are related to the loss bound in Proposition 1. The result of OHTHE-SIG (i.e., the red line) is always the lowest, which conforms to the loss bound in Proposition 1. Fig. 6 presents the results that are related to the mistake bounds in Theorems 1 and 2. The result of OHTHE-SIG (i.e., the red line) is consistently lower than the others, which verifies the upper bounds in Theorems 1 and 2.
V. EXPERIMENTS
We conduct experiments on three real-world data sets. Table I lists the statistical information of the data sets in terms of #instances × #features, e.g., 600 × 500 in the table means that the text-image data set has 600 target instances, each of which is represented by a 500-D feature vector.
1) Text-Image Data Set:
This data set is extracted from the NUS-WIDE data set, which is collected from Flickr [53] , and includes images and tags posted by users. We refer to the images as the target data and the text instances as the heterogeneous source data. Additionally, images and their corresponding tags are used as the co-occurrence data.
Since we focus on binary classification tasks, we first select ten classes from the NUS-WIDE data set (each class contains 300 images) and then use images with two classes (e.g., river and sky) to conduct a binary classification task, where the data consist of images with either the positive class (e.g., river) or the negative class (e.g., sky). This setting is also used in the experiments reported in [11] [12] [13] , [15] [16] [17] , and [20] . The number of the generated tasks is 10 2 = 45. 2) Cross-Language Data Set: The cross-language data set [54] includes original documents (e.g., the documents written in English) and their translated versions (e.g., the documents that are translated from French to English). We use four languages and six classes to construct 4 2 × 6 2 = 90 two-language binary classification tasks, each of which takes two languages as the source and target domains. Specifically, for the English-French binary classification task considering the C15 and CCAT categories, half of the original English documents with C15 or CCAT labels are referred to as the source data, and half of the original French documents with C15 or CCAT labels are referred to as the target data. The remaining original documents and their translated versions are referred to as the co-occurrence data.
3) Video Data Set: We also construct a large-scale binary classification task based on the YouTube Multi-view Video Games data set [55] , which includes text, audio, and visual features. We take a visual view based on the color histogram as the source feature and a text view based on latent Dirichlet allocation as the target feature. For more details regarding the feature descriptions, please refer to [55] . The objective is to judge whether a target instance is related to a popular video game or not.
A. Baseline Methods
1) PA:
Online passive-aggressive (PA) algorithm is a traditional online learning algorithm [40] . We adopt PA as a baseline method without knowledge transfer. 2) SCW: Soft confidence-weighted (SCW) algorithm is a second-order online learning algorithm [46] , which assumes that the linear decision vector is drawn from a Gaussian distribution. SCW is considered the stateof-the-art online learning algorithm without knowledge transfer. 3) SVM: SVM is an offline baseline method without knowledge transfer [56] . To handle online target data, we periodically retrain the classifier after receiving (n/20) target instances, where n is the number of target data. 4) HTL-PA: HTL-PA finds the nearest neighbors of each target instance in the co-occurrence data and uses the heterogeneous views of the neighbors as the new representation of the target instance. After that, the PA algorithm is performed on the heterogeneous features. 5) HTLIC-PA: HTL for image classification (HTLIC) [15] uses heterogeneous source data and co-occurrence data to construct new features for target data. We adjust HTLIC to the online setting by applying PA to the new features. For fair comparison and simplicity, we set the regularization parameter c = 1 for all the algorithms and adopt the linear kernel on all the algorithms except HTLIC-PA. The new representations constructed by HTLIC-PA are dense and low dimensional; thus, they tend to be linearly inseparable. Therefore, we conduct HTLIC-PA using the linear kernel and the Gaussian kernel with σ = {2 −5 , 2 −4 , . . . , 2 4 , 2 5 }, and report the best result that is achieved when σ = 2 −5 . We set the decay factor β = ( √ n/( √ n + √ 2 ln 2)) as suggested in Theorem 2, and the number of the nearest neighbors k = (n c /10), where n c is the number of co-occurrence data. The sensitivities of the parameters c, k, and β will be examined later. In order to obtain stable results, we draw 20 random permutations of the data set and evaluate the performance of each algorithm based on the average rate of mistakes. All the experiments are conducted on a machine with Intel Xeon 3-GHz CPU and 128 GB of RAM, and the source code is implemented in MATLAB.
B. Results of the Text-Image Data Set
Due to the restricted space and observability, we exhibit the results of PA, HTLIC-PA, and OHTHE-SIG for each task in Fig. 7 while leaving out the results of the other algorithms. The x-axis of the figure refers to the 45 tasks. On most tasks, HTLIC-PA and OHTHE-SIG achieve better performances than PA, which indicates that knowledge transferred from the source domain is helpful for the target task. On some tasks, OHTHE-SIG outperforms HTLIC-PA, and on other tasks, OHTHE-SIG is highly comparable with HTLIC-PA. This observation demonstrates the effectiveness of our approach of heterogeneous knowledge transfer. Table II presents the numerical results of all the used algorithms on several randomly selected tasks and the average results over all the 45 tasks. On average, OHTHE-SIG gets the best result. HTLIC-PA utilizes auxiliary information, such as source and co-occurrence data, to construct new representations that are more effective for classifying the target data. Therefore, HTLIC-PA achieves competitive performance. SVM retrains the classifier and conducts extensive batch training on the target data that have been received. The performance of SVM benefits from more training data. From  Fig. 8 , we observe that the mistake curves of SVM decrease quickly when more target data have been received. Therefore, when sufficient training data are provided, SVM achieves comparable performance with HTLIC-PA and OHTHE-01. SCW outperforms the first-order method PA, which validates the effectiveness of the second-order method. Fig. 8 shows the detailed learning processes on three representative tasks. The OHTHE algorithms consistently achieve better results than or highly comparable results with the baseline methods. Moreover, the OHTHE algorithms usually obtain better results at the beginning, which demonstrates the 
C. Results of the Cross-Language Data Set
The feature dimension of the cross-language data set is much higher than that of the above text-image data set; thus, SCW and HTLIC-PA require relatively excessive running times to finish the learning tasks under the available resources, and we do not compare them on this data set. Fig. 9 shows the average rate of mistakes of each task, where OHTHE-CUBE outperforms PA on most tasks. Table III shows the numerical results of several representative tasks. The OHTHE algorithms still achieve the best performance. These results validate that our approach of knowledge transfer effectively leverages the source data to assist in the target task.
D. Results of the Video Data Set
To evaluate the scalability of the proposed algorithms, we compare the OHTHE algorithms with the online learning algorithms PA, SCW, and SVM on the large-scale video data set, which includes tens of thousands of target data, and thousands of source and co-occurrence data. Table IV lists the average rates of mistakes and running times. The online learning algorithms work in rounds. At each round, an online learning algorithm gets a newly arrived instance, outputs a prediction for this instance, and updates the classifier parameters. As suggested in [50] and [51] , the time cost over all rounds of label prediction and parameter updating is used as the running time of an online learning algorithm. From Table IV , PA takes the least running time, while SCW and the OHTHE algorithms have comparable running times. The proposed OHTHE algorithms take relatively longer times because of the additional cost to compute the similarity and find the nearest neighbors. SVM takes much longer running time due to the retraining paradigm. Fig. 10 presents mistake curves with respect to rounds. From Fig. 10 , overall PA, SCW, and SVM achieve comparable results, while OHTHE-CUBE and OHTHE-SIG consistently achieve the best results.
E. Parameter Sensitivity
We investigate the influences of the parameters on the performance. The experiments are conducted on the text-image data set, where n = 600. Fig. 11(a) shows the average rates of mistakes over all 45 tasks with different values of c, where k = 2 7 = 128 and β = ( √ n/( √ n + √ 2 ln 2)) ≈ 0.954. All the OHTHE algorithms have the similar change trend curves. In particular, they achieve their best performances when c = 2 −4 or 2 −3 . 
1) Effect of the Regularization Parameter c:
VI. CONCLUSION
In this paper, we consider the OHT learning problem, where the target data arrive in an online manner, while the source data and co-occurrence data are from offline sources. In order to connect the source and target domains, we build an offline decision function based on a heterogeneous similarity, which is constructed using the labeled source data and the unlabeled co-occurrence data. After that, an online decision function is built on the target data sequence. Last, we apply a hedge weighting strategy to combine these two kinds of decision functions to boost the learning performance on the target data. We analyze the theoretical bounds of the proposed technique, and perform comprehensive experiments on three real-world data sets to evaluate the proposed algorithms.
In this paper, we address the binary classification problem in the target domain. The multiclass classification problem is more challenging, since it involves learning offline and online decision functions considering multiple classes, and requires a sophisticated strategy to produce an effective combined multiclass classifier. In the future, we plan to focus on exploiting heterogeneous source data to assist in the multiclass classification task in the target domain.
