Shapelets are discriminative time series subsequences that allow generation of interpretable classification models, which provide faster and generally better classification than the nearest neighbor approach. However, the shapelet discovery process requires the evaluation of all possible subsequences of all time series in the training set, making it extremely computation intensive. Consequently, shapelet discovery for large time series datasets quickly becomes intractable. A number of improvements have been proposed to reduce the training time. These techniques use approximation or discretization and often lead to reduced classification accuracy compared to the exact method.
INTRODUCTION
Time series data mining, in general, and classification, in particular, has seen a huge interest. The most investigated approach for time series classification has been the nearest neighbor algorithm coupled with various distance measures [1, 3] . The nearest neighbor approach is simple to implement and requires little to no parameter tuning.
1 However, it also has a few drawbacks. It requires the storage of the entire training set with instances belonging to all the classes and the time required for classification is directly proportional to the number of instances in the training set. It also fails to provide a clear insight about why a particular instance was classified as belonging to a certain class except that it was a "best match" to some instance of the assigned class.
Time series shapelets (YK-Shapelets) were introduced to ad- 1 The distance measure used may require parameter tuning; e.g. DTW requires a window parameter for optimal results. dress the drawbacks of nearest neighbor based time series classification [13] . In the nearest neighbor approach, fulllength time series are compared and an instance is classified as belonging to the class of the best matching instance, or nearest neighbor, from the training set. For time series shapelets, instead of comparing entire shapes, the presence of small subsequences unique to a particular class is sought. Therefore, a shapelet is the most representative subsequence occurring in the instances of a certain class and its presence in a new instance leads to the classification of that instance as belonging to that particular class. This is also the aspect which gives time series shapelets greater insight than the nearest neighbor approach because we can state that the time series in question was classified as such because of the presence (or absence) of a particular shapelet. For example, we can differentiate between normal and abnormal patterns of an ECG time series based on the presence of certain shapelets and hence, classify the ECG data for a healthy or unhealthy person and also identify the particular heart disease. The process of shapelet discovery can be divided into (1) the enumeration of subsequences of all possible lengths for all the instances in the training set, and (2) the evaluation of all the subsequences to find the one(s) capable of dividing the dataset as best as possible and preferably, provide subsets containing only the instances of a single class.
Shapelets based classification has many advantages over the nearest neighbor approach. It provides better insight into the classification process and the results can be verified by domain experts. It can provide a better understanding of the data and may even discover unknown artifacts, providing new information and contributing fresh knowledge. It is also much faster than the nearest neighbor approach because it only searches for a single subsequence in the incoming time series whereas a (full length) comparison with all training instances is required for the nearest neighbor approach. Finally, shapelets are local features, so they can be significantly more accurate for certain problems because time series classification using global features can be highly susceptible to noise and distortions.
Despite its many advantages, the huge computational cost of shapelets based classification is a major drawback of this technique. For a dataset with k instances of length m, the number of all possible shapelet candidates of all lengths is didates on average and each comparison (using Euclidean distance) on average requires O(m) operations. Therefore, the brute force approach has a time complexity of O(k 2 m 4 ). Clearly, the computational complexity of training a shapelets based classifier is untenable even for very small datasets. However, a number of techniques have been proposed to reduce the time complexity of the shapelet discovery process.
Ensembles of machine learning models have been shown to often outperform individual models, provided the models constituting the ensemble are (1) accurate, i.e. provide better results than random guessing, and (2) diverse, i.e. make different errors for an unseen problem [5] . Ensembles enable the use of a number of "inexpensive" models instead of a single, expensive and highly accurate model. Therefore, we are proposing the use of ensembles of inexpensive shapeletbased classifiers. This approach can provide better classification accuracy as compared to the YK-Shapelets method at a reduced computational cost. Varying the number of classifiers in the ensemble provides a mechanism to obtain highly accurate or computationally less expensive models. The averaging behavior of ensembles also reduces the variance of the individual models.
BACKGROUND
The vast amounts of time series data are a treasure trove of information waiting to be mined and explored for the hidden insights they can provide. Time series classification using the nearest neighbor approach is a very simple and highly effective technique that has been used extensively. However, the computational complexity of the classification phase along with little to no interpretability has lead to a subsequence or shapelets based classification approach. In shapelets based classification, the presence (or absence) of a specific subsequence, or "shapelet", in a time series determines its class. If the distance of a time series from the shapelet is less than a threshold, then it is said to contain that shapelet and vice versa. We will summarize the shapelet discovery algorithm and some of the proposed speed-up techniques in sections 2.1 and 2.2. For a detailed introduction, we refer the readers to the respective papers [6, [9] [10] [11] 13] .
A time series T = t1, t2, . . . , tm, is an ordered set of m realvalued features. A subsequence S of length l is a contiguous chunk of a time series, such that S = tp, tp+1, . . . , t p+l−1 , for 1 ≤ p ≤ m − l + 1. For a time series T , the set of all subsequences of length l is given as
where the subscript denotes the starting position of the subsequence. The number of possible subsequences of length l in a time series of length m is equal to m − l + 1. The number of subsequences in a dataset consisting of k instances of length m and possible shapelet candidate lengths in the range [min, max] is equal to:
Since the shapelet discovery process is used to split the dataset into purer splits and create a decision tree based on shapelets and their corresponding distance thresholds, the number of candidates stated above is only for the first call 
nodeR ← CreateTree(DR, l, u) 8:
return (S, δ, nodeL, nodeR) 9: end if to the shapelet discovery process. Subsequent calls further increase the number of evaluated candidates, although the number of candidates decreases at each node.
The distance between two subsequences of length l is defined
2 , which is simply the Euclidean distance without the square root. The distance between a subsequence S and a time series T is defined as the minimum distance between S and all subsequences of T having length |S| i.e. dist(S, T ) = min(dist(S, S )), ∀S ∈ S |S| T .
Shapelet Discovery
The shapelet discovery algorithm aims to split the dataset into "purer" subsets such that the instances with and without the shapelet form two separate splits. The purity of the obtained splits is evaluated using the information gain measure although other approaches can be used as well [8] . The shapelet discovery process is embedded in a decision tree learner. At each node, the algorithm searches for the shapelet and split distance pair, which maximizes the information gain when used to split the dataset. This shapelet and split distance pair constitutes the decision criterion for the particular node and splits the dataset for subsequent nodes of the tree. The decision tree learner initiates the shapelet discovery process or forms leaf nodes with the splits depending on their purity levels. Algorithm 1 provides the basic algorithm for learning the classification model. Algorithm 2 lists the brute force shapelet discovery process. It takes the time series dataset D and the parameters minLen and maxLen as inputs and loops through the length parameters to evaluate all possible candidates (Line 4). The GetNextCandidate procedure (Line 6) provides the next shapelet candidate for evaluation or returns an empty candidate signaling candidate exhaustion for the current length. It keeps track of the current instance number and the starting point for the shapelet candidate to sequentially generate new candidates using the current candidate length, removing the requirement of creating the candidates beforehand. In Lines 7 to 10, the distance between the current candidate and each time series instance in the dataset is obtained and an order line is created. The best information gain and the corresponding splitting distance are obtained for the order line (Line 11). If the new information gain is greater than the best so far, the values for best so far information gain, split distance, shapelet and order line are updated. After evaluating all candidates, the best- while (cand ←GetNextCandidate()) = ∅ do 7:
for i = 1 to |D| do 8:
disti ← sdist(Di, cand) 9:
place disti on order line 10:
end for 11:
IG, SD ← CheckCandidate(order line) 12:
if IG > bsf Inf oGain then 13:
bsf Inf oGain ← IG 14:
bsf SplitDist ← SD 15:
bsf Shapelet ← cand 16:
bsf OrderLine ← order line 17:
end if 18:
end while 19: end for 20: return bsf Shapelet, bsf SplitDist, bsf OrderLine found shapelet along with the corresponding split distance and order line are returned. The shapelet and split distance constitute the decision criterion of the node. The dataset is split using the split distance and order line for subsequent nodes. When a split reaches the required purity level, a leaf node is created with the majority class of the instances reaching that node, otherwise the shapelet discovery process is called for the new split.
Speed-up Strategies
A number of techniques have been proposed to speed-up the shapelet discovery process. The authors of the YK-Shapelets algorithm proposed early abandoning distance calculations and early candidate pruning using an upper-bound on the information gain and reported a speed-up of three orders of magnitude compared to the brute force approach [13] .
The Logical-Shapelets algorithm reduces computational costs by reusing previously calculated distances and pruning candidates using the triangular inequality [9] . It can reduce the computational complexity to O(k 2 m 3 ), however, caching the computations imposes a memory requirement on the order of O(km 2 ) which limits the use of this algorithm for large datasets in memory constrained environments.
The Fast-Shapelets algorithm reduces the dimensionality of the data using SAX [7] and then performs a random projection based shapelet discovery using this lower dimensional data [10] . It uses a heuristic approach and provides a huge reduction in computational costs but requires tuning a number of parameters according to the dataset characteristics or performance requirements.
The Random-Shapelets algorithm performs a uniform random sampling of candidates to reduce the number of evaluated candidates [11] . The YK-Shapelets algorithm gen- Figure 1 : The first ten shapelet candidates generated using: (top) the unit step approach of YKShapelets, and (bottom) randomly skipping time points using the Random-Shapelets approach.
erates candidates with a unit step size giving an almost complete overlap to subsequent candidates while uniform sampling effectively increases the step size between subsequent candidates. Figure 1 shows an example of the first ten candidates generated using the YK-Shapelets and RandomShapelets algorithms. The candidates generated using the YK-Shapelets approach have a very high overlap and only cover a small section of the time series. The candidates generated using random sampling have less overlap and also cover a greater section of the time series. This reduces the number of prospective candidates but the classification accuracy does not deteriorate because the shape of the time series is still covered by the candidates. Using an n% sampling reduces the number of possible shapelet candidates to:
This expression provides a precise number of candidates, however, the actual number of evaluated candidates can slightly vary because of the random sampling process.
A recently published approach called Generalized Random Shapelet Forests (gRSF) also employs ensembles and a randomized candidate sampling based shapelet discovery process for improved classification accuracy and reduced runtime [6] . Each ensemble member is trained using a set of instances sampled from the training set with replacement and performing shapelet discovery on this sampled data using a candidate sampling process strikingly similar to the Random-Shapelets approach. At each node, the gRSF algorithm samples a constant number of candidates proportional
Dn ← sample |D| instances from D with replacement 4:
Mn ← train classifier on Dn 5:
M ← M ∪ Mn 6: end for 7: return M to the time series length, while the Random-Shapelets approach samples a percentage of the candidates.
Ensemble Methods
Ensemble methods are based on the idea of "combining" the opinions of different "experts" to obtain a decision about a given problem. Members of an ensemble can have a different view of the data, or they can use different features for making their decision, or they can be totally different algorithms. This provides diversity in the ensemble decisions, which often makes them more accurate than individual models. Several studies have shown that ensembles can often be more effective than individual machine learning models.
Due to the variety of proposed combinations in the literature regarding ensembles, it is possible to experiment with a few options. A basic ensemble of classifiers can be obtained by combining multiple diverse models all trained using the same data. Another approach for constructing ensembles is that of Bagging [2] which trains N models, each with a different bootstrap of data such that |D| instances are sampled with replacement from the original dataset. This introduces a diversification effect and a duplication of instances also allows individual models to be focused on the duplicated instances. Algorithm 3 provides the pseudo-code for bagging. Another approach called Boosting [4] relies on weighted instances. All training instances are assigned equal weights so that the weights' sum equals one. A model is trained and a classification of training data using this model identifies the misclassified instances whose weights are increased. Next, the weights of all instances are normalized to keep the sum of weights equal to one. This, in turn, decreases the weights of correctly classified instances and provides emphasis on the misclassified instances in the next iteration and in many cases leads to an improved overall accuracy of the ensemble. Algorithm 4 provides the pseudo-code for boosting.
PROPOSED METHOD
In this section we describe the proposed method, which is a combination of the Random-Shapelets algorithm and standard ensemble approaches. The Random-Shapelets algorithm is computationally less expensive than the YK-Shapelets algorithm, however, it generates models with slightly variable results. This variability makes the Random-Shapelets algorithm a diverse algorithm and can be used to our advantage. The lesser computational cost and inherent randomization of the Random-Shapelets algorithm makes it a prime candidate for incorporation in an ensemble. Therefore, we can use the Random-Shapelets algorithm as the base classifier in an ensemble learning approach for the time series classification problem. This combines the strengths of ensemble
Mn ← train classifier on D with wn 5:
calculate weighted error t 6:
if n ≥ 0.5 then 7:
N ← n − 1 8:
learning with the efficient but non-exact shapelet discovery process of Random-Shapelets to provide a highly cost effective alternative to the exact YK-Shapelets approach. Another benefit of choosing Random-Shapelets as the base classifier is that it requires a single parameter, i.e. the sampling ratio, which allows to reduce the number of evaluated candidates and directly corresponds to the amount of computation we are willing to spend for finding the shapelets. Using a small value for the sampling ratio provides speed-up while a higher value provides results which are more consistent with those of the brute force approach.
The method proposed in this paper, called Ensembles of Random Shapelets (EnRS), trains a set of shapelet based classifiers. The precise working of the approach can be described as follows. Depending on its incarnation, we use either bagging (Algorithm 3) or boosting (Algorithm 4) for training the individual models in EnRS-Bagging or EnRSBoosting, respectively. In the EnRS-Bagging approach, different bootstraps of data are used to train Random-Shapelets models. This incorporates dual randomization in the overall process. The input for each model is randomized while the shapelet discovery process is already randomized. This also provides instance duplication which allows the shapelet discovery process to quickly separate duplicated instances and then efficiently perform a search for shapelets in the other instances. This also provides an effective speed-up for the discovery process. In the EnRS-Boosting approach, instances are weighted and each iteration trains a model more focused on the misclassified instances from the previous iterations. This approach also modifies the calculation of information gain to use the weights instead of the class counts in the current split. In addition to the EnRS-Bagging and EnRSBoosting variants, we have also included a variant denoted by EnRS, which builds an ensemble of Random-Shapelets based trees with the original training set and does not make use of bootstrap sampling or boosting. It combines multiple Random-Shapelets models and relies only on the diversification provided by the base classifier.
The model generation within the ensemble methods use the end if 9: end while 10: return cand decision tree construction from Algorithm 1, which in turn uses the shapelet discovery process (Algorithm 2) using the randomized candidate generation approach (Algorithm 5). In contrast to the YK-Shapelets algorithm, which evaluates all possible shapelet candidates, the Random-Shapelets algorithm adopted in this paper only evaluates a small percentage of the candidates chosen at random. This is the main difference between the two algorithms and they completely share the rest of the shapelet discovery process. The candidate sampling is performed while generating shapelet candidates. The basic procedure is the same, however, a loop skips candidates based on a uniformly distributed random number and the provided selection probability. The final classification decision for an instance is based on voting.
Optimizations
The extent of sampling has a direct influence on the overall reduction in the computational costs achieved by the Random-Shapelets algorithm. Smaller sampling ratios lead to higher reduction and vice versa. The authors of the Random-Shapelets algorithm only evaluated the effects of sampling the shapelet candidates, however, the approach can be further optimized by incorporating the different speed up techniques proposed in some other research efforts. First and foremost, the early abandoning of distance calculations and early candidate pruning approaches introduced in the YK-Shapelets paper can be used in the Random-Shapelets algorithm as well. Distance calculations are abandoned as soon as the distance between the candidate and the subsequence from the current window exceed the running "best so far" value. The candidates themselves are pruned based on an inexpensive information gain computation. The idea is to compute an optimistic information gain value after placing each time series instance on the order line to estimate whether such a placement of the remaining instances will provide a better information gain than the "best so far" information gain. If the optimistic information gain is better than the best so far value, then the current candidate can provide a better order line and, therefore, it is potentially a better candidate than the current best shapelet. So we continue the evaluation of the remaining time series instances in the dataset. However, if the optimistic "information gain" is less than the best so far value, then any further processing of the current candidate can not lead to a better result so the evaluation of the candidate shapelet can be abandoned altogether. These speed-up techniques provide an inexpensive but highly effective way of pruning distance calculations and the shapelet candidates.
Normalization
Normalizing subsequences before distance calculations provides better overall accuracy for the shapelet discovery algorithm because time series similarity benefits from scale and offset invariance. Therefore, we need to z-normalize the subsequences before distance calculations. This requires the calculation of mean and standard deviation values for each subsequence prior to the distance calculation. Calculation of these values makes up the majority of the computation required for normalizing the subsequences and makes the computational costs untenable. Using a "summary statistics" [12] based approach can drastically reduce the amount of computation required to calculate the mean and standard deviation of a given subsequence. The "summary statistics" for each time series instance in the training set are calculated at the time of loading the dataset, while for the shapelet candidates, they are calculated at the time of shapelet candidate generation. Subsequently, a simple procedure can provide the mean and standard deviation value in almost constant time and drastically reduce the cost of z-normalizing the sequences before distance calculations. This approach for znormalization of subsequences has also been incorporated in our implementation to improve the overall accuracy of the models and also for reduced computational overhead.
EXPERIMENTAL DESIGN
The main goal of our experimental evaluation is twofold. We want to evaluate whether (1) the proposed approach provides better or at par classification accuracy compared to the YK-Shapelets approach and (2) whether it requires less computational effort as compared to the exact method. Therefore, an extensive set of experiments has been carried out for the evaluation and comparison of the different approaches. We have set the classification accuracy and runtime of the YK-Shapelets approach as the baseline. We have also compared the results for the Fast-Shapelets algorithm [10] and the gRSF algorithm [6] .
The YK-Shapelets, Random-Shapelets and the three ensemble approaches have been implemented in Java using a consistent program structure so that no algorithm gets an undue bias. For boosting only, the shapelet discovery procedure uses weighted instances and the weights of the instances are used instead of instance counts for calculating the entropy and information gain of the datasets and splits. Both the YK-Shapelets and Random-Shapelets algorithms share the core functionality and implementation so we can effectively compare the running times for the different approaches and determine the obtained speed up. Our implementation of the different algorithms is available from the accompanying web page for the paper.
2 The Fast-Shapelets Java implementation was obtained from the UEA Time Series Repository. 3 The gRSF implementation was obtained from the supporting web page for the paper.
Datasets
The empirical evaluation has been carried out on 45 datasets publicly available from the UCR Time Series Archive. 5 The datasets belong to various fields including ECG readings, image outlines, motion capture data, sensor readings, spectral analyses and synthetically generated data. The problems addressed in these datasets range from binary to multi-class problems. The original training and testing splits are used as such, using the training splits to train the classifiers and reporting the training time while using the testing set to report classification accuracy.
Experiments
We have carried out experiments for the YK-Shapelets, FastShapelets, Random-Shapelets and ensembles of RandomShapelets based classifiers. Since YK-Shapelets is an exact method and its classification accuracy remains the same over different runs provided the candidate length parameters are kept the same, each dataset is evaluated once. For all the other algorithms, each dataset is evaluated 100 times with each algorithm and the mean and standard deviation of the achieved classification accuracy are reported. The number of classification models per ensemble is set to ten for each variant and voting is used for the final decision. We use fully grown decision tree models in all our experiments for all the algorithms.
Parameter Settings
The main parameters required for the shapelet discovery process are minLen and maxLen, which define the range of possible shapelet candidate lengths. The shapelet discovery process searches for candidates in all possible window sizes between the provided minimum and maximum length sizes. For example, if minLen = 10 and maxLen = 20, then the shapelet discovery process will search for shapelets in all window sizes starting from 10 and ending at 20. Therefore, setting these values to the extreme cases, where minLen = 1 and maxLen = m, where m is the time series instance length, makes the algorithm search over the entire candidate set. Another approach is to set these parameters based on some assumptions about the possible shapelet lengths. However, setting these parameters incorrectly can be detrimental to the shapelet discovery process. Setting the parameters to a very small window can cause the shapelet discovery process to miss important features because they are not covered in the search window while setting the window to a very large size can cause suboptimal feature selection. A third approach is to use a parameter optimization phase before creating the complete classification model. The experiments were executed using two main approaches. For the first approach, instead of setting the parameter values to the extreme cases, or making any assumptions about the possible shapelet lengths, we take a cautious approach and set the parameters to a constant fraction of the time series length for all datasets. For all experiments, we used minLen = 0.25 × m and maxLen = 0.67 × m , where m is the length of time series. This allows to cover more than 66% of the time series length at the start of the discovery 5 http://www.cs.ucr.edu/˜eamonn/time series data/ process and narrows the search up to just a quarter of the time series length. For our second approach, we used a parameter optimization phase to search for the best shapelet candidate lengths for each dataset and then performed the experiments using these learned parameters. The parameter optimization was performed with only the training split of the datasets.
The Random-Shapelets algorithm evaluates a small fraction of all the possible candidates in the specified minLen and maxLen range. This fraction of candidates is determined by the sampling ratio. All the experiments involving the Random-Shapelets algorithm have been performed with a 1% sampling ratio. This includes the experiments for evaluating the Random-Shapelets algorithm itself and the variants of ensembles of Random-Shapelets.
RESULTS
We will evaluate the competing algorithms on the basis of classification accuracy and the required computational cost. We used 45 different datasets for a thorough evaluation of the algorithms. All the experiments have been carried out on a High Performance Cluster. The maximum allowed time for evaluating a dataset with any given algorithm was set at 10 days. If the experiment for a dataset did not complete in that time frame, we report it as "DNF". We will summarize the results in this section. 6 
Classification Accuracy
In our experiments, the ensembles of Random-Shapelets classifiers consistently outperformed the other algorithms and provided better classification accuracy. This observation is particularly interesting because the individual models in the ensembles were using just 1% of the possible candidates, uniformly sampled from the set of all possible candidates. Figures 2a and 2b show the critical differences diagram for the classification accuracies of the individual algorithms for a p = 0.05 significance level. The ensembles outperform the other algorithms. The large difference between the average ranks of the ensembles and other algorithms, especially YKShapelets, shows that the average improvement in the classification accuracy is also significant. For many datasets, the improvement in classification accuracy was as high as 20% when using ensembles as compared to the classification accuracy achieved using the YK-Shapelets algorithm. The total number of wins for ensembles against the other algorithms is 34 and 35 for fixed and tuned parameters respectively. A very peculiar thing to note is that the standalone RandomShapelets algorithm can also outperform the YK-Shapelets algorithm with a significant difference. This happens because the YK-Shapelets model overfits the data whereas the Random-Shapelets model can better generalize on the test set. The results of experiments performed with fixed parameter settings are provided in Table 1 while the results of experiments using parameter optimization are provided in Table 2 . The training time for shapelet-based classifiers accounts for almost the entire run time of the algorithms because the testing time is negligible compared to the training time.
Run Time
The time required for training classification models using the different approaches were noted for the training phase using standard Java timing utilities. The Fast-Shapelets algorithm was the fastest overall followed by the RandomShapelets algorithm and then the ensembles (Bagging, Simple combination, Boosting) and finally the YK-Shapelets. The ensembles consistently performed faster than the YKShapelets algorithm and could obtain a speed-up of more than an order of magnitude on average. Tables 3 and 4 list the average time (in seconds) for evaluating each dataset with the corresponding algorithm using fixed and optimized parameters respectively.
The results for parameter optimized experiments are shown in Figure 3 
EnRS-Bagging vs. gRSF
The Generalized Random Shapelet Forests or gRSF algorithm is very similar to the approach we call Ensembles of Random-Shapelets using Bagging or EnRS-Bagging, so we compared the classification accuracy of the two algorithms. We used the Java implementation provided by the authors of gRSF and evaluated all the datasets evaluated in our other experiments. The minLen and maxLen parameters were set to the best parameters reported in the gRSF paper. The results reported in the gRSF paper were obtained by setting the ensemble size to 500, while we performed all our experiments with merely 10 models per ensemble, so we also performed the experiments for gRSF using 10 models per ensemble to make a fair comparison between the two algorithms. Figure 4 shows the critical differences diagram and the average ranks for the classification accuracy results for the two algorithms. The bagging ensemble has a slightly better average rank than gRSF and the Nemenyi test does not find them significantly different at a p = 0.05 significance level. This slight difference can be explained due to the smaller number of candidates evaluated by the gRSF algorithm. By default, the number of candidates sampled by the gRSF algorithm at each node is equal to 1 2 m(m + 1), where m is the length of the time series. This number turns out to be even smaller than 1% of the total shapelet candidates used in our experiments. In fact, for at least the root nodes, using this number of candidates will always be smaller than 1% of the total shapelet candidates for all the datasets in the UCR Time Series Archive. This observation points to the fact that even a lesser number of candidates can yield very promising results for the shapelet-based ensembles. Using an even smaller percentage of candidates will also lead to better run times.
DISCUSSION
The EnRS-Bagging approach is the fastest out of the three ensemble approaches tested in our experimentation while EnRS-Boosting is the slowest. The EnRS-Bagging approach also has a higher number of overall wins head-to-head with the other two ensemble approaches. EnRS-Bagging performs better in classification accuracy and runtime because of the duplication of instances in the dataset used for training. The duplicated instances allow the candidate pruning strategy to quickly identify good or bad candidates. Therefore, bagging allows the algorithm to run faster. Using duplicated instances in the training dataset also introduces a bias towards the instances of the majority class. This leads to an early extraction of the shapelet specific to the instances of the majority class and allows the algorithm to effectively split the dataset early and then search for shapelets for the other instances. This also makes the process efficient. The EnRS-Boosting approach performs slower because the weighting of instances increases the computation required for performing data splits and hence the candidate pruning. Since the candidate pruning strategy creates optimistic splits in each call, this becomes a limiting factor for the EnRS-Boosting approach.
The Fast-Shapelets algorithm is also a heuristic method and can be a possible candidate for the base learner in the ensemble learning approach. We experimented with this approach as well, however, the Fast-Shapelets algorithm does not provide much diversity in the models, which makes its use in ensembles less effective than the Random-Shapelets algorithm.
CONCLUSION
We proposed an ensemble learning approach using RandomShapelets algorithm as a base classifier for shapelets based classification. The use of an inexpensive but reasonably accurate base learner proves to be highly beneficial. The benefits of the proposed method are twofold and include better classification accuracy and reduced computational effort. Better classification accuracy was achieved for almost all the evaluated datasets, while the run time was reduced in all cases. The simplicity and added benefits of the approach make it very suitable for shapelet discovery and classification. Using bagging can reduce the required computation, however, in some cases the classification accuracy of the obtained model is slightly worse than the ensemble of RandomShapelets classifiers trained on the original training dataset, albeit not significantly.
Currently, the Random-Shapelets algorithm can only evaluate candidates with a sampling ratio set at start of the process. The possibility of changing the fraction of evaluated candidates and use the results in an additive fashion to the already obtained results could prove beneficial. This would require some book keeping about the already evaluated candidates and the obtained results, but if the storage requirements can be kept low, this could prove as a refinement step to an approximate solution. Another future research avenue could be the use of Random-Shapelets based classification models trained using randomly chosen window length parameters and combining the models in an ensemble. This should, theoretically, enhance the diversity of the individual models and also remove the need to perform parameter tuning before model generation.
