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Chapter 1
Introduction
Training (as opposed to programming) machines to do a certain job has long been
an attractive goal for a large number of researchers. The field of inductive machine
learning is concerned with the study of systems that attempt to infer a general
rule for performing some task after being exposed to a sequence of "situation-
response" pairs. Each such "situation-response" pair contains a description of a
specific situation, along with the desired response by the system in this situation.
These pairs are usually called examples, and the process of inferring a general rule
out of these examples is called generalization or inductive learning form examples.
Imagine that you want to teach somebody who does not know what "flower"
means how to discriminate between objects that are flowers and those that are
not. Rather than providing the person with a detailed description of what flowers
look like (using whatever communication language is available), one would prefer,
instead, to show her/him a collection of examples of flowers and a collection of
"non- flowers" and (reasonably) hope that it will not take long before she/he figures
out her/his own mechanism to recognize flowers.2
In this example, the first choice is analogous to the conventional "programming"
approach, while the latter represents the "training" approach.
Although programming computers has almost always been the way to have
them handle various tasks, in many cases this approach has proven to be difficult,
ineffective and sometimes not even feasible. This is especially true for classification
tasks performed by human experts. Just as you find it hard to come up with a
concise definition for "flowers", in many practical domains it is hard for skilled
experts to provide their knowledge about how they make their judgments, in a
concrete and feasibly programmable form. On the other hand, it is often relatively
easy to generate examples (or "situation-response" pairs) by watching how these
experts respond to various instances of the problem. In these kinds of situations,
the training, or the inductive machine learning approach has definite advantages.
Consider, for example, the medical diagnosis problem. Suppose that our goal
is to build a system that looks at a list of symptoms and laboratory tests for some
patient, and then makes a prediction of whether or not this patient has typhoid
fever. While it is hard to compile the knowledge doctors use in diagnosing this
disease into a readily programmable form to build the desired system, it is quite
manageable to collect a list of patients' data, where each patient is labeled by
doctors as to whether she/he has the disease. As we did in our "flowers" example,
we may hope that proper training using such data will lead to some satisfactory
classification rule for typhoid fever diagnosis.
As another example, consider the processing of credit card applications
[Carter and Catlett 87]. Experts in a credit card company examine the information
available about an applicant to decide whether or not to offer her/him a credit
card. A training example in this case is composed of a list of information about
a previous applicant, and a label telling whether or not approving the applicant's
request was the right decision based on the recent behavior of the applicant.
Naturally, the goal of the inductive machine learning research is not to attack
each of these problems individually. That is, finding an ad-hoc procedure tailored3
for each particular application is not a desired approach. As it is the case in other
branches of science, only results with a reasonable level of generality are to be
sought. Though the above tasks (recognizing flowers, diagnosis of typhoid fever
and credit card approval) may seem to be totally different from each other, they do
in fact share a basic underlying problem of a special structure. The abstract form
of these problems, as formulated in the next section, is what is usually considered
in the research of inductive machine learning and what will be studied in this
thesis.
1.1Stating the Learning Problem
Suppose f is a {0, 1}-valued function defined over a set of n variables {x1, x2,x},
where each of these variables represents some property or feature of the objects in
the domain and the value of the function for an object gives the proper classifica-
tion for that object. For instance, the variables in our "diagnosis of typhoid fever"
example may represent features like the patient's blood pressure, temperature, sex
and so on. In this case, for some assignment X1 to the variables {x1, x2,xn}
representing some patient's case, f(Xi) takes the value 1 if the patient has the
disease, or 0 otherwise. A pair (X1, f (Xi)) then represents a "situation-response"
pair, or an example of f. A collection S = {(X1, f (X1)), (X2, f (X2)), (X3, f (X3)),
,(X,, f (X,i))} is usually called a sample of the function f, and m, the number
of examples in the sample, is called the size of the sample.
Using these definitions, the inductive learning problem may (loosely) be stated
as follows:
Given :A sample of f of a reasonable size,
Find :A procedure that simulates f.
f is usually called the target concept, and the output of the learning system is
called the hypothesis of the system.4
Of course, the learning system is not expected to see all of the possible examples
of the domain. In practice, only a sample of a small size (compared to the whole
space of examples) can be given to the learning system. This makes capturing the
exact target concept f too challenging. Therefore, exactness is usually given up
and the goal becomes only to arrive at some hypothesis that is "good-enough"; i.e.
some f that satisfactorily approximates f, where "good-enough" is based on some
threshold usually called the accuracy level or the accuracy parameter.
Although such relaxation of the success criterion eases the problem significantly,
it turns out that, as stated, the learning task is still too hard to tackle. The
difficulty is due to the lack of guarantees concerning the quality of the sample; that
is, the fact that some samples may be more informative than others. The system
may be getting a sample which contains mostly unimportant examples of the target
concept; i.e. examples that do not capture the essence of that concept. Finding a
good hypothesis starting from such non-representative samples is certainly hard.
To account for such a possibility, we make one more relaxation: For the learning
system to be successful in learning f, we only require that the hypothesis f of
the system be close-enough to f for nearly all the samples of f. That is, we are
allowing the system to be arbitrarily wrong occasionally, as long as this happens
only rarely. This is governed by what is usually called the confidence level or the
confidence parameter.
To illustrate these two kinds of relaxation in the success criterion of learning,
assume, for example, an accuracy level of 95% and a confidence level of 99% are
desired in learning some target concept f.Suppose we randomly draw a very
large number of samples of f each of size m, and formed a hypothesis from each
sample by feeding the sample to some learning system L. If 99% or more of these
hypotheses are 95% correct (or better), then we say that the learning system L
is successful in learning the concept f using m examples for the above-mentioned
accuracy and confidence levels. Conversely, if these requirements are not satisfied,
then this constitutes a failure of the system in learning f, for the given parameters.5
Typically, the confidence and accuracy levels are desired to be asclose to 100%
as possible. Nevertheless,the higher these levels, the more examples, and the more
time needed to process these examples will be required forlearning.
This approach to inductive learning of concepts wasfirst proposed and studied
by Valiant in his influential paper [Valiant 84].In his work, it is assumed that
objects in the universe are encountered according to somefixed but unknown
probability distribution. This underlying probabilitydistribution is used in two
ways:
First, examples of the target concept are gathered according tothis distri-
bution.
Second, the quality of an hypothesis is based on the samedistribution. Specif-
ically, the the error of an hypothesis is defined as theprobability of encoun-
tering an object that is incorrectly classified by thehypothesis.
The idea behind assuming the same distribution duringboth the training and test-
ing phases is to make it a "fair game". Theprobability distribution measures the
significance of each object. Important objects are more likely tobe encountered,
and thus, have greater influence on the quality of thehypothesis. This is compen-
sated for by the fact that these are more likely to appear in thesample as well.
The converse is again true for those unimportant objects.
To illustrate this point, suppose that the target concept is torecognize "Keys
that are used to open doors". Normally, it is safe to assume thatkeys are made
of metal. However, although rather unusual, doors with electroniclocks that are
opened using magnetic plastic cards can sometimes be seen insophisticated build-
ings or high-class hotels.Suppose now that a learning system was trained on
examples of this target concept that are picked under the "usual distribution"of
keys. Since it is very unlikely that the system will ever encounter anyplastic key,
it may well be expected that the system will end up withsomething like "made-
of-metal" as a condition for an object to be a key. This should be reasonableif the6
system is to be used in the same environment since plastickeys are again rarely
encountered. On the other hand, after being trained in a normal environment,the
system will fail badly if it were tested in a building where manyof the keys are
made of plastic. Such a test, however, is considered unfair because the systemis
being tested in an environment different from the one it was trained in.
Learning in Valiant's sense as described above is usuallycalled Probably Ap-
proximately Correct (PAC) Learning.In this term (which is due to Angluin
[Angluin 88]), the word "Approximately" corresponds to allowing alimited amount
of error in the hypothesis as given by the accuracy parameter,while the word
"Probably" indicates that good approximation is required only withhigh proba-
bility, and not definitely, as specified by the confidence parameter.
In this thesis, we adopt PAC learning as the criterion forsuccessful learning
of a target concept. We restrict our attention, however, tothe case of Boolean
concepts only. That is, we assume that the target conceptand the features of the
domain can take only the values "true" and "false". Theformal definitions and
terminology concerning PAC learning will be given in Chapter 2.
1.2Inductive Bias of Learning Algorithms
Suppose a learning system is to learn an unknown concept f ,defined on n Boolean
variables. There is a total of 2n examples of which the system will begiven, say
m examples, where m isconsiderably smaller than 2'. The learning problem can
then be viewed as the task of completing a partial truth table of thefunction being
learned. The system is given an incomplete truth table of f in which thevalue
of f is listed only for m assignments out of the 2n possible assignmentsof the n
variables. The task is to complete the table by "guessing" the valueof f for the
remaining 2nm assignments.
Now, if f can be any target concept, then for any assignment X forwhich the
value of f is not given, f (X) has an equal chance of being 0 or 1. This means that7
there exist as many as 228-m candidate hypotheses that all agree with the given
m examples.
For a learning algorithm to eventually select a single hypothesis as its output,
the designer of the algorithm must, in one way or another, set some basis for
the algorithm to choose among the many available alternatives. Such a basis is
known in the machine learning community as the bias of the learning algorithm
[Mitchell 80, Utgoff 86]. Mitchell defines bias as follows:
"We use the term bias to refer to any basis for choosing one generaliza-
tion (hypothesis) over another, other than strict consistency with the
observed training instances."
In constructing a learning algorithm, bias is usually implemented in oneof two
ways:
Restricting the space of hypotheses.
Imposing a preference ordering on that space.
In the Restricted Hypothesis Space Bias, a language that is syntactically
incapable of representing all of the possible hypotheses is used to represent the
output of the learning algorithmIn this way, the algorithm is forced to focus
only on those hypotheses representable in this language, and to discard all other
hypotheses.
For example, hypotheses may be represented as pure conjuncts of literals (i.e.,
pure monomials), or as k-dnf formulae,where a k-dnf formula is a disjunction of
conjuncts such that each conjunct has at most k literals, for some constant k.
Another example, is to use some fixed artificial neural network architecture with
adjustable weights, such as a perceptron or a feedforward net with a fixed number
of hidden units. In all of these cases, any hypothesis that can not be expressed
using these representations is ruled out from the learning algorithm's consideration.8
In the Preference Bias, no restrictions on the expressiveness of the language
are forced.Instead, some preference ordering is defined on the space of all hy-
potheses, and then, among all the candidate hypotheses, the learning algorithm is
to choose the most preferred one according to this ordering.
An example of this bias is to use decision trees as the representation language.
It is known that any Boolean function can be represented as a decision tree. The
preference ordering may be based on the simplicity of a decision tree measured, for
example, by the number of nodes in the tree.
The designer of a learning algorithm must also specify how the algorithm is
to handle possible conflicts among candidate hypotheses. These are situations in
which there are two or more candidate hypotheses that are
representable in the output language in the restricted hypothesis space bias
case, or
equally preferable in the preference bias case.
All such choices in the selection of the hypothesis other than what is suggested by
the sample are, of course, included in the bias of the learning algorithm.
With the above definition of bias, we can see that a complete description of some
bias determines a mapping from the space of samples to the space of hypotheses.
A learning algorithm which follows a given bias is just implementing the mapping
defined by that bias. Thus, ignoring computational aspects, specifying a complete
bias is equivalent to constructing a learning algorithm.
In many cases, however, only the higher level of the hypothesis selection pro-
cess is considered important. For example, we may desire that a learning algorithm
chooses a hypothesis representable as a decision tree with a minimal number of
test nodes, without exactly specifying how to resolve ties between different deci-
sion trees with the same number of test nodes. An incomplete bias of this kind
does not specify a unique learning algorithm but rather corresponds to a collection
or a class of algorithms. In selecting the hypothesis, these algorithms have the9
common property of satisfyingthe requirements outlined by the bias. However,
the choice among equally preferable hypotheses is handleddifferently by each al-
gorithm. These algorithms are said to be implementing thebias, in the sense that
they never violate the hypothesis selection ruleprescribed by the bias.
1.3Learning Behavior of an Algorithm
Unfortunately, even with the relaxations in the criterionfor successful learning
given in the PAC learning framework, studies in thisfield show that we cannot hope
for a "universal" learning algorithm that can PAC learn(from a reasonably sized
sample) all the possible concepts there are, for reasonable accuracyand confidence
levels.
In fact, Dietterich [Dietterich 89] has shown thatthe number of concepts that
can be learned from asample of a reasonable size forms only a small fractionof
the concept space. This topic will be discussed indetail in Chapter 3. For now,
we will just provide someinsight of where these limitations stem from.
When a learning algorithm is given a sample of mexamples of some target
concept f, the job of the algorithm is to construct anhypothesis that guesses
the class of each of the remaining 2'm objects that are notincluded in the
sample. Assuming that f is an arbitrary function,each of these objects has an
equal chance of being classified as 0 or 1. Since in thePAC learning framework,
only a few mistakes are allowed, the learning algorithm has tobe correct for almost
all of the unknown 2' m values of f . Consequently, unless we areextremely lucky,
the algorithm is highly unlikely to end up with an hypothesis thatis an acceptable
approximation of the target concept f .
In other words, given a small sample, there will be a largenumber of candidate
hypotheses agreeing with the available examples. As far as the sampleis concerned,
all these candidates look equally good.However, one can show that the vast
majority of these hypotheses are very bad approximations of the targetconcept f,10
and consequently, this means there is a very small chance of being close enough to
1.
One way or another, the algorithm has to bet on one of the possible hypotheses,
sayj. The algorithm's choice off will then divide the space of concepts into two
groups. Those that are close enough tof (according to the designated accuracy
parameter) and those that are not. If the target concept happened to be in the
first group, then the algorithm is successful.Otherwise, the algorithm will fail
in approximating the target concept. The problem here is that thefirst group is
substantially smaller than the latter one, and thus, the chance for thelearning
algorithm to succeed is severely limited.
The fact that in PAC learning it is acceptable to have a totally wronghypothesis
within some small probability does not greatly change the final picture:Given only
a sample of reasonable size, anyalgorithm can learn only a limited fraction of the
whole concept space, regardless of the bias implemented by thealgorithm.
Normally, the set of concepts learned by an algorithm grows as thesample
size increases and/or as the desired accuracy and confidencelevels decrease. This
set of learned concepts characterizes what we call theLearning Behavior of the
algorithm That is, the learning behavior is a description of what target concepts
an algorithm does/does notsuccessfully learn for given sample size, accuracy level
and confidence level.
Naturally, it is the way a learning algorithm chooses its hypothesis that deter-
mines the set of concepts learned by the algorithm. The learningbehavior of an
algorithm is, therefore, a consequence of the bias implemented by the algorithm.
The converse, however, is not necessarily true. Specifying a particular learningbe-
havior that we desire a learning algorithm to achieve does not immediately suggest
what bias should be followed by the algorithm.
This leads us to the important distinction between the desired learning be-
havior as the specifications to be met in designing a new learning algorithm, and
the bias chosen by the learning algorithm designer to fulfill this learning behavior11
as required. It is unfortunate that separating the desiredlearning behavior from
the bias has often been ignored in the inductive machine learning literature. The
term "bias" has largely been used in a confusing way to denote both notions. The
effect of this intermixing between the two notions is evident in the design process
of many well-known learning algorithms whose learning behavior has never been
characterized. More details on this subject is given in the next section.
1.4Designing Learning Algorithms
Historically, the development of inductive learning algorithms has been a two-step
process:
1. Select a hypothesis space along with some representation scheme that ap-
pears to be appropriate to practical learning problems as seenby the algo-
rithm designer's intuition. This might be a restricted language, such as using
perceptrons or pure conjunctive Boolean formulas. Or it might be the use
of a more powerful language, which can represent any hypothesis, combined
with some preference ordering.
2. Develop an algorithm to find some hypothesis within the chosen representa-
tion scheme that is consistent with the given collection of examples.
Two well-knownalgorithmsdevelopedfollowingthis approach are ID3
[Quinlan 86] and Error-Backpropagation [Rumelhart et al. 86].
ID3 builds a decision tree consistent with the sample.It attempts to come
up with a "small" tree by applying a greedy heuristic todecide what to test in
each node of the tree.(See Section 2.5 for more details about this algorithm.)
The tendency toward smaller decision trees is based on what is known as Occam's
Razor which asserts that simpler hypotheses are more credible, and on the intuition
that using decision trees seems suitable as the representation language for various
practical applications.12
Error-Backpropagation is an algorithm that adjusts the weights in a feed-
forward artificial neural network in order to arrive at some configuration that is
consistent with the given sample. This approach is motivated by the hypothesized
similarity between this architecture and the human brain.
A shortcoming of the above approach in designing learning algorithms is that
there is no separation between a specification of the desired learning behavior of
the algorithm and its implementation. Specifically, the learning behavior of these
algorithms is shaped implicitly and only as a side-effect of the bias originating from
the particular choices made by the designer in the two steps above. Consequently,
the learning behavior of these algorithms is often unclear, and, hence, it is difficult
to tell in advance whether an algorithm is appropriate for a given learning problem.
Simply put, the above approach is to construct learning algorithms based on
some sensible ideas and then see what these algorithms actually achieve. Clearly,
this approach is ignoring a very basic principle of design. Namely, one should
first specify the objectives of the "product" to be designed. Accomplishing all (or
sometimes most) of these objectives as economically as possible then becomes the
designer's challenge.
Recently, this issue has been raised by some authors (e.g., [Buntine 90], [Wolpert
90]) who have advocated the following new procedure:
1. Specify the desired learning behavior, i.e. what the algorithm should be able
to learn.
2. Based on Step 1, adopt some bias over the space of hypotheses and select
some scheme for representing the hypotheses.
3. Design an efficient algorithm that implements the bias, or at least approxi-
mates it.
The last two steps simply mean to select some bias and turn it into a learning
algorithm (as implicitly done in the previous approach). What is different now13
is that the chosen bias and its implementation must achieve the desired learning
behavior (or at least approximate it) using as little resources as possible, where
resources in this case are the number of examples andthe amount of computation
consumed by the resulting algorithm.
By having the desired learning behavior precisely stated in the first step, we
have a clear idea of what the objectives are. We believe that this procedure in
designing learning algorithms is useful in many aspects:
It allows formal analysis of the learning problem. This can lead to algorithms
with provable guarantees on achieving the desired learning behavior, or it can
produce negative results that save us the effort of pursuing unachieveable
goals.
The goal as stated in the desired learning behavior, provides us with a crite-
rion with which to measure performance. This criterion enables us to contrast
various competing algorithms, and provides a measure for optimality.
Studying practically motivated learning behaviors is likely to lead to useful
algorithms in application domains where these learning behaviors are justi-
fied.
1.5Goal and Topic of the Thesis
The goal of this thesis is to pursue the procedure outlined in the previous section
for designing learning algorithms.In particular, we investigate two important
learning problems:
1. Learning as many target concepts as possible from a fixed amount of data.
2. Learning from data containing many irrelevant information.
The objective is to design learning algorithms that perform well with respect
to the learning behaviors suggested by the above learning problems. Let us look14
more deeply at each of these problems.
(1) Maximum Coverage Learning:When we say that a given learning al-
gorithm learns some target concept f, then this, of course, means that if f is the
target concept in some application domain, then this learning algorithm is going
to do a successful job in that domain. Therefore, intuitively, one may have a jus-
tification to believe that the more target concepts learned by an algorithm, the
wider the range of applications this algorithm is expected to be successful in.
Motivated by the above understanding, Dietterich [Dietterich 89] raised the
topic of designing learning algorithms that learn the maximum possible number
of target concepts for given sample size, accuracy and confidence levels. In other
words, the learning behavior of an algorithm is quantified into a single amount by
counting how many concepts are learned by the algorithm.
In this thesis, we call this quantity the coverage of the algorithm. Designing
learning algorithms with the maximum possible coverage is the objective of this
part of the thesis.
(2) The MIN-FEATURES Learning Behavior: In many situations in ma-
chine learning of concepts, one has to deal with training data containing many
features that are irrelevant to the concept being learned. In this kind of situation,
the concepts defined over many features are less likely to be the correct target con-
cept. We should, thus, seek learning algorithms whose learning behavior is shaped
accordingly. That is, a good algorithm in these cases is the one that pays more
attention to learning concepts that have a smaller number of features involved.
The objective of the second part of the thesis is to design learning algorithms
that are tuned to the above learning behavior which we call the MIN-FEATURES
learning behavior.15
1.6Contribution of the Thesis
The contribution of this thesis can be summarized as follows.
(1) Maximum Coverage Learning:This thesis contributes to the study of
maximum coverage learning in the following aspects:
First, we generalize the proof Dietterich [Dietterich 89] gives for an upper
bound on the coverage of any learning algorithm.
Second, we present a family of algorithms which we call the "Balls" algo-
rithms, and give formal analysis of the coverage of these algorithms. Partic-
ularly, we prove that the number of examples required by one of our algo-
rithms (the Multi-Balls algorithm) is within a constant factor of the number
of examples required by an optimal algorithm to achieve the same coverage.
And third, we introduce techniques for reducing the computational costs in-
volved in the experimental measurement of the coverage of existing learning
algorithms. These techniques make it possible to extend the limited experi-
ments reported in [ Dietterich 89] for measuring the coverage of some of the
well-known learning algorithms.
Our results show that the coverage of the existing learning algorithms we tested
is far below what can actually be achieved by our Balls algorithms. These results
could mean that existing learning algorithms can be subject to significant improve-
ment. Nevertheless, we also found that there exist trivial algorithms (e.g.the
Large-Ball algorithm) that can attain high coverage while learning only very un-
interesting collections of concepts. The fact that algorithms with practically good
reputation are outperformed (in terms of coverage) by such trivial algorithms is
quite surprising since it implies that higher coverage does not necessarily mean a
practically better algorithm. These results indicate the necessity of revising the
definition of coverage as a measure of performance for learning algorithms.Par-
ticularly, the results suggest that ignoring which concepts are actually learned and16
merely counting the number of concepts learned is inappropriate. Instead, it seems
essential that we specify, as a component of the desired learning behavior, the
relative significance or importance of the target concepts and then seek an optimal
algorithm within that setting.
(2) The MIN-FEATURES Learning Behavior: The contribution of this
thesis to the study of learning in the presence of many irrelevant features includes
the following:
First, we define the MIN-FEATURES bias in which hypotheses with smaller
number of features involved are preferred. We prove an upper bound on the
number of examples sufficient for learning when the MIN-FEATURES bias
is followed and show that this bound matches (within a constant factor) the
number of examples needed by any learning algorithm, regardless of whether
or not it follows this bias.Our results show that the presence of many
irrelevant features does not make the learning problem substantially harder
in terms of the number of examples needed for learning.
Second, we assess the computational complexity of implementing the MIN-
FEATURES bias by linking this problem to the well studied problem known
as the MINIMUM-SET-COVER problem [Carey and Johnson 79].
Third, we present FOCUS-1, a simple algorithm that implements the MIN-
FEATURES bias. We show that this algorithm runs in time quasi-polynomial
in the appropriate learning parameters.
Fourth, we introduce FOCUS-2 which is a more efficient implementation
of the MIN-FEATURES bias, discuss its time complexity and empirically
compare its running time to that of FOCUS-1.
Fifth, we experimentally evaluate the performance of ID3 [Quinlan 86] and
FRINGE [Pagallo and Haussler 90] in learning from training samples with17
many irrelevant features. Comparisons with the FOCUS algorithms show
thatcontrary to common beliefthese algorithms are badly affected by
the presence of irrelevant features.
Sixth, we introduce the Mutual-Information-Greedy, Simple-Greedy and
Weighted-Greedy algorithms. These are three efficient algorithms that ap-
proximate the MIN-FEATURES bias and that may be used in practical
situations whereFOCUS-1 and FOCUS-2 are computationally unaffordable.
Finally, we present empirical results comparing the performance of the above
algorithms in learning in the presence of many irrelevant features. Our exper-
iments show that that the Weighted-Greedy algorithm provides an excellent
approximation of the FOCUS algorithms but with substantially less compu-
tational costs.
1.7 A Guide to the Thesis
In Chapter 2, we give a collection of definitions and notation to be used in the
rest of the thesis. We also describe the learning algorithms ID3 [Quinlan 86] and
FRINGE [Pagallo and Haussler 90] which will be used in most of the experiments
reported later in the thesis.
Chapter 3 summarizes our results on maximum coverage learning.
Our work on the MIN-FEATURES learning behavior is presented in Chapters 4
and 5. In Chapter 4, we discuss the problem of implementing the exact form of
the MIN-FEATURES bias, whereas in Chapter 5, we look at efficient heuristics
for approximating this bias.
Finally, in Chapter 6, we conclude with a list of related open problems suggested
by the course of research followed in this thesis.18
Chapter 2
Background
This chapter introduces the terminology and background knowledge that will be
needed throughout the thesis. It is recommended that the reader start with this
chapter before proceeding to Chapter 3. Sections 2.1 through 2.3 are particularly
necessary for understanding the material of the subsequent chapters.
2.1Basic Definitions
In this thesis we assume that objects are described using a finite set of Boolean
variables, i.e. variables that take either true or false as a value. Each such Boolean
variable will be referred to as a feature. The parameter n > 1 will be exclusively
used to denote the number of features describing the objects, and the features will
usually be named xi, x2,, xn.For convenience, we will let 1 and 0 denote the
feature values true and false, respectively. An object can, therefore, be viewed ab-
stractly as a {0,1} assignment to the n features, or equivalently, as an n-bit string.
The set of all possible objects, or the universe, is denoted Un and is equivalent to
{0,1}n.
A concept is a classification rule that partitions the universe into objects that
belong to the concept and those that do not. In other words, a concept is just
an arbitrary set c C Un.Equivalently, a concept can be viewed as a function19
c:{0,1}n{0, 1 }, where for any object X E Un, c(X) = 1 if X is in c, and 0
otherwise.
A Boolean formula f is said to be representing a concept c if for every object
X, c(X) = 1 if and only if f is satisfied by the truth assignment implied by X.
A concept c such that c(X) = 0 for every object X E Un, will be called the nil
or the empty concept. Conversely, a concept c such that c(X) = 1 for every object
X E Un, will be called the true concept. It should be clear that the nil and the
true concepts can be represented by (the Boolean formulas) 0 and 1, respectively.
By C we denote a set of concepts that are all defined over n features. An
infinite union of such sets for n > 1 is called a class of concepts. That is, a class
of concepts C is defined as U.,>1 C., where Cn C 2un for each n > 1. Note that a
class of concepts is defined over all values of n whereas a set of concepts is defined
for a specific number of features (i.e., with respect to a fixed value of n).
A class of concepts is usually associated with a complexity measure which
defines the complexity of each concept in the class. The complexity of a concept,
denoted s, is usually defined as the minimum number of bits needed to encode the
concept under some fixed representation or encoding scheme. Such representation
scheme is given as a pair G, a, where ,C is a language (a set of strings) and a is a
mapping
o- : C + C
such that for every 1 E r, cr(1) determines a unique concept in C and for every
c E C, there exists some string 1 E G for which a(l) = c.
For a given class of concepts, if C is the set of all possible concepts (that is, if
Cn = 2u. for all n > 1) then the class is said to be a complete class of concepts.
Otherwise, the class is to be called a restricted class of concepts.'
'Formally, c is called an onto function from ,C to C.
2The usual practice in the computational learning theory research is to define a class of concepts
by specifying a language G for representing the class. In this case, any concept that can be
represented by some string in r is in the class, and vice versa. For example, if ,C is the set20
An example of a concept is an object along with a label that indicates whether
or not the object is in the concept. For an object X, this willbe denoted as a pair
(X, c(X)). An example is said to be positive when c(X) = 1, i.e. when X belongs
to c, or negative otherwise.
We will always assume some probability distribution D over the space of ob-
jects, and denote the probability of an object X under this distribution by Pr[X].
A sample of a concept c is just a collection
( X1, c( ) ),(X2, c(X2)), (X3, c(X3)), ,(X, c(X,,))
of examples of c. The parameter m will exclusively be used to denote the sample
size, i.e. the number of the examples in a sample.
Sampling means to randomly draw a sample of a concept. This is usually done
with replacement. That is, examples are drawn independently from each other,
and thus, the same example may appear in a sample more than once. In some
special cases, we will also consider sampling without replacement where examples
in the sample are all distinct.
For a specific sample S of size m of some concept c, Pr[S] denotes the proba-
bility of getting S as the result of sampling, where this probability is taken over
the space of all possible samples of c of size m. Note that such a space depends on
whether sampling is done with or without replacement, which will always be clear
from the context.
A learning algorithm is an algorithm that takes as input a sample of some un-
known concept, and returns as output some concept It C Un. A learning algorithm
L can, therefore, be viewed as a mapping L : S2un, where S is the space of all
samples of all the concepts in 2un, for n > 1.
of all monomials (pure conjunctions of literals, where a literal is a feature or its negation),
then G defines the class of concepts in which each concept can be represented as a monomial.
Note that this is a restricted class of concepts since not every concept can be represented by
a monomial. In contrast, if £ is the set of all DNF formulae, thendefines a complete class
of concepts since every Boolean concept can be represented as a DNF formula.21
The sample given to a learning algorithm is usually called the training sample
and each example in the sample is called a training example.h is called the
hypothesis of the algorithm. If on a sample S, a learning algorithm L returns an
hypothesis h, then we say that L maps S to h. The set of hypotheses that may
ever be returned by a learning algorithm is to be called thehypothesis space of the
algorithm.
If L is a learning algorithm that on any training sample S returns an hypothesis
that classifies all the training examples of S as originally given in S, then L is said to
be a consistent learning algorithm. In other words, a consistent learning algorithm
is an algorithm whose hypothesis never disagrees with the training sample.
The error between two concepts h and c under the probability distribution
D over the space of objects is the probability that a randomly drawn object is
classified positive by either c or h and negative by the other. This is equivalent to
the sum of the probability of all objects on which c and h disagree; or formally
error(c,h) =EPr[X]
x:c(x)oh(x)
where Pr[X] denotes the probability of the object X under the distribution D.
If error(c, h) < c, then we say that c is c-close to h, or within e from h. A
concept c that is not &close to h is said to be c-far of h.
2.2PAC Learning and Polynomial Learnability
Suppose c is some unknown concept and let D be the probability distribution over
the space of objects. For sample size m and fixed constant c such that 0 < E < 1,
the success of a learning algorithm L in learning the concept c is based on the
following random experiment:
1. Draw a random sample S of size m of the concept c, under the probability
distribution D.22
2. Let h be the hypothesis of the learning algorithm L when given S as the
training sample.
3. If error(c, h) < e, report Success, otherwise report Failure. The error here is
defined under the same probability distribution D under which the sample
S was drawn in Step 1.
This procedure defines a random variable with two outcomes: Success and Failure.
The probability of getting Success measures how successful the algorithm L is
in learning the concept c using a sample of size m drawn under the probability
distribution D.
Now, let 'kr-' denote the event that the outcome of the above random experi-
ment is Success. The probability of this event is, therefore, given by
Pr[W] = E Pr[S] (2.1)
sEsL,c
where SL,,, is the set of all samples of c of size m on which L returns an hypothesis
that is &close to c, and Pr[S] is the probability of drawing a sample S under the
probability distribution D. In other words, each sample S that is mapped by L to
an hypothesis that is &close to c contributes an amountof Pr[S] to the summation
of Pr[1M given by equation (2.1).
Now, the decision of whether or not L is successful in learning c is determined
by comparing Pr[1/17,11 to a threshold (18), where 0 < 8 < 1. Specifically, if
Pr[W,L]> 1 (2.2)
then we say that L learns c with respect to the given values of c and 6, from
a sample of size m under the probability distribution D. eand S are called the
accuracy and confidence parameters, respectively.
A learning algorithm is evaluated based on two types of resources: the number
of examples and the amount of computation required to learn.Naturally, the
amount of these resources sufficient to make an algorithm learn a particular concept23
c depends on the values of e andS. The higher the desired accuracy and confidence
(i.e., the lower the values of e and S), the more costly the algorithm is expected
to be. Moreover, when c can be any concept in some setCr, of concepts, then this
may also depend on n and thecomplexity of the concept, s = complexity(c).
More formally, we consider two types of complexity of a learning algorithm L
with respect to a class of concepts C:
1. The Sample Complexity : This is the smallest m(n, s, e,8) such that for any
n > 1, any c in C C C ofcomplexity s, any e and S such that 0 < e, S < 1,
and any probability distribution D over Un, L learns c with respect to c,8
and D from a sample of size m(n, s, e, 8).
2. The Computational Complexity : This is the number ofcomputational steps
(as a function of n, s, m, c and 6) required by the algorithm to achievethe
same condition in (1) above.
Note that the sample and computational complexities aredefined above as
the worst-case over all probability distributions. These definitions,however, can
also be specialized to some specific probability distribution by removingthe "any
probability distribution" requirement.
What we have described so far is usually called the Probably Approximately
Correct (PAC) learning model. This model was introduced by Valiant[Valiant 84]
and has been widely adopted in the theoretical machine learning research[COLT88,
COLT89, COLT90, COLT91]. In this model, the overall objective is to identify
whether it is feasible to learn a given class of concepts. The polynomial learnability
of a class of concepts is based on the existence of a learning algorithm whose
sample and computational complexities in learning the concepts of the class are
each bounded by some polynomial in n, s, E and I.
Many restricted classes of concepts have been shown to be polynomially learn-
able. Examples of these classes are the classes of monomials, k-cnf, k-cnf [Valiant 84,
Haussler 88] and k-decision-lists [Rivest 87]. Negative results have also been proven24
for classes such as the class of p-formuale and Boolean threshold functions
[Kearns et al. 87]. On the other hand, the polynomial learnability of many com-
plete classes (e.g. DNF, CNF) are still open problems [Valiant 84, Haussler 88,
Verbeurgt 90].
2.3Probability Distribution Over the Space of Objects
In this thesis, we will consider two cases:
1. The distribution-free case where no assumptions are made about the proba-
bility distribution over the space of objects.
2. The uniform distribution case where the probability of drawing each object
is equally likely.
For the above two cases, sampling is usually assumed to be with replacement.
That is, examples are drawn independently from each other, and thus, the same
example may appear more than once in a sample. However, when the uniform dis-
tribution over the space of objects is assumed, we will sometimes consider sampling
without replacement. This means that each example can be drawn only once, and
that a sample of size m contains exactly m distinct examples. It should be noted
that in practical settings, the training sample contains only a small proportion of
the space of all objects (i.e., m << 2n). Assuming the uniform distribution over the
space of objects, the probability that the sameobject appears more than once in
a randomly drawn sample is ignorably small.Therefore, the results obtained for
the uniform distribution case should not be greatly affected by whether sampling
is done with or without replacement.
2.4Isomorphism in the Space of Boolean Functions
Let PNn be the set of all operators that permute and/or negate the Boolean
variables {x1, x2, ,xn}. For example, -y E PN3 may be the operator that maps25
{xi, x2, x3} to {x3, -,x1, --,x21. Applying this operator to a Boolean function g of
these three variables gives
ry(g(xi, x2, x3)) = g(x3, -ax2)
which is another Boolean function of x1, x2 and x3.In this case, we say that
g(x3, -ax2) is isomorphic to g (xi, x2,x3) under PN3. In general, for any two
Boolean functions 11 and 12 defined over 77, Boolean variables, we say that L is
isomorphic to 12 under P Nn if and only if there exists some op E P Nn such that
op( fi) = f2. Note that, if such op exists, then f2 is also isomorphic to fi since, by
definition, the inverse of op must be in PNn.
Now, imagine that every operator in P Nn was applied to some Boolean function
h1, and let Closure(hi) be the set of the resulting functions. Clearly, for any p, q E
Closure(hi), p is isomorphic to q. Conversely, any concept rClosure(hi) cannot
be isomorphic to any concept in Closure(hi).Suppose we again apply all the
operators in P Nn to another function h2Closure(hi), and let the resulting set of
functions be Closure(h2). Clearly, it must be true that Closure(hi)nClosure(h2) =
0. Thus, continuing in this fashion, the space of all Boolean functions is partitioned
into disjoint sets, such that every two functions are isomorphic if and only if they
belong to the same set. Each of such sets will be called an equivalence class under
P Nn.
Defining equivalence classes in the above manner is interesting to us here be-
cause many learning algorithms behave identically in learning all the concepts
(functions) that belong to the same equivalence class.Thus, if the goal is to eval-
uate the performance of a learning algorithm for all the space of concepts, then all
we need is to test this algorithm on a representative from each equivalence class
(which can be any concept in the equivalence class). In the following, let us us see
how a a complete list of representatives con be computed.
Let 71 be the truth table representation of a concept c. If we consider a fixed
ordering on the space of objects, then, of course, the right-most column of T, is26
sufficient to represent c.Let us call the 2n-bit string obtained by transposing
this column the bit-vector representation of c. For example, suppose n = 3 and
let c1 = x1 A x2 and c2 = -'x1 -ix2 -ix3. Then, these concepts are represented as
cs= 00000011 and c2 = 10000000.
The bit-vector representation of a concept can also be viewed as a 2n-bit integer.
Let us call this the integer-value of a concept. This imposes a natural ordering ">"
on the space of concepts where concepti > concept2 if theinteger-value of concepti
is larger than that of concept2. In the above example, the integer values of c1 and
c2 are 3 and 128, respectively, and thus, we can say that c2 >
Notice that the representative of an equivalence class can by any concept in
that class. Suppose that we choose to let the concept with the highest integer-value
be the representative for each class. Then, a straightforward method for finding a
complete list of representatives is as follows:
For each conceptif there exists some op E PNn such that op(ci) >
then ci is not a representative.Otherwise, include ci in the set of
representatives.
Note that the number of concepts to be tested is 22", and thus, the above procedure
is manageable for n only up to 4, where the number of concepts is 224 = 65536.
However, for n = 5, this number becomes more than 4 billion which makes it
necessary to seek a more efficient method. A reasonable procedure that works for
this case is given in Figure 1.
First, let us define expanding a concept c to its Successors as follows: Let us
number the bits in the bit-vector representation of c from left to right starting from
0 (that is, the left-most bit is the 0-th bit and the right-most bit is the 2n-1-th bit).
Let j be the position of the right-most 1 in c. Then the successors of c are all the
concepts generated by setting the k-th bit of c to 1, for k = j +1, j + 2, ... 2'1.
If the right-most bit is 1 (i.e., if j = 2'1), then c has no successors.
For example, if c = 10001000, then Successors(c) gives the concepts 10001100,27
Algorithm: Find-Representatives(n)
1. REP =
2n
2. Insert the concept 000 ... 00 in Q
I* Q is a first-in-first-out queue */
3. Repeat until Q is empty
3.1. Let c be the concept at the head of Q
3.2. Remove c from Q
3.3. If for all op E P Nn ,op(c) < c, then
3.3.1. Add c to REP
3.3.2. If weight(c) < 2' then insert Successors(c) in Q
4. Return REP
end.
Figure 1. Algorithm for finding a set of representative concepts. The weight of a concept is the
number of l's in it.28
10001010 and 10001001.
Now, suppose that we expand the concept 000000 (the nil concept) to its
successors, and then expand each of these to its successors,and so on until no
more successors can be generated. Thereader can check that this enumerates all
the concepts in the space.
The idea of the algorithm of Figure 1 is to eliminate redundant tests by ex-
ploiting the following observation:
If g is not a representative, then all the successors of g are not repre-
sentatives either.
To see why this observation holds, let us define the weight of a concept as the
number of l's in that concept. It can easily be verified that if two concepts a and
b have the same weight, and if a > b, then a is greater than any successor ofb.
Given that "a concept g is not a representative" implies that there exists some
-y E PIVn such that -y(g) > g. Leth = 7(g). It should be clear that h and g have
the same weight since y only permutes and/or negates the variables and thus only
permutes the bits of g. Now, let g' be a successor of g and let h' =7(g'). Since
g' is a successor of g, g' is identical to g except that one bit in g is turned to 1 in
g'. The same thing can also be said about h and h' (that is, h and h' are identical
except for one bit which is 0 in h and 1 in h'). Therefore, the following mustbe
true about h, h', g and g':
h' > ltsince all bits are matching except one that is 1 in h' and
Dinh.
h > gby definition of h = 7(g) which is greater than g.
h > g'because (i) g' is a successor of g, (ii) h > g, and (iii) h
and g have the same weight.
These relations imply that h' > g'. But h' and g' are in the same equivalence class,
and hence, g' is not the concept with the highest integer-value in the classthat
is, g' not a representative.
In Figure 2, we show a trace run of the algorithm for n = 3. The tree of this11100000
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10100000
10010000
00000000 00010000
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11000010
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10011000
10010100
10010010
10010001
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10010101
Figure 2. Finding a set of representatives for n = 3. Representatives are underlined.30
figure is traversed by the algorithm in a breadth-first fashion. The algorithm starts
by expanding 00000000 to its successors. Each of these are not representatives
except 10000000. Therefore, only this concept is expanded. Only three successors
of this concept are found representatives and thus only these are expanded, and
so on.
Notice that we do not need to continue this procedure beyond the concepts
of weight 2"-1 since the rest of the representatives (those of weight 2n-11 to
2") can be obtained simply by complementing the representatives of weight 0 to
2n-11. The representatives of weight 2n-1 1 to 2n obtained in this way are not
necessarily the largest ones in their classes, but this, of course, does not matter.
Now, suppose we let the set of operators be PNCn which contains all the
operators of PNn in addition to an operator that complements a Boolean function.
That is, an operator op such that for any function f , op(f) = .Then, equivalence
classes can also be defined under PNCn in the same manner as given above for
P Nn, and representatives of these classes can be computed by the algorithm of
Figure 1. In this case, however, we do not need to complement the representatives
of weight 0 to 271_I1 as we did for the case of P Nn
For a detailed discussion on isomorphism of Boolean functions (or on "permu-
tation groups" in general), we refer the reader to [Harrison 65] and [Slepian53].
The algorithm of Figure 1, however, is not discussed in these references and is a
contribution of this thesis.
Before concluding this section, we should mention that this algorithm helps in
finding the set of representatives for n up to 5. For 72 = 5, an efficient C implemen-
tation of this algorithm produced the set of all 698,635 representatives for PN5 in
less than an hour of CPU time on a SUN Sparcstation-1. However, 5 variables is
the maximum that we can handle. The immense number of representatives (more
than 2 x 1014 for n = 6) prevents going beyond that.31
2.5The ID3 Learning Algorithm
The ID3 learning algorithm, introduced by Quinlan [Quinlan 86], takes as input a
set of pre-classified training examples and produces a decision tree as its hypothesis.
A decision tree is a tree structure in which
1. each leaf is labeled with a class; eitheror +,
2. each node is labeled with a feature, and
3. each edge is labeled with a value of the feature labeling the edge's parent
node.
We consider here only the case where features are Boolean, and thus, each node
has two out-going edges, one for each of the true and false values for the feature
tested at that node.
To determine the class of a new object as predicted by a decision tree, we start
at the root of the tree and follow the tree down until a leaf is reached. At each
node, we branch on the true or the false out-going edge depending on the value of
the feature of that node as given by the object to be classified. The class of the
object is the label of the encountered leaf.
Given a training sample, it is easy to construct a decision tree consistent with
the sample. This can be done recursively as follows: First, the simplest case is
when all the examples have one common class. In this case we just "return that
class"that is, the tree consisting of a single node which is a leaf and is labeled
either + or , depending on whether the examples were all positive or all negative.
Else, if there is a mixture of positive and negative examples in the sample, then we
pick up any feature x and split the training sample into two groups: the examples
that have x = 0 and those that have x = 1. We then repeat the same procedure
recursively on each of these groups. Then, we return a decision tree in which x
is the root and the two decision trees returned by the recursive calls are the two
subtrees of x.32
The above is exactly what ID3 (Figure 3) does except that ID3 attempts to
make the resulting decision tree as compact as possible by following an information-
based heuristic for choosing the feature x (the root of the tree) in each recursive
call. Under this criterion, the score of a feature xi is computed as
Po + no Po ,
og2 l
Po no ,
og2
no
p -I- n{pono
loge
+ noPo + no Po + no
pi + nl P1 pi ni
loge
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(2.3)
where p, n are the number of positive and negative examples, po, no the number
of positive and negative examples in which xi = 0, and P1, n1 the number of
positive and negative examples in which xi = 1. The above quantity estimates the
expected number of features that are yet to be tested down the tree. Therefore,
the algorithm chooses the feature for which the above quantity is minimized.
For a detailed discussion of ID3, we refer the reader to [Quinlan 86].
2.6The FRINGE Learning Algorithm
FRINGE is an algorithm that dynamically creates and uses new features defined
as Boolean combinations of the original(primitive) features. This algorithm was
introduced by Pagallo and Haussler [Pagallo and Haussler 90] 3. The algorithm
begins with a set V of primitive features and employs ID3 to build a decision
tree out of a set of training examples expressed only in terms of the features in
V. Then, an extract-feature heuristic (described below) generates new features as
Boolean combinations of the features that are tested in the nodes near the fringe
of the tree. The set of new features is added to the feature set, V, and the training
examples are augmented to include the newly defined features. ID3 is again called
to build a decision tree using the expanded feature set, V. The process is repeated
until one of the following occurs:
3Large part of this section was copied from [Bakiri 91]33
Algorithm ID3 (Sample)
1. If all the examples are positive return -I-.
2. If all the examples are negative return .
3. Compute the score for each feature as given in Equation (2.3).
4. Let xi be a feature with the minimum score.
5. Let Sample0 be the set of examples in which xi = 0.
6. Let Samplel be the set of examples in which xi = 1.
7. Return a tree in which
xi is the root
ID3(Sample0) is the sub-tree down the edge labeled xi = 0, and
ID3(Samplel) is the sub-tree down the edge labeled xi = 1.
end.
Figure 3. The ID3 algorithm.34
No new features are defined by the extract-feature procedure.
The decision trees output by ID3 are identical for two successive iterations.
A predefined maximum number of iterations is reached.
A predefined maximum number of newly defined features is reached.
The extract-feature procedure takes as input a binary decision tree and outputs
the set of newly-defined features. It scans the tree, and, for every positive leaf 1 (at
depth > 1 from the root), it defines a new feature as a conjunction involving the
features tested at the parent node, p, and the grand parent node, g, of the leaf /
as follows:
let vp and v9 be the test features at nodes p and g, respectively.
if 1 is on the right subtree of p and p is on the right subtree of g then
define vp A vg as a new feature
else if / is on the right subtree of p and p is on the left subtree of g then
define vp A w9 as a new feature
else if 1 is on the left subtree of p and p is on the right subtree of g then
define -'vp A v9 as a new feature
else 1 must be on the left subtree of p and p on the right subtree of g
define -iv), A -'v9 as a new feature.
(The above assumes that the decision tree adopts the convention that .the left edge
represents the negative or 0 outcome of the feature tested at the node, and the
right edge represents the positive or 1 outcome.)
The procedure generates simple features at each step, but it adaptively assem-
bles more complex combinations of the attributes through the iterative process.
So, the kik iteration may produce features of size up to 2k.
Details about the FRINGE algorithm can be found in [Pagano and Haussler 90].35
2.7Useful Inequalities
In this section, we state four lemmas that we will repeatedly use throughout the
thesis.
Consider a random experiment conducted by t independent trials, each of which
results in a "success" with probability p or "failure" with probability 1p. If Y is
the number of successes that occur in this experiment, then Y is called a binomial
random variable with t trails and p as the ratio of success. The probability that Y
takes a given value i, 0 < i < t, is given by
01/(1pri
The first two lemmas of this section give upper bounds on the probability that
the value of Y goes far above or far below pt, the expected value of Y. These
lemmas show that this probability decreases exponentially in the number of trials
and in the squared difference between the value of Y and its expected value.
Lemma 2.1 (Hoeffding) Let Y be a binomial random variable with t trials and p
as the ratio of success. Then
Pr[Y > rt]E
t
pri < C2(7 29)21
i= rrtl
for any r such that p < r <1, and
Pr[Y < rt] = E
trt j
pt (1p)ti < e-2(pr)Zt
i=o
for any r such that 0 < r < p.
A proof of this result can be found in [Hoeffding 63]. The second lemma, proven
by Chernoff [Chernoff 52], gives a better bound on the same quantity for the cases
where p is small.
Lemma 2.2 (Chernoff) Let Y be a binomial random variable with t trials and p
as the ratio of success. Then
( Pr[Y _?_ rt] =Et t.pi(1p)t-i < e(r3;)2i
i= frtl
2for any r such that p < r <1, and
trij (t Pr[Y < 71] Epi(1p
for any r such that 0 < r < p.
t-t 1/-1:-.Q. 2 t e 2p
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The above two lemmas are helpful in stating closed form upper bounds on the
probability that a binomial random variable greatly deviates from its expected
value.
Next, the third lemma of this section, which will be frequently used in simpli-
fying our results, is stated as follows.
Lemma 2.3 For any c such that 0 < c < 1
1 e < e-C
Proof:
For e = 0, 1 c and the derivative of 1 c e-c is negative for 0 < e < 1.
0
Quantities in the form ark 0 (ki) are repeatedly encountered in the formal work
of this thesis. The last lemma of this section (from [MacWilliams and Sloane 77],
Corollary 9 of Chapter 10) helps in providing a convenient closed-form upper bound
on such sum of binomials.
Lemma 2.4 For any 0 < c <
ek
k)< 2kH(,)
2=0
where H(e) =log2 c(1c) log2(1c).
Proof:For any integer r, it must be true that
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Now, letting r = log2(which is clearly positive for 0 < c < 2), the last
quantity is equal to
{2--- (1 c) log2 (1c) -1-(1c) log2 e2c log2 (1c)c log2 eik
[2 (1 c)log2(1 c log2 el-log2 e2-(1,) log2 (1 c)+log2 (1-0c log2 e] k
[2H(c) {210g2 e21og2 (1c) 1] k
2k H (c) {E
2kH (c)
which shows the lemma.38
Chapter 3
On Learning More Concepts
3.1Motivation
Research in computational learning theory (e.g., [Valiant 84], [COLT88] [COLT91],
[Natarajan91]) has provided many insights into the capabilities and limitations of
inductive learning from examples. However, an important shortcoming of most
work in this area is that it focuses on learning concepts drawn from prespeci-
fied classes of concepts (e.g., linearly separable functions, k-DNF formulae). This
style of research begins by choosing a concept class and then finding a polynomial
boundcalled the sample complexitysuch that if a sample of size larger than
the sample complexity is available, any concept from the concept class that is
consistent with the sample will be approximately correct with high probability.
Work of the above type usually leads to a learning algorithm that is specialized
in learning the prescribed class of concepts, and an upper bound on the number
of training examples required by the algorithm to guarantee successful learning of
every concept in the class.
For real-world applications, such findings can be viewed as follows: A learning
algorithm L designed to learn a class of concepts C is guaranteed to succeed4 in
application domains in which the target concept belongs to C (i.e., the restrictions
'Note that the guarantees are on being approximately correct with high confidence.39
used to define C are satisfied by the target concept), provided that a sufficient num-
ber of training examples is given to the algorithm. Of course, no such guarantees
are given if the target concept is not in C.
This naturally means that one should seek algorithms that learn concept classes
that are as large (i.e., less restricted) as possible. Rivest [Rivest 87], for instance,
mentions this goal most explicitly by saying:
"One goal of research in machine learning is to identify the largest
possible class of concepts that are learnable from examples."
This goal is also declared (although less explicitly) in many papers in the related
literature ([Valiant 84], [Natarajan 87], [COLT88] [COLT911).
Nevertheless, it is a well-known fact that learning larger classes of concepts
necessarily requires a larger number of training examples [Blumer et al. 87a]. Such
trade-off between the size of the class of concepts being learned and the required
number of training examples dictates how far one can go in attempting to learn
larger and larger classes of concepts.
Traditionally, this issue has been addressed by identifying new classes of con-
cepts that are as large as possible but still require a training sample of size bounded
by some polynomial. For example, as an improvement of the learnability results of
k-dnf and k-cnf classes[Valiant 84], Rivest defined a new class of concepts which he
called k-DL (k-Decision-Lists) that is a superset of both k-dnf and k-cnf, and gave
an algorithm that learns this class in polynomial time from a polynomial number
of examples [Rivest 87].
Such an approach, however, does not enjoy a great practical merit. In fact, the
idea of learning prescribed classes of concepts in general suffers from two important
problems:
Training examples are usually hard to obtain. In a typical inductive learning
task, one has only a limited number of training examples, much less than the
polynomial bounds provided by learning theory.40
The concept class is usually unknown. In most application settings, there
is often considerable flexibility (and concomitant lack of prior knowledge)
concerning the choice of which concept class to explore. In fact, many of the
concept classes studied in computational learning theory have never been
supported by any practical justification.
Due to these difficulties, the learning algorithms and sample complexity bounds
developed in computational learning theory have rarely been of practical value.
Recently, an alternative theoretical framework was introduced [Dietterich 89].
Instead of fixing a class of concepts and then deriving the sample complexity, this
framework turns the problem around by asking: Given a fixed number of training
samples, what is the largest collection of concepts that some algorithm can learn?
The intuition behind this framework is that, in the absence of additional infor-
mation, one should prefer the learning algorithm that has the highest chance of
learning the unknown conceptthat is, the algorithm that learns the largest num-
ber of concepts. In short, this framework could provide an approach to discovering
an "optimal" bias for inductive learning in theabsence of prior knowledge.
The goal of this chapter is to explore this approach. We define the coverage of
a learning algorithm to be the number of concepts learned by thealgorithm from
a given sample size (and other relevantparameters). There are three questions
raised by this approach:
1. For given sample size m, accuracy parameter e and confidence parameter 8,
what is the largest possible coverage that any algorithm can achieve?
2. Can we design a learning algorithm that attains this optimal coverage?
3. What is the coverage of existing inductive learning algorithms?
Dietterich's work included an upper bound on the number of concepts any
learning algorithm can learn for given rt,m,c and 8.It also included empirical41
measurement of the performance of some existing learning algorithms. These re-
sults were obtained by running exhaustive experiments on the space of concepts
defined on 3 Boolean features. The prohibitive computational costs involved in
these experiments prevented carrying out the same experiments on a larger num-
ber of features.
The contribution of this thesis to the study of maximum coverage learning can
be summarized as follows:
Generalizing Dietterich's upper bound: The upper bound given in [Dietterich
89] is shown for the case where the training examples are drawn without re-
placement, i.e. all training examples are assumed to be distinct. We gener-
alize this upper bound to the case where sampling is done with replacement.
In addition, we provide a closed-form formula for this bound.
Learning algorithms with nearly-optimal coverage: We introduce new learn-
ing algorithms and show analytically that these algorithms achieve high cov-
erage. An algorithm called "Multi-Balls" is shown to require anumber of
examples that is within a constant factor of that required by an optimal
algorithm to achieve a given coverage.
Extended experimental results: We introduce new techniques for reducing
the computational costs involved in the empirical measurement of coverage.
Applying these techniques, we report experimental results that are analogous
to those of [Dietterich 89] but carried out over the space of concepts defined
on 5 Boolean features.
3.2Definitions and Notation
Throughout this chapter, we will always assume the uniform distribution over
Un. However, all our results can be easily extended to the distributions where
the probability is 0 on a subset of Ur, and uniform on the rest. This is done by42
substituting the number of instances in Un having non-zero probability in place of
every occurrence of 2' in the results.
We consider both cases of sampling with and without replacement, where this
will always be clear from the context. Note that we usually assume that the sample
is relatively small compared to the whole space of examples (i.e., m << 2"), and
thus, the difference between the two cases of sampling with or without replacement
is not significant.
Because of the uniform distribution assumption, it is convenient to view a
concept as a point in a 2n-dimensional cube, i.e. a bit vector of length 2n. For
example, if n = 4 and c is the concept given by the formula -ix1--,x2-a3--ix4 V xix2,
then c corresponds to the bit vector
1000 0000 0000 1111
where the i-th bit is just the value of c(Xi) for Xi being the assignment to x1, x2, x3
and x4 as specified by the binary representation of i in the obvious manner. In
other words, this is just the (transposed) right-most column of the truth table of
the concept.
The Hamming distance (or simply, the distance) between two concepts c1 and
c2, denoted distance(ci, c2), is just thenumber of non-matching bits in the bit
vector representations of c1 and c2.Thus, the error between two concepts (as
defined previously in Section 2.1) is equivalent to the distance between the two
concepts divided by 2'. That is,
err or(ci , c2) = distance(ci, c2)2'.
For a concept c and a fraction a, 0 < a < 1, we define a ball of concepts with
center c and radius kyr] as the set of all concepts that have distance at most
La2"] from c. More formally
B all(c, a) = {c' Idistance(c, c') < Lot2n i}43
It should be clear that for any two concepts c1, c2 in a ball of radius r, distance(ci, c2)
< 2r. It must also be clear that the number of concepts in a ball is given by
[can.'
IB all(c, a)I
2E .
i=0
When a sample S is consistent with two concepts c1 and c2, we say that S is
shared by c1 and c2. If the distance between the two concepts is d, then this means
that there are 2nd objects on which both concepts agree and d objects on which
they disagree. A sample that is shared by c1 and c2 must contain only examples
from the 2nd on which the two concepts agree. Clearly, the larger the value of
d the smaller the number of shared samples of any given size.
The disagreement between a sample S and a concept c is defined as follows:
disagreement(c, S) =>I (X,class, c)
class)ES
where /(X, class, c) = 1 if c(X) class,and 0 otherwise. In other words, the
disagreement between c and S is just the number of examples in S that are misclas-
sified by c. Note that for the case of sampling with replacement, the same example
may appear more than once in the sample. Theabove definition states that each
occurrence of an example contributes an increment of 1 tothe disagreement count.
For sample size m, accuracy parameter e and confidence parameter 8, we will use
the term coverage of a learning algorithm to mean the number of concepts learned
by the algorithm with respect to m, and S, under the uniform distribution.
The accuracy and confidence parameters E and S are generally in the range
0 < E, S < 1.In practice, however, only values that are very close to zero are
interesting. For this reason, we will sometimes derive results that explicitly assume
for instance that 0 < E < 4 and/or 0 < S < 2, with the understanding that these
are practically reasonable assumptions. Also, to simplify our results, wewill only
consider the values of c such that c2n is a positive integer. All our results, however,
can easily be modified to include the cases where cr is not an integer.Finally,
another reasonable assumption that we will frequently base our results on is that44
the training sample constitutes only a small fraction of the space of all objects
(e.g. 712n).
3.3Upper Bound on Coverage
In our search for learning algorithms with optimal coverage, the first problem we
should address is to find out how large the coverage of any learning algorithm can
be. An upper bound of this type has been proven by Dietterich in [Dietterich 89]
for the case of sampling without replacement.In the following, we generalize
Dietterich's result and show that the same upper bound also holds for the case
where sampling is done with replacement. In addition, we provide a closed-form
formula for this bound.
Theorem 3.1 Assuming that 0 < c < 2 and that m < (126)2n, for both cases
of sampling with and without replacement, the coverage of any learning algorithm
under the uniform distribution can not exceed
2771, E_2no (2nm)
1 (5.
concepts, for sample size m, accuracy parameter c and confidence parameter S.
Theorem 3.2 For 0 < E < 4 and m < 42n, the quantity of Theorem 3.1 is further
bounded above by
2(1C log2 e)m +1 ( 2n ) 2(1-1.440mA-1+1/N2n
1 18
where e is the base of the natural logarithm, and H(E) = c loge E + (1c) log2 11
EE
The following lemmas are needed to prove the above two theorems.
Lemma 3.1 For any set S containing k distinct training examples and any con-
cept h E2Un,the number of concepts that are consistent with the training examples
in S and within 6 of h is at most
C2n
i=045
Proof:
In how many ways can we construct a concept c such that c is consistent with
S and withineof h? For the k bits of c that correspond to the k examples of S,
we have no choice but to follow the classification of these examples as given in S.
For the remaining2nkbits, we can afford to disagree with h on at moste2nbits.
Thus, there are at most
f2n
io
ways to construct such c, and the lemma follows.
Lemma 3.2 For any 0 <e< a and any integer j such that 0 < j< er,the
quantity
2k(2n
ismonotonically increasing inkin the range1 < k < (12c)2n.
Proof:
2k+1 (2nk-1)
2k(2n7k)
2
\3/
(2nk1)(2nk 2) ... (2'kj)
=
(2nk)(2nk 1)(2nkj1)
2
2nkj
=
2nk
= 2(1 k)
c2n
2n
> 2 . (1 2)(by substituting j =E2nandk = (126)2n )
=1
This shows the lemma.
Lemma 3.3 For anyesuch thate< 2 and such thatek isan integer
ekk) <1 e k
12 ek i=46
Proof:
The left-hand side of the inequality is
cklc\k) k (k\(k)
E Ek) W (,$) i=o
If we divide the second term by the first, the third by the second, the fourth by
the third, and so on, we get
ck ck 1 ck2 2 1
kck-F1'kck+2'kck-F3'k-1'k
Note that these ratios are monotonically decreasing. Therefore, we can write
ck ck ck )2
i=o ck kck + 1 kck + 1
Ek ck\thl
(kck-Fly..+(
kck +11
ckk\ ck
ck) kck i=o
pc) " ck
ckE ek
E [1f
1 e pc)
12E Wc)
The last step follows by viewing Er_o {T1 as an infinite sum of a geometric series.
This evaluates to provided that c < 2.
Lemma 3.4 Provided that c < 4 and m <
Proof:
First, note that
(k-m
(ekk)
ek
i
< 2e -`m().
i=o
(km)! (kck)!(ck)!
(kckm)!(ck)! k!(kck)(kek1)-(k m +1)
k(k1) (km + 1)
_<(1
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< e'm(by Lemma 2.3). (3.4)
Now, the quantity ak 0(k-im)can be rewritten as
k_ krn) 1 kfkmkm
12 ck ck
(by Lemma 3.3)
i.o km
kmekk
km2ckck
k)
cm
kmake
(by Equation (3.4)).
The lemma follows by verifying that
kmck
km 2ck
< 2
when c < 1 II and m <This is equivalent to
4 4
or
k m < 2k2m4ck
k> m+3ck,
which is satisfied by the assumptions of the lemma.
Proof of Theorem 3.1:
Let L be any learning algorithm and let C C 2un be the set of conceptslearned
by L for the given learning parameters. Let us denote by pc the probability that a
sample of size m for a concept c be mapped by L to some hypothesis within c of c.
By definition, for any c E C, pc must be at least 1S. Thus, it must be true that
and therefore
E PcIC1(18)
cEC
1cl
8E pc <
1
Pe
cEC E,E2unsince C C 2Un. In the following, we let
WE Pc
cE2Un
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The theorem holds by proving an upper bound on W as follows.
Let S be the set of all possible outcomes of randomly drawing m objects from
U. For any s E 5, let Os denote the number of distinct objects in s. Note that
s = m for every s E S in the caseof sampling without replacement, and that
1 < s < m in the case of sampling with replacement. Also, let Pr[s] denotethe
probability of the outcome s.
Now, for some s E S, suppose t is a training sample obtained by arbitrarily
labeling the objects in s as positive or negative, and let h be the hypothesis returned
by L when given t. Mapping t to h contributes the amount of Pr[s] to pc for every
concept c that is (i) consistent with t and (ii) within c of h. Therefore, we can
compute W by summing up this contribution for all possible outcomes s ES and
all possible ways of labeling these. That is,
W = E Pr[s]EN(t)
sES tELabeling(s)
where Labeling(s) is the set of all training samples obtained by labeling s, and
N(t) is the number of concepts that are consistent with t and within e from the
hypothesis returned by L when given t. By Lemma 3.1, for any t E Labeling(s)
an
N(t)
i=-_0
which means that
W 5_ E{Pr[s]xLabeling(s)x(2n7lis)
sES i=0
= E{Pr[s]x 2°s x(2n
Z
us)
sES i=0
2n NS
{Pr[s]x E 2os x
sES i=049
For the case of sampling without replacement #s is always equal to m and for
the case of sampling with replacement its is at most m. Therefore, for both cases
using Lemma 3.2 we get
c2n m
[ W < E Prsi E
2 2'
85. i=o
an
= 2m>2
i
>2 Pr[s]
i=0 sES
an
= 2"
i=o i
which proves the theorem.
Proof of Theorem 3.2:
The first inequality follows directly from Lemma 3.4. The second inequality
follows from Lemma 2.4.
Theorems 3.1 and 3.2 show that given a training sample of a reasonable size,
any learning algorithm can learn only a smallproportion of the concept space. As a
numerical example, consider the case where n = 20, m = 100, 000 and S = c = 0.05.
Note that these are all reasonable figures. While domains with much more than
20 features are not unusual, 100,000 examples is a rather large sample size. In this
case H(E) R--2. 0.286. The above results statesthat no learning algorithm can learn
more than
292,788+0.286 x 220
0.95
concepts. This is less than600,000of the 2220 possible concepts definable over 20
featuresa strikingly small fraction.
For the extreme case where S = 0, we can even derive a much tighter bound:
Theorem 3.3 If 8 = 0 and 0 < e < 4, and if sampling is done with replacement
under the uniform distribution, then for any m > 1, the coverage of any learning
algorithm is at most E:2no (2in) concepts, for accuracy parameter c and confidence
parameter S.50
Proof:
Let L be any learning algorithm. Any two concepts c1, c2, such that c1
must share some samples in common. Since S = 0, for L to learn both concepts,
L must map all of these samples to some hypothesis h that is withinof both
concepts. For such an h to exist, it must be true that distance(ci,c2) < 22n.
Now, suppose that C is the set of concepts learned by L for S = 0, c < 4 and
some particular m. One of thefollowing two cases musthold:
There exists no concept c such that both c andare in C. This implies
that the distance between every pair of concepts is at most 22n, and hence,
ICI < E_2no (2n) as desired.
There exists some concept c such that c,E C. Let c' be any concept such
that c'c and c' c' must, therefore, share some samples with both c
andThus, for c' to be learned by L, it must be within 2e2n of both c and
However, this is impossible since c < /. This implies that C contains no
concepts other than c andwhich means a coverage of only 2.
This proves the theorem. 0
Theorem 3.3 suggests that the upper bound of Theorem 3.1 is not tight when 6
is very small. It also implies that the degree of freedom provided by the confidence
parameter, 6, in the PAC definition is very important. Any algorithm that does not
exploit this freedom to output (with probability 6) a totally incorrect hypothesis
can have only very limited coverage.
3.4The Ball(s) Family of Learning Algorithms
Given these upper bounds on coverage, can we design algorithms that achieve these
coverages?
Designing such learning algorithms means51
Step 1: Deciding (based on the values of n, m, e and 45) which concepts are
to be learned by the algorithm and which concepts are to be given up.
Step 2: Constructing an appropriate sample-to-hypothesis mapping that re-
sults in learning the concepts chosen in Step 1.
Note that our ability to accomplish Step 2 depends on our choices in Step 1. The
goal is, of course, to make the number of concepts desired to be learned in Step 1
as large as possible. However, if this number is toolarge, then we may not be able
to construct a successful sample-to-hypothesis mapping in Step 2.In addition,
Step 2 also depends on which concepts are chosen to be learned in Step 1, and not
only the number of these. That is, a bad choice of the collection of concepts to be
learned could prevent constructing an appropriate mapping even if this collection
is small.
Let us be more specific. Let c1 and c2 be two concepts with distance d, and
suppose that we desire to construct a learningalgorithm L that learns both
and c2. To do this, we must consider how L should treat every possible sample
consistent with c1, c2, or both.
Obviously, any sample that is consistent with only one of c1 or c2 can be mapped
to some hypothesis that is withinof the consistent concept. The question is how
to map a sample that is consistent with both c1 and c2. Now, if 4; < 2e, then there
exists some concept h that is within e of both c1 and c2. In this case, all we need
to do is to map the sample to h. However, if 2 > 2, then there exists no concept
that is within e of both c1 and c2, and therefore, we must map the sample either
in favor of c1 or in favor of c2, but not both. In these cases, if the correct concept
is c2 and we map the sample in favor of c1, we will commit a mistake, and we can
only afford to do this with probability 6. The probability of getting a sample of
size m that is consistent with both c1 and c2 is
12n dr
2n)52
when sampling is with replacement and
when sampling is without replacement. These quantities are decreasing as d in-
creases, so if we choose d sufficiently large, we can keep theprobability of commit-
ting a mistake below S.
In short, if cl and c2 are close together, then there is no problem, because we
can choose an h &close to both. Conversely, if they arefar apart, there is also
no problem, because the probability of committing amistake can be bounded by
8. This suggests that a good strategy for designing learning algorithms with high
coverage is to choose a collection of concepts that is as large aspossible, such that
the distance between each pair of concepts in the collection is either
sufficiently large to suppress the probability of getting a sample consistent
with both concepts, or
within 2c2n, so that we can find concept(s) within c of both concepts.
This means that the concepts to be learned must be clustered as one or more balls
in the space of concepts. What we need to do in order to construct an appropriate
algorithm is to keep the radius of each ball small enough, and at the same time,
make the distance between the centers of the balls large enough. In the following
subsections, we describe and analyze the coverage of some learning algorithms that
follow this approach.
3.4.1The Inconsistent Multi-Balls Algorithm
As a trivial case, suppose that we want to learn the set of all concepts that are
within c of a fixed concept cthe set Ball(c, E). This is achieved simply by re-
turning c as the hypothesis regardless of the sample. This leads to a coverage of
Er,53
Algorithm Two-Balls (Sample)
1. If disagreement(Sample, ci) < disagreement(Sample, return
2. Else return ,c1. Break ties arbitrarily.
end.
Figure 4. The Two-Balls algorithm. c1 is a built-in constant concept.
Algorithm Majority-Class (Sample)
1. If the number of negative examples in Sample is more than the
number of positive examples then return 0 (the nil concept).
2. Else return 1 (the true concept). Break ties arbitrarily.
end.
Figure 5. The Majority-Class algorithm.
A less trivial case is to learn 2 &balls of concepts. This is accomplished by the
"Two-Balls" algorithm given in Figure 4. This algorithm returns, as the hypoth-
esis, some fixed concept c1 or its complement, whichever is closer to the training
sample.
A special case of this algorithm is the "Majority-Class" algorithm (Figure 5)
in which c1 is set to be the nil concept, i.e.the concept which classifies all the
instances as negative. It should be clear that the coverage of both the Two-Balls
and Majority-Class algorithms must be equivalent.
Before going into the actual coverage analysis of these algorithms, it is interest-
ing to look at the simple situation where we have only one example in the training
sample (that is, m = 1). In this case, the hypothesis of Majority-Class will be the
nil concept if the example is negative and the true concept if it is positive. Suppose54
the target concept is any c E B all(0, e). Then, the randomly drawn example is
positive with probability at most e. This means that the probability that a sample
of c of size 1 is mapped to an e -far hypothesis is at most e. The same argument
applies to all the concepts in Ball(1, c). As a result, if e < S then a sample of
size 1 suffices to make Majority-Class learn all the 2 E.2 no(2t) concepts clustered
around the concepts 0 and 1. This is, of course, true regardless of the value of n.
The following lemma computes the sample size sufficient to make the Two-Balls
algorithm attain the same coverage for the cases where e is not necessarily smaller
than 8.
Lemma 3.5 For accuracy and confidence parameters c and 8, the coverage of the
Two-Balls algorithm is
when given a sample of size
E2^
1=0i
12 1
m >
(1202
In
assuming that sampling is with replacement under the uniform distribution and
that c < 2.
Proof:
Let c be a concept with distance at most e2n from the nil concept. It is enough
to show that the given sample size is sufficient to make the Majority-Class algo-
rithm learn c.
Let Z denote the number of positive examples in a sample of c of size m. Since c
has at most an positive examples, Z can be viewed as a binomial random variable
of m trials and at most e as the ratio of success. A sample of c is mapped to the
true (instead of the nil) concept only if it has more positive examples than negative
examples. The probability of this is bounded above by
m
Pr[Z _>711] < E(7)fi(1eri.
2Using Chernoff's lemma (Lemma 2.2), this is at most
Therefore, c is learned if
which is satisfied if
as desired.
(1-2,)2m
e 12e
(1-202 m
e 12e< a
12E
m >
(12E)2
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The condition on the sample size in the above lemmais easy to satisfy. To
see this, note that when E <2,the term is monotonically increasing in E.
For the reasonable range of 0 < c < 0.1, this term is at most1.875. Therefore,
we only need 1.875 lnI examples. Even when S =-- 0.001 (i.e. 99.9 % confidence),
this amounts to a sample of only 13 examples. It is important tonote that this is
independent of the value of n. That is, these numbers hold no matterhow large is
the number of the features.
Since the sample size is usually much larger than this, adirect generalization of
the above trivial cases is to attempt to learn as many ballsof concepts as permitted
by the sample size. The idea is to choose a collection ofwell-separated concepts
(the centers of the balls) and attempt to learn all the conceptsclustered around
each of these centers. More specifically, we start by fixing twointegers d and k, and
then construct a set 7-( = {h1, h2, h3, ,hk} of k concepts such that the distance
between each pair of concepts in 7-i is at least d. Then given atraining sample,
the concept inthat has the minimum disagreement with the sample is returned
as the hypothesis.
The goal of the algorithm is to learn all the concepts in UhEnBall(h, E), which
will give a coverage of k (2:). The question is, of course, how to determine
the appropriate values of d and k such that this goal is accomplished.Particularly,
we need to worry about thefollowing:56
1. As explained earlier, d must be large enough so that the interaction between
concepts in different balls is kept within what is allowed by the confidence
parameter S.
2. The number of concepts that we can construct such that the minimum dis-
tance between each pair is d drops sharply as d increases. Therefore,making
d too large causes k (and hence, the coverage of the algorithm) to be too
small.
In the following, we give a lemma and a corollary that are useful in choosing
appropriate values for d and k.
Lemma 3.6 For 0 < E < 4 and 2 < a < 2, let 7-t = h2, 7hk} be a set of
concepts such that the distance between each pair hi, h; E 7-t is atleast d = ra2n1,
and let c E Ball(h, e) for some h E n. Assume that L is a learning algorithmthat
on any sample S outputs somehypothesis hi E 7-t that has minimal disagreement
with S.Then, under the uniform distribution and when sampling is done with
replacement, the probability that a sample of c of size m is mapped by L to an
hypothesis other than h is at most
mink{e-2(1-fl)2 2
(a-;a2`)2I
0</3 <1
(3.5)
Proof:
Let gh be a specific concept in 7-t and let us bound the probability that
a sample of c is mapped to g(instead of h). We consider the case in which this
probability is maximized. First, we assume that g is as close as possible to hthat
is, distance(h, g) = d. Second, we place c to be as far as possible from h and as
close as possible to gthat is, distance(c, h) = cr and distance(c, g) = d
Let A be the set of objects where c agrees with g but not with h and let B
be the set of objects where c agrees with h but not with g.Thus, 'AI = E2n
and IBI = de2n. A sample S of c is mapped to g only if disagreement(S, g)57
disagreement(S, h). That is, only if S has more examples drawn from A than from
B. Now, let us define the following three random variables:
X: the number of examples in S drawn from A.
Y: the number of examples in S drawn from B.
Z = X + Y: the number of examples in S drawn from A U B.
Then, the probability that S is mapped to g is just Pr[X >
Note that Z is just a binomial random variable with m trials and 2 as the ratio
of success. Given that, out of the m examples in S, there are i examples drawn
from AU B (i.e. given that Z = i), the event X > Y is equivalent to Y < 2. In
this case, Y can be viewed as a binomial random variable of i trials andC1-62n as
the ratio of success. Therefore, we can write
m
Pr[X >Y] = EPr[Z = i]Pr[X > YIZ = i]
1.0
Pr[Z = i]Pr[YIZ = i]
1=0
mm \it 2ndz i\ E2n \i( E2n
Applying Hoeffding's lemma (Lemma 2.1) on the inner summation, this is at most
Km. ) 2n2; d 2i(d-i2n )21
LOAm.1 rd rd
i=0R7) (2n)1(2nr 1e 2i(ri-:2n )2] +
(M) d 1,2ndric 2i( c12n )2
i=rti4m1i2n )2n
for any 0 < Q < 1.Letting i = 0 in the first exponential and i = gm in the
second, the above is at most
LOAnd d2n
n
d
i=0 2n 2 ) (Hz( pi-tii=0
e 2n
d
2d
d-2c2n)2m md i( 2n
[ 2n )2n)
KT)(;43i(2n2ndr_i]
e-2132
d-2e2n )2m
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Applying Hoeffding's lemma (Lemma 2.1) again on the first term, the above is at
most
4-202 -2(1- p)2(24 )2m d
Since the above bound holds for any 0 < /3 < 1, we can, of course, minimize over
all /3 in that range and get
min
0<i3<1{e
(4 2)2
2
20-13)24 12M 2y11-
This quantity is decreasing in f, when t!, > 2. Thus, we can replace*, by a
since 2 < a < Since g can be any of the k concepts in 1-(, multiplying the
above probability by k gives the desired result.
Note that d in Lemma 3.6 is expressed as a fraction a of r. This result says
that if the conditions of the lemma are met and if c is a concept in one of the k
&balls, then the samples of c are usually mapped by L to the center of that ball
except with a probability that is bounded by
kle-2(1-'5)2°2me
(a 22E)2
for any choice of Q between 0 and 1. Thus, a and k must be chosen so that this
quantity is at most S. It is important to note that this probability is diminishing
in a and m and independent of n.
Remember that our goal is to make k as large as possible. Note, however, that
the number of concepts that we can construct such that the minimum pairwise
distance is at least ra2n1 decreases as a grows. Thus, making k larger requires
making a smaller. This in turn may cause the probability of committing a mistake59
to exceed S. Thus, to find the "right" values of a and k, it is necessary to find out
the relation between these two variables.
The problem of finding a collection of bit vectors that maintain a given min-
imum pairwise distance is well studied in the field of Error-Correcting Coding
Theory. Specifically, the following theorem states how large k can (at least) be for
a given value of a.
Theorem 3.4 (The Gilbert-Varshamov Bound) There exist at least
21-1-
bit vectors of length 1 and minimum pairwise distance d, where r is any integer
satisfying
l -1(1-1)l -1 (/I )
< 2'. 0 ) 1) 2 d -2
A proof of this theorem, in addition to a method of actually constructing the /-
bit vectors as given above, can be found in many references in the literature of
Error-Correcting Coding Theory (e.g., [Peterson and Weldon 72]).
For our purposes here, it is convenient to draw the following corollary from the
Gilbert-Varshamov bound given above.
Corollary 3.1 For any a, 0 < a < 2, and any even positive integer 1, there exist
at least
21- (H(a)ll
bit vectors of length 1 and pairwise distance at least al, where H(a) = a log2 a1 +
(Ia) log2 1%.
Proof:
We just need to show that when d = Fall and r = fli(a)/1, the inequality of
Theorem 3.4 is satisfied. The left-hand side of the inequality is just
al (
i=0 i=0Algorithm Multi-Balls (Sample, e, 5)
1. Find a in the range 2e < a < i such that
1H(a) = 2[1t3(a)]2a2;4, log2 e
where
H(a) = a log2-I- (1a) logeloo and
fi(a) = 1 + (8a,P2.1 + (7°,3°2 J2 1.
2. Let k = [22n-H(a)2n X .
3. Construct 1-t = {h1, h2, h3,,hk} such that
Vhhici-e distance(hi,hi)> ra2n1.
4. Return some hypothesis in x that has minimal disagreement with
Sample (break ties arbitrarily).
end.
Figure 6. The Multi-Balls algorithm.
< 211(4
< 2 11/(c)11
(by Lemma 2.4)
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which equals the right-hand side. This proves the corollary.
Using Lemma 3.6 and Corollary 3.1, one can search for the appropriate value
for a that leads to learning k different &balls, for k as large as possible. Let us now
compute a lower bound on the coverage that can be achieved by this approach.
Figure 6 shows the "Multi-Balls" algorithm in which we give a specific way of
choosing the value of a and k. To be able to give a lower bound on the coverage
of this algorithm, we need the following definition.
Definition: For 0 < 0 < 1 and 0 < c < 1, define p(8, c) as:
1H(&)
p(0,e) =
061
fora being the solution of the equation
1H(a) = 2[10(a)]2a20 log e (3.6)
in the range 2 < a < 2, where /3(a) =
(a_202
I
(a_20212
I 8a3 8a3 1 and
H(a) = a loge a + (1a) loge
The following lemma ensures that the above p function is well-defined.
Lemma 3.7 There exists a value for a in the range 2 < a < 2 that satisfies
Equation 3.6, provided that 0 < e < 4.
Proof:
First, note that H(a) is monotonically increasing in the range 0 < a < 2. More-
over, H is always strictly less than 1 except when a =1, where H becomes
exactly 1.
Now, call the left-hand side of Equation 3.6 L(a) and the right-hand side R(a).
The reader can confirm the following:
L(2e) > 0, since 2 < 1 by assumption.
R(2e) = 0, since /3(2e) = 1.
L(1) = 0, since Hq = 1.
R(1) > 0, since this is a product of positive quantities.
Therefore, L(a) and R(a) must intersect somewhere in the range 2e < a < -2-1 and
the lemma holds.
Although p(0, e) is not provided in closed form, it is easily computed for any
given values of 0 and e using standard numerical methods. For illustration, Figure 7
plots this function over the range 0 < 0 < 2 for e = 0.01, 0.05 and 0.10.
Now, using the above definition of p, a lower bound on the coverage of Multi-
Balls can be stated as follows.0.2
0.15
p 0.1
0.05
0
0 0.1 0.2 0.3
0
0.4
Figure 7. The function p(8, e).
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Theorem 3.5 For 0 < e < 4 and 0 < S < 1, the coverage of the Multi-Balls
algorithm under the uniform distribution is at least
1_82P(F--0-Ef2n (21
L2 J i0 \/
for sample size m, accuracy parameter e and confidence parameter S.
Proof:
First, the existance of a in the range 2e < a < 2 satisfying the equation of
Step 1 is guaranteed by Lemma 3.7.It is sufficient to show the following three
claims for the values of a and k chosen by the algorithm in Steps 1 and 2:
Claim 1:Step 3 is executable. That is, for a and k as chosen in Steps 1 and 2,
we can actually construct a set of k concepts such that theminimum pairwise
distance is ra2n1.
Claim 2:For any h Eand any c E B all(h, e), the probability that a sample
of c of size m is mapped to an hypothesis other than h is at most S.
Claim 3:The number of balls, k, is at least 1 2P(2,c)mi.Claim 1 follows from Corollary3.1since k is set to
k < 22n-11(")2n x
2 22n-H(a)2n-1og2
22n- ii-goo2ni
22n- [H(a)21
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22n-11002nx
2and thus
since log2 ,2,gis necessarily greater than 1.
For Claim 2, we use Lemma3.6which states that the probability of a mistake
is bounded above by
kfe-2(1-M2a2m
(.a202
for any /3 in the range [0,1]. Let us choose /3 such that
which means that
e-2(1-0)20,2.
a(a -2.2°2 7n = e
2(1m2a2ni13(a
2a
202
m .
Solving this quadratic equation for /3 gives the two solutions
(a2E)2
1 + [1 +(a202
]2 1.
8a3 8a3
(3.7)
(3.8)
(3.9)
It can be checked that Equation(3.8)has two roots, one in the range [0,1] and
the other larger than 1. Thus, the smaller root in Equation(3.9),namely
(a202
1 + [1
+
(a202
]2 1
8a3 8a3
is between 0 and 1, and thus, is an appropriate value for 13.Note that this is
exactly the quantity /3(a) in Step 1 of the algorithm.
Now, substituting for k and /3 in the bound of Lemma 3.6, the probability that
Multi-Balls commits a mistake is at most
mink x le-2[1-#12a2 0 m .;2.02m}
0<p<164
<
s
x 22
n[1--H(a)]
{e-2[1a(a)]2a2me-13(a)(°12:)2 m}
2
(5.= x 22n[1-H(")] x 2e-2[1-13(42"2"'
The value of a is chosen in Step 1 such that
1H(a) = 2[1/3(a)]2a2rn log2e.
Therefore, continuing from above, the desired probability is at most
X 22n2[10(a)]Za2 2 log2 ee-2[1-13(a)]2a2rn
6e2[1---13(a)]2a2me-2[1-0(a)]2a2m
which shows Claim 2.
Finally, Claim 3 follows immediately from the definition of p. Since the value
of a found in Step 1 is equivalent to ey in the definition of p, we can write
1- H(a)
m m
2n
= 211H(a)].
Thus, k is equivalent to k 2P(;4 'f) m , which completes the proof.
More specific bounds on the coverage of Multi-Balls can be obtained from
Theorem 3.5 if upper bounds on 2n and c are assumed. For example, if we are
interested only in the range 0 < E < 0.05 and 0 < Zn < 0.25 (which are reasonable
assumptions in practice), then the coverage of Multi-Balls as given by Theorem 3.5
is at least r
2
2n 20.094miE(21
i=o
where the constant 0.094 is just the value of p(0.25, 0.05). Note that the main
difference between this and the upper bound of Theorem 3.1 is the coefficient of
m in the exponent of 2.Therefore, for any fixed 8, this lower bound indicates
that to achieve a given coverage, Multi-Balls requires a sample size that is within
a constant factor of that required by an optimal learning algorithm65
Algorithm: Large-Ball (Sample)
1. Let c1 be a constant concept.
2. Define the function s as follows:
s(X) =
1if X E Sample
0otherwise
3. Define the function p as follows:
{1if X E Sample and X is a positive example
p(X) =
0otherwise
4. Return h = A ci) V p.
end.
Figure 8. The Large-Ball learning algorithm.
3.4.2The Consistent Large-Ball Algorithm
So far we have been trying to maximize the coverage by learning as many balls
of concepts as possible, while fixing the radius of each ball at an. An alternative
approach to increase the coverage is to learn ball(s) of concepts with larger radius.
Because of the extremely high dimensionality of the space of concepts, any small
increment in a ball's radius results in a huge increase in the number of concepts
contained in the ball.
It turns out that learning a single ball of radius larger than an is a surprisingly
easy task. An algorithm that achieves this is the"Large-Ball" algorithm given in
Figure 8. Using some fixed concept c1, this algorithm returns an hypothesis h such
that
1. For every object X that is not included in the sample, h(X) = ci(X).
2. For every object X that is included in the sample and is correctly classified
byc1,again h(X) =(X).66
3. For every object X that is included in the sample and is misclassified by
h(X) =(X).
In other words, the algorithm works by modifying a defaulthypothesis c1 so
that the final hypothesis is fully consistent with the training sample. For example,
suppose c1 is the nil concept. Then this algorithmclassifies all examples as negative
unless they appeared as positive examples in the training sample!
In the following, we give two theorems that state the coverage of Large-Ball for
the two cases of sampling with and without replacement.
Theorem 3.6 For sample size m, accuracy parameter e and confidence parameter
8, if sampling is done without replacement under the uniform distribution, then the
coverage of the Large-Ball algorithm is
c2n-143
E;
i.0
where /3 is the largest integer such that
131 On-an-13) On-3) -
m-i
(n)
j
<b
Proof:
Without loss of generality, assume that c1 of the algorithm is the nil concept.
Suppose c is a concept such that distance(c, c1) = an -I- /3 for some integer /3. That
is, c has exactly e2n8 distinct positive examples. The algorithm classifies all
the examples as negative except those appearing in the training sample as positive
examples. Therefore, any sample that has /3 or more positive examples is mapped
by the algorithm to an hypothesis within e of c. Thus, to prove the theorem, it is
enough to show that the probability of getting a sample with less thanpositive
examples is just the right-hand side of the inequality of the theorem.
For any i, 0 < i < e2n -I- /3, there are ('24i+13) ways of choosing i distinct positive
examples of c, and (2n m2 to choose mi distinct negative examples of c. m-t67
Therefore, multiplying these, there are
(f2n -#)
i) mi
samples of c of size m containing exactly i positive examples. Dividing this by
(2:), the total number of samples of size m, and summing for i0 to /31 gives
the result.
Now, let's try to estimate the value of /3 that satisfies the condition in Theo-
rem 3.6. Suppose we fix c, S and m, and let n1 and n2be two integers such that
n1 > n2. Since m is fixed, the coverage when n = n1should be larger than or at
least equivalent to the coverage when n = n2 since the algorithm is given a larger
proportion of the space of objects in the first case than in the latter case. In other
words, we can say that if 6, S and m are fixed, then by increasing n, the value of
that satisfies the condition decreases or at most stays the same. By letting noo
we get
Efitol (2n-c2n-)3) (an-0\ /3 -1
lirri m-i )=(rn)ci(1 -i
(2,:)
=0 1 z
This follows from the well-known fact that the hypergeometric distribution (the
left-hand side) turns to the binomial distribution (the right-hand side) in the limit
(e.g. [Ross 88]). Using Chernoff's lemma (Lemma 2.2) we get
E
m
Ei(ir (cm_04.1)2
2
e 2em
.0 z
Setting this to be at most S and solving for /3 we arrive at
/3= Lon 2em ln+ 1.1 .
For fixed 8, this says that the radius of the ball of concepts learned by the Large-
Ball algorithm grows linearly in cm.
Next, let us look at the coverage of Large-Ball when sampling is with replace-
ment.68
Theorem 3.7 For sample size m, accuracy parameter e and confidence parameter
6, if sampling is done with replacement under the uniform distribution, then the
coverage of the Large-Ball algorithm is
an-1-0
i=0
where /3 it the largest integer such that
N-93-1 (c2n+o)(2n-an--,31-kyntiEk(k) ( 2n e2n 1m I _1)41} < S.
t=1 2nc2ni3-1-k k L-,k=0 k 2n
Proof: Without loss of generality, assume that c1 of the algorithm is the nil
concept.Suppose c is a concept such that distance(c, ci) = E2n + /3 for some
integer /3. That is, c has exactly an -I- /3 distinct positive examples. The algorithm
classifies all examples as negative except those appearing in the training sample
as positive examples. Therefore, any sample that has /3 or more positive examples
is mapped by the algorithm to an hypothesis within e of c.Thus, to prove the
theorem, it is enough to show that the probability of getting a sample with less
than /3 distinct positive examples is just the left-hand side of the inequality of
the theorem. Note that, since sampling is done with replacement here, deriving
this probability is more complicated than the case of Theorem 3.6, since the m
examples in the sample are not necessarily distinct.
Let
F be the set of negative examples of the concept c. Thus, IFI = 2nE2n
T be the set of positive examples of the concept of c. Thus, ITI = E2n + /3.
D be the (random) number of distinct positive examples in a random sample
of size m of the concept c.
What we need to compute is just
0-1
Pr[D < 0] = > Pr[D = .
k=069
Now, let S C T be some specific set of k distinct positive examples of the concept c,
and let R be the event of getting a sample of the concept c of size m that contains
exactly S and any number of negative examples, but no positive examples not in
S. Then
Pr[D = k] =(62' +13)Pr[R].
Now, R occurs if and only if both
event R1: No positive examples from TS are in the sample, and
event R2: Each positive example in S is present in the sample
are true.Therefore, Pr[R] = Pr[R1R2] = Pr[Rl]Pr[R21R1], and so finding
Pr[R1] and Pr[R2IR1] is all what we need.
First, it is not difficult to see that
( 2n k m
Pr[R1] =
2n
Second, to find Pr[R2IR1], let Ai, i = 1,2,k, be the event that the positive
example number i of S is not included in a sample of size m drawn fromS U F.
Then
k
Pr[R2IR1] =1Pr[UAi.
i=i
By the principle of inclusion and exclusion (e.g. [Ross 88]), we get
k
Pr[U
Now,
E Pr[Ai] E Pr[AiAi]+ -(-1)k+1Pr[AiA2Ak].
Pr[Ai] =(2n
62n# + k 1)m,1 < i < k
2nc2n,8k
2nc2np + k2
Pr[Aiitli] =( )m, 1 < j < k and ij
2nc2n+ k
2nc2nP
(2n _k' Pr[A1A2Ak]Therefore,
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( 10) (2n62" k
Pr[U L-' k E2n k i=1 i=1
Assembling, we get
0-1
Pr[D < 16]=> P(D = k)
k=0
62' + 13)
Pr[R]
k=0 k
131 Er + p
(2
nE2n k),,
k 2n k=0
(lc) 2n
n
k
k
vn(_y+1}
i_l_711 2 #
and the theorem follows.
Let us now estimate the value of /3 in this result in closed form. First, let us
find how many examples are sufficient to make /3 at least 1 (that is, the sample
size that guarantees learning a ball of radius at least an + 1). This is easy, since
by substituting 1 for /3 in the inequality of Theorem 3.7 we get the condition
+ I) <
) 0) 2n
That is
E2n m
2n
< 8
which is certainly satisfied if
(1e)m 5_ 6.
By Lemma 2.3, (1c)m < e-em, and thus, the above condition is satisfied if
m>-1In-1
E6
which gives the desired sample size.It is important to note that this bound is
independent of n. Even for c = 6 = 0.01, this evaluates to only 461 examples, no
matter how large n is!
For the general case, the following lemma gives a lower bound on what the
value of /3 in Theorem 3.7 can be.Lemma 3.8 If e < 2101g2e2n 62n > 1 and m < 0.3472n, then setting
Lem log2 e 1
= n log!'
satisfies the inequality of Theorem 3.7.
Proof:
The left-hand side of the inequality of Theorem 3.7 is
(e2n-1-13) 2nc2ng+k (k) 2c2ni3+ki )mt_ y+1}
k k 2n t=1k 2"--c2nP-Fk k
1(c2n-143\ 2ne2n-0-1-k r
Z-, k=0 k 2"
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(3.10)
(k) 2,f2,43+ki )m(_1y-1-1,is since {1 7'15Li1. kok 2"--e2",8-Fk k ls just the probability Pr[R1IR2] as
defined in the proof of Theorem 3.7, and hence, can be at most 1. Also, since k is
at most /3 1,
(2"e2n,3 + kil<(2'er# + (01) -
2n 2n
=.-(2nf2n1 r
2n)
<(1ern
< e-em (by Lemma 2.3).
This is independent of k and thus can be moved outside the summation of Equa-
tion (3.10).
+ Next, we need to boundEL-01 (an 1Here, we can use Lemma 3.3 in addition
to the fact that
These give
+
k=0 k
+ ,3\0(an + 0)e2n + p 1)
1 )2n(an + 1) C )
276-P--;t3 (E2n+f3) .
(e2n -I- 0)
)k=0 k
1 c2P :+1an + 0
1 1
(3.11)72
(by Lemma3.3,provided that<E2n + 2) (3.12)
+ 1(e2n /31
an [3 + 2 f3 1
=
e2n(f2n + 2)
[3(er+
0
0)On+131)
/3
(by Equation (3.11) )
<Nan+ 0)
c2n (an0+ 2)
(err
<3 (c271)13 (provided that13 <
1
-c2n). (3.13)
2
Therefore, the left-hand side of the inequality of Theorem3.7 isat most
2
3 (2nr(1f)m<
3(Erre'
2
Setting this to be at most 6, and taking the logarithm of both sides of the inequality
gives
log2
3
2
-I-0(log2 c + n)cm log2e <log2 6.
This is certainly satisfied when
=
log2elog2 Zb
nlog21,
Clearly, this is less than cm log2e.Given the assumption that m <2142e2nthe
above value of/3 isat most -12-an,which satisfies the conditions of Equations(3.12)
and(3.13).This completes the proof.
By now, we have shown that the radius of the ball of concepts learned by
the Large-Ball algorithm grows linearly inm,for both cases of sampling with
or without replacement.Note that a unit increment in the radius of the ball
corresponds to a very large increment in coverage. The coverage of Large-Ball,
therefore, grows quite rapidly as the sample size increases.
The coverage lower bound obtained for Large-Ball appears to overlap the bound
for Multi-Balls, although Multi-Balls gives higher coverage for small values of c (e.g.
0.01). In any case, the fact that a trivial algorithm like Large-Ball achieves such
high coverage is rather disturbing, since this algorithm does not seem to be of
any practical value. Before considering this point further, wewill measure, in the
subsequent section, the coverage of some popular learning algorithms.73
3.4.3Unifying the Balls Algorithms
The balls approach for designing learning algorithms with high coverage involves
three parameters: the number of balls of concepts to be learned, the radius of each
ball and the separation distance between the centers of these balls. The Multi-Balls
algorithm works by fixing the radius at e2n and choosing the separation distance
that results in learning as many balls of concepts as possible.The Large-Ball
algorithm, on the other hand, attempts to learn only one ball, but with radius as
large as possible.
Although both algorithms has been shown to achieve high coverage, neither
of them necessarily gives the maximum coverage obtainable by following the balls
approach. Indeed, the particular choices hard-wired in these two algorithms (e.g.
fixing the radius in Multi-Balls and fixing the number of balls in Large-Ball) are
there merely to ease the coverage analysis and to allow deriving lower bounds on
what coverage can actually be achieved.
To obtain the best coverage that can be achieved by the the balls approach,
one has to compute the coverage for all legitimate combinations of theradius,
separation distance, and number of the balls.Of course, this should result in
coverage that must be at least as large as the coverage of each of Multi-Balls
and Large-Ball, since we are taking the maximum over these. Unfortunately, the
analysis of this approach gets too complicated, so it is not pursued further in this
thesis.
3.5Measuring the Coverage of Current Learning Algo-
rithms
So far, our objective has been to design learning algorithms with the maximum
possible coverage. In this section, we look at the problem of evaluating the coverage
of practical learning algorithms that are currently in use.74
The most straightforward method to perform such evaluations (as done in
[Dietterich 89]) is to exhaustively test an algorithm with respect to each concept
by running it on every possible training sample of that concept. However, this
requires prohibitively expensive computations. We are faced with two sources of
combinatorial explosion:
1. The number of samples per concept: To determine with certainty
whether a learning algorithm L learns a given concept c, one must mea-
sure the percentage of samples on which L returns an &close hypothesisand
check whether it actually reaches 1S.This requires running the algo-
rithm on all the possible samples of c. With n features, there are as many
as(2n) different samples ofm distinct examples. This says that for n = 5
and m = 16, checking whether a learning algorithm learns a certain concept
requires running the algorithm on (3162), i.e. more than 600 million different
training samples of that concept!
2. The number of concepts to be tested: There are as many as 22' different
concepts defined over n features. For n = 5 this means that we have to test
the performance of the algorithm on as many as 225 > 4 billion concepts.
The large number of runs required by the exhaustive approach limited Diet-
terich's experiments to the space of concepts defined over only 3 features. The goal
of this part of the thesis is to extend these experiments to handle a larger number
of features. This is achieved by introducing two techniques that help in reducing
the required running time of the experiments. Although these techniques do not
entirely eliminate the computational cost problem, they do result in a significant
cut in these costs. Specifically, applying these techniques enables carrying out cov-
erage evaluation experiments on the space of concepts defined on up to 5 Boolean
features. The results of these experiments are reported at the end of this section.75
3.5.1Statistical Approximation of the Learnability of
a Concept
One way to avoid the high computational costs involved in determining whether a
learning algorithm learns a given concept is to resort to statistical approximation.
Given a concept c and a learning algorithm L, we can decide with high level of
significance whether L learns c with respect to specific values of c, S and m by
applying the following procedure:
1. For some large integer k, generate k random training samples of c of size m.
2. Run L on each of these k training samples
3. Let S, be the percentage of the k training samples on which L returned an
hypothesis that is &far from c.
4. For some small fraction 0,
If< S0, conclude that L learns c.
If> S + 0, conclude that L does not learn c.
Otherwise, if S 0 <k< 8+0, then hesitate to give either conclusion.
The coverage of L is then given as a range a + b, where ab is the number of
concepts which resulted in the first outcome, and a + b is the sum of this number
plus the number of those which resulted in the third outcome. Note that we can
always reduce the occurrence of the third outcomeand hence, the gap b in the
coverage estimate by choosing a smaller value for 0.
Statistically, the higher the values of k and 0, the more significant is the outcome
of the above procedure. The key point here is the fact that a satisfactorily high
level of significance (e.g. 99%) can be assured by testing only an affordable number
of training samples.
To see this, let 8, denote the exact proportion of the samples of size m on
which L returns an hypothesis that is c-far from c in the above procedure. Also,76
let Y1, Y2, ,Yie be k random variables such that Yi is 1 if L returns an e-close
hypothesis on the i-th training sample and 0 otherwise.Clearly, each of these
random variables is 0 with probability 8, and 1 with probability 1Sc. The sum
of these variables, Y = therefore represents a binomial random variable
on k trials with Sc as the ratioof success. Clearly, Y is equal to (1Sc)k.
In the above procedure, there are two ways of making a wrongdecision
considering a learned concept unlearned and vice versa. To measure the significance
of our decision, we need to compute the probability of making such wrong decisions.
Now, suppose that c is learned by the algorithm. This, by definition,implies
that 6, < S. The probability of the (wrong) conclusion that c is notlearned is
P r[S, > S + 0] = P r[Y < (1S0)k]
Pr
Y,
(1Sc)k(1 0)k(1Se)/
VicS,(18,) k8,(1Sc)
Since 8, < 8, and assuming that S <2,it can be confirmed that
(1S0)k(18,)k Ok
\kb.,(1Sc) k8(18)
Thus, the above probability is bounded above by
Pr
[Y(1Sc)k
<Ok
\ Ik(5,(1 Sc)Vk8(15)
Since Y has mean (1(5,)k and variance k8c(15,), by applying the central limit
theorem (e.g.[Rice 88]), the distribution of "1-5`)k is approximated by the
V1c6c(1-6c)
standard normal distribution. That is,
[Y(1(5,)k Ok Pr < Pr[(13.<Ok
k8,(1Sc) kS(16) k 8 (1
where (I) denotes the standard normal random variable. Pr< (I)
- 0 k
{
V 0(1-6)can be
evaluated for any k and 0 from the tables of the standard normal distribution.
Using this, we can estimate the probability of the wrong decision of concluding a
learned concept as unlearned.77
Following a symmetric argument, the probability that we consider an unlearned
concept as learned can be shown to be the same as above.
As a numerical example, suppose that S = 0.1, then to achieve 99% level of
significance (that is, to make the probability of a wrong decision within 0.01), it
suffices that we test k = 10, 000 samples if we let 0 = 0.007.
3.5.2Exploiting Symmetry Properties
In the previous subsection, we have shown how a feasible test can determine with
high level of significance whether a given concept is learned by an algorithm. Now
we deal with the other source of high computational costs which is due to the huge
number of concepts (22') to be considered. As explained earlier, measuring the
coverage by directly testing the algorithm on every possible concept can be done
for n = 3 (as in [Dietterich 89D or perhaps n = 4 but certainly not for n > 5.
It turns out, however, that testing a learning algorithm on all the concepts
in the space is highly redundant and can be avoided by exploiting the fact that
most of the learning algorithms are insensitive to the permutation and/or nega-
tion of the features of the domain. Because of these symmetry properties, these
algorithms give identical performance in learning concepts that are isomorphic un-
der the permutation and negation operations on the set of features (Section 2.4).
That is, for given values of E, S and m, if we know that an algorithm learns a
concept represented by a Boolean function say f(xi,x2, ,xi,-, xj,,xn),
then this implies that the same algorithm also learns the concepts represented by
f(xi, x2,, xj,,xi, ,xn), f(xi,x2, , ,xj,,xn) and so on for all
the functions obtained by permuting and/or negating the features in f.
Many algorithms are also symmetric with respect to complementing the concept
itself. That is, a concept represented by f (xi, x2, ,xn) is learned if and only
if the concept represented by if (xi., x2, ,xn) is learned as well.
As explained in Section 2.4, the permuting, negating and complementing oper-
ations on the space of Boolean concepts partition the space into equivalence classes78
such that every two concepts in the same equivalence class can be generated from
each other by applying the appropriate operations. The performance of a sym-
metric learning algorithm is, therefore, identical for any two concepts in the same
equivalence class. Thus, to measure the coverage of the algorithm, it suffices to
test it against only one concept (a representative) from each equivalence class. The
coverage is then obtained by summing up the sizes of the equivalenceclasses whose
representative concept was found to be learned by the algorithm.
3.5.3UsefulnessandLimitationsoftheReduction
Techniques
How effective are the two techniques given above in reducing the computational
costs involved in measuring the coverage of learning algorithms?
The statistical approximation approach proposed to test the learnability of a
concept by a given learning algorithm is valid regardless of the number of features.
This is not true, however, with reducing the number of concepts to be tested by
exploiting the symmetry properties of learning algorithms. For n features, there are
n! permutations and 2n patterns of negation. Therefore, instead of 22n concepts,
we end up testing roughlyi122nconcepts for algorithms that are symmetric with
respect to permutation and negation of the features, and roughly2n,222n for those
which are also symmetric with respect to complementing the concept. Table 1
gives specific numbers for n up to 6 [Harrison 65]. The third column in the table
(PN) shows the number of equivalence classes to be considered for algorithms that
are symmetric with respect to features permutation and negation only. The fourth
column (PNC) gives the number for algorithms that are symmetric with respect
to complementing the concept as well.
These numbers show that the techniques we give enable us to run coverage
measurement experiments for n up to 5. This is a considerable improvement com-
pared to Dietterich's experiments in which n is only 3. Unfortunately, however, it
is clear that performing experiments for n > 6 is far from feasible, unless further79
Table 1. The number of equivalence classes under permuting and negating the features of the
concepts and complementing the concepts.
n 22n
# of equivalence
PN
classes
PNC
3256 22 14
465,536 402 238
5> 4.2 x 1091,228,158698,635
6> 1.8 x 1019> 4 x 1014> 2 x 1014
cost reduction techniques are discovered and incorporated.
3.6Experimental Results on Five Boolean Features
In this section, we describe the coverage evaluation experiments we carried out on
the space of concepts defined over five Boolean features by directly applying the
reduction techniques of the previous section.
3.6.1Experiments Description
We considered four learning algorithms:
1. ID3 of Quinlan [Quinlan 86] which is described in Section 2.5.
2. FRINGE [Pagallo and Haussler 90] as described in Section 2.6.
3. MDT(Minimum Decision Tree): This algorithm searches exhaustively
for a decision tree that is consistent with the sample and has a minimum
number of nodes (ties broken randomly).
4. RSC(Random Selection Criterion): Same control structure as ID3 but
the feature to be tested is chosen arbitrarily in each recursive call.80
The last two algorithms are tested to check how the feature selection criterion
implemented in ID3 and FRINGE is compared to the optimal (MDT) and arbi-
trary (RSC) behavior. Particularly, RSC was reported to achieve a level of per-
formance surprisingly comparable to that of ID3 in some real-world applications
[Mingers 89].
The learning parameters were as follows: n = 5, m = 8, 10, 12, 14, and 16,
E = 3a and 8 = 0.10. Sampling was donewithout replacement under the uniform
distribution.
FRINGE is symmetric with respect to permuting and/or negating the fea-
tures.The other three algorithms are, in addition, symmetric with respect to
complementing the target concept. Therefore, the number of representative con-
cepts tested was 1,228,158 for FRINGE, and only 698,635 for the otheralgorithms.
(See Table 1.) The representative concepts were found using the procedure Find-
Representatives given in Section 2.4.
Determining whether or not a concept is learned by an algorithm in the above
setting was done in two passes:
In the first pass, only 100 randomly-chosen samples per concept were tested.
Concepts for which the number of samples that resulted in &close hypothesis
is less than 60 out of 100, were considered not learned and thus excluded.
In the second pass, the remaining concepts were tested more extensively as
explained in Subsection 3.5.1, setting k = 10, 000 and 0 = 0.007.
3.6.2Coverage of the Balls Approach
For the sake of comparison, let us see what coverage can be attained by following
the balls approach explained in Section 3.4. Let us first look at the coverage of the
Large-Ball algorithm (Figure 8). Suppose that we let the default concept of the
algorithm be the nil concept. Then, for any sample size, this algorithm trivially
learns all the concepts in Ball(0, -L). When the sample size is m > 14, the radius81
of the ball grows from3to4.This is true since letting 8 = 1 and m =14in
Theorem3.6gives
r../!-1 On-an-0) (e2n+13\(32
13-1\
(3+1\(Z2
i) i) 4
(2
)0 )
= 0.085 < 8 = 0.1
Thus, the coverage of the Large-Ball algorithm is
(32) (32) (32)(32)
0 1 2 3
5,489
for m up to12,and
(32)(32)(32)(32)(32)
41,449
0 ) 1 ) 2 ) 3 ) 4
for m >14.
One can, however, do better than that for this particular case.Consider the
concepts in the balls Ball(0,53) and Ball(1,-). Thedistance, d, between any two
concepts c1 E Ball(0,2-) and c2 E Ball(1,) is at least26.Therefore, the number
of samples of size m that are shared by c1 and c2 is at most
2n d 6)
m m
Therefore, if m > 6, then there exist no samples shared by c1 and c2.
Similarly, the distance between any two concepts c1 EBall(0,12-) and c2 E
Ball(1, 32) is at least24,which means that there are exist no samples of size >8
shared by c1 and c2.
Due to the absence of any interaction between the concepts in Ball(0,) and
Ball(1,) when m > 6, and between Ball(0,32) and Ball(1, L) when m > 8,
the Large-Ball algorithm can be easily modified to learn "two large balls". This
is achieved by the "Two-Large-Balls" algorithm given in Figure9.Note that this
algorithm is just the consistent version of the Majority-Class algorithm (Figure5).
This algorithm classifies all the examples that are not in the training sample as
positive if the majority of the examples in the sample are positive, or negative82
Algorithm: Two Large- Balls(Sample)
1. If disagreement(Sample,0) < disagreement(Sample,1), then cl = 0,
else, if disagreement(Sample,0) > disagreement(Sample,1), then cl =
Otherwise, arbitrarily set c1 to 0 or 1.
2. Define the function .9 as follows:
s(X) =
{1if X E Sample
0otherwise
3. Define the function p as follows:
1if X E Sample and X is a positive example
p(X) =
0otherwise
4. Return h = (--,s A c1) V p.
end.
Figure 9. The Consistent Two-Large-Balls learning algorithm.83
Table 2. Coverage figures for the tested algorithms.
Sample size
Algorithm 8 10 12 14 16
ID3 12+0 332+0 396+0 1,756+0 4,954+640
FRINGE 12±0 332+0 396+0 1,756+0 5,284+970
MDT 12±0 12+0 116+40496+0 3,694+0
RSC 66±066+0 226+0 226+0 1,698 ±0
2-Balls 10,97810,978 10,978 82,898 82,898
Upper Bound661,3332,041,1736,148,55117,985,99150,753,991
otherwise (breaking ties arbitrarily). For those examples included in the training
sample, the algorithm gives the same class as given in the sample.
The coverage of Two-Large-Balls is twice the coverage of Large-Ball. That is,
it learns 10,978 concepts for m = 8, 10,12 and 82,898 concepts for m = 14and 16.
3.6.3Results
Table 2 summarizes the coverage figures obtained by each of the algorithms we
have tested. The last row in the table gives the maximum coverage that can not
be exceeded by any algorithm, using the upper bound result given by Theorem 3.1.
The "2-Balls" coverage indicates the the coverage of the Two-Large-Balls algorithm
as given in the previous subsection.
There are three important points to note in the above results:
MDT does not give better coverage than the heuristic algorithms ID3 and
FRINGE,
the coverage of ID3 and FRINGE is disappointingly smaller than what is
obtained by the balls approach, and84
the coverage of all these algorithms is far below the upper bound of Theo-
rem 3.1.
3.7Summary
The goal of this chapter was to determine what can be achieved if we takethe
number of training examples m to be fixed and seek learning algorithmsthat
maximize the number of concepts learned with those m examples (i.e., maximize
the "coverage"). Various results on using coverage as the evaluationcriterion of
inductive learning algorithms were introduced. Specifically, we have shownthat
when sampling is done with replacement under the uniform distribution,the Multi-
Balls algorithm which follows the above strategy has a coverage of atleast
an
xm-l0g2 *i E
i.0
for sample size m, accuracy parameter f and confidence parameterS (assuming
practically reasonable ranges for E and the ratio 2 ). It is also shown that
( 2(1--1.440m+i-Flog2 116
Ee2n2n
i=oi
is an upper bound on the coverage of any learning algorithm. For anyfixed 6,
these results show that to achieve a given coverage, Multi-Balls requires a sample
size that is within a constant factor of that required by an algorithm with optimal
coverage. It should be noted that this isanalogous to other results on the sample
complexity of learning algorithms where the gap between upper and lower bounds
is at best a constant factor [Ehrenfeucht et al. 88].
We have also shown that there exist fairly trivial algorithms, such as the Large-
Ball algorithm, that can also achieve very large coveragelarger than Multi-Balls
in cases where e is reasonably big. Experimental tests confirm that Large-Ball and
Two-Large-Balls, a variation of Large-Ball, have much better coverage than the
popular ID3 algorithm and its relatives.85
3.8Discussion
The results introduced in this chapter are very thought-provoking, because, upon
careful analysis, it becomes clear that the Large-Ball algorithm is rather trivial
and uninteresting. Why does Large-Ball strike us as trivial? Because it merely
memorizes the training sampleit does not attempt to find any regularity in the
data. For example, if we let the default concept of the algorithm be the nil con-
cept, this algorithm will simply guess the negative class for every example unless
the example appeared as positive in the training sample. Therefore, the Large-
Ball algorithm is unlikely to be appropriate in real-world learning situations. Our
results, however, show that the coverage of this algorithm is substantially higher
than practical algorithms such as ID3. Hence, coverage maximization alone does
not appear to yield practically-useful learning algorithms.
The problem with the Large-Ball algorithm is that the concepts it learns, while
they are very numerous, are all located around a single concept. This suggests that,
to evaluate the usefulness of learning algorithms, one should not merely countthe
number of the learned concepts but should also look at which concepts are being
learned. This requires that we adopt some basis to judge the importance of each
concept in the space and that the computation of coverage be biased accordingly.
Of course, with this biased coverage, optimality is defined only with respect to the
assumed basis for assessing the importance of concepts.
Discriminating between different concepts should, of course, be based on our
prior knowledge about the characteristics of the learning domain. For example, if
it is suspected that there are many features in the domain that are irrelevant to the
target concept, then a good criterion is to define the significance of a concept based
on the minimum number of features necessary todescribe that concept. Likewise,
one may have reasons to suspect that the target concept in agiven domain has a
short description in a certain language for representing the space of concepts (e.g.
decision trees). In this case, concepts with short descriptions should carry more86
weight.
Now, define Learns(L, c, m, e, 6) to be 1if algorithm L can learn concept c
from a sample of size m for accuracy and confidence parameters e and 6, and 0
otherwise. One possible way to define the biased coverage of a learning algorithm
L is as follows. We define w as a positive real-valued function defined on the space
of all concepts such that w(c) indicates the weight or importance of a concepts c.
Then, the biased coverage of L can be defined as
Ew(c) x Learns(L, c, m, e, 6) .
cE2Un
Alternatively, we can define a relation ">" such that c1 > c2 if and only if cl is
carries more importance than c2. Then the biased coverage of a learning algorithm
L is defined as the size of the set
fc I Learns(L, c, m, e, 6) = 1 and V ,,E2u,,[c' > c = Learns(L, c', m, e, 8)
That is, a concept is "covered" only if all of the more important concepts are also
covered.
In conclusion, the results of this chapter suggest that an important problem
for future research is to design and analyze learning algorithms that maximize the
biased coverage for many of the popular biases. In the next chapters, the above
ideas will be applied in the evaluation of algorithms intended for learning situations
where, among the many available features of the domain, only a few features are
assumed to be relevant to the target concept.87
Chapter 4
Learning With Many Irrelevant Features:
Exact Methods
4.1Motivation
In this chapter, we investigate the problem of learning in situationswhere the
target concept depends only on a small proportion of the featurestested in the
training data.Such situations are quite common in practice.For example, in
many applications, it is often notknown exactly which input features are relevant
or how they should be represented.The natural response of users is to include all
features that they believe could possibly be relevant and let the learningalgorithm
determine which features are in fact worthwhile.
Another situation in which many irrelevant features may be present in the data
is when the same body of training examples is being used to learn many different
concepts. In such cases, one must ensure that the set of features measured inthe
data is sufficient to learn all of the target concepts. However, when learning each
individual concept, it is likely that only a small subset of the features will be rele-
vant. This applies, for example, to the task of learning diagnosis rules forseveral
different diseases from the medical records of a large number of patients. These
records usually contain more information than is actually required for describing
each disease.88
Another example (given in [Littlestone 88]) involves patternrecognition tasks
in which feature detectors automatically extract a largenumber of features for the
learner's consideration, not knowing which might proveuseful.
To deal with these situations, one should seek learningalgorithms that main-
tain a good level of immunity against the presence ofirrelevant features. In other
words, for a learning algorithm to be appropriate for applicationdomains of the
above type, the performance of the algorithm(e.g., the required number of train-
ing examples) should be minimally affected by thenumber of irrelevant features
included in the training data.
The goal of this chapter is to explore the task of learningin situations of the
above nature. We start by formalizing the problem byletting the complexity of
a concept depends onthe number of features involved in the definition of that
concept. We then define and study theMIN-FEATURES bias in which consistent
hypotheses definable over as few features as possible arepreferred. We discuss
sample and time complexities of learning algorithmsthat implement the MIN-
FEATURES bias, and introduce the FOCUS-1 and FOCUS-2algorithms which
are actual implementationsof this bias.
4.2Definitions and Terminology
The assumption that many of the features measured in the trainingdata are irrel-
evant to the target concept translates to the belief thatthe target concept is more
likely to be one of those concepts defined over a fewer numberof features than
those depending on a larger number of features.
Given that a learning algorithm can learn only a limited numberof concepts
as discussed in Chapter 3,this says that a good learning algorithm in this context
should concentrate its attention on learning the more importantconceptsthose
defined only on a a small subset of the available features.In other words, we
desire that the number of features involved in the definition of a conceptbe what89
determines the difficulty of learning that concept, or equivalently, the complexity
of the concept. Given a limited amount of data, the algorithm should attempt to
learn the concepts that involve a small number of features. With a larger amount
of data, the algorithm should be able to learn concepts that involve a largernumber
of features, and so on.
Let's now formalize this. For an object X E Un, letX(i), for 1 < i < n, denote
the value of the feature xi in the object X. A feature xi is said to be relevant to a
concept c if and only if there exist two objects X1 and X2 E Unsuch that
1. c(X1)c(X2), and
2. 4i) 0 4i) and `91.;i4j) =4j).
In other words, we require that X1 and X2 agree on the values ofall the features
except xi and that X1 and X2 be classified differently byc.5
Now, consider the following method for encoding the space of Boolean concepts.
A concept c is represented as the concatenation of two bit strings R,and 11, where
R, is an n-bit string in which the i-th bit is 1 if and only if xi isrelevant to
c.
7', is the (transposed) right-most column of the truth table of aBoolean
function f that represents c defined only on those features in {x1, x2, -,xn},
whose corresponding bits in R, are set to 1.
For example, for n = 5, let c be the concept represented by x1 V x3.Then,
R, = 10100, T, = 0111, and the concept c is represented by the string 101000111.
We define the complexity of a concept c as the number of bits needed to represent
c under the above encodingscheme. Therefore, if c has p relevant features out of n
available features, then the complexity of c is given by complexity(c) = 2Pn. For
5Note that this condition is satisfied if and only if xi appears in every Boolean formula that
represents c. This, therefore, gives an alternative definition for a feature to be relevant to a
concept.90
the example given above, we have complexity(c) = 9. In the rest of this chapter
we will uses exclusively to denote the complexity of the target concept.
An important property of the above complexity measure is that for any two
concepts c1 and c2, complexity(ci) < complexity(c2) if and only if the number of
relevant features in c1 is less than the number of relevant features in c2.
As explained in Chapter 2, the performance of a learning algorithm is generally
based on the number of examples (sample complexity) and the amount of compu-
tation (computational complexity) "consumed" by the algorithm to achieve some
learning task. For our purposes here, we can state the learning task as
Learning an arbitrary Boolean concept c of complexity s defined over n
available features, for given accuracy and confidence parameters f and
S.
Accordingly, evaluating the performance of a learning algorithm L means an-
swering the following two questions:
Sample complexity: What is M (n, s, c, (5) such that L accomplishes the
learning task whenever the number of training examples 772 is greater than
or equal to .111(n, s, f, (5) ?
Computational complexity: What is T (n, m, s, c, (5) such that L termi-
nates in time at most T (n, m, .s, E 8) when given a sample of size m?
In other words, we are interested in computing how many training examples and
how many computational steps are required for the algorithm L to learn an arbi-
trary Boolean concept of complexity s.
The goal is, of course, to design learning algorithms whose sample and com-
putational complexities are as efficient as possible. Particularly, we are interested
in the question of whether there exists a learning algorithm whose sample and
computational complexities are bounded by some polynomial in n, s, 1, and 1.91
4.3The MIN-FEATURES Bias
Given the assumption that many of the features measured in the training ex-
amples are irrelevant to the target concept, a reasonable bias is to prefer con-
sistent hypotheses definable over as few features as possible. We call this the
MIN-FEATURES bias. More specifically, this bias can be stated as follows: Given
a training sample S of some unknown target concept c,let V be the set of all
Boolean functions consistent with S,6 and H the subset of V whose elements have
the feWest relevant features. Then, the MIN-FEATURES bias chooses its hypoth-
esis from H.
Example: Consider the following training sample:
{(001, 0), (010,1), (100, 1), (101,1), (110, 1)}
As shown in Figure 10, fl through f8 are 8 different hypotheses that are consistent
with the above training sample. It can be checked that h and f6 can be expressed
using only two features, whereas the rest of the hypotheses are defined on 3 features.
Hence, applying the MIN-FEATURES bias means returning either h or 18 as the
final hypothesis.
Note that the MIN-FEATURES bias is "incomplete" in the sense that it does
not necessarily lead to a unique hypothesis. Therefore, to construct alearning
algorithm we need an additional mechanism to enable the algorithm to choose
among those alternatives that are equallygood under the MIN-FEATURES bias.
Regardless of what mechanism is employed, an algorithm is said to be implementing
the MIN-FEATURES bias as long as it never outputs an hypothesis that isdefined
on a number of features larger thanthe minimum possible, i.e. it never "violates"
the MIN-FEATURES bias.In the rest of this chapter, we will investigate the
problem of learning in the presence of many irrelevant featuresmainly by analyzing
algorithms that implement the MIN-FEATURES bias.
6V is usually called the version space [Mitchell 80].92
x1x2x3f
00 0 ?
00 1 0
0 10 1
0 1 1 ?
1 00 1
1 0 1 1
1 10 1
1 1 1 ?
# of needed features =
fl 12 13 14 15 16 fs
0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1
0 0 1 1 0 0 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1
3 3 3 2 3 2 3 3
f4 = Xi V X2
f6X1 V Ix3
Figure 10. An example of the MIN-FEATURES problem.93
4.4Sample Complexity Analysis
The goal of this section is to analyze the sample complexity; that is, the number
of examples needed for learning. First, we give an upper bound on this quantity
for algorithms that implement the MIN-FEATURES bias, and then show that
our bound is asymptotically tight by proving anidentical lower bound on the
sample complexity of any learning algorithm, whether or not it implements the
MIN-FEATURES bias.
4.4.1Upper Bound
To derive an upper bound on the sample complexity of learning algorithms that
implement the MIN-FEATURES bias, we make use of a simple (yet powerful)
lemma given by Blumer et al. [Blumer et al. 87b]. This result provides a useful
tool to obtain the sample complexity of any consistent learning algorithm in terms
of the size of the hypothesis space considered by the algorithm.
Briefly, the idea behind this lemma can be outlined as follows. Suppose that L
is an algorithm whose hypothesis never disagrees with the examples in the training
sample (i.e., a consistent algorithm) and that L always chooses its hypothesis from
a set H of cardinality 11/1. That is, H isthe hypothesis space explored by L. Upon
examining any training example, L rules out any element in H that incorrectly
classifies this example. Let Vs be the subset of H containing the elements that
were not ruled out after the set S of trainingexamples has been examined, i.e.
the elements of H for which no inconsistency with the the sample S has been
detected.As S grows, the set Vs shrinks progressively.Naturally, the larger
the difference between an element in H and the target concept, the more it is
likely that the algorithm will encounter an example on which this element and
the target concept disagree, and hence, the greater the chance that this element
be ruled out.Therefore, if S is large enough, then it would be highly unlikely
that Vs contains an hypothesis that differs too much from the target concept. As94
a consequence, choosing any elementfrom Vs leads to a probably approximately
correct hypothesis.?
Of course, the larger the set H explored by the algorithm, the moretraining
examples would be needed to reach this stage. The lemma ofBlumer et al. turns
this relation into a sufficient sample size expressed in termsof the size of the
hypothesis space of the learning algorithm.
Lemma 4.1 (Blumer, Ehrenfeucht, Haussler and Warmuth) LetC be a set of
concepts and let L be a consistent learning algorithmwhose hypothesis space is C.
Then, for any probability distribution D over the space ofobjects, any c and S such
that 0 < c,6 < 1 and any c E C, a sample of size
E
(ln ICIln
(5)
is sufficient to guarantee that L learns c with respect to c,S and D.
Proof:
Suppose c E C is the target concept, and let g be any concept inC that is c-far
from e. Then the probability that a randomly drawnexample of c is consistent
with g is at most (1e). Therefore, a sample of m independently drawn examples
of c can be consistent with g with probability at most (1c)m. Since g can be any
concept in C, the probability that some concept in C isconsistent with a sample
of c of size m is at most ICI(1c)m which is in turn at most
to be at most S and solving for m gives
m1 (lnICI + ln)
Setting this
as desired.
Lemma 4.1 is useful in deriving the sample complexity in cases where the size
of the hypothesis space explored by the learning algorithm can be analytically
computed. This is the case for algorithms that implement the MIN-FEATURES
7In [Haussler 88], the term exhausting the hypothesis space is used to describe this process.95
bias. The following theorem gives an upper bound on the sample size required by
any algorithm that implements this bias.
Theorem 4.1 Let Cn,, be the set of concepts defined on n features with complexity
at most s.Then, under any probability distribution D over the space of objects,
any n > 1, any e and S such that 0 < e, S < 1and any concept c E Cn s, a sample
of size
1ln-1+-1[log2(s- n)lnn-{-s -n]
f c
is sufficient to guarantee that any algorithm implementing the MIN-FEATURES
bias learns c with respect to e, S and D.
Proof:
For any target concept of complexity at most s, the hypothesis of any algorithm
that implements the MIN-FEATURES bias must be in C,,. Every concept in Cn,s
is defined on at most p = log2(sn) features out of a total of n features. The
number of concepts one can define on at most p specific features is22P. Also, there
are(n)ways to choose p out of n features.Therefore, it must be true that
I cn,s1
(n)
22P
< 727)22P
n1og2(s-n)2(s-n)
Substituting in the sufficient sample size given by Lemma 4.1 we get
-1ln 1 -{-1[log2(s - n) ln n(sn) ln 2]
c c
which is in turn bounded by
-1ln-1+-1[log2(sn) In nsn]
as desired.
Theorem 4.1 gives an upper bound on the sample complexity of any algo-
rithm that implements the MIN-FEATURES bias.It is interesting to note that96
by adopting this bias, the number of examples sufficient for learning grows only
logarithmically in the number of irrelevant features, and linearly in the complexity
of the concept being learned.
4.4.2Lower Bound
In the previous section, we proved an upper bound on the number of examples
needed by algorithms that implement the MIN-FEATURES bias. We now show
that this bound is tight by exhibiting an identical lower bound using the methods
developed by Blumer et al. [Blumer et al. 87a] exploiting the Vapnik-Chervonenkis
dimension (VC-dimension).
Definition: Let us say that a set of objects I C {0,1}n is shattered by a set of
concepts C if the objects in I can be labeled by the concepts in C in all the possible
2111 ways. That is, for C to shatter I, we require that for each of the 2111 ways of
labeling the elements of I, there exists some concept c E C that is consistent with
that labeling. The VC-dimension of C, denoted VCdim(C), is then defined as the
cardinality of the largest set of objects that is shattered by C.
In [Blumer et al. 87a], it is shown that the number of examples needed for
learning any class of concepts strongly depends on the VC-dimension of that class.
Specifically, we will make use of the general lower bound on sample complexity
given in [Ehrenfeucht et al. 88] which we state here without proof.
Theorem 4.2 (Ehrenfeucht, Haussler, Kearns and Valiant)Let C be a set of
concepts and 0 < e, S < 1.Then, any algorithm that learns all the concepts in C
with respect to e, S and all probability distributions must use a sample of size
11111 +VCdim(C))
To be able to apply this result here, we need to derive the VC-dimension of
Cn,, as defined in Theorem 4.1. This is given by the following lemma.97
Lemma 4.2 Let C,, be as in Theorem 4.1. Then,
VCdim(C,,,,$) ?_ maxfi.1log2(sn) loge n, sn}.
Before proving this result, we will need to make the following definitions.
Definition: Let al, a2, a3,, a,.be r Boolean variables. By ..T; vi let us denote
the union of the following two sets:
1. The set of all Boolean functions defined on al, a2, a3,
2. The set of d Boolean variables ar_d+i, ar-d+2, ar-d+3, ,
course, can be viewed as functions).
Thus, the cardinality of ,F,,d is just 22r-dd.
Definition: Let V be a vertical bit-vector
VO
V1
a,. (which, of
/
where each vi is either 0 or 1. We say that V is the bit-vector representation of the
Boolean function f (ai, a2, a3, ,a,.) if t, the length of V, is equal to 2r and for
each 0 < i < t, vi is equal to the value of f when the variables al, a2, a3, a,.
are assigned the values imposed by the binary representationof i in the obvious
manner. That is, V is the bit-vector representation of f if Vmatches the right-most
column of the truth table of f.
Further, we define Boolean operations on bit-vectors by applying the operations
bit-wise on the components of these vectors. That is, the i-th bit of "V1 op V2" is
obtained by applying op on the i-th bits of V1 and V2, where op is either V or A.
Likewise, the i-th bit of --,14 is just the complement of the i-th bit of V1.98
It should be clear that a Boolean function f can be expressed in terms of a set
of Boolean functions gi,g2,gz if and only if the bit-vector that represents f can
be obtained by Boolean operations on the bit-vectors that represent the functions
g2), gz.For example, let
g(xi, x2, x3) = xi
h(xi, x2, x3) = X2 V x3
f (xi, x2, x3) = xi V ( -1x2 A -a3)
Clearly, f = g V -'h. In the bit-vecor representation, this is given as
11110\ 10\
0 0 1
0 0 1
0 0 V 1
1 1 0
1 1 1
1 1 1
\1J \ 1 `1
Definition: Let f be any Boolean function defined on the variables a1, a2, a3,, ar
Then, rewriting f as
f (ai,a2 ar) =
(-ai A f(ai, a2, ,0, ,ar)) V (at A f(ai, a2,,1,ar))
will be called unfolding of the function f on the variable ai.
Lemma 4.3 Any function f (al , a2, a3, ,ar) can be expressed in terms of at
most
2dd
elements of .Fr,dProof:
99
By unfolding f on a, we get
A fa2, , 0)) V (a, A fa2, , 1))
f is now expressed in terms of a,. and two functions of ai , a2,, ar_i.Unfolding
these two functions again on ar_i, f will be expressed in terms of ar_i, a, and four
functions of a1, a2,, ar_2.Unfolding d times in this manner, f will be expressed
in terms of ar_d+i, ar_d+2, ar_d+3,, a,and 2d functions of al, a2, a3,, a,.-d
All of these are in Fr,d and thus the lemma follows.
Proof of Lemma 4.2:
Let p = log2(sn). We prove the lemma by constructing a set of objects that
is shattered by C,, and has cardinality that is both > 2P and > 8p loge n. We will
represent this set of objects as a matrix M of width n, in which each row represents
an object and each column corresponds to one of the nfeatures. In other words,
the entry Mij is the value of the feature x3 in the i-th object in the collection of
objects being constructed. An arbitrary labeling of these objects is viewed as a
bit-vector. The proof proceeds by showing that, for any labeling of the objects,
the resulting bit-vector can be expressed using Boolean operationsV, A) over
at most p out of the n columns of the matrix M. This, of course, means that for
every labeling .e of the objects, there exists a Boolean conceptdefined over only p
features of xl, x2,,x,-, (that is, a concept in Cci,,) which labels the objects as in
t. Hence, the set of objects represented by M is shattered by Cn,s
Part 1: To show that VCdim(C,,$) > sn, we construct a matrix M of 71
columns and 2P rows as follows. To begin, we fill the first p columns of the matrix
as we ordinarily fill any truth table of a function defined over p Boolean variables.100
That is, the first p columns of M will look like
p
000 000
000 001
000 010
111 110
111 111
The remaining columns of M can be filled arbitrarily.
Let V be a bit-vector representing an arbitrary labeling of the 2P objects rep-
resented by M. Obviously, V represents some Boolean function defined over p
variables. Therefore, V can be expressed using Boolean operations on the first p
columns of M as constructed above. This shows that this set of objects is shattered
by C,, and hence, VCdim(C,,,,$) > 2P = sn.
Part 2: Let d= Llog2 1 and r = Llog2 plog2 log2 2. We construct a
matrix M of n columns and 2' rows as follows:
Let al, a2, a,.be a set of r Boolean variables, and let .T,.,d be as defined
immediately prior to this proof. Construct a matrix N by letting the bit-vector
representations of each function in F.,. ,d constitute a column of the matrix (that is to
concatenate the bit-vector representations of all the functions in .Tr,d). Clearly, for
any function g E ,Fr,d such that g{ar_d+1 ,ar_d+2,,ar},(the complement
of g) must also be in -Fr.For each such g, suppose we remove from N the column
of either g or-'g.8 Since the cardinality of rnd is just 22rdd, the number of
columns that remain in N is exactly
22'
8It does not matter which one is removed.
2+d. (4.14)101
2d
We let these constitute the first 222d columns in M, and fill the rest of the n
columns of M (if any arbitrarily.
We have to show the following two claims:
Claiml: The number of columns of M does not exceed n. That is, the quantity
given Equation 4.14 is bounded by n.
Claim2: An arbitrary bit-vector of length 2r can be expressed usingBoolean
operations over at most p columns of M, and hence that the rows of M areshattered
by C,,.
Claim 1 is shown as follows:
22rd
2+ d =
221.1og2 p+log2 1og2 nJ -2- Llog2 P.1+1
2
+ Llog2 pi 1
221°g2 P+1°g2 kg2 n-2-40g2 P-1-2
-F log2 p 1
2
= 2 + log2 p 1
72p < -
2+2
72 72
<
2+2
= n.
Claim 2 is shown using Lemma 4.3 which says that any Boolean functionde-
fined over al, a2, , a,. canbe expressed using at most 2dd functions of Fr,d.
Remember that M is constructed such that for any f E Fr,d, there exists column
V in M such that either V or .V represents f. This implies that any arbitrary
bit-vector of length 2r can be expressed using Boolean operations over at most
2dd columns of M. Note that
2dd <2,1-4-1 < 2log2 p=
and thus, Claim 2 follows.
The proof is completed by noting that the number of rows in M is
2r=21.10g2 p-Flog2 log2 nJ 2102
21082 P-f-log2 log2 n-3
1
8
p log2 n
1
log2 (sn) loge n
as desired.
We are now ready to state our lower bound on sample complexity.
Theorem 4.3 Under the same conditions as Theorem 4.1, any algorithm that
learns every concept in C,, must use a sample of size
SZ
1 1
In+ [ln(sn) In nsn]).
Proof: Follows immediately from Lemma 4.2 and Theorem 4.2.
It should be noted that the lower bound given by Theorem 4.3 is within only
a constant factor of the upper bound given by Theorem 4.1.
4.4.3Discussion
Theorems 4.1 and 4.3 show that
(-1In1+1[1n(sn) In n(sn)])
f E
training examples are required to learn an arbitrary Boolean concept of complexity
s that is defined on n features, for accuracy parameter e and confidence param-
eter 8. In terms of the number of relevant features p of the target concept, this
corresponds to
0(In
1
+1[pin n +211)
c
training examples since s = 2P + n.
An important implication of this result is that the presence of many irrelevant
features does not make the learning task substantially harder, at least in terms of
the sample complexity. This is because the number of available features n appears
only logarithmically in the above bound. Hence, if there are k irrelevant features,103
it only costs us a factor of In k training examples to detect and eliminate them
from consideration.
The results of this section also tell us that the mechanism used by a learning
algorithm to resolve ties under the MIN-FEATURES bias affects the sample com-
plexity of the algorithm only within a constant factor. This is true becausethe
sample complexity of all algorithms that implement the MIN-FEATURESbias is
within some constant factor of the minimum possible.
4.5Computational Aspects of Implementing the MIN-
FEATURES Bias
Now that we have analyzed the sample complexity of algorithms thatimplement
the MIN-FEATURES bias, we turn in this section to the computational aspects
of implementing this bias.
Implementing the MIN-FEATURES bias can be divided into the following two
tasks:
Task 1: Searching for a subset of features that is sufficient to construct an
hypothesis consistent with the training sample.
Task 2: Constructing a consistent hypothesis from a sufficient set of features.
In the following subsections, we discuss the computational costs of implementing
each of these tasks. We will see that Task 2 can be solved quite efficiently,and
that the computational complexity of implementing the MIN-FEATURES bias is
in fact dominated by the Task 1. Then, in the succeeding section, we will introduce
two algorithms that implement the MIN-FEATURES bias.
4.5.1ConstructingaConsistentHypothesisGiven
a Sufficient Set of Features
Consider the following theorem.104
Theorem 4.4 Suppose S is a sample of some concept, and Q is a subset of fea-
tures. Then, Q is sufficient to form an hypothesis consistent with Sif and only if
there exist no two examples (X1, classi), (X2, class2) E S such that
classiclass2, and
X1 and X2 have the same truth assignments to the features in Q. That is,
for every i such that xi E Q, it is true that4i)=4i)
Proof:
(1) The "If" Part: The sufficiency is established by actually constructing a consis-
tent hypothesis defined only on the features in Q. A simpleconstruction method
is as follows:
1. For each positive example in S, construct a conjunction ofliterals in which
each feature in Q appears negated if the value of the feature in the example
is 0, or un-negated otherwise. More formally, for each (Xi, 1) E S, construct
a conjunction ru=ii(Xin where
x.i
if x; E Q and 4j) = 0
if xa E Q and X(j) = 1
1 otherwise
For example, if (011001,1) is a training example in S and Q = {x2, x4, x5},
then the resulting conjunction is x2--,x4a5.
2. Let the hypothesis h be the disjunction of all the conjunctions formed inthe
first step.
It is clear that h uses only the features in Q. It is also clear that h is consistentwith
every positive example in the sample. Thisis true since the conjunction formed
from a positive example will be satisfied by that example and, hence, will cause h
to be 1 for the example. Hence, the only potential problem is the possibilitythat
h classifies some of the negative examples as positive. But for a negative example105
(X, 0) to be classified as positive by h, it must satisfy some conjunction in h. This
can happen only if the training sample contains some positive example (Y, 1) such
that the values of all the features of Q in both X and Y are matching, which is
ruled out by assumption.
(2) The "Only If" Part: Suppose there exists a pair of examples (X1, classi) and
(X2, class2) E S with the given properties. Then, for any function z defined only
on the features in Q, it must be true that z(Xi) = z(X2) since X1 and X2 share the
same values for the features in Q. Therefore, z disagrees with either(X1, classi)
or (X2, class2), and hence, z is inconsistent with S.
It should be clear that the construction method given in the "If" part of the
above proof runs in time linear in the total number of features and the size of
the training sample, i.e. O(nm). This means that once a sufficient set of features
is identified, the second step of implementing the MIN-FEATURES bias (con-
structing an hypothesis consistent with the training sample) can be done quite
efficiently. The major computational cost in implementing the MIN-FEATURES
bias lies, therefore, in the first stepfinding a minimal set of features sufficient to
form a consistent hypothesis.
We should mention, however, that the above construction method is given only
as an example to show that constructing a consistent hypothesis from a sufficient
set of features is easy. In practice, one may seek an hypothesis of better quality
(rather than "any consistent hypothesis") by employing other methods that can
be computationally more expensive (e.g., running ID3 but restricting it to use only
the features in the chosen subset).
4.5.2Testing the Sufficiency of a Subset of Features
Given a training sample S and a subset of features Q, how can we judge whether
Q is sufficient to construct an hypothesis consistent with S? As done in the
function "Sufficient" of Figure 11, all we need to do is simply to search in the106
Function Sufficient(Features, Sample)
1. For every pair E_ and E+ E Sample of negativeand positive examples:
If the values of the features in Features are the same in E_
and E+, return false.
2. Return true.
end.
Figure 11. Simple but inefficient implementation of Sufficient
sample for two examples that have the same values for allthe features in Q but
have conflicting classes. According to Theorem 4.4, thesubset Q is sufficient to
construct a consistent hypothesis if and only if such apair cannot be found in the
training sample. However, testing the sufficiency of a givensubset of features can
be implemented more efficiently. To continue the discussion,it is convenient to
make the following definitions.
Definitions:A conflict generated by a pair of examples (X1, 1) and(X2, 0) is
an n-bit vector (al a2an) such that
0if Xli) = 4i)
ai =
1if 4i)4i)
for i = 0, 1, 2,, n.We say that the feature xi explains the conflict if and only
if ai is 1.
It should be noted that a conflict can be generated only from a pairof examples
of conflicting classes. 0
For instance, the examples (00110010, 1) and (10100011,0) define theconflict
(10010001). This conflict is explained by the features x1, x4 and x8 but not ex-
plained by the features x2, x3, x5, x6 and x7.
With the above definition, Theorem 4.4 can be restated as follows:107
Function Sufficient(Features, Sample)
1. If the examples in Sample are either all positive or all negative, return
true.
2. If Features is empty return false.
3. Let x be any feature in Features.
4. Let Sample0 be the set of all examples in which the value of the feature
x is 0.
5. Let Samplel be the set of all examples in which the value of the feature
x is 1.
6. If the results of
Sufficient(Features{x}, Sample0), and
Sufficient(Features{x}, Samplel)
are both true, then return true, else returnfalse.
Figure 12. Efficient implementation of Sufficient
Corollary 4.1 A set of features Q is sufficient to form an hypothesis consistent
with a training sample S if and only if every conflict generated from the examples
in S is explained by some feature in Q.
The function Sufficient given in Figure 11 effectively works by generating all
the possible conflicts from the training sample and checking that every generated
conflict is explained by some feature in the given subset of features.Clearly,
this takes time quadratic in the size of the training sample in the worst case. In
Figure 12, we give an alternative method that avoids this by following a divide-
and-concur strategy. The following theorem shows that this implementation of a
sufficiency test is correct.
Theorem 4.5 The algorithm given in Figure 12 returns "true" if and only if the108
set "Features" is sufficient to construct an hypothesis consistent withall the train-
ing examples in "Sample".
Pro of:
We prove this theorem by induction on the size of the set Features.
The basic step is when Features = 0. The only concepts that we can construct
with 0 features are the true and nil concepts. Therefore, the returned value must
be true if all the examples have a common class, or false otherwise. This iswhat
the algorithm does in Steps 1 and 2.
Now, suppose that the algorithm is correct when 'Features < k for somek > 0.
We need to show that it is also correct when 'Features' = k + 1. Uponpartitioning
Sample into Sample° and Sample1 based on the feature x in Steps 4 and 5,let
us partition the set of allconflicts generated from Sample into the following three
disjoint sets:
Conflicts-0-0 in which each conflict is generated from two examples that are
both in Sample0.
Conflicts-1-1 in which each conflict is generated from two examples that are
both in Sample1.
Conflicts-0-1 in which each conflict is generated from two examples, one
from Sample0 and the other from Sample1.
According to Corollary 4.1, we should return true if and only if the set Features
explains all the conflicts in Conflicts-0-1 U Conflicts-0-0 U Conflicts-1-1. Obvi-
ously, all the conflicts in Conflicts-0-1 are explained by x. On the other hand, none
of the conflicts in Conflicts-0-0 U Conflicts-1-1 are explained by x. Therefore, we
should return true if and only if the set Features{x} explains all the conflicts in
Conflicts-0-0 U Conflicts-1-1. By assumption, the recursive calls in Step 6 return
the correct conclusions since I Features{x}I = k. Since Step 6 returns true if and109
only if both calls return true, the algorithm is also correct for 'Features' =-- k + 1.
This completes the proof. 0.
Let us now find out the time complexity of the algorithm of Figure 12. The
algorithm successively splits the training sample using a different feature at each re-
cursive level. Suppose that the set of features being tested is {xj, , xj,, x33,,x;k},
and that the algorithm chooses x in Step 3 in such order. At the initial call of the
procedure, the sample is partitioned into two disjoint sets based on the feature xj,.
The algorithm will then be called on each of these sets. At the first recursion, each
of the two sets will be partitioned further into two disjoint sets based on xj and
thus there will be four disjoint sets at this level. Partitioning continues recursively
in this manner for the rest of the features, except that no recursion will takeplace
on sets in which all the examplesshare the same class in which case the algorithm
will just return true in Step 1. Therefore, at the i-th level of recursion the sample
will be partitioned into at most 2i disjoint subsets. Let us denote bySi the t-th
subset in the i-th level of recursion (See Figure 13).It should be clear that for
any t1 and t2, St1 n Ste -= 0 and that UtSt = Sample, since these constitute a
partitioning of Sample. It is easy to see that the cost of running Step 1 through
Step 5 on any Si is just 0(ISi I). Therefore, the total cost of running these steps
on all the subsets in a particular level is just0(1Sample1).
Step 2 ensures that there will be no more than 'Features' levels of recur-
sion, and therefore, the overall worst-case time complexity of this procedure is
0(1SamplellFeatures1). This is only linear in the number of features and the size of
the training sample, and is certainly an improvement on the procedure of Figure 11.
4.5.3Searching For a Sufficient Subset of Features
Let us formalize the problem of searching for a subset of features that is sufficient
to construct a consistent hypothesis as follows:110
S'i) =Sample
S? S22
S21
S23 S24
Figure 13. The upper three recursion levels of the function Sufficient.111
The MIN-FEATURES Problem:
Given: A set 'K., = {x1, x2, ,x,i} of Boolean variables.
A set S = {(Xi, f(Xi))1i = 1,-,rn} where each Xi is an
assignment to the variables in V and f is some (unknown)
Boolean function.
Find: A set Q C V of minimum cardinality such that there exists
a Boolean function f' defined only on thosevariables in Q
satisfying the condition
V(Xi, f (Xi)) E S = f'(X:) = f (Xi)
where X: is the assignment to the variables in Q as specified
by Xi.
The set S can be viewed as an incomplete (or, partial) truth table Ts of the
function f defined on all the n variables in Vn. Arbitrarily filling each of the empty
entries in Ts by either 0 or 1 results in a complete truth table, which, of course,
represents some Boolean function that is consistent with S. There are certainly
many ways to complete Ts. Suppose that each wayof completing Ts is assessed
by the number of variables required to represent the resulting truth table as a
Boolean formula. The objective here is to minimize this number. That is, the goal
of the MIN-FEATURES problem is to come up with some set of variables Q of
minimum cardinality such that there exists some way to complete Ts leading to a
truth table representable as a Boolean function that uses only those variables in
the chosen Q (see the example in Figure 10).
To investigate the computational hardness of the MIN-FEATURES problem,
we draw an interesting analogy between this problemand a well-studied prob-
lem known as the "MINIMUM-SET-COVER problem" [Garey and Johnson 79].
Specifically, we show that these two problems are strongly related in the sense
that an instance of one problem can easily be transformed to an instance of the112
A
Figure 14. An example of the MINIMUM-SET-COVER problem.
other problem, and therefore, any algorithm that solves one of these problems can
immediately be turned into an algorithm that solves the other problem.
First, let us state the MINIMUM-SET-COVER problem formally.
The MINIMUM-SET-COVER Problem:
Given: A finite set A of cardinality 1.
A set B = B2,By} where B2 C A for i = 1,, v
and such that l_g_113i = A.
Find: A set B' C B of minimum cardinality such that UB,EB/ Bi =
A.
Usually, an element a E Bi is said to be covered by B. The goal is, therefore,
to come up with the fewest number of subsets from B that together cover every
element in A. Figure 14 illustrates an example of the MINIMUM-SET-COVER
problem. The reader can verify that the solution for this example is {B2, B4 }.113
A convenient way to represent an instance of the MINIMUM-SET-COVER
problem is to build a matrix with a row for each element in A and a column for
each set in B, such that an entry (i,j) is 1 if the i-th element in A is covered by
the 3-th set in B, or 0 otherwise. For the example in Figure 14, this gives
B1B2B3B4
el1 1 0 0
e20 1 1 0
e31 1 0 0
e40 1 1 1
e50 0 0 1
In this matrix representation, finding a solution means removing as manycolumns
from the matrix as possible, without letting any of the rows become all 0's.
Now, let us see how one can transform an instance of the MIN-FEATURES
problem to an instance of the MINIMUM-SET-COVER and vise versa, such that
a solution of the resulting instanceyields a solution to the original instance.
From MINIMUM-SET-COVER to MIN-FEATURES:
Let n = IBI and create n Boolean variables {x1, x2,xn} where each xi cor-
responds to Bi E B.For each element e E A, we create a negative example
(aia2a, 0), where ai = 1 if e E Bi and 0otherwise, for i , n.That
is, for each row in the matrix representationthe MINIMUM-SET-COVER in-
stance, we create a negative example (X, 0) where X is just the rowitself.In
addition, we create one positive example (000... 00,1).
In the resulting MIN-FEATURES instance, exactly one conflict can be gen-
erated for each negative example, and thus, there is one-to-one correspondence
between the conflicts to be explained in the resulting MIN-FEATURES instance
and the elements to be covered in the original MINIMUM-SET-COVER instance.
Hence, a solution to the resulting MIN-FEATURES instance immediately gives a
solution to the original MINIMUM-SET-COVER instance.114
From MIN-FEATURES to MINIMUM-SET-COVER:
The transformation in the opposite direction is quite obvious. We only need to
generate the set of all the conflicts out of the training sample, andthen construct
a matrix by letting each conflictform a row of the matrix. This matrix clearly
represents a MINIMUM-SET-COVER instance whose solutionimmediately yields
a solution to the originalMIN-FEATURES instance.
The above two-way transformation shows that the MINIMUM-SET-COVER
and MIN-FEATURES problems are computationally equivalent in that anyal-
gorithm that solves one of these problems can immediately be turnedinto an
algorithm that solves the other problem.
The MINIMUM-SET-COVER problem is known to be NP-hard[Garey and
Johnson 79].At a first glance, this may appear to mean that we have to give
up the possibility of implementingthe MIN-FEATURES bias in polynomial time
(unless P=NP). This conclusion, however, does not provide an adequate viewfor
the reason given below.
Generally, the computational complexity of an algorithm is measured in terms
of the size of its input. The NP-hardness of the MINIMUM-SET-COVERproblem
implies that (unless P=NP) there exists no algorithm that solves thisproblem in
time polynomial in v, the number of elements to be covered and 1, the numberof
subsets to be used to form a minimum cover. This in turn implies that there exists
no algorithm that solves theMIN-FEATURES problem in time polynomial in n,
the number of features and m, the number of training examples.
However, the usual practice in computational learning theory is to include s,
the complexity of the target concept, in the parameters used to assess the time
complexity of a learning algorithm. Thus, by polynomially implementing the MIN-
FEATURES bias we mean constructing learning algorithms that implement this
bias and run in time polynomial in s among other parameters. In our setting, if the
number of features relevant to the target concept is p, then the complexity of the115
concept is s = 2P +n. Therefore, being polynomialin n, m and s is equivalent to be-
ing polynomial in n, m and 2P, or any constant raised tothe power p (i.e., something
like nP, for example, is not acceptable). For theMINIMUM-SET-COVER problem,
this corresponds to the following: Given any instanceof MINIMUM-SET-COVER
that has v elements and / subsets such that there exists a coverof cardinality k, it
is desired to construct an algorithm that finds asolution in time polynomial in v, /
and 2k.
The common practice of including the target conceptcomplexity among the
parameters used to measure the computationalcomplexity of learning algorithms
is based on the assumption that an appropriate targetconcept complexity measure
is being used. A given target concept complexity measureis appropriate to a given
application domain if one can assume that the target conceptin that domain is
one of those conceptsthat are relatively less complex (i.e.simple) according to
that measure.
In our setting, a simple concept is a concept thathas a relatively small number
of relevant features. Thus, in the MIN-FEATURESproblem, it is assumed that
there exists a small subset of features that is sufficient toconstruct a hypothesis
consistent with the training sample. This in turncorresponds to restricting the
MINIMUM-SET-COVER problem to instances that have small covers,and this is
why we allow running in time exponential in p and k inthese problems.
To summarize, the relation between the MIN-FEATURESand the MINIMUM-
SET-COVER problems can be stated as follows:
Theorem 4.6 Let s denote the complexity off in the MIN-FEATURESproblem
and k be the size of the smallest cover for theMINIMUM-SET-COVER problem.
Then, the MIN FEATURES problem is solvable in timepolynomial in n, m and s
if and only if the MINIMUM-SET-COVER problem issolvable in time polynomial
in v,l and 2k.
Proof:116
Follows immediately from the two polynomial-timetransformation methods
given in page 113.
The question now becomes: Can we solve the MINIMUM-SET-COVERprob-
lem in time polynomial in v, 1 and 2k? Of course, this is morelenient compared
to requiring the running time to be polynomialin v and I only. Nonetheless, we
do not know the answer to this question. To the bestof our knowledge, such a
question has not been addressed anywhere, which,unfortunately, leaves our main
question regarding the time complexity of the MIN-FEATURESproblem open.
In -any case, linking the MIN-FEATURES problem tothe MINIMUM-SET-
COVER problem as we did here is useful in that it provides analternative avenue
in assessing the computational hardness of theMIN-FEATURES problem. More-
over, since theMINIMUM-SET-COVER problem has been addressed by many
researchers, the transformation method given in the proofof Theorem 4.6 is use-
ful because it allows the application of algorithms andideas developed for this
problem to the problem of learning in the presence of manyirrelevant features.
4.6Algorithms That Implement the MIN-FEATURES
Bias
So far, we have been mainly concerned with assessing the computationalhardness
of implementing the MIN-FEATURES bias.In this section, we look at actual
algorithms that implement this bias as efficiently as possible. Earlierin Subsec-
tion 4.5.1, we argued that constructing a consistent hypothesis from asufficient
subset of features can be done efficiently, and that the mostdifficult task in im-
plementing the MIN-FEATURES bias is the search for such asufficient subset of
features. Hence, in this section, finding a solution will be taken to mean identifying
a subset of featuressufficient to form a consistent hypothesisthat is, solving the
MIN-FEATURES problem as defined in Subsection 4.5.3.117
Algorithm FOCUS-1 (Sample)
1. If all the examples in Sample have the same class, return0.
2. Queue= {0}. /* This is a first-in-first-out data structure. */
3. Repeat
3.1. Pop the first element in Queue. Call it Parent.
3.2. If Parent = 0 then Last = 0,
else Last = the largest index of the features in Parent.
3.3. For i = Last +1 to n
3.3.1Current = Parent (Ax;} .
3.3.2If Sufficient( Current, Sample), then return Current.
3.3.3Insert Current at the tail of Queue.
end.
Figure 15. The FOCUS-1 learning algorithm.
4.6.1The FOCUS-1 Algorithm
In Subsection 4.5.2, we have seen that one can efficiently testwhether a given
subset of features is sufficient to construct an hypothesis consistentwith a training
sample. Since it is assumed that the target concept has only a few relevantfeatures,
a straightforward algorithm tosolve the MIN-FEATURES problem is to try all
subsets of features of size 0, 1, 2, 3,and so on. Because the subsets are tested
in order of increasing size, this is guaranteed to produce the smallestsufficient set
of features. An algorithm that follows this method is FOCUS-1 given in Figure 15.
This algorithm uses a first-in-first-out queue to systematically generate the subsets
of features from the smaller to the larger size. The algorithm terminateswhenever
a subset for which the testSufficient (see Figure 12) returns true is encountered.
Now, let us compute the computational complexity of FOCUS-1. Suppose that118
the target concept has p relevant features, and thus, hascomplexity s = 2'n.
Then, the algorithm will be examining all the subsets offeatures of size 1, 2, 3
up to at most p. Therefore,the number of sufficiency tests performed will be at
most
(no)(ni)(2 ) (rip)
As shown in Subsection 4.5.2, each sufficiency test coststime 0(mp), and thus,
FOCUS-1 has a worst-case time complexity of 0(mpnP).In terms of .s, this is just
O(m, log(sn)nl°g(s-n)).
4.6.2The FOCUS-2 Algorithm
Although FOCUS-1 runs in time quasi-polynomial in nand s, it is clearly imprac-
tical in applications where n and s are large. Themajor computational cost of
this simple algorithm stems from the rather blind search itperforms in the space
of feature subsets. Let us see this through the followingexample.
Example: Let the training sample be
(010100,+) (011000,)
(110010,+) (101001,)
(101111,-0 (100101,)
Then, the conflicts generated from this sample are
al= (001100) a4 = (101010) a7 = (110111)
a2 = (111101) a5 = (011011) a8 = (000110)
a3 = (110001) a6 = (010111) a9 = (001010)
It can be checked that a subset such as {x1, x3, x4} issufficient to form a
consistent hypothesis (e.g., -±i±3 Ve x4)), and that all subsets of features of
cardinality less than 3 are insufficient.
9Note that we are mainly interested in cases where p is much smaller than n.119
In the above example, FOCUS-1 tests all the
(06) (61) (26)22 subsets
of features of size 0, 1 and 2, and some of the (36) = 20 subsets of size 3 before
returning a solution. By doing so, FOCUS-1 is not exploiting all the information
given in the training sample. Consider, for instance, the conflict al = (001100).
This conflict tells us that any sufficient set of features must contain x3 or x4 in order
to explain the conflict. Hence, none of the sets {x1 }, {x2 }, {x5 }, {x6 }, {xi, x2},
fxl, x51, {xi, x6}, { x2, x5}, {x2, x6}, {x5, x6} can be solutions. Therefore, all of
these sets can immediately be ruled out of the algorithm's consideration. Many
other subsets can be similarly ruled out based on the other conflicts.
Figure 16 shows the FOCUS-2 algorithm, which takes advantage of this obser-
vation. In this algorithm, we use a first-in-first-out queue in which each element
denotes a subspace of the space of all feature subsets. Each element has the form
MA,B, which denotes the space of all feature subsets that include all of the features
in the set A and none of the features in the set B. Formally,
MA,B =IT D A,Tr1B = 0,T g {xi,x2,,xn}}-
For example, the set A6,0 denotes all possible feature subsets, the set MA,0 denotes
all feature subsets that contain at least all the features in A, and the set McB
denotes all feature subsets that do not contain any features in B.
The main idea of FOCUS-2 is to keep in the queue only the promising portions
of the space of feature subsetsi.e. those that may contain a solution. Initially, the
queue contains only the element Am, which represents the whole power set. In each
iteration in Step 4, the space represented by the head of the queue is partitioned
into disjoint subspaces, and those subspaces that cannot contain solutions are
pruned from the search.
Consider again the conflict al = (001100). Suppose the current space of possible
feature subsets is M. We know that any sufficient feature subset must contain
either x3 or x4. We can incorporate this knowledge into the search by refining M0,0
into the two subspaces M{s3},0 (all feature subsets that contain x3) andAf{x4},{x3}120
Algorithm FOCUS-2(Sample)
1If all the examples in Sample have the same class, return 0.
2. Let G be the set of all conflicts generated from Sample.
3. Queue = {.140}. I* This is a first-in-first-out data structure.
4. Repeat
4.1. Pop the first element in Queue. Call it MA,B.
4.2. Let OUT = B.
4.3. Let a be the conflict in G not explained by any of the features in
A, such that IZaBI is minimized, where Za is the set of features
explaining a.
4.4. For each x E ZaB
4.4.1. If Sufficient(A U{x}), return (A U{x}).
4.4.2. Insert MAufxbouT at the tail of Queue.
4.4.3. OUT = OUT U{x}.
end.
Figure 16. The FOCUS-2 learning algorithm.M6,5,0001100
M{s3},0000110
IVI(x3,x4),0 --÷ 110001 M{x3,x5 },{s4}
1141{XI,X3,X4}10 111{x2,x3>x4},{x1}M{x3,x4>x6},{xi>x2}
{x1, x3, x41 is sufficient
121
Mfx,mx,} * 001010
M{x4,x5},{x3}
Figure 17. An example of FOCUS-2. Rectangles indicate where the sufficiency tests occurred.
(all feature subsets that contain x4 and do not contain x3). Note that the second
subscript of M is used to keep the various subspaces disjoint.
Clearly, conflicts with fewer l's in them provide more constraints for the search
than conflicts with more l's. Hence, if the head of the queue is MA,B, then the
algorithm (Step 4.3) searches for a conflict a such that
a is not explained by any of the features in A, and
the number of l's corresponding to features that are not in B is minimized.
This conflict is then incorporated in the search in Step 4.4.
In detail, here is how FOCUS-2 behaves on the example given above. As shown
in Figure 17, the algorithm starts by processing Mco. The conflict al = (001100)
is selected in Step 4.3 and M0,0 is replaced by M{x3},0 and A/{4},{s3}. Next, for
MIx31,46, the conflict as = (000110) is selected, and M{x3,.4},0 and M{x3,T5},{.4}
are added to the queue.M{x4},{s3} is then processed with a9 = (001010) and
M{.4,,5 },{} is inserted. Finally, when M{s3,x4},96 is processed with a3 = 110001,
the algorithm terminates in Step 4.4.1 before adding Affixi,x3,x41,0 to the queue,
since {xi, xs, x4} is a solution.122
Using FOCUS-2, the number of sufficiency tests is only 7. By comparison,
FOCUS-1 must perform at least 23 sufficiency tests (to test each of the 22 subsets
of size up to 2, and at least one of the 20 subsets of size 3). Because FOCUS-2 only
prunes subspaces that cannot possibly explain all of the conflicts, it is sound and
completeit will not miss any sufficient feature subsets. Furthermore, because
it considers the subspaces MA,B in order of increasing size of A, it is guaranteed
to find a sufficient subset with the smallest possible size. Finally, of course, the
number of sufficiency tests performed by FOCUS-2 will typically be much less (and
certainly never more) than the number of tests performed by FOCUS-1.
4.6.3Time Complexity of FOCUS-2
Clearly, the improvement of FOCUS-2 overFOCUS-1in computational costs de-
pends on the availability of conflicts that lead to significant pruning. Let's use
the term weight of a conflict to indicate the number of features that explain the
conflict. Then, loosely speaking, the superiority ofFOCUS-2is contingent upon
the availability of conflicts of small weight. An unfortunate sample in which all
the conflicts are of weight close to n causes the number of sufficiency tests done by
FOCUS-2 to be close to that of FOCUS-1. Therefore, the worst case computational
complexity of FOCUS-2 should be similar to that ofFOCUS-1.
However, we can argue that the worst case situation is very unlikely to occur
in a sample of reasonably large size. This is because the probability that all the
conflicts have a large weight rapidly decreases as the size of the training sample
grows. To see this, let us assume for simplicity that the probability distribution
over the space of instances is uniform and that the target concept has p relevant
features out of n available features. Also, let q = np be the number of irrelevant
features. For convenience, we will let x1 through xq be the irrelevant features.
Suppose we draw a conflict a at random. That is, we successively draw training
examples until we get a pair of positive and negative examples from which we form
the conflict a. We will use Wa to denote the weight of a, and 1/1/', to denote the123
number of irrelevant features that explain a (i.e. the contribution ofthe irrelevant
features to the weight of a). Clearly, W. < Wa + p.
Let Y1, Y2, ,Yq be q random variables such that for each 1 < i < q, Yi is 1 if
the feature xi explains the conflict a, and 0 otherwise. M is,therefore, just the
sum Yi1/2 ++ Yq.
The value of each of the irrelevant features is totally independent fromthe class
of the example. That is, the value of an irrelevant feature in apositive example
can be 0 or 1 with equalprobability. The same thing also applies for the negative
examples. Therefore, the probability that Yi = 1 for each 1 <i < q is just 2.
147,1, can, therefore, be viewed as a binomial random variablewith q trials and
as the ratio of success. Thus,for any integer w, 0 < w < q, the probability that
there are w or more irrelevant features that explain a isgiven by
Pr[Wri, ?_ to] =(qi)(.1&i()q-i2-q(!)
=.. i =tu
Since Wa < Wap, the probability that a isexplained by wp or more features
is, therefore, bounded as follows:
q
Pr[Waw< 2-q E .
z i=w
Thus, if we have I independently drawn conflicts, then the probabilitythat all of
these conflicts have weight no less than wp is at most
f2-q E(q)11
i.-_w
which is rapidly diminishing as 1 increases.
To clarify this, let us look at a numerical example. Suppose n = 20 and p = 5
(i.e. the target concept has 5 relevant features out of 20 availableones). Letting
w = 6, the probability that arandomly drawn conflict has weight larger than 10
is at most
15 (15)
2-15 E 0.85
i=6124
Table 3. The number of the relevant features in the target concepts.
Concept 123456789
Relevant Features555666777
Total Features 152025152025152025
Therefore, if we have 20 independently drawn conflicts, thenthe probability that
all of these conflicts are of weight greater than 10 is at most(0.85)200.039. If
the number of conflicts is increased to 40, this probabilityreduces to (0.85)'
0.0015. Further, with 60 independent conflicts, thisprobability becomes at most
(0.85)605.82 x
These numbers show that it is almost certain that a trainingsample of rea-
sonable size contains conflicts that enable FOCUS-2 toattain significant cuts in
the search space, and thus to outperform FOCUS-1 in termsof the amount of
computation required.
4.6.4Empirical ComparisonBetween FOCUS-1 and
FOCUS-2
To compare the computational costs of FOCUS-1 and FOCUS-2, wehave imple-
mented and tested the two algorithms on 9 different target concepts. The concepts,
numbered as Concept 1 through Concept 9, were chosen randomly but suchthat
the number of the relevant features in each concept is as given in Table3.
For each of the concepts, the experiment was conducted by randomlydrawing
(under the uniform distribution, sampling with replacement) a sample of size m,
where m was varied from 10 to 220 examples. For each training sample,the two
algorithms were run and the sufficiency tests performed by each algorithm were
counted. For each sample size, the number of sufficiency tests performed byeach
algorithm was averaged over 10 runs. The tables in Figure 18 show the results for
each of the 9 concepts. These tables list the number of sufficiency tests performed125
by FOCUS-1 and FOCUS-2 and the ratio of these for eachsample size.
The general observation is that FOCUS-2 outperforms FOCUS-1by roughly
two orders of magnitude for the nine concepts wehave tested.It is interesting
to note that the number of sufficiency tests doneby FOCUS-1 remains steady
regardless of the training sample size, since this algorithmalways follows the same
steps regardless of the contents of thesample. FOCUS-2, on the other hand,
makes a fewer sufficiency tests as the number of trainingexamples increases. This
is because with a larger sample there is a greater chanceof getting conflicts of small
weight, and consequently, a better chance for significantreduction in the number
of sufficiency tests needed.
Before ending this section, we should mention that,although FOCUS-2 per-
forms a significantly smaller number of sufficiency teststhan FOCUS-1, finding the
best conflict each time in Step 4.3 of FOCUS-2 does not comefor free. To include
this overhead in the comparison, one needs to measurethe actual execution time
of each algorithm. Experiments of this type will bereported later in Section 5.5.
In addition to FOCUS-1 and FOCUS-2, the experimentsinclude a heuristic we
call the "Weighted-Greedy" Algorithm to be introducedin the next chapter.
4.7Summary
The goal of this chapter was to study the problem of learningBoolean concepts in
domains where many irrelevant features are assumed to be presentin the training
examples. We introduced and studied the MIN-FEATURES biaswhich prefers
consistent hypotheses definable over as few features as possible.
We analyzed the sample complexity of anyprobably-approximately correct
(PAC) learning algorithm that implements the MIN-FEATURESbias.It was
shown that
(1In-I-1[2Pp In n])
e8e
training examples are required to PAC-learn a binary concept involving pinput126
Conceptl: 5 out of 15 Concept2: 5 out of 20 Concept3: 5 out of 25
Ex'sFOCUS-1FOCUS-2RatioFOCUS-1FOCUS-2RatioFOCUS-1FOCUS-2Ratio
20 1292.2 88.2 14 2331.5 208.5 11 3939.3 507.2 7
60 3419.7 59.0 57 13868.3 38)3.9 36 43477.2 1708.5 25
100 4069.2 40.8 99 15555.7 209.9 74 47455.1 960.7 49
140 3792.9 19.7 192 15891.9 159.7 99 41603.3 669.1 62
180 3578.4 17.1 209 14564.4 123.2 118 46626.3 505.8 92
220 2970.2 12.8 232 9723.7 70.3 138 51285.2 477.7 107
Concept4: 6 out of 15 Concept5: 6 out of 20 Concept6: 6 out of 25
Ex'sFOCUS-1FOCUS-2RatioFOCUS-1FOCUS-2RatioFOCUS-1FOCUS-2Ratio
20 979.7 77.1 12 1628.1 167.7 9 2770.2 366.7 7
60 7069.8 122.7 57 42580.1 986.0 43 155010.7 6253.7 24
100 8511.6 66.9 127 47001.1 602.3 78 186207.8 2978.3 62
140 7914.6 27.1 292 46531.1 401.0 116 162895.7 2559.4 63
180 7790.7 16.1 483 43706.8 245.1 178 175410.5 1550.6 113
220 6639.2 13.1 506 32274.1 155.6 207 192860.4 1412.2 136
Concept7: 7 out of 15 Concept8: 7 out of 20 Concept9: 7 out of 25
Ex'sFOCUS-1FOCUS-2RatioFOCUS-1FOCUS-2RatioFOCUS-1FOCUS-2Ratio
20 1024.3 95.6 10 1942.4 218.0 8 2913.4 372.5 7
60 7358.1 128.2 57 42675.1 1017.0 41 161003.9 6315.0 25
100 13736.7 129.0 106 113473.4 1631.2 69 508762.7 11087.8 45
140 13176.3 52.2 252 106263.5 823.2 129 494819.7 6828.1 72
180 13394.4 32.2 415 103811.1 546.3 190 545982.1 4121.1 132
220 12514.5 23.1 541 81521.9 345.2 236 539462.1 3839.6 140
Figure 18. Comparison between FOCUS-1 and FOCUS-2. For each target concept, the figures
indicate the number of sufficiency tests done by each algorithm, and the ratio of that number for
FOCUS-1 to FOCUS-2. For each sample size, the results are averaged over 10 runs.127
features (out of a space of n input features) with accuracy parameterand confi-
dence parameter S. In this bound, the total number of availablefeatures n appears
only logarithmically. Hence, if there are k irrelevantfeatures, it only costs us a
factor of In k training examples to detect and eliminatethem from consideration.
The computational complexity of implementing theMIN-FEATURES bias was
discussed by showing an equivalence relationship betweenimplementing this bias
and solving the MINIMUM-SET-COVER problem.Following this analysis, we
have introducedFOCUS-1andFOCUS-2,which are two algorithms that imple-
ment the MIN-FEATURES bias. FOCUS-1 wasanalytically shown to be a quasi-
polynomial time algorithm whileFOCUS-2was empirically shown tobe substan-
tially more efficient than FOCUS-1.128
Chapter 5
Learning With Many Irrelevant Features:
Approximation Methods
5.1Motivation
Exact implementation of the MIN-FEATURES bias (as done by the FOCUS-1 and
FOCUS-2 algorithms given in the previous chapter) in domains with large numbers
of features can be computationally infeasible. In such cases, one may be willing to
employ efficient heuristics that provide good but not necessarily optimal solutions.
The goal of this chapter is to study learning algorithms that approximate the
MIN-FEATURES biasthat is, algorithms which produce hypotheses that use a
number of features that is reasonably close to the minimum possible while being,
at the same time, computationally efficient.
Previously in Theorem 4.1, we have derived the sample complexity, or the
number of training examples sufficient to learn, when the learning algorithm is
implementing the exact MIN-FEATURES bias. The first question one should ask
here is what happens to this sample complexity if the learning algorithm only
approximates the MIN-FEATURES bias?
Let us say that a learning algorithm L w-approximates the MIN-FEATURES
bias, if for any training sample S, L returns an hypothesis that is consistent
with S and defined using at most cop features, where p is the number of fea-
tures used in defining the hypothesis of an algorithm that implements the exact129
MIN-FEATURES bias when given S. Then, we can easily generalize Theorem 4.1
as follows:
Theorem 5.1 Let Cnsbe the set of concepts defined on n features with complexity
at most s.Then, under any probability distribution D over the space of objects,
any n > 1, any c and S such that 0 < ,S < 1and any concept c E Cn,,, a sample
of size
1In1+1[co log2(sn) ln n + (sn)w ln 2]
c8 c
is sufficient to guarantee that any algorithm co-approximating the MIN-FEATURES
bias learns c with respect to c, S and D.
Proof:
We follow the same steps as in the proof of Theorem 4.1. For any target concept
defined on p features (that is, any concept of complexity s = 2P +n), the hypothesis
of any algorithm that w-approximates the MIN-FEATURES bias must be defined
on at most wp features. The numberof concepts one can define on at most wp
specific features is 22' .Also, there are (wp) ways to choose wp out of n features.
Therefore, the size of the hypothesis space of the algorithm is at most
wp22wP
n'T22wP
log2 (s-n)2(s-n)"
Substituting in the sufficient sample size given by Lemma 4.1 we get
1In
8
1+1[co log2(sn) In n.+ (snr In 2]
c
as desired.
Clearly, Theorem 5.1 is a generalization of Theorem 4.1 since in this latter
theorem w is just set to 1. It is interesting to note that the sample complexity of any
algorithm that co-approximates the MIN-FEATURES bias for some w independent
of n, remains logarithmic in n.130
Another important implication of Theorem 5.1 is the trade-off between the
sample complexity of a learning algorithm and the degree to which it approximates
the MIN-FEATURES bias.Since better approximation naturally means higher
computational costs, this in turn implies a trade-off between the sample and com-
putational complexities of algorithms that approximate the MIN-FEATURES bias.
That is, we can choose to have a learning algorithm that is computationally efficient
but requires a large amount of training data, or vice versa. Hence, Theorem 5.1
tells us that the topic of this chapterseeking efficient approximation algorithms
for the MIN-FEATURES biasis well-motivated.
At first glance, it may appear that there are already many algorithms that
approximate the MIN-FEATURES bias. For example, ID3 [Quinlan 86] has a bias
in favor of "small" decision trees, and small trees would seem to test only a subset
of the input features.In this chapter, we will present experiments comparing
the FOCUS algorithms introduced in the previous chapter to ID3 and FRINGE
[Pagallo and Haussler 90]. These experiments demonstrate thatdespite common
beliefID3 and FRINGE are not good implementations of the MIN-FEATURES
bias. These algorithms often produce hypotheses as output that are much more
complex (in terms of the number of input features used) than the hypotheses found
by the FOCUS algorithms.
We will then introduce a collection of candidate heuristics that approximate the
MIN-FEATURES bias with various degrees of success. The validity of these heuris-
tics is assessed by empirically comparing them to the ID3, FRINGE, FOCUS-1 and
FOCUS-2 algorithms. We will show that one of our heuristics (the "Weighted-
Greedy" algorithm) provides excellent approximation to the FOCUS algorithms
while being substantially more efficient than these algorithms131
5.2Feature Selection in Pattern Recognition
The task of selecting a subset of the available features that meets a given criterion
has long been known in the field of pattern recognition as the problem of "feature
selection" or "dimensionality reduction." However, most of the work in that area
seeks to enhance the computational efficiency of particular classifiers while leaving
their accuracy unaffected, whereas the goal of this chapter is to improve the accu-
racy of the classifier (which can be anyBoolean function) by selecting the minimal
number of features.
The typical case studied in pattern recognition involves a classifier that is capa-
ble of performing quite well without feature selection (i.e., using all of theavailable
features). However, for ease of hardware implementation and speed of processing,
it is necessary to reduce the number of features considered by the classifier.Gen-
erally, the classifiers studied in pattern recognition have the so-called monotonicity
property ([Narendra and Fukunaga 77]) that as the number of features isreduced,
the accuracy decreases. The goal of feature selection there is to eliminate as many
features as possible without significantly degrading performance.
Most feature selection criteria in pattern recognition are defined with respect
to a specific classifier or group of classifiers. For example, [Kitt ler80] shows meth-
ods for selecting a small subset of features that optimizes the expected error of the
nearest neighbor classifier. Similar work has addressed feature selection for the Box
classifier [Ichino and Sklansky 84a], the linear classifier [Ichino and Sklansky 84b]
and the Bayes classifier [Queiros and Gelsma 84]. Other work (aimed at remov-
ing feature redundancy when features are highly correlated) is based on per-
forming a principal components analysis to find a reduced set of new uncorre-
lated features defined by combining the original features using the eigenvectors
[Morgera 86, Mucciardi and Gose 71].
To our knowledge, the problem of finding the smallest (or nearly-smallest)
subset of Boolean features that is sufficient to construct a consistent hypothesis132
(regardless of the form of the hypothesis)which is the topic of this chapterhas
not been addressed.
5.3How Good Are ID3 and FRINGE in Handling Irrel-
evant Features?
Several learning algorithms appear to have biases similar to the MIN-FEATURES
bias. In particular, algorithms related to ID3 [Quinlan 86] (see Section 2.5) attempt
to construct "small" decision trees. These algorithms construct the decision tree
top-down (i.e., starting at the root) by recursively splitting the sample on one of the
features, and they terminate as soon as they find a tree consistent with the training
examples. The feature tested at each node is chosen by measuring the mutual
information between the value of this feature as observed in the training examples
and the classification of these examples. In a sense, this criterion measures the
estimated relevance of a feature to the target concept, and thus, a feature that
is totally irrelevant to the target concept is not expected to be selected. Hence,
the ability of these algorithms to handle the irrelevant features has never been
questioned.
In this section, we test these algorithms to see how well they learn in situa-
tions where many irrelevant features are present. In particular, we compare three
algorithms:
1. ID3: As described in Section 2.5, resolving ties randomly when two or more
features look equally good.
2. FRINGE: As described in Section 2.6, with the maximum number of iter-
ations set to 10.
3. FOCUS -ID3: First, a minimum set of features sufficient to produce a
consistent hypothesis is obtained as in the FOCUS-1 or FOCUS-2 algorithms133
described in Section 4.6.10 After finding a minimal-size subset of relevant
features, the training examples are filtered to remove all irrelevantfeatures.
The filtered examples are then given to ID3 to construct a decision tree.
We consider three evaluation criteria: coverage, sample complexity,and error
rate. The coverage of a learning algorithm was defined inChapter 3 as the number
of distinct concepts that can be learned from a training sampleof size m for
given accuracy and confidence parametersand S. The sample complexity of an
algorithm L for a set of concepts C is the smallest sample size sufficient toenable
L to learn every concept in C for given values of f and 8. Finally,the error rate for
an algorithm on a given conceptis measured as the probability that a randomly
chosen example would be misclassified by the hypothesis outputby the algorithm.
Since our objective is to evaluate the learning performance in domainswhere
many of the available features areirrelevant to the target concept, we have special-
ized the above criteria in the following manner. First, conceptswith i1 relevant
features are not counted in the coverage of an algorithm unless all conceptsof i
or fewer features are learned aswell. If this condition is not included, there exist
trivial algorithms that can attain high coverage while learning only veryuninter-
esting concepts (see Section 3.8 for details). Second, for the samplecomplexity
measurement, we choose C to be a set of concepts with only p orfewer relevant
features where p is small compared to the number of the availablefeatures. Fi-
nally, in measuring the error rates of the three algorithms, the target conceptis
chosen randomly from those concepts defined only on a small subset of the available
features.
One technical problem in performing our experiments is the immense amountof
computation involved in the exact measurement of coverage and samplecomplexity
when the number of features is large. Therefore, we employed the two techniques
described in Section 3.5 to reduce the computational costs of these measurements:
10Note that the FOCUS-1 and FOCUS-2 algorithms are equivalent in terms of their input-output
characteristics. They differ only in time complexity.134
First, we exploited the fact that each of the three algorithms is symmetric
with respect to permutations and/or negations of the features.
Second, we resorted to statistical approximation in deciding whether an al-
gorithm successfully learns a given concept by running the algorithm on a
large number of randomly-chosen samples rather than the set of all possible
samples. However, unlike Subsection 3.5.1, we considered only two outcomes:
A concept was considered learned by the algorithm if the algorithm returns
an e-close hypothesis for a fraction at least (18) of the training samples.
Otherwise, the concept was considered unlearned. The number of training
samples tested per concept was 10,000 or 100,000 depending on the exper-
iment. These numbers were observed to be large enough to yield reliable
decisions.
5.3.1Experiment 1: Coverage
In this experiment, we measured the MIN-FEATURES-based coverage of each of
the three algorithms.For each algorithm, we counted the number of concepts
learned in order as a function of the size m of the training sample. The learning
parameters were n = 8, e = 0.1, 6. = 0.1 and m varying. The number of samples
tested per concept was 10,000. Figure 19 shows the result of this experiment.
5.3.2Experiment 2: Sample Complexity
In this experiment, we estimated the sample size needed to learn all concepts
having 3 or fewer relevant features out of a total of 8, 10, or 12 available features.
As before, e and S were 0.1.
The experiment was conducted by testing each algorithm against every concept
in the collection for some sample size 7n. The value of m is then increased or
decreased depending on whether the algorithm fails or succeeds in learning all the
concepts in the collection. We started this experiment by running the algorithms109
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Figure 19. Coverage of the three algorithms for n = 8 and e = S = 0.1.
Table 4. Sample complexity results.
No. featuresID3FRINGEFOCUS+ID3
8 194 52 34
10 648 72 40
12 2236 94 42
on a reasonable number (a few thousands) of trainingsamples per concept to get
rough estimates on the sample complexity. These estimates were then refined by
testing 100,000 training samples per concept.
The results of this experiment are shown in Table 4.
5.3.3Experiment 3: Error Rates
In the previous experiments we were looking at the "worst case" performance of
the learning algorithms. That is, given a reasonable sample size, an algorithm may
learn all the concepts under consideration with the exception of a few that requireA
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Figure 20. Learning curve for the randomly chosen concept f(xi, ..., xis) = x1x2x3e4 V
xix2x3x4x5 V s1x2x3x4x5 V x1e2x3 V x1i2x3x4 V Y1x2x3x4x5V .f1x2x3x4x5 V x1x2x3x4 V
-i.x--3x4x5 V f1x-34Z5 which has 5 relevant features out of 16.
a substantial increment inthe sample size. Such an algorithm could exhibit poor
performance in the previous two experiments. The purpose of thisexperiment is
to perform a kind of "average case" comparison betweenthe three algorithms. The
procedure is to plot the learning curve (sample size vs. accuracy) forrandomly
chosen concepts with few relevant features.
We randomly selected 100 concepts each having at most 5 relevant features out
of 16 available features. For each of these concepts, we measuredthe accuracy
of the hypotheses returned by the three algorithms while successivelyincreasing
the sample size. For each value of m, the accuracy rate was averaged over100
randomly chosen samples.
Figure 20 shows a pattern typical of all learning curves that we observed.
5.3.4Experiment 4: Random Irrelevant Features
The goal of this experiment was to see how the three algorithms are influenced
by the introduction of additional (irrelevant) features whose values are assignedA
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Figure 21. Accuracy of the three algorithms on a randomly chosen concept-sample pair as more
irrelevant random features are introduced. The sample size was 100.
at random. For this purpose, we choose a concept-samplepair at random, and
measure the accuracy of thehypothesis returned by each algorithm while adding
more and more irrelevant features tothe sample. The concepts chosen have 5
relevant features out of 8. The sample size was chosen such that all threealgorithms
are reasonably accurate when testedusing only the 8 starting features. A sample
of this size is chosen randomly and then augmented by successively adding random
features to bring the total number of features up to n = 16. For each value of ?I,
the accuracy is averaged over 100 runs.
This experiment was repeated on 100 concept-sample pairs. A typical result
of these runs is shown in Figure 21. A complete list of the results for all the 100
tested concept-sample pairs can be found in the appendix.
5.3.5Discussion
These experiments show conclusively that the biases implemented by ID3 and
FRINGE, though they may be interesting and appropriate in many domains, are138
not good approximations of the MIN-FEATURES bias.The final experiment
shows this most directly. Using the MIN-FEATURES bias,FOCUS-FID3 main-
tains a constant, high level of performance as the number ofirrelevant features is
increased. In contrast, the performance of ID3 and FRINGEsteadily degrades.
This occurs because ID3 and FRINGE are proposing hypothesesthat involve many
extra features (or perhaps different features) than thoseused by FOCUS-VID3.
This also explains the results of Experiments 1, 2, and 3.In Experiment 2,
we see that many moretraining examples are required for ID3 and FRINGE to
find good hypotheses.These extra training examples are needed to force the
algorithms to discard the irrelevant features. This also meansthat, for a fixed
sample size, ID3 and FRINGE can learn many fewer concepts(with respect to
the MIN-FEATURES learning behavior), as shown in Experiment1. Experiment
3 shows that if the MIN-FEATURES bias is appropriate,then FOCUS -}-ID3 will
give much better generalization performance than eitherID3 or FRINGE.
As a final remark, it should be noted that both the averageand worst-case
performance of FRINGE were much better than that of ID3.
5.4Heuristics for the MIN-FEATURES Problem
The experiments of the previous section demonstrate the necessityof designing
efficient learning algorithms that perform well in domains where manyirrelevant
features are present since, as these experiments show, ID3 and FRINGEperform
quite poorly in such domains.
In this section, we describe and evaluate three algorithms thatapproximate
the MIN-FEATURES bias. Each of these algorithms implements aniterative pro-
cedure where in each iteration the feature that seems most promising isadded
to the partial solution. This continues until a sufficient setof features is found.
The resulting solution is, therefore, correct but not necessarily minimal.The only
difference between the three algorithms is the criterion used in selecting thebest139
feature in each iteration.
5.4.1The Mutual-Information-Greedy Algorithm
Suppose we are looking at a training sample S and a set Q of features. There are
21QI different assignments to the features in Q. Imagine that the training sample
is partitioned into 21Q1 groups such that the examples in each group have the same
truth assignment to the features in Q. Let us denote by pi the number of positive
examples in the i-th group, and by ni the number of negative examples in that
group.
Now, if the examples in each group are either all positive or all negative (i.e.,
if for every i,pini = 0), then this means that, for any example inthe training
sample, the values of the features in Q determine the class of the example. In
other words, Q leaves no uncertainty about the classification of the examples of
the training sample, and therefore, Q must be sufficient to form a hypothesis
consistent with the sample.
However, if any of the 21Q1 groups contains a mixture of positive and negative
examples, then Q is insufficient, since it does not remove all the uncertainty. A
well-known method to measure such uncertainty is the use of the entropy function
[Abramson 63]. In this case, the amount of uncertainty left by a set Q is given by
21Q1-1
Entropy(Q)--= y"
f-7.:_o
Pi + ni
log2
P1+
'Sample!pi + ni pi + ni
ni ni
to
ni
I(5.15)
Pi + ni pi + ni
with the convention that a log2 a = 0 whenever a = 0.
This measure of uncertainty can be used to determine the most promising
feature as follows. The relevance of a feature xi to the target concept is assessed
by the amount of reduction in uncertainty obtained by adding xi to the current
partial solution. Thus, if the current set of features is Q, then the score of xi is
computed as Entropy(QU{xi}). As the best feature, we choose xi as the feature140
Algorithm: Mutual-Information-Greedy(Sample)
1. Q =q.
2. Repeat until Entropy(Q) = 0:
2.1. For each feature xi, let score,. =Entropy(Q (J {xi}).
2.2. Let best be the feature with the lowest score.
2.3. Q = QUI best }.
'end.
Figure 22. The Mutual-Information-Greedy algorithmAn abstract version.
that minimizes this quantity.
The above criterion for selecting the most promising feature is used in ourfirst
heuristic which we call the "Mutual-Information-Greedy" algorithm.An abstract
description of this algorithm is given in Figure 22. In thisimplementation, the
entropy function for a set Q can be computed directly as givenby equation (5.15),
by splitting the training sample based on Q into the21Q1 groups and then computing
the summation. However, to be more efficient, one should exploit thefollowing:
Features are progressively added to the current solution Q. Once a feature
is added to Q, it is never removed. Therefore, the splitting information from
one iteration should be kept tobe used for computing Entropy(QU{xi}) in
the succeeding iteration.
If the examples in the i-th group of the splitted sample are all positive or
all negative (i.e., if pini = 0.), then this group does not contribute to the
summation in equation (5.15) since in this case
Pi pi
to p`= 0
+ ni Pi + ni141
and
nl
log2
ni= 0 .
Pini Pi + ni
This is also true if the group is empty. As a result, one should ignore any
group that is empty or havingexamples that are all of the same class.
A more detailed implementation of the Mutual-Information-Greedyalgorithm
that is based on these efficiency considerations is given inFigure 23.In this
implementation, S is a set of sets that contains the splittinginformation of the
training sample. Initially, S has only one element which is thetraining sample
itself, and the current partial solution Q is empty. Then, whenever a newfeature
xi is added to Q, each set sin S is partitioned into two sets so and si. These are
the sets of training examples in s that have xi = 0 and 1,respectively. The element
s is then replaced inthe set S by so and .si.However, we neglect any of these
two sets if it is empty or contains examples that areall of the same class. In this
way, at any particular point ofthe algorithm, the set S contains only non-empty
sets that have a mixture of positive and negative trainingexamples. These are the
only sets needed for entropy computation. The reader canconfirm that the score
of a feature xi (as computed in Step 2.2.2.7 of thealgorithm) is equivalent to the
quantity Entropy(QU{xi}) when the loop of Step 2.2.2 terminates.
5.4.2The Simple-Greedy Algorithm
The relation between the MIN-FEATURES problem and theMINIMUM-SET-
COVER problem has been discussed in detail in Subsection 4.5.3.In Subsec-
tion 4.5.2, we have defined a conflict generated from a pair of negativeand positive
examples as an n-bit vector in which the i-th bit is 1 if and only if the feature xihas
non-matching values in the two examples. If the i-th bit of a conflict is 1, then the
conflict is said to be explained by the feature xi. According to Corollary 4.1, a setof
features is sufficient to construct an hypothesis that is consistent with the training
sample if and only every conflict generated from the sample must be explainedby142
Algorithm: Mutual- Information- Greedy(Sample)
1.Q = 0, V = {xi, x2, x3,,xn}, S = {Sample }.
2.Repeat until S is empty:
2.1. Best-Score = oo.
2.2. For each xi E V :
2.2.1. Score = 0 .
2.2.2. For each s E 5:
2.2.2.1. po = # of positiveexamples in s with xi = 0.
2.2.2.2. no = # of negative examples in s with xi = 0.
2.2.2.3. p1 = # of positiveexamples in .s with xi = 1.
2.2.2.4. ni = # of negative examples in .s with xi = 1.
2.2.2.5. eo =PO g 2 p(4%,0 + logePorno
2.2.2.6. el = log
222-- + 1-q log
2--al' --.
7,11-ni Pi+niPi+ni
2.2.2.7. Score = ScorePol-no [eo
'sample'
2.2.3If Score < Best-Score then
2.2.2.1 Best-Feature = xi.
2.2.2.2 Best-Score = Score.
2.3. For each s E 5:
2.3.1. Partition s into so and si, which are the sets of examples
with Best-Feature = 0 and 1, respectively.
2.3.2. Replace s in S by so and .si. However, if any of so and siis
empty or contains only examples of the same class, then it
should not be added to S.
2.4. Remove Best-Feature from V.
2.5. Add Best-Feature to Q.
3.Return Q.
Figure 23. The Mutual-Information-Greedy algorithmA detailed version.143
Algorithm: Simple- Greedy(Sample)
1. Q =q.
2. Let A be the set of all conflicts generated from Sample.
3. Repeat until A is empty:
3.1. For each feature xi, let score; = the number ofconflicts
explained by xi.
3.2. Let best be the feature with the highest score.
3.3. Q = QU{ best }.
3.4. Remove from A all the conflicts explained bybest.
end Simple-Greedy.
Figure 24. The Simple-Greedy algorithmAn abstract version.
some feature in the set. Theequivalence between the MIN-FEATURES and the
MINIMUM-SET-COVER problems was drawn by letting "explaining aconflict by
a feature" in the firstproblem correspond to "covering an element by one of the
given subsets" in the second problem.
Our second heuristic for approximating the MIN-FEATURESbias originates
from a popular greedy heuristic that approximates theMINIMUM-SET-COVER.
This heuristic chooses the subset that covers the largest numberof elements that
are not yet covered by thesubsets chosen so far. For the MIN-FEATURES prob-
lem, this corresponds to choosing the feature that explains themaximum number
of conflicts that are not explained by the features in the currentpartial solution.
Figure 24 describes an abstract implementation of this heuristicwhich we call the
"Simple-Greedy" algorithm.
For the sake of computational efficiency, it should be noted thatcomputing the
score of a feature in thisalgorithm does not require the knowledge of the set of
conflicts itself but only the number of these conflicts. For a trainingsample of a144
large size, constructing a list of all conflicts is rather expensivesince it takes time
quadratic in the number of examples in the sample. On theother hand, counting
the number of conflicts generated from a given set ofexamples can be done in
linear time since all what we need to do is to compute thenumber of positive and
negative examples in the set and multiply these.
With this observation, we can compute the score of eachfeature as follows.
Suppose that Q is the set of features that have been selected sofar.For each
of the 21Q1 truth assignments to the features in Q, thetraining sample can be
partitioned into 21Q1 groups such that all the examples in thei-th group have the
i-th truth assignment of the features in Q. Clearly, anyconflict that is generated
from two examples in two different groups must be explainedby some feature in
Q, and thus, the conflicts that are yet to be explained areonly those generated
from pairs of examples that belong to the same group.Therefore, to compute the
score of a feature xj, weonly need to find the number of conflicts that remain
unexplained after adding xi to Q. This can be computed asfollows:
21Q1_1
=o =0 score, -= pi 3 ni 3-I- pi ni (5.16)
i=o
where piz'' and 7-2,73 =a denote the number of positive andnegative examples, in
the i-th group such that the value of the feature xi in eachexample is a, for a = 0
or 1. The feature with theleast score (i.e., the one that leaves the least number of
conflicts unexplained) is selected.
A detailed implementation of the Simple-Greedy algorithm based onthe above
ideas is given in Figure 25. Note that this algorithm is identical tothe Mutual-
Information-Greedy algorithm given in the previous subsection except for the score
calculation.
5.4.3The Weighted-Greedy Algorithm
In the Simple-Greedy algorithm, every conflict contributes a unit increment tothe
score of each feature that explains theconflict. Our third approximation algorithm,145
Algorithm: Simple- Greedy(Sample)
1. Q = 0, V = {xi, x2, x3,,x7,},S = {Sample}.
2. Repeat until S is empty:
2.1. Best-Score = co.
2.2. For each xi E V :
2.2.1. Score = 0 .
2.2.2. For each s E 5:
2.2.2.1. po = # of positiveexamples in s with xi = 0.
2.2.2.2. no = # of negative examples in s with xi = 0.
2.2.2.3. p1 = # of positiveexamples in s with xi = 1.
2.2.2.4. n1 = # of negative examples in s with xi = 1.
2.2.2.5. Score = Score +pono + pin1
2.2.3If Score < Best-Score then
2.2.2.1 Best-Feature = xi.
2.2.2.2 Best-Score = Score.
2.3. For each s E 5:
2.3.1. Partition s into so and si, which are the setsof examples
with Best-Feature = 0 and 1, respectively.
2.3.2. Replace s in S by so and si. However, if anyof so and siis
empty or contains only examples of the same class, thenit
should not be added to S.
2.4. Remove Best-Feature from V.
2.5. Add Best-Feature to Q.
3. Return Q.
end.
Figure 25. The Simple-Greedy algorithmA detailed version.146
which we call the "Weighted-Greedy" algorithm, works similarly except that the
increment per conflict is not fixed, but depends on the number of features that
commonly explain the conflict. The idea is that a feature that explains a conflict
that is not explained by many other features should get more credit, and vice versa.
For example, if al = (00110000) and a2 = (11110011) are two conflicts, then the
contribution of al to the scores of the features x3 and x4 should be higher than
the contribution of a2 to the scores of the features {x1, x2, x3, x4, x7, x8}. This is
because al is explained by only 2 features which makes it harder to explain than
a2 which is explained by as many as 6 features.
In the "Weighted-Greedy" algorithm, we let the increment caused by a conflict
y to the scores of the features that explain y be
1
Wy 1
where Vily is the number of features that explain y. Under this heuristic, when a
feature xi explains a conflict a, the contribution of a to the score of xi is inversely
proportional to the number of other features that explain a.If only a few other
features explain a then xi receives high credit for explaining a. In the extreme case
where a is exclusively explained by xi, the score of xi becomes oo. This causes the
feature to be included in the solution with certainty (which is, of course, the right
action).
The complete details of the Weighted-Greedy algorithm are given in Figure 26.
Unfortunately, unlike the Simple-Greedy algorithm, there seems to be no obvi-
ous way to implement this algorithm without actually constructing the set of all
conflicts out of the given training sample. This causes the algorithm to run in
time quadratic in the size of the training sample, which makes it computation-
ally more expensive than the Mutual-Information-Greedy and the Simple-Greedy
algorithms.147
Algorithm: Weighted- Greedy(Sample)
1. Q
2. V = {xi,x3,,xn}.
3. Let A be the set of all conflicts generated fromSample
4. For each conflict y E A
4.1 Let % be the number of features that explain y.
4.2 Let weighty =
5. Repeat
5.1 For each xi E V, let scores, = 0.
5.2 For each y E A
5.2.1 For each xi E V that explains y, let
scorer, = scores,+ weighty
5.3 Let Best-Feature be the feature with the highest score.
5.4 Q = Q U{B est-Feature} .
5.5 Remove Best-Feature from V.
5.6 Remove from A all the conflicts explained byBest-Feature.
until A is empty.
6. Return Q.
end.
Figure 26. The Weighted-Greedy algorithm.148
5.4.4Experimental Evaluation of the Three Heuristics
To see how well each of our three heuristics approximates the MIN-FEATURES
bias, we have repeated the experiments of Subsections 5.3.2 through 5.3.4 on these
algorithms. Just as with the FOCUS algorithms, these heuristics only return a
subset of features that is sufficient to construct an hypothesis consistent with the
training sample. In the experiments reported here, the hypothesis is constructed
by first filtering the training sample to remove all the features that are not in the
selected set of features. The filtered examples are then given to ID3 to construct
a decision tree.
The results of the sample complexity estimation experiment (Subsection 5.3.2)
are shown in Figure 27. These results show that all the three heuristics improved
the performance of ID3 and that the performance of Weighted-Greedy algorithm
was very close to that of the FOCUS algorithms. This was followed by FRINGE,
Simple-Greedy, and then Mutual-Information-Greedy.
A typical pattern of the results of the error rate estimation experiment (Sub-
section 5.3.3) is shown in Figure 28. As a way to combine the results for all 100
concepts, we have measured the difference in accuracy between FOCUS+ID3 and
each of the other algorithms, for each sample size, and averaged that over all 100
target concepts. The result is shown in Figure 29.
The results of this experiment show again that the learning curve of the Weighted-
Greedy algorithm is the closest to that of FOCUS+ID3. In contrast, both 1D3 and
FRINGE performed quite badly, although FRINGE performed better than ID3
in general. The performance of the Mutual-Information-Greedy and the Simple-
Greedy algorithms were inferior to that of Weighted-Greedy, but considerably bet-
ter than ID3 and FRINGE.
The relative performance of each of the three heuristics in the experiment of
Subsection 5.3.4 (measuring the influence of random irrelevant features) varied
depending on the concept-sample pair being tested. Figures 30 and 31 show theE
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Figure 27. The number of examples needed to learn all the concepts with 3 relevant features out
of 8, 10 and 12 available features. The names of the Mutual-Information-Greedy, Simple-Greedy,
and Weighted-Greedy algorithms are abbreviated as MIG, SG, and WG, respectively.A
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Figure 28. Learning curve for the randomly chosen concept f(xi,xis) = x1x2x3e4 V
x1x2x3x4x5 V x1x2f3x4x5 V xle2x3 V s1i2i3x4 V.x1x2x3x4x5 V x1x2x3x4x5 V i1f2x3x4
V e1e3x4s5 V t1x-3x-4f5 which has 5 relevant features out of 16.The names of the Mu-
tual-Information-Greedy, Simple-Greedy, and Weighted-Greedy algorithms are abbreviated as
MIG, SG, and WG, respectively.f
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Figure 29. The difference between the accuracy of FOCUSand the accuracy of the other al-
gorithms averaged over all the randomly chosen 100 target concepts.The names of the Mu-
tual-Information-Greedy, Simple-Greedy, and Weighted-Greedyalgorithms are abbreviated as
MIG, SG, and WG, respectively.
results for two typical cases. A complete list of theresults for all the 100 tested
concept-sample pairs can be found in the appendix.
Figure 30 illustrates the results for roughly onethird of the concept-sample
pairs we have tested. For these cases, ID3 and FRINGEhave shown high sensitiv-
ity to the introduction of irrelevant features. The accuracyperformance of these
two algorithms continued to degrade as thetotal number of features increased. In
contrast, the performance of all three approximationalgorithms remained reason-
ably stable.
With a few exceptions, Figure 31 was more-or-less the patternfor the rest
of the cases. As this figure shows, all three approximationalgorithms were af-
fected by the introduction of the irrelevant features. However,the performance
of these algorithms was almost always better than ID3 andFRINGE. Moreover,
the Weighted-Greedy algorithm was overall the least affected amongthe three
heuristics.1
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Figure 30. Accuracy of the six learning algorithms on a randomly chosenconcept-sample pair
as more irrelevant random features areintroduced. The sample size was 100. The names of the
Mutual-Information-Greedy, Simple-Greedy, and Weighted-Greedy algorithms areabbreviated
as MIG, SG, and WG, respectively.
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Figure 31. Accuracy of the six learning algorithms on a randomly chosen concept-sample pair
as more irrelevant random features areintroduced. The sample size was 100. The names of the
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5.4.5Discussion
The experiments conducted here were designed to demonstratethe performance of
the algorithms in two ways:
The worst-case performance: This is exhibited by the samplecomplexity
estimation experiment in which we look at the worst-casebehavior of each
algorithm over a collection of concepts. For an algorithm to have good worst-
case performance, it shouldperform well on every concept in the collection.
The presence of just one concept on which the algorithmbehaves poorly is
sufficient to conclude that the algorithm has bad worst-caseperformance.
The average-case performance: This is exhibited by the error rateestimation
experiments. Here we look at the performance of each algorithm onconcepts
that are selected randomly from the collection of conceptsbeing considered.
A good algorithm in this case is the one that behaves well onthe majority
of the concepts, even if it may perform badly on afew concepts.
The performance of the algorithms we have tested can besummarized as fol-
lows:
1. Weighted-Greedy was the most successful heuristicfor approximating the
MIN-FEATURES bias both in the worst and average cases.
2. Mutual-Information-Greedy and Simple-Greedy behavedquite similarly to
each other. These algorithms maintained a reasonable average-caseperfor-
mance, but exhibited a rather bad worst-caseperformance.
3. FRINGE showed a poor average-case performance, but its worst-caseperfor-
mance was next to that ofWeighted-Greedy and substantially better than
that of Mutual-Information-Greedy and Simple-Greedy.
4. Finally, ID3 (without preprocessing of the training examples)exhibited very
poor performance for both the averageand worst cases.154
5.5Execution Time Comparisons
The declared objective of this chapter was the design ofefficient learning algo-
rithms whose performance is as close to the FOCUSalgorithms as possible in
learning domains with many irrelevant features. Now that wehave shown (through
the experimental work of the previous section) that the Weighted-Greedyalgorithm
provides an excellent approximation of the MIN-FEATURES bias,the next step is
to confirm that Weighted-Greedy is computationally moreefficient than FOCUS-2.
We report here the results of an experiment in which we comparethe execution
time of the Weighted-Greedy algorithm to that FOCUS-2. Forthe sake of com-
parison between FOCUS-2 and FOCUS-1, we also include thelatter algorithm in
our experiment.
We have implemented the three algorithms in the C programminglanguage. In
particular, we paid more attention to optimizing our implementationof FOCUS-1
in order to avoid any possibility for biased results.
The experiments were conducted by running the three algorithms ontraining
samples of target concepts that have only a few relevant features outof many
available. The training samples were drawn with replacement underthe uniform
distribution.
We found that the relative running time of the algorithms wasgreatly affected
by the problem size measured as the number of the availablefeatures and the
ratio of the relevant features to that number. Nevertheless, once theproblem size
was made reasonably large, therelative performance started to follow a consistent
and clear trend.This trend is illustrated by. Table 5 where we give the result
for a target concept with 9 relevant features out of 25 availablefeatures. In this
table, the number of training examples was varied from 100 to 500. Thereported
numbers of the table were averaged over 10 runs for each training sample size.
Overall, we found that FOCUS-2 was several times faster than FOCUS-1and
that Weighted-Greedy was further many times faster than FOCUS-2.155
Table 5. The number of sufficiency tests and CPU-time of FOCUS-1,FOCUS-2 and
Weighted-Greedy for a target concept with 9 relevant features out of 25available features.
Algorithm Training Set Size
100 200 300 400 500
FOCUS-1:
Suff.Tests442189.41329330.52908068.92665664.02695393.0
Time (secs) 9.74 55.1 211.1 191.7 186.1
FOCUS-2:
Suff.Tests 10593.1 9785.3 11339.5 8768.9 5582.3
Time (secs) 2.0 7.1 20.5 31.9 32.5
WG:
Suff.Tests 8.5 10.1 10.7 10.5 11.0
Time (secs) 0.16 0.86 2.31 4.3 7.0
5.6Summary
The goal of this chapter was to come up with computationallyefficient algorithms
that learn well in the presence of irrelevant features. We proposedthree algo-
rithms: Weighted-Greedy, Mutual-Information-Greedy, and Simple-Greedy.The
performance of these algorithms in addition to ID3 and FRINGE, wasempiri-
cally evaluated through carefully designed experiments in which eachof the new
algorithms was used to preprocess the training data to remove irrelevant features.
The most important lesson of this chapter is that-contrary to expectations-
ID3 and FRINGE do not implement a good approximation of theMIN-FEATURES
bias. As a consequence, ID3 and FRINGE do not perform nearly aswell as the
FOCUS algorithms in problems where many irrelevant features are present.These
results suggest that one should not rely on ID3 or FRINGE to filter out irrele-
vant features. Instead, some technique should be employed to eliminateirrelevant156
features and focus ID3 and FRINGE on the relevant ones.
All of the three heuristics introduced in this chapter werefound to be help-
ful in this filtering task.In particular, the Weighted-Greedy algorithm exhib-
ited excellent performance that closely matches what isobtained by the exact
MIN-FEATURES bias.Empirical comparison confirmed that this algorithm is
substantially more efficient in terms of computational coststhan the FOCUS-
1 and FOCUS-2 algorithms which provide exactimplementations of the MIN-
FEATURES bias. We recommend that, in applications where manyirrelevant
features are present, the Weighted-Greedy algorithmshould be applied to prepro-
cess the training sample beforeinvoking a decision-tree learning algorithm, such
as ID3.157
Chapter 6
Conclusion and Future Work
In this chapter, we summarize the contribution of our research and state some of
the related problems that we have left open.
We began this thesis by investigating what can be achieved if we take the num-
ber of training examples to be fixed and seek learning algorithms that maximize
the number of concepts that can be learned with those examples (i.e., maximize the
"coverage"). In answering this question, we proved upper bounds on the coverage
that can be achieved by any learning algorithm. We also introduced corresponding
lower bounds by analyzing the coverage of a family of learning algorithms which
we called the "Balls" algorithms. Furthermore, weempirically evaluated the cov-
erage of some of the existing practical learning algorithms. Ourfindings can be
summarized as follows:
The Balls approach for designing learning algorithms leads to a very high
coverage. Namely, we have proven that one of these algorithms(Multi-Balls)
requires a number of examples that is within only a constant factor from that
required by an optimal algorithm to achieve a given coverage.
We have shown that the coverage of popular learning algorithms such as
ID3 is disappointingly poor compared to the coverage of algorithms designed
under the Balls approach.158
In particular, we have shown that there exist learning algorithms emerging
from the Balls approach that learn an immense number of concepts (com-
pared to practical learning algorithms such as ID3) but are rather trivial and
practically uninteresting.
The above results show that stating the desired learning behavior as merely
to maximize the number of learned concepts is not sufficient to yield practically
useful learning algorithms. In addition to this goal, one should specify a priori (as a
component of the desired learning behavior) some basis to differentiate the relative
importance of each concept in the space of concepts to be learned. Coverage should
then be redefined according to this basis.
In other words, the design of learning algorithms should be based on a set
of "background assumptions" that state what concepts are more "valuable" to
learn than others. This defines the desired learning behavior which serves as the
"specifications" of the design task and provides the measure for evaluating learning
algorithms.
Optimality in this setting is defined only with respect to the declared back-
ground assumptions. This means that a learning algorithm with good performance
under specific assumptions is expected to perform well in a practical domain only
if these background assumptions are satisfied in that domain. Naturally, this sug-
gests that studies should concentrate on background assumptions that are prac-
tically well-motivatedi.e, assumptions that are satisfied in a wide range of real
applications.
As an example of such practically justified background assumptions, we in-
vestigated, in the second part of this thesis, the problem of learning from data
that contain many irrelevant features. In this case, we (justifiably) assume that
the target concept is one of those defined on only a small subset of the features
present in the training data. For such situations, we define the concept complexity
measure such that concepts defined on a larger number of features are considered159
more complex. Under this measure, simple concepts carry more importance than
complex ones, and thus, the desired learning behavior here is to learn, from a
sample of a given size, as many simple concepts as possible.
In addressing the problem of learning in the presence of many irrelevant fea-
tures, we have introduced and studied the MIN-FEATURES bias which states that
if two functions are consistent with the training examples, then the function that
involves fewer features is to be preferred.
Our study of the MIN-FEATURES bias included the following:
An upper bound on the sample complexity of algorithms that implement the
MIN-FEATURES bias.
A lower bound on the sample complexity of any algorithm that attempts to
follow the desired learning behavior as defined above. This lower bound is
within a constant factor of our upper bound on the sample complexity of
algorithms that implement the MIN-FEATURES bias.
The FOCUS-1 and FOCUS-2 algorithms for exact implementation of the
MIN-FEATURES bias.
The Mutual-Information-Greedy, Simple-Greedy and Weighted-Greedy algo-
rithms for approximating the MIN-FEATURES bias.
Experimental results that compare the performance of the above algorithms,
as well as the two popular algorithms ID3 and FRINGE, in learning problems
where many irrelevant features are present.
Our results show that the presence of many irrelevant features does not make
the learning problem substantially harder in terms of the number of training exam-
ples required to learn. Of course, this is true only if an appropriate mechanism is
followed to detect and eliminate the irrelevant features from consideration. Partic-
ularly, our experimental results showed thatcontrary to expectationsID3 and160
FRINGE handle the presence of irrelevant features quite poorly. These results
suggest that, before running these algorithms, one should preprocess the training
examples to eliminate irrelevant features and focus these algorithms on the relevant
ones. For this filtering task, one may use the FOCUS-2 algorithm or theWeighted-
Greedy algorithm depending on the availability of computational resources.
Many problems were left open throughout the course of our research. We
conclude this thesis with a list of such problems:
1. In light of Theorem 3.3, the general upper bound on coverage given by The-
orem 3.1 does not appear to be tight. An interesting open problem is to
tighten this bound.
2. Even with the computational cost reduction techniques we introduced in
Section 3.5, our experiments on evaluating the coverage of existing learning
algorithms were limited to the space of concepts defined over only 5 features.
Going beyond that was not possible because of the immense amount of com-
putation involved in the experiments. An important future task is to come
up with reasonable methods to find the set of concepts which are learnedby a
certain algorithm with respect to given learning parameters. These methods
can be analytical, empirical, or a combination of these. Notice that the reduc-
tion techniques we presented in Section 3.5 are algorithm-independentthey
only require that the learning algorithm be symmetric, which is usually the
case for most learning algorithms. Although this is a desired feature, one
may also consider techniques that are tailored to a particular algorithm or a
family of algorithms that share certain properties in common. As discussed
in Chapter 3, the desired methods should help in finding out what concepts
are learned and not only the number of these concepts.
3. An interesting question that we have left open in this thesis is the possibility
of implementing the MIN-FEATURES bias in time polynomial in the learn-
ing parameters. One way to approach this question is to find out whether161
it is possible to solve the MINIMUM-SET-COVER in timepolynomial in
1, v and 2k where 1 is the number of elements to be covered, v thenumber
available subsets, and k the size of the minimum cover of the givenproblem
instance. The connection between this problem and theMIN-FEATURES
bias is discussed in detail in Subsection 4.5.3.
4. The answer to the above question may be negative. That is, it may turnout
that the exact MIN-FEATURES bias cannot be implemented inpolynomial
time. A more general approach is to attempt to show whether thereexists
any algorithm (not necessarilyimplementing the MIN-FEATURES bias) that
learns concepts of complexity 3 with time and sample complexitiesbounded
by some polynomials in n, s, E and 1. One way to attack thisquestion is
to analyze the sample complexity of heuristics that approximatethe MIN-
FEATURES bias such as those given in Chapter 5. The running timeof
these heuristics can be easily shown to be polynomial. Thus, it suffices to
show that the sample complexity is also polynomial. Again, it maybe use-
ful here to view the problem as MINIMUM-SET-COVER and attempt to
find good approximation heuristics for this latter problem. Forexample, if
we can construct an algorithmthat finds a solution to the MINIMUM-SET-
COVER problem that is within a constant factor form the minimum cover,
then we can immediately turn this into an algorithm that co-approximates
the MIN-FEATURES bias (as defined in page 128) for a constant w.Ac-
cording to Theorem 5.1, this suffices to show that the sample complexity of
this algorithm is polynomial. It should be noted, however, that there is no
known algorithm that provably approximates the MINIMUM-SET-COVER
problem within a constant factor. The best known approximation is within a
factor 0(log 1), where 1 is the number of elements to be covered [Johnson 74],
[Chavtal 79].This is achieved by the simple heuristic which chooses each
time the subset that covers the maximum number of elements that are not162
yet covered. This is the same strategy implemented by the Simple-Greedy
algorithm we introduced in Subsection 5.4.2 as an approximation algorithm
for the MIN-FEATURES bias. Thus, w for this algorithm is 0(log m), but
this does not lead to polynomial sample complexity as desired.
5. The work reported in this thesis assumes noise-free training data.That
is, we assume that examples in the training sample are never labeled with
the wrong class. Since this is rarely the case in practice, this work can be
extended by considering learning from training samples that may include
misclassified examples. A direct way to deal with classification noise is to
modify the algorithms given in Chapters 4 and 5 by relaxing the requirement
of explaining all the conflicts generated from the training sample. That is,
we search for a small set of features that may leave a certain percentage of
the conflicts unexplained, where such percentage can be determined through
cross-validation. Studying this and more sophisticated approaches to dealing
with noise is an important topic for future work.
6. The results reported in Chapter 5 of this thesis recommend the pre-processing
of the training data to remove irrelevant features before running decision-tree
learning algorithms. These results are already confirmed by the ongoing re-
search on Text Categorization by Lewis and Ringuette [Lewis and Ringuette
92]. One more extension to our work is to apply our algorithms to various
real-world learning problems in which many irrelevant features are present.
7. Finally, an important theoretical problem for future research is to further
investigate biased coverage as defined in Subsection 3.8 for various kinds
of background assumptions. This includes proving upper bounds on biased
coverage and designing learning algorithms that have biased coverage as large
as possible.163
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We list in the following pages the results for all 100 sample-concept pairs tested in
the experiments of Subsection 5.4.4.
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