This paper aims to check the dynamic linkages between CO 2 emissions and development indicators (per capita Gross Domestic Product (GDP), population density, and urbanisation) of Bangladesh. Using annual data in IPAT model for the period of 1972-2015, we have applied Johansen co-integration and Granger causality tests to examine the long-run co-integration and short-run dynamics of the concerned variables. The obtained results reveal that there is bidirectional causality between CO 2 emissions and urbanisation, and CO 2 emissions and GDP per capita for the study period in Bangladesh. This implies that GDP growth and urbanisation process are the major sources of CO 2 emissions in the country. Therefore, policy makers should take extreme care in designing and implementing the environmental protection policies to curb CO 2 emissions with a desired level of economic growth and urbanization.
Introduction
In the presence of rapid economic development strategy of many countries, the empirical relationship between environmental degradation and socio-economic development indicators has received great attention of researchers over the last decades. However, despite a huge empirical literature, researchers are still divided regarding the overall evidence of such causal relationship. Empirical literature reveals four types of results: (a) there is unidirectional causality running from the GDP, energy consumption, etc. to CO 2 emissions (see Rahman (2017) ; Rahman and Kashem (2017) ; Oh and Lee (2004) for 11 Asian populous countries, Bangladesh and Korea, respectively); (b) there is a unidirectional causality from CO 2 emissions to GDP, energy consumption, population growth, etc. (see Huang et al. (2008) for Japan, Netherland and Switzerland); (c) there is a bi-directional causality between GDP, energy consumption, etc. and CO 2 emissions (see WoldeRufael and Menyah (2010) for France, Spain, the UK, and the USA; Mbarek et al. (2017) for Tunisia); and (d) there is no causal relationship between GDP, population growth, energy consumption, urbanization, etc. and CO 2 emissions (see Tiwari (2011) for India). These diversified results have stemmed the question that whether controlling environmental pollution becomes the major hindrance for the desired level of economic growth of a particular country. A clear answer to this question has vital policy implication that if pollution and the considered explanatory variables (like GDP, energy, urbanisation, international trade, industrial production, population density, etc.) have no significant relationship then increase of that independent variable (for example, GDP) will have no impact on environment which means that if the authority decides to improve the life standard of people of that country by increasing GDP, it can be done without any concern of environmental issue.
Environmental policy adoption in Bangladesh, due to the existence of initial stages of economic development, is a tertiary prioritized issue in case of basic policy targets. The prime target is to achieve the employment generation and rapid economic development through expediting the economic growth process. The country's present policy target is that economic growth must be earned even at the cost of environmental pollution to some extent. In this backdrop, when government has less emphasis on environmental protection, it needs to check empirically whether ongoing economic growth and development in Bangladesh are occurring at the cost of environmental degradation. This paper, therefore, makes an attempt to explore this vital issue considering the other two socio-economic indicators-urbanisation and population density.
The theoretical rationale for inclusion of three explanatory variables is based on 'IPAT' equation (I=PAT) developed by Ehrlich and Holdren (1971) and the theories of ecological modernization (TEM) and urban environmental transition (UET). According to 'IPAT' equation, environmental impact (I) depends mainly on three variables: population (P), affluence (A) or income, and technology (T). Income or GDP per capita has also been considered based on the well-known Environmental Kuznets Curve (EKC) hypothesis. High population density may affect the environment by increased human activities such as excess vehicle travel, more industry, and transportation and more energy consumption that result in increased fossil fuel consumption (Rahman 2017) . TEM and UET recognise that urbanisation may impact the natural environment either positively or negatively, but a net effect cannot be determined without thorough investigation for a specific country (Sadorsky 2014) . Hence, the knowledge of real effect of urbanization on environment is essential as it has important policy implications for sustainable development and climate change.
Based on the country's economic performance and environmental pollution level, policy makers of each country decide whether to adopt a loose or tight environmental policy along with proper economic growth policy. Between 1990 and today, Bangladesh has experienced a high influx of foreign remittance and rapid increase of the Ready Made Garments (RMG) sector, which is a prime foreign currency earning source. For this reason, though the economic downturn prevails across the first world for more than one decade, Bangladesh is showing very good economic performance as evidenced by different macroeconomic indicators which has attracted high global attention. However, at the same time Bangladesh is heading to fatal consequence of environmental condition since early 1990s. Some stakeholders argue that if Bangladesh wants to curb this environmental pressure it has to stifle the economic growth by adopting tight environmental regulating policy in the immediate future. On the other hand, some others opine that as a developing country Bangladesh should not be too elegant to emphasize environmental issues right now. Hence, the importance of this study is realized to help the policy makers of Bangladesh as well as other countries.
The main contributions of this research are: (i) this study has used updated data and different econometric techniques which may be considered unique compared to earlier studies; (ii) the reasons for variable choices are theoretically and conceptually justified especially in the context of Bangladesh; (iii) the research findings are relevant and consistent with the theories and true present backdrop of the country; (iv) robustness of findings has been properly tested and stochastic properties of the data are handled carefully; and, finally, (v) detailed and important policy prescriptions have been suggested based on the findings. Table 1 shows the trend of chosen variables. Bangladesh has achieved more than 5% of economic growth since mid-1990s with big jump particularly through the apparel related export oriented production sector which incurs much environmental pollution through the backward and upwardly linked industrial bases, unplanned urbanisation and population density of the country. All variables are showing upward trends over the years.
The rest of the paper is structured as follows. The second section contains the literature review especially in the context of Bangladesh. The third section World Development Indicators (WDI 2016) explains the data and methodology. The fourth section analyses the empirical results of this research. Finally, the fifth section draws conclusions with policy recommendations.
2 Literature Review Ehrlich and Holdren (1971) used IPAT model (I = P*A*T) to explain the environmental impact where, I = environmental impact, P = population level, A = affluence or income level, and T = technology. Subsequently, Commoner (1972) , Ehrlich and Holdren (1972) and Holdren and Ehrlich (1974) Table 7 . Here we shall discuss very briefly about some selected papers based on a single country keeping coherence with our intention. First and foremost, Razak et al. (2013) got expected outcome that air pollution was explained by population, GDP growth and manufacturing industry in Malaysia for the period of 1970 to 2011. Using IPAT model for the yearly data through distance-Based Ranking Fuzzy Numbers approach, they found the evidence of the existence of impact with theoretically expected sign of these variables on the air quality degradation of the country. Secondly, almost a similar result was also found by Pastpipatkula and Panthamita (2011) for Thailand where the IPAT Model was used for the Panel data of 2001 to 2008 for 76 provinces of the country; by that investigation they concluded that population and affluence significantly moved with CO 2 emissions. The same result was also found in another study by Weina et al. (2014) , where they used a Panel data set for the period of 1990-2010. Using STIRPAT model for individually three dependent variables (Green Technological Change, CO 2 emissions, and Emission efficiency) for the 95 Italian province data, they reached the conclusion that though green technological change had a positive effect on environment, the use of technology had not reduced the total level of emissions. Further, from a macroeconomic point of view, a negative scale effect (partly proved by the significance of value addition) seemed to exist on the positive technological impact. Moreover, population is not a significant variable in the Italian context to explain the impact on environment. According to the authors, it is a logical result for an industrialized country as Italy is characterized by slowly shifting of demographic dividend. On the other hand, their result also showed a monotonically increasing relationship between economic development and environmental inefficiency. In a relatively earlier study on China, Lin et al. (2009) However, contrary to the economic notion and theory, per capita GDP was found to be econometrically insignificant in affecting CO 2 emissions. Moreover, the gradual reduction of carbon intensity in the country significantly decreased the CO 2 emissions level. According to their estimation, a decrease of carbon intensity by 1% lessened CO 2 emission by approximately 1.01%. Evidently, this result was also contradictory to the well-known EKC hypothesis which presumes a curvedlinear relationship between per capita GDP and environment degradation. Likewise, Uddin et al. (2016) used a very consistent and common populationbased structure in his self-defined STIRPAT type model to evaluate the sources of environmental impacts in Australia. His fitted STIRPAT model gave an estimation of non-proportionate impacts of man driven activities on the environment quality. The joint result of used STIRPAT model and the Ridge Regression (RR) method showed very clearly that population growth had the most significant impact on the ecology of Australia, followed by two more factors, per capita GDP and urbanization process. In an outstanding attempt, Al Mamun et al. (2014) resorted in the same Panel IPAT type model to define the dynamic linkage between CO 2 emissions and sectoral output growth and overall economic growth across the world. In testing hypotheses like (a) whether shifting to industrial from agrarian and subsequently to sophisticated service sector had any positive impact on environment quality, and (b) the impact of GDP growth to the environment. According to their findings: (i) EKC was a very common phenomenon for countries across the world except of the high income countries; and (ii) shifting to the polished service oriented sector of the world economy did not bring any positive or good news for the environment. Rabbi et al. (2015) conducted another research by using IPAT model and annual data for Bangladesh. Applying Johansen cointegration model, they reached the conclusion that carbon emissions had significant impact on energy use, trade openness and output growth of Bangladesh since independence. They predicted that if the present technology is continued to apply to generate further economic growth, environmental degradation might take place in Bangladesh in the future. So, both market and non-market based techniques should be adopted to curb the environmental degradation in the country. Ahmed et al. (2017) conducted an empirical examination to find out the true determinants of CO 2 emissions in selected five South Asian countries. Using three advanced cointegration techniques they reached the decision that energy consumption, trade openness and population increased CO 2 emissions in South Asia. They also concluded that since income had negative impact on environment, perhaps the EKC notion was valid for this group of South Asian countries. According to their results energy consumption, trade openness and population had uni-directional causality to CO 2 emissions in these countries. Almost all the results of the above studies are frustrating as the very basic development indicators of the countries caused environmental degradation. Though such findings are theoretically justified, the present need of policy practitioners is getting way to come out from such reality of development dilemma. However, the above papers have failed to point out any direction to get out from these dangers. Our paper has filled up this deficiency of the above papers by providing appropriate policy suggestions.
Data and Methodology

Data
This study is based on the annual data for the period of 1972-2015. The reason for choosing this period is that the country started to run by its own foot from 1972 after independence in December 1971. The data are gathered from the World Development Indicators (WDI 2016) published by the World Bank. The CO 2 emission is considered as the measurement of the level of environmental degradation. However, data of CO 2 emissions were up to 2010 in the WDI, and hence, we have collected for the next 5 years data (from 2011 to 2015) from IPCC (2018). The full series of data of CO 2 emissions cannot be collected from IPCC, as the availability of data is only from 1990. The per capita GDP (PCGDP), urbanisation (URBAN, measured by level of urban population) and population density (POPDENS, measured by population living in per square kilometer) are taken as socioeconomic development indicators in this study. Unplanned urbanization and rapid increase of population are grave concerns for Bangladesh as the country is now progressing from low income to middle income status with the highest population density in the world. The plots of the yearly data of all four time series are shown in Fig. 1 . Figure 1 shows that the CO 2 , PCGDP, POPDENS and URBANISATION exhibit a synchronized stance in their movement, i.e., they tend to move together, which implies that they are likely to be causally linked to each other. This causal link, obviously, has further been tested by the various econometric tests in the coming sections of this study.
Unit Root or Stationarity Tests
Before testing the causality and long-run linkage between the CO 2 emissions and socioeconomic indicators, the stationary conditions of the series are needed to be verified by unit root test. That is, the considered variables have to be I(1) for having the reliable long-run relationships among them. If the variables are found as I(1), we can claim that they are stationary at first difference and application of co-integration test is justified. The stationarity test can be performed in various ways. This study applies augmented Dickey-Fuller (ADF) (1979) test and the Phillips and Perron (1988) test (details are depicted in Appendix 2).
Test for Co-Integration
The second step to test the causal and co-integration link is looking for common stochastic trend among the variables of interest. Usually such trend can be understood by the visual inspection of the graphical presentation of the two series, as noted in Fig. l . The figure shows that all the data series have formed an upward trajectory and moving in a very synchronized gesture. Empirically this can be examined by a couple methods like Engle-Granger two steps procedure or Johansen co-integration techniques. Since Bangladesh is still in the early stage of development process, and based on the findings of Alam et al. (2012) , Banerjee and Rahman (2012) and Gunter (2010), we can assume that the relationships between CO 2 emissions and GDP per capita, urbanization and density of population are linear (in the left arm of famous EKC curve); we therefore relied on the Johansen and Juselius (1990) co-integration technique, which is as follows: Double test statistics process like the Trace Statistic and the Maximum Eigen value, were used in this technique to detect the figure out of co-integrating vectors number. In this case, Null Hypothesis of the Trace Test statistic was that there exist r individual co-integrating vectors in maximum, which can be expressed as follows: 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 Fig. 1 Relationship among the Trends of CO 2 , PCGDP, POPDENS and URBAN where, Π i are the N-r lowest squared standardized correlations between X t-k and ΔX t (where X t = per capita GDP or urbanisation or population density), and all variables in X t are assumed 1(1) and rectified for the impacts of the lagged differences on the X t process. Now, the Maximum Eigenvalue test statistic technique to test the null hypothesis of at best r co-integrating vectors versus the alternative hypothesis of (r + l) co-integrating vectors can be written as: Johansen (1988) noted that Eqs. (1) and (2) did not have any standard distributions (like Normal distribution, etc.) under the null hypothesis and presented approximate critical values for the statistic that was generated by usual Monte Carlo methods. We used AIC to specify the length of the lag value of the variables in co-integration tests. The presence of co-integration between the variables would lead us to investigate the short-run dynamics of the concerned variables. To examine the short-run dynamics, we can rely on the Error Correction Models (ECM) to make out the inference about the short-run effect of changes in socioeconomic indicators (explanatory variables of IPAT model) on the CO 2 emissions level in Bangladesh.
Granger Causality by the ECM-VAR
If there is co-integration between two or more series, we can claim that there is a long-run equilibrium linkage among them. However, in such a case, in the short-run, disequilibrium situation may arise. The error correction mechanism (ECM) rectifies for disequilibrium and ties the short-run behavior to its long-run value (Sargan 1964) . Empirically, if two series {Y t : t = 0,1....} and {X t : t = 0,1....} are 1(1) process, then in general, Z t = Y t -γX t , is an 1(1) process for any value of γ. However, it is also likely that for some γ ≠ 0, Z t ,=Y,-γX t is an 1(0) process. The co-integrating relationship Z t = Y t -γX t , confirms a long-run link between X t and Y t variables. Such confirmation of co-integration or long-run relationship provides the basis to form models for the short-run as well. The co-integrating relationship between Y t and X t implies, according to Granger causality theory (Engle et al. 1987) , that the association between Y t and X t variables can be described by an Error Correction Mechanism, as shown in Eqs. (3) and (4) bellow:
where Z t = Y t -γX t , is already established, and u 1t and u 2t are error terms in purely random walk process or white noise error terms. In Eqs. (3) and (4), the series Y t and X t have long-run equilibrium relationship (or are co-integrated) if anyone (or both) of the coefficients λ 1 or λ 2 is statistically non-zero. In such case, at most four situations can arise: (A) if λ 1 ≠ 0 and λ 2 = 0, then in the long-run movements in the X t will unidirectionally dictate or lead Y t . (B) if λ 2 ≠ 0 and λ 1 = 0 exactly the reverse will happen. (C) if both λ 1 ≠ 0 and λ 2 ≠ 0, then there exists bi-directional or feedback relationship between Y t and X t . (D) if both λ 1 = 0 and λ 2 = 0, then there is no relationship between Y t and X t . Further, the parameters δ i 's and ζ i 's demonstrate the short-run dynamics between Y t and X t . Again, if all δ i 's are non-zero, in the short-run, movements in the X t will lead or dominate to Y t . But, if all ζ i 's are not zero, in the short-run movements in the Y t will lead to X t . However, if both δ i ≠ 0 and ζ i ≠ 0, then there exists bi-directional short-run causal relationship between Y t and X t .
Diagnostic Tests
One important assumption in any type of usual VAR method is that the errors of Eqs. (3) and (4) should be normally distributed and free from autocorrelation. To examine the appropriateness and robustness of the VEC Model we have checked if there exists autocorrelation, normality and heteroskedasticity in errors. Therefore, we have applied each of BBreusch-Godfrey serial correlation LM Test^and BQStatistics^for testing the presence autocorrelation, and BJB Statistic Test^is employed for testing the existence of Normal Distribution of the errors of the fitted model. Additionally, the heteroskedasticity is tested applying the famous BBreuschPagan-Godfrey^test. Further, we have also checked the stability of the results of VECM, as it is essential to be sure about the Bdynamic stability^of the model having suitability to apply VAR framework. There are several tests in regard to such stability examination. We have relied on two very common and well known tests like BRecursive CUSUM^and BCUSUM of Squares Estimates^for checking the stability of the fitted model.
Results, Analysis and Diagnostic Tests
Results and Analysis
The results of the ADF and PP tests unit root are depicted in the Table 2 . Table 2 reveals that similarly to the usual pattern of time series data of CO 2 emissions, per capita GDP, urbanization and population density in Bangladesh are stationary at first difference; that is, they all are I(1). Both the ADF and the PP test provide almost the same result as shown in Table 2 . Since the logarithm reduces the volatility of a variable only, stationary tests will provide almost similar results for both the level and logarithmic fοrm; so we have used ADF and PP test in the level form only. As the incorrect choice of lag length leads to wrong prediction in the unit root test, we relied on Akaike Information Criterion (AIC) to define the proper length of lag for all four variables. Tables 3 and 4 reveal the Johansen's test for multiple co-integrating vectors. The trace tests suggest that the considered time series are co-integrated. The likelihood ratio tests indicate that there are three co-integrating vectors. Maximum Eigenvalue tests have also given the same results. The co-integration test indicates that there are at most 3 co-integrated variables to each other, i.e., in the long-run they are in the equilibrium or move together. The lag length of this test is 4 selected by the lowest AIC value.
Likelihood ratio (LR) test indicates 3 co-integration vector for the group of variables. Likelihood ratio test indicates 3 co-integration vector for the group of variables. Moreover, the long-run model of co-integrating equation (reported in Table 5) shows that an increase of per capita GDP, population density and urbanisation increases the CO 2 emissions too. Similarly, the adjustment coefficients of three explanatory variables per capita GDP, population density and urbanisation also indicate that annually they reach in equilibrium by 3, 2 and 2%, respectively. So, all of the results of Johansen Co-integration test reveal a stable long-run relationship among CO 2 emissions, per capita GDP, urbanization and population density in Bangladesh.
After being sure about the presence of long-run link, we have fitted the Vector Error Correction Model (VECM) results to investigate the dynamic causal relationship among the variables, as shown in Eqs. 
Equation (5) is basically our target model and Eqs. (6)- (8) are just helping us to understand the direction of causality. Used lag length of this test is 4 selected by the AIC. In Eq. (5) coefficient t-statistic of the Z 1t-1 is significant and negative which indicates the existence of long-run causality to CO 2 emissions from per capita GDP, population density and urbanisation. That is, they have equilibrium relationship implying that they move in the same direction in the long run. This result has reinforced the results we have got from the Johansen co-integration technique. The speed of adjustment of the error correction coefficient is about 80% which is pretty impressive. Again, the coefficients of all explanatory variables are positive. However, coefficients of only per capita GDP and urbanisation are significant, implying that there is presence of short-run causality from these two variables to CO 2 emissions. Equations (6) and (7) show that there is a short-run causality running from CO 2 emissions to per capita GDP and urbanisation. So, GDP per capita and urbanisation have bidirectional causality or feedback relationship with CO 2 emissions too. These results are somewhat contradictory to the results of Alam et al. (2012) in the sense that they got unidirectional causality from CO 2 emissions to GDP. However, our study is also different from the study of Alam et al. (2012) just because we have considered two additional variables: urbanization and population density, which are relevant to CO 2 emissions analysis. Since these variables are not considered by Alam et al. (2012) , their study might suffer from the omitted variables bias, and hence our study is an improvement over the study of Alam et al. (2012) . Furthermore, our causality results between GDP and CO 2 emissions are similar to the results of Lean and Smyth (2009) , Arouri et al. (2012) and Dinda and Coondoo (2006) ; and the obtained results on the urbanization and CO 2 emissions link are also consistent with the results found by Shahbaz et al. (2010) and Mohapatra and Giri (2015) . However, population density has neither bidirectional nor unidirectional relationship with CO 2 emissions. Further, perhaps Bangladesh economy has not reached or crossed yet the peak point of the Environmental Kuznets Curve (EKC), and hence, the per capita GDP and urbanisation has positive relationship with CO 2 emissions. This finding is contradictory to Islam and Shahbaz (2012) . This result is consistent with the notion that Bangladesh is still at the very early stage of socioeconomic development. So, at the current stage of economic development, if Bangladesh wants to reduce CO 2 emissions level, it needs to sacrifice the economic growth at least to some extent.
Diagnostic Tests Results
The diagnostic tests of the VECM of Eq. (5) have confirmed the acceptability of the results of the model. As shown in Table 6 , the model has passed all the required tests for error term like Autocorrelation, Normality and Heteroscedasticity (see Appendix 2 for details). The Q-Statistics and Square Residuals Tests (E-Views output), in Table 8 and  Table 9 , respectively, of Appendix 3, Tables 8, 9, 10 and 11 also show that almost all the spikes are within the range in both cases, re-affirming that the errors of the model is serially independent. Model stability has been examined by employing Recursive Cumulative Sum (CUSUM) and Cumulative Sum of squares (CUSUMSQ) estimates. A graphical representation of the results (E-views output) is noted in Fig. 2 and Fig. 3 in Appendix 3. The parameter constancy and the model stability are confirmed if the plots of the Recursive Cumulative Sum and Cumulative Sum of squares stay within the 5% acceptance limits or critical bounds. Both plots indicate that our model is stable and no methodical instability in the coefficients at 5% level of significance is detected for the entire research period.
Conclusion and Policy Recommendations
The major objective of this article is to investigate the dynamic causal linkages between CO 2 emissions and GDP per capita, population density and urbanisation of Bangladesh from 1972 The principal achievements of this research is to address the issues of the long-run relationship and the short-run dynamics of the CO 2 emissions with GDP per capita and urbanisation. The paper is a progress over the earlier studies in relation to use of data and techniques. The study has found long-run equilibrium relation and bidirectional causal link between GDP per capita and CO 2 emissions, and urbanisation and CO 2 emissions. The implication of the obtained results is that gradual increase of per capita income and rapid urbanisation in Bangladesh have independently provocative impacts on CO 2 emissions level both in the short-run and long-run. Both Johansen Co-integration and the VECM Granger causality tests show that income growth and urbanisation in Bangladesh are not environment neutral or environment friendly. Therefore, if the policy makers want to curb the environmental pollution by decreasing the Green House Gas (GHG) (like CO 2 ) emissions level in Bangladesh, they should look at the growth and urbanisation process for designing and implementing the environment protection policy instruments in order to achieve the desired objectives. Further, we have got the evidence that Bangladesh is still in the first half or upward slopping area of the EKC trajectory. This result is similar to that of Gebremariam (2016). As a developing country this result is consistent with the current stage of economic development of Bangladesh. Additionally, if Bangladesh wants to abate CO 2 emissions by not adversely affecting ongoing economic growth, it must find ways of shifting the production base to less CO 2 abating sectors. Energy taxation and subsidization can be an appropriate policy in this regard. Authority can also think to encourage renewable energy base or more efficient technology of fossil fuel intensive production bases which minimize pollution. Precisely, the country needs to be attentive on technical progress and innovation for more clean and capable in pollution abating production basket to make sure sustainable green growth. Further, the country can also think about suitable pricing strategies to reduce pollution generating wastage of resources; over use of polluting inputs in the production process should be discouraged; and appropriate carbon taxation can be applied as well. Raising awareness among domestic and foreign investors, labourers, service holders and common dwellers to shift towards the green and renewable energy sources for production base and dwelling place is also essential. Wide-spread circulation of information among common folk about the necessity of the clean environment, bad effect on public health, destruction of future production base, health care cost and above all a full unsecured environment for the coming generation will really be helpful in this regard. In relation to public policy, efficient energy guidelines, strict legal base for public environment protection, exploring environment friendly energy projects, generation of wind, water, solar, nuclear and hydrogen base energy sources and finding out different low carbon energy generating sources like natural gas, establishment of biogas plants can be proper target in this regard. Crafting proper carbon taxation, subsidisation, carbon trading schemes for new and old production ventures can be financially based public policy options too. Finally, in case of research and development (R&D) based strategy, in the long-run, Bangladesh can pay attention in knitting energy saving and environmental safety ways to save the public health and economy. The R&D efforts should also emphasize to reduce CO 2 emissions by finding alternative technologies for green energy sources. Therefore, both market based and non-market based integrated approaches are essential to successfully reach the long-run sustainable policy targets of development indicators and protect the environment. 
where, ΔX t = X t -X t-1 and X is the variable under study, k denotes the lag number of the dependent variable, chosen by Schwarz criterion, and ε t represents the error term. The null hypothesis of a unit root is that b in the above equation is zero. Fuller (1976) provided cumulative distribution of the ADF statistics, indicating that if the calculated value of the coefficient is less than the critical value of the Fuller Table, then X is stationary. If the null hypothesis is rejected, the series is stationary, and hence to confirm stationarity, no differencing in the series is necessary. The Phillips and Perron (1988) test also justified this result. Their unit root tests differ from ADF test mostly in how they deal with autocorrelation and heteroscadasticity in errors. Generally, the ADF test uses a parametric autoregression to estimate the ARMA structure of the errors. The PP test based on the regression function is as follows:
where t is I(0) and may be heteroscadastic. The PP test has power to correct the autocorrelation and heteroscadasticity in the errors t of the test regression modifying the test statistics directly. Thus, PP unit root and the ADF tests are for the null hypothesis that a time series X t is I(1). In contrast, stationarity test is for the null hypothesis that Y t is I(0).
(10) 
