Abstract. Suppose that K ⊂ IR d is either the unit ball, the unit sphere or the standard simplex. We show that there are constants c 1
§1. Introduction.
The Fekete points are a set of good (often excellent) points for polynomial interpolation that are defined for any compact set K ⊂ IR d . In one variable, for K = [−1, 1], the Fekete points have been much studied. Fejér [5] showed that the set of Fekete points for interpolation by polynomials of degree n, F n , consists of −1, +1 together with the extreme points of the nth Legendre polynomial. Sündermann [8] subsequently showed that the the so-called Lebesgue constants grow O(log(n)), which is best possible. This confirms that the Fekete points for the interval are indeed excellent interpolation points. From Fejér's result in particular, it follows that they are asymptotically nearly equally spaced with respect to the arcsin metric, dist(a, b) = | cos −1 (b) − cos −1 (a)|.
In other words, for each a ∈ F n , min b∈F n b =a dist(a, b) ≈ c n for some constant c.
In contrast, as the Fekete points are more dense near the endpoints (just as are the Chebyshev points, for example), in the usual euclidean distance, there are points a ∈ F n for which min b∈F n b =a |b − a| ≈ c n 2 .
More generally, Kövari and Pommerenke [7] have discussed the spacing of complex Fekete points for K ⊂ C, a continuum.
In several variables, up to now, very little has been known about the spacing of the Fekete points, and it is the purpose of this note to provide some information on this topic.
In order to make these notions more precise, suppose that K ⊂ IR d is a compact set. The polynomials of degree at most n in d real variables, when restricted to K, form a certain vector space which we will denote by
is a sphere, then P n (K) will be the spherical polynomials. If K ⊂ IR d has a non-empty interior then P n (K) will be all algebraic polynomials of degree n in d variables.)
The space P n (K) has a dimension N n := dim(P n (K)). The polynomial interpolation problem for K is then, given a set of N n distinct points A n ⊂ K and a function f : K → IR, to find a polynomial p ∈ P n (K) such that
In one dimension (d = 1), there is always a unique solution to the problem (2). However, in higher dimensions (d > 1), depending on the geometry of the interpolation points A n , it may be that it is not possible to find a solution to (2) . To see why this is so, consider a basis
Then any polynomial p ∈ P n (K) may be written in the form
for some constants c j ∈ IR. Hence the conditions (2) may be expressed as
which are exactly N n linear equations in N n unknowns c j . In matrix form this becomes [P (a)] P ∈B n ,a∈A n c = F where c ∈ IR N n is the vector formed of the c j and F is the vector of function values f (a), a ∈ A n . This linear system has a unique solution precisely when the so-called Vandermonde determinant
If this is the case, then the interpolation problem (2) is said to be correct (or sometimes univsolvent).
Note that vdm(A n ; B n ) = 0 precisely when the interpolation points A n all lie on an algebraic variety of degree n and hence the generic situation is that the interpolation problem is indeed correct. We will assume that this is the case throughout. Note further that correctness depends only on the set of interpolation points A n and not on the particular basis B n chosen.
Supposing then that the interpolation problem (2) is correct, we may write the interpolating polynomial in so-called Lagrange form as follows.
A brief explanation of this formula is in order. The numerator is but the Vandermonde determinant with the interpolation point a ∈ A n replaced by the variable x ∈ IR d . Then, expanding vdm(A n \{a}∪{x}; B n ) along the row corresponding to x, we see that a (x) is a linear combination of the P j and hence a ∈ P n (K). Further, it is easy to see that a (b) = δ ab , the Kronecker delta, for b ∈ A n . The a are called the Fundamental Lagrange Interpolating Polynomials and using them we may write the interpolant of (2) as
The mapping f → p is a projection and hence we sometimes write p = L A n (f ). If we regard both f, p ∈ C(K) then the operator L A n has operator norm (as is not difficult to see)
This operator norm (sometimes called the Lebesgue constant) gives a bound on how far the interpolant is from the best uniform polynomial approximant to f. To see this, for any q ∈ P n (K), write
It follows that the quality of approximation to f provided by the interpolant p is determined by the size of L A n , the smaller it is the better. Now, suppose that F n ⊂ K is a subset of N n distinct points for which A n = F n maximizes |vdm(A n ; B n )|. Then by (4), each
and hence the corresponding Lebesgue constants are such that
i.e., the Lebesgue constants grow polynomially in n, which is the best that is known in general. The set F n is called a set of Fekete points of degree n for K and provide, for any K, a good (often excellent) set of interpolation points.
In this work we will show that for K ⊂ IR d , either a sphere, ball or simplex, and for the appropriate analogue of the arcsin metric (1) there are constants c 1 , c 2 > 0 such that
Finally, we mention that there is another notion of Fekete points that appears in the literature, i.e., where they maximize some discrete potential function, and the reader should be careful not to confuse such points with the ones we consider here. §2. The Baran and Dubiner Distances
The generalizations of the arcsin distance (1) that we will use are the Baran and Dubiner distances studied in [1, 2] .
First, we recall for a compact set K ⊂ C d , the function
is known as the Siciak-Zaharjuta extremal function (see the monograph by Klimek [6] for more detail).
where Ω is a domain, then for any polynomial p and any point z, from the definition of V K we have the Bernstein-Walsh inequality
(for x ∈ Ω and y ∈ IR N ) defined for compacta K for which it is uppersemicontinuous (usc), is the Baran pseudometric for K and
where the inf is taken over all parameteric curves γ : [0, 1] → K with γ(0) = a and γ(1) = b, is the Baran distance for K.
We remark, that from the results of [3] , δ B is continuous for x ∈ K o if K is an arbitrary convex body. Moreover, in this case, the limit in the definition of δ B exists.
is the Dubiner distance on K.
Note that dist B (a, b) is only well-defined for compact sets which are the closure of a domain, and hence not for a sphere. However, dist D (a, b) is well-defined for any compact set K ⊂ IR d , including the sphere. It turns out that, when both are well defined, it is always the case that
For the proof of this and also other properties of these distances we refer the reader to [1, 2] . Of importance to us here will be the following general theorem, given by Dubiner [4] . Theorem 1 (Dubiner) . Suppose that K ⊂ IR d is compact and that F n ⊂ K is a set of Fekete points of degree n. Then, for all a ∈ F n , π 2
Proof. Consider p = a , the Lagrange polynomial of degree n for a. Then by (6), a K ≤ 1 and so p = a is a candidate in the supremum defining the Dubiner distance. Hence, for any
The Spacing of Fekete Points on the Sphere
Theorem 2. There are constants c 1 = π/2 and c 2 > 0 such that if
is a set of Fekete points of degree n, then for all a ∈ F n ,
Proof. The lower bound is given immediately by Theorem 1. To show the upper bound, we will make use of the polynomial provided by the following lemma.
Lemma 1.
There is a constant c > 0 such that for all integers n ≥ 1 and points A ∈ S d−1 , there exists a spherical polynomial P ∈ P n (S d−1 ) of degree at most n such that (a) P (A) = 1 and (b)
Proof. Let φ ∈ [0, π] be the angle between x ∈ S d−1 and the point A so that cos(φ) = A · x. Note that then φ = dist(x, A). Continuing, fix a ∈ F n and let a * ∈ F n be a closest Fekete point to a. Then choose
as dist(a, b) ≥ dist(a, a * ) by the definition of a * . Now let P (x) be the polynomial of degree n provided by Lemma 1 for the point A. We may write
Taking absolute values, it follows that
To estimate the sum in (12) we partition S d−1 it into "strips"
where j is such that 1 2 dist(a, a * ) + j − 1 n < π (the maximum distance). It is convenient to denote
so that
Note that S 0 ∩ F n = {a} as dist(a, a * ) is minimal. Further, for S j , we may compute its surface 'area' as
But, as there is the minimal spacing,
for b ∈ F n and B * ∈ F n a closest point to b, there are no other Fekete
(By abuse of notation we let c refer to a generic constant -it need not have the same value in all of its instances.)
Hence there are at most
Fekete points in the strip S j . It follows that
Now, we may assume that λ ≥ 1, for if not, λ < 1 and hence
and so dist(a, a * ) ≤ 2/n and we are done. Making this assumption then, we have
Combining this with (12), we have
Hence λ ≤ c and we are done. §4. The Spacing of Fekete Points on the Ball
We now take K = B d ⊂ IR d the unit ball. In this case the Dubiner and Baran distances (cf. [1, 2] ) are equal and are described as follows. For a ∈ B d , i.e., |a| ≤ 1, set
In other words, a is a lifted to the circumscribing sphere S d . Then, for a, b ∈ B d , the Dubiner and Baran distances are just the geodesic spherical distance on S d between a and b, i.e.,
We will refer to either of these as dist(a, b). We remark that the surface area measure on S d pulls back under the mapping a → a to a measure on B d , the 'surface area' measure,
where c is a normalizing constant.
Theorem 3. There are constants c 1 = π/2 and c 2 > 0 such that if F n ⊂ B d is a set of Fekete points of degree n, then for all a ∈ F n ,
Proof. The lower bound is given immediately by Theorem 1. To show the upper bound, we will make use of a polynomial analogous to that provided by Lemma 1. We will first need to establish a technical result. 
,
Lemma 3. There is a constant c > 0 such that for all integers n ≥ 1 and points A ∈ B d , there exists an algebraic polynomial P of degree at most n such that (a) P (A) = 1 and (b)
Proof. For a point x ∈ S d write x = (x, z) where x ∈ B d and z ∈ IR. Let Q( x) be the spherical polynomial on S d given by (10), where φ is the angle between x ∈ S d and A ∈ S d and m = n/(d + 1) . Note that for
is even in z and hence a function of
is an algebraic polynomial in x. We claim that it has (essentially) the required properties. First note that by Lemma 2, P (A) ≥ 1 − 2 −(d+1) > 0 and hence property (a) follows from a constant re-normalization. To see property (b) just note that
Hence both Q(x, z) d+1 and Q(x, −z) d+1 are bounded by
The proof of Theorem 3 is now exactly the same as for Theorem 2, except in one dimension higher, using the polynomial P (x) provided by Lemma 3. The volumes of the strips S j are measured using the measure dµ of (14) to yield (13). We omit the details. §5. The Spacing of Fekete Points on the Simplex
We now take K = T d ⊂ IR d the standard simplex, i.e.,
In this case the Baran distance (cf. [1, 2] ) is described as follows. For a ∈ T d , set
We remark that the surface area measure on S d pulls back under the mapping a → a to a measure on T d , dµ = c 1
where c is a normalizing constant. A closed form equation for the Dubiner distance is not known, but one will not be needed here.
Thus property (a) is attained by a renormalization.
To see property (b), note that for each M ∈ M and
so that, as cos −1 is a decreasing function,
It follows that for all M ∈ M,
and hence P (x) satisfies (b).
The proof of Theorem 4 is now exactly the same as for Theorems 2 and 3, using the polynomial P (x) provided by Lemma 4. The volumes of the strips S j are measured using the measure dµ of (15) to yield (13). We again omit the details.
