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A scheme is presented to optimize the optomechanical cooling of mechanical resonator in insta-
bility regime. Based on the stability analysis, we uncovered a distinct bistable effect of photons
and phonons, which can be used to realize a strong nonlinear effect even in the single-photon weak
coupling regime. Considering the experimental realization, we investigate the sideband cooling in
bistable regime with and without quantum nonlinearity. It is shown that the fluctuation of the steady
state phonons can be excellently suppressed at a rather low level due to the anti-rotating-wave effect,
and it does not require high quality factor of the cavity. Our scheme offers a new perspective for
optimizing the sideband cooling of mechanical resonators in the weak coupling regime.
I. INTRODUCTION
Optomechanical system provides us with a convenient
way to observe the quantum behavior of mesoscopic and
macroscopic objects, thereby opens up a broad spec-
trum of applications ranging from ultrasensitive detec-
tion [1, 2], quantum information processing [3–6] to the
test of foundations of physics which includes the explo-
ration of the elusive boundary between the quantum and
the classical world [7], the research of the nonclassical
state of mechanical oscillators [8], and so on. For most
applications, it is a prerequisite to cool the mechanical
resonator close to it’s quantum ground state so as to sup-
press the thermal noise. Recently ground state cooling
of mechanical resonators has been demonstrated through
various approaches including standard cryogenic cooling
[9, 10], optical feedback cooling [11, 12] and radiation-
pressure cooling [13, 14], along with many theoretical
and experimental efforts on novel cooling schemes, such
as cooling in non-Markovian regime [15, 16], cooling
by heating [17–19], cooling with modulations [14, 20],
and cooling by using cavity electromagnetically induced
transparency [21].
The interaction between light and mechanical mo-
tion due to radiation pressure is intrinsically nonlinear.
A variety of interesting quantum nonlinear phenomena
have been uncovered in optomechanical system, such as
optomechanical Kerr nonlinearity [3, 22, 23], optome-
chanically induced transparency [24] and optomechani-
cal bistability [23, 25]. These nonlinear effects are poten-
tial resources for optimizing mechanical oscillator cool-
ing. Currently, experimental techniques of cavity op-
tomechanics are still in the single-photon weak coupling
regime (g ≪ ωm) [26]. However it draws relatively few
works on cooling mechanical oscillators with nonlinear
effect because a prerequisite of strong nonlinearity is re-
quired [27, 28]. In order to utilize the nonlinearity of the
optmechanical system in mechanical oscillator cooling,
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one can introduce an additional nonlinear interaction po-
tential to enhance the linearized cooling effect [29]. We
noticed that for the bistability of optomechanical sys-
tem, strong single-photon coupling rate is not a neces-
sary condition to investigate the nonlinear effect, such as
equivalent Kerr nonlinearity [23], optomechanical entan-
glement in the bistable regime [30] and perfect photon ab-
sorption [25]. A driven optomechanical cavity may have
two coexisting stable steady states, and one of the stable
states exhibits strong nonlinearity even the single-photon
coupling rate is rather weak. There is a meaningful ex-
ample for atomic and molecular cooling optimization in
“bad” cavities, which is related to the phenomenon of
optical bi- or multi-stability [31]. Thus, this provides us
with the possibility to produce strong nonlinear effects
in weak nonlinear conditions, which allows us to opti-
mize the cooling process by using the nonlinear effects
of the optomechanical system itself, i.e. ga†a(b† + b). In
addition, the ground state cooling in instability (bistabil-
ity) regime is also a prerequisite for studying the instable
quantum behavior.
In this paper, we propose a scheme to optimize me-
chanical oscillator cooling in fundamental optomechani-
cal system. This scheme does not require the stringent
condition that the single-photon optomechanical cou-
pling strength g is on the order of the mechanical reso-
nance frequency ωm [27, 28] and does not introduces aux-
iliary nonlinear interactions [29]. Our results show that
an optimized cooling can be achieved in single-photon
weak coupling and low cavity quality factor regime due
to the anti-rotating-wave effect caused by the bistabil-
ity. By examining the Routh-Hurwitz (RH) criterion, we
exhibit the unstable characteristics of the system. By
studying the nonlinear properties of the classical part,
we show that the bistable behavior of the mechanical
system will cause a multivalued field-enhanced coupling
rate G and then affect the steady state phonon number.
Similar conclusions to exhibit bistable behavior are also
studied in Ref. [23, 25, 30]. After numerical investiga-
tion of the system, we show that quantum nonlinearity
can be neglected in the discussion of bistable cooling. In
realistic experimental situation, our scheme for optimized
2cooling is essentially based on the classical nonlinear ef-
fects that realize the parameter modulation of phonon
fluctuations in weak coupling regime. The bistability of
optomechanical system can induce strong nonlinearity in
single-photon weak coupling regime, so that the field-
enhanced coupling rate G can be compared with the me-
chanical frequency ωm. Under this conditions, rotating-
wave approximation is no longer suitable while in some
special parameters, the effect of the anti-rotating-wave
terms can greatly optimize the cooling effect, which is
shown in Fig. 5. The cooling phonon number can reach
10−3 of that without considering the nonlinear effect.
II. MODEL AND HAMILTONIAN
Here we consider a standard model of optomechanical
system in which the cavity mode driven by a laser coupled
to the mechanical resonator via radiation pressure, as
shown in Fig. 1(a), the Hamiltonian reads (~ = 1)
H = Hsys +Hd, (1)
Hsys = ωca
†a+ ωmb
†b− ga†a(b† + b), (2)
Hd = ǫ(a
†e−iωdt + aeiωdt), (3)
where a and b are the bosonic operators for the optical
and mechanical modes with frequencies ωc and ωm re-
spectively. The single-photon coupling coefficient of the
optomechanical interaction is g = (ωc/L)
√
~/(2mωm).
Hd describes the standard continuous-wave drive, ωd is
the angular frequency of the laser and ǫ is the cavity
driving strength, given as ǫ ≡ 2
√
Pκex/(~ωd), with P
the input power of the laser and κex the input rate of the
cavity. In the frame rotating at input laser frequency ωd,
we can obtain the quantum Langevin equations,
a˙ = −(i∆+ κ/2)a+ iga(b+ b†) +√κain − iǫ, (4)
b˙ = −(iωm + γ/2)b+ iga†a+√γbin. (5)
The optical and mechanical field operators can be split
into the classical and quantum components: a→ α+ a1
and b → β + b1, where α ≡ 〈a〉, β ≡ 〈b〉. The time
evolution of the annihilation operators of the system in
the Heisenberg picture are then governed by
α˙ = −(i∆+ κ/2)α+ igα(β + β∗)− iǫ,
β˙ = −(iωm + γ/2)β + ig|α|2, (6)
a˙1 = −(i∆′ + κ/2)a1 + igα(b1 + b†1),
+iga1(b1 + b
†
1) +
√
κain,
b˙1 = −(iωm + γ/2)b1 + ig(α∗a1 + αa†1),
+iga†1a1 +
√
γbin, (7)
where ∆ = ωc − ωd is the detuning between the driving
field and the cavity frequency, and ∆′ = ∆ − g(β + β∗)
is the effective detuning of the system. The nonlinear
equations Eqs. (6) describe the dynamical evolution of
the classical part of system, which is governed by the
adjustable parameters, ∆, κ and ǫ. Due to the weak cou-
pling of the single photon interaction in the experimen-
tal realization (g ≪ {κ, ωm}), we can effectively ignore
the nonlinear term igα(β + β∗) to simplify the calcula-
tion [26]. Under steady-state conditions, this approxi-
mation is reasonable and usually used in the discussion
of sideband cooling [32], optomechanical entanglement
[21], optomechanical induced transparency [33], and so
on. Thus, we can get the unique steady state solution
of the system according to Eqs. (6) in the stable regime,
where α0 ≈ −iǫ/(i∆+κ/2), the corresponding mean pho-
ton number n0 ≈ ǫ2/(∆2 + κ2/4), the steady state dis-
placement 〈x0〉 ≈ −2gn0/ωm [14]. In addition, we also
need to judge the choice of coupling strength g accord-
ing to the specific system to satisfy the approximation.
But, in the study of the nonlinear effects in bistability
[34, 35], chaos [36, 37] and rebirth effect of entanglement
[38], the nonlinear term igα(β+β∗) can be not simply ig-
nored even that the single-photon coupling rate is rather
weak. As shown in Fig. 1(b) blue solid line, there is
two steady state solutions for the same set of parameters
(one is metastability) in the bistable regime. As a typ-
ical bistable effect in optomechanical system [30], same
driven strength ǫ can cause different mean steady photon
number nk, and the corresponding average displacement
xk are also different. There are two coexisting differ-
ent dynamic behaviors for the same parameters. Which
means that there are two different cooling results in the
study of the optomechanical sideband cooling.
For the quantum part, i.e. Eqs. (7), we can introduce
the so-called “linearized” approximate description of op-
tomechanics when the nonlinear terms iga1(b1 + b
†
1) and
iga†1a1 can be omitted as being smaller by a factor α
[26]. This is an efficient approximation to the study of
the linearized quantum effects in optomechanical system.
Under this condition, the only correlation between the
classical part and the quantum part is the field-enhanced
coupling rate G = αg, and dynamics of the quantum part
have no distinguishing ability to α and g with the same
value of G. Thus, the single-photon coupling rate g will
not affect the dynamics of the quantum part as an effec-
tive parameter. In this case when we study the quantum
effect in optomechanical system, the contribution of the
classical part is only considered as an adjustable param-
eter. It can be found that this kind of process simplifies
calculations but ignores many quantum effects of system.
Therefor, when we consider the nonlinear effects of the
optomechanical system, such as the Kerr effect [22] and
duffing effect [39], we need to reconsider the contribution
of nonlinear terms iga1(b1 + b
†
1) and iga
†
1a1.
To understand the characteristic of the system in non-
linear regime better, we use Routh-Hurwitz (RH) crite-
rion [40] to evaluate the instability of the optomechanical
system. According to Eq. (6), the single-photon coupling
rate g is the key parameter to induce nonlinearity, and
the weight in the formulas directly affects the nonlinear
behavior of the system i.e. g2/(ωmκ). On the contrary,
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FIG. 1. (a) Schematic diagram of a standard optomechanical
system. The average displacement of the mechanical oscilla-
tor 〈xk〉 will exhibits bistability behavior in instability condi-
tion. (b) Evolution schematic diagram of the average photon
number nk as a function of driving strength ǫ in the bistable
condition. The blue solid line represents the case of contain
nonlinearity. The red dashed line represents the case of using
linearized approximation.
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FIG. 2. (a) RH criterion as function of κ, the coupling
strength g/ωm = 10
−3, the driving strength ǫ/ωm = 10
3, the
detuning frequency ∆/ωm = 1. (b) RH criterion as function
of ǫ, the dissipation rate κ/ωm = 10
−1, the coupling strength
g/ωm = 10
−3, the detuning frequency ∆/ωm = 1. (c) RH cri-
terion as function of g, the dissipation rate κ/ωm = 10
−1,
the driving strength ǫ/ωm = 10
3, the detuning frequency
∆/ωm = 1. (d) RH criterion as function of ∆, the dissi-
pation rate κ/ωm = 10
−1, the driving strength ǫ/ωm = 10
3,
the coupling strength g/ωm = 10
−3. Other parameters are
γ/ωm = 10
−5.
the larger the value of the detuning frequency frequency
∆ is, the smaller the effective nonlinear coupling is. On
one hand, the dissipation rate κ will contribute an ex-
ponential attenuation to the number of photons in the
cavity, which makes the system stable. On the other
hand, the driving ǫ can increase the photon number in
the cavity, which makes the system unstable. Thus, we
plot the RH criterion as a function of critical parame-
ters κ, ǫ, g and ∆ in Fig. 2. As shown in Fig. 2a, the
system will exhibit unstable behavior when the dissipa-
tion rate is lower than a specific value (κ < 2ωm for
ǫ/ωm = 10
3 and g/ωm = 10
−3). With the increase of
dissipation rate, if it exceeds a specific value 2ωm, the
system will become stable due to the dynamic balance
of photons between “dissipation” and “driving”. Un-
der this condition, dissipation will rapidly stabilize the
system and make it equilibrium with the cavity environ-
ment. As shown in Fig. 2b, the system will exhibit stable
behavior when the driving strength is weak. As the drive
strength increases, the system exhibits an unstable be-
havior when it exceeds a special value ǫ > 500ωm. At this
time, laser driving will continually increase the number
of photons in the cavity and eventually lead to instability.
As shown in Fig. 2c, the system could be regarded as a
linear system when the nonlinear coupling rate g is small
enough. As the coupling rate g increases and exceeds
a special value g > 5 × 10−4ωm, which is still in weak
coupling regime, the system will show strong nonlinear-
ity and its dynamics become unstable. In Fig. 2d, given
parameters κ/ωm = 0.1, ǫ/ωm = 10
3, g/ωm = 10
−3,
the system exhibits unstable behavior, both the para-
metric down-conversion interaction a1b1 + a
†
1b
†
1 on reso-
nance (red-detuning) and the beam-splitter (BS) interac-
tion a†1b1 + a1b
†
1 on resonance (blue-detuning), when the
detuning frequency |∆| < 2ωm.
According to the above analysis, the bistable behav-
ior can be easily induced under the condition of weak
dissipation, strong driving, weak single-photon coupling
strength and small detuning. Same requirements are also
needed in quantum information processing, such as ul-
trasensitive detection [41], radiation-pressure cooling [42]
and optomechanical entanglement [43]. This applications
also need weak dissipation to reduce the noise of the sys-
tem, strong driving to enhance the linear coupling rate
and small detuning to increase the strength of interac-
tion. Therefore, the system’s unstable behavior must be
considered in the study of quantum effects.
III. OPTOMECHANICAL COOLING IN
INSTABLE REGIME
In sideband cooling, the dynamics of the system can be
linearized when the coupling rate is weak enough. Under
this condition, we can substitute the mean-field steady
solutions α0, 〈x0〉 into the quantum part and then get
the final occupation number of the phonons after cooling.
According to the above analysis (see Fig. 2), the system
can exhibit strong classical nonlinearity with the weak
dispassion rate κ and strong driving strength ǫ, even that
the coupling rate is still in the weak coupling regime g ≪
ωm. Under this condition, the same parameters may have
different cooling behavior. To study cooling effect in the
nonlinear regime, we first consider the classical part of
the system i.e. Eqs. (6). In the steady state they read,
0 = −(i∆+ κ/2)α+ igα(β + β∗)− iǫ,
0 = −(iωm + γ/2)β + ig|α|2. (8)
Combining the above equations we obtain a third-order
polynomial root equation for the mean-field cavity occu-
4pation,
0 = 4χ2n3 − 4∆χn2 + (∆2 + κ2/4)n− ǫ2, (9)
where n = |α|2 is the mean photon number in the cavity,
and χ = g2/(ωm + γ
2/4ωm) is the nonlinear parameter.
This equation is commonly used to discuss the bistabil-
ity of the optomechanical system [23, 44]. Equation (9)
indicates that the mean-field equations have either one
or three solutions depending on the number of real roots
of the polynomial. While the mechanical quality factor
Qm = ωm/γ is much larger than 1, the nonlinear pa-
rameter χ approximately equals to g2/ωm. The three
roots depend on the detuning ∆, cavity dissipation rate
κ, single-photon coupling rate g and driving power ǫ.
The effect of these four parameters on stability has been
analyzed in Fig. 2. A similar observation can be made
concerning the mechanical resonator,
0 = ωmg
2x3 − 2g∆ωmx2
+(∆2 + κ2/4)ωmx+ 2gǫ
2, (10)
where x = (β∗ + β) is the mean displacement of the os-
cillator. It is obvious that Eq. (10) has also one or three
roots. This can be used to study the bistable behav-
ior of oscillator equilibrium displacements [23]. For the
discussion of the quantum part, the field-enhanced cou-
pling rate G = αg is a more direct parameter. Therefore,
we focus mainly on the bistability of the average photon
number n = |α|2 i.e. Eq. (9). And the coupling rate G
is a function of κ, g, ǫ, γ under the consideration of non-
linear effect, i.e. G(g, κ, ǫ, γ). Following consideration
of the experimental situation, we plot the mean photon
number Na and the field enhanced coupling rate G as
a function of parameters ǫ, κ and g in Fig. 3 in single
photon weak-coupling regime. In order to highlight the
nonlinear effects of the system, we compare the condition
which includes nonlinear term igα(β + β∗) (CNL) with
the one that does not (CL).
As shown in Fig. 3(a), under nonlinear condition
(CNL), if the driving strength ǫ is weak enough, the
curve is the same as the linear condition (CL). As the
driving strength increases until ǫ > 35ωm, the dynamic
of the system will exhibit bistable behavior which have
two different stable state with the same value of ǫ (one is
metastable [30], blue dotted line). Under this condition,
one of the mean photon state Na is almost the same as
the linear condition, but the other is much higher than
the linear condition. The bistable behavior of the sys-
tem disappears (there is only one steady solution) follow-
ing with the continuous increases of the driving strength.
When the driving strength is higher than a specific value
103ωm, the mean photon number in linear condition will
be higher than the one that in the nonlinear condition.
The same dynamic behavior of G can be also seen in
the Fig. 3(d). As shown in Fig. 3(b), the mean photon
number Na decreases when the dissipation κ increases
(red dashed line). For nonlinearity condition, the sys-
tem exhibits bistable behavior when the dissipation rate
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FIG. 3. Typical curves for the mean-field cavity occupation
Na and field enhanced coupling rate G as a function of driving
strength ǫ (a), (d); dispassion rate κ (b), (e) and single-photon
coupling rate g (c), (f). In (a) and (d), the dispassion rate
κ/ωm = 0.1, single-photon coupling rate g/ωm = 10
−3. In
(b) and (e), the driving strength ǫ/ωm = 100, single-photon
coupling rate g/ωm = 10
−3. In (c) and (f), the dispassion rate
κ/ωm = 0.1, driving strength ǫ/ωm = 10
2. Other parameters
are ∆ = ωm, γ/ωm = 10
−4.
is weaker than a specific value 0.28ωm. One of the mean
photon state is almost the same as the linear condition,
but the other is much higher than the linear condition.
Analogous dynamic behavior of G can be also seen in
Fig. 3(e), and G will appear with a large value grater
than 0.7ωm in nonlinear condition. In the nonlinearity
regime, the system exhibits bistable behavior when the
single-photon coupling rate achieves a specific threshold
3.5 × 10−4ωm. As shown in Fig. 3(c) (blue solid line),
one of the mean photon state Na is almost the same
as the linear condition, but the other is much higher
than the linear condition. As the coupling strength g
increases, the bistable behavior of the system disappears
(there is just one steady solution), and the dynamic be-
havior of the system is consistent with the linearity con-
dition. Analogous dynamic behavior of G can be also
seen in the Fig. 3(f). Thus, in bistable regime, the sys-
tem can achieve higher average photon number Na and
larger coupling rate G when ǫ > 35ωm, κ < 0.28ωm,
g > 3.5×10−4ωm for given parameters. Under the linear
condition, the ultra-strong driving, high quality factor
and strong coupling rate are needed to achieve the same
effect on the average photon number and field enhanced
coupling rate. In optomechanical system, according to
Eqs. (7), the coupling rate G(g, κ, ǫ, γ) and the dissipa-
tion rate κ are the key parameters of the evolution of
quantum part. Therefore, we can use adjustable param-
eters to modulate the dynamic characteristics of the sys-
tem.
5A. Sideband cooling in quantum nonlinearity
regime
In order to facilitate the analysis and calculation, we
split the optical and mechanical field operators into the
classical and quantum components, and the correspond-
ing dynamical equations of the system can be also di-
vided into classical and quantum nonlinear equations, i.e.
Eqs. (6) and Eqs. (7). In equations (7), the nonlinear
terms iga1(b1 + b
†
1) and iga
†
1a1 directly depend on the
key parameter single-photon coupling rate g. When the
single-photon coupling rate g is rather small, nonlinear
terms can be neglected as infinitesimal of high order. But
as g increases, the nonlinearity of the system should be
considered. Therefore, it is necessary for us to study what
is the specific coupling range that can ignore the nonlin-
ear terms and how the influence of the quantum nonlin-
earity on the sideband cooling. According to Eqs. (6) and
Eqs. (7), by using the master equation under the reason-
able truncation of the operators we can obtain the solu-
tions of steady state phonon number Nbs with and with-
out nonlinear terms iga1(b1 + b
†
1) and iga
†
1a1 (details see
Appendix A). As shown in Fig. 4, with the increase of the
single-photon coupling rate g, the number of the steady
state phonon number Nbs will increase rapidly in a very
small intervals and then changes slowly around 3.3. In
the region g/ωm < 3×10−3, as shown in the subgraph in
Fig. 4, the steady state phonon number shows remarkable
bistable behavior. Under this condition, the nonlinear
effect from quantum part can be neglected, and the evo-
lution curve containing quantum nonlinearity (red-solid
line QNL) agrees perfectly with the one not containing
(blue-dashed line QL). The nonlinear dynamical behav-
ior of the steady-state phonon number depends mainly
on the nonlinearity of the classical part i.e. Eqs. (6).
With the increase of the single-photon coupling rate, the
quantum nonlinear effect gradually emerges. When the
coupling rate g is approximately over 0.015ωm, as shown
in the subgraph in Fig. 4, there are obvious differences
between curves QL and QNL. Under this condition, we
can not ignore the influence of quantum nonlinearity on
the sideband cooling. Up to now, most experimental re-
alizations of cavity optomechanics are still in the single-
photon weak coupling limit [26], i.e., g/ωm ≪ 1. The
proper choice of the single-photon coupling rate g is in
order of magnitude 10−3 or even smaller. In addition,
our previous analysis indicates that bistability can also
occur even with a small value of g. In this case, the lin-
earization description of the quantum part is valid, so the
quantum nonlinearity can be neglected. It is worth not-
ing, when we introduce the nonlinear terms iga1(b1+ b
†
1)
and iga†1a1, the steady state of the oscillator maybe a
complex non-Gaussian state. Under this condition, the
fluctuation of the phonon number can be no longer de-
scribed by a specific temperature. That is to say, we can
not use the thermal temperature to evaluate the cooling
effect. Nevertheless, based on the purpose of suppressing
g/ωm
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FIG. 4. The comparison of the steady state cooling effect
with quantum nonlinearity (QNL) and without quantum non-
linearity (QL). The dispassion rate κ/ωm = 0.1, the thermal
excitation number nth = 200, driving strength ǫ/ωm = 100,
single-photon coupling rate g/ωm = 10
−3, other parameters
are the same with Fig. 3.
FIG. 5. log10(RC) as a function of κ and G. The red-
dashed line denotes RC = 10, and the blue-dashed line de-
notes RC = 0.1. The white area denotes the unstable area.
Other parameters are same with Fig. 4.
quantum fluctuations in mechanical cooling, the steady-
state fluctuation of phonon number Nbs can be still used
as a standard to indicate the cooling effect.
B. Sideband cooling in quantum linearity regime
After linearization (QL), we can derive the dynamical
equations of mean values of the second-order moments
according to Eqs. (7) (see Appendix B). Under blue side-
band condition ∆ = ωm, we can completely solve the
differential equations for the mean values of the second-
order moments 〈a†1a1〉, 〈b†1b1〉, 〈a†1b1〉, 〈a1b1〉, 〈a21〉, 〈b21〉
and obtain the steady state phonon number of sideband
cooling Nbs by setting t → ∞. Under the condition
4|G|2 ≫ κγ, we can obtain an approximating expres-
sion for the steady state phonon number Nbs. Similar
approximating solution is also used in the discussion of
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FIG. 6. Comparison of cooling effect under linear and non-
linear conditions. (a) and (b) indicate the occupation phonon
number Nbs as a function of g. (c) and (d) indicate the oc-
cupation phonon number Nbs as a function of κ. The cavity
dissipation rate of (a) and (b) are κ/ωm = 0.1. The single-
photon coupling rate of (c) and (d) are g/ωm = 10
−3. The
driving strength of (a) and (c) are ǫ/ωm = 100. The driving
strength of (b) and (d) are ǫ/ωm = 200. Other parameters
are same with Fig. 3.
dissipative cooling [14].
Nbs ≈ NRW +NARW , (11)
where NRW = (4|G|2 + κ)nth/[4|G|2(κ+ γ)] denotes the
contribution from the rotating-wave effect i.e. 〈a†1a1〉,
〈b†1b1〉, 〈a†1b1〉, and NARW = [4ω2m(κ2 + 8|G|2) + κ2(κ2 −
8|G|2)]/16ω2m(4ω2m+κ2−16|G|2) denotes the contribution
from the anti-rotating-wave effect i.e. 〈a1b1〉, 〈a21〉, 〈b21〉
(details see Appendix B). In general, the anti-rotating-
wave terms will induce the double excitation processes,
which will heat the phonons and even cause instability of
the system [45]. Therefore, in many cooling protocols, it
is desirable to avoid the anti-rotating-wave effect as far
as possible [14, 45]. We note that the anti-rotating-wave
terms does not only cause negative effect on sideband
cooling, but also can induce double quantum annihila-
tion effects to optimize cooling, such as b1b1 and a1b1.
To investigate sideband cooling better, we define cooling
factor RC = Nbs/NRW in which RC > 1 indicates that
the anti-rotating wave effect heats the mechanical oscil-
lator and 0 ≤ RC < 1 indicates that the anti-rotating-
wave effect cools the mechanical oscillator. As shown
in Fig. 5, when G/ωm ≤ 0.5, the cooling factor RC is
greater than 1 and increases with the increase of coupling
rateG. When the parameters exceeds the red-dashed line
region (RC = 10), the cooling factor increases rapidly
and tends to be unstable very quickly. In this case, anti-
rotating wave terms exhibit negative effect for sideband
cooling. While G/ωm ≥ 0.6, the cooling factor RC ≤ 1,
especially from the blue-dashed line (RC = 0.1) to the
dark colored zone, the cooling factor drops sharply and is
far less than 1. Therefore, if the coupling rate G is large
enough, the anti-rotating-wave terms will be beneficial to
the sideband cooling under the premise that the system
has steady-state solutions.
We plot the steady state cooling effect as a function of
single-photon coupling rate g and cavity dissipation rate
κ with different driving strength ǫ in Fig. 6. Under non-
linear condition (CNL), the steady state cooling phonon
number has obvious valley value, which is much lower
than that in the linear case (CL). As shown in Fig. 6(a),
when the single-photon coupling rate g is relatively small,
the steady state phonon number Nb has only one stable
solution, and the nonlinear curve agrees with the linear
case. With the increase of coupling rate, steady state
phonon number will appear bistability, which is consis-
tent with the results that has been discussed in Fig. 3(f).
One of the stable solution is still consistent with the linear
case, while the other one is much lower, and it will reach
a minimum value Nb ≈ 10−4 at g/ωm = 1.13× 10−3. In
combination with Fig. 3(f), we can find that at the min-
imum point of the phonon number, the field-enhanced
coupling rate G approximately equals to 0.8ωm. Then
according to the dissipation rate we selected κ/ωm = 0.1,
we find that the corresponding cooling factor RC is ex-
actly in the lowest region in Fig. 5. That is to say, the
effect of the anti-rotating-wave terms will optimize the
cooling effect in this case. In Fig. 6(b), we let the driv-
ing strength ǫ equal to two times of that in Fig. 6(a).
Through the comparison between the two figures, we find
that the stronger the driving strength is, the smaller the
single-photon coupling is required to achieve bistability
effect and optimal cooling. In addition, in the high value
region of single-photon coupling rate, there is only one
stable solution existing in the nonlinear condition, and
the cooling effect is also lower than the one that in the
linear case.
As shown in Fig. 6(c) and (d), in the low dissipation
region (κ/ωm < 0.1 and κ/ωm < 0.12), there is obvi-
ous bistability of the steady state phonon number. In
Fig. 6(c), one of the coexisting steady states is consistent
with the linear condition, and the other have a minimum
value at the dissipation rate 0.1ωm. Similarly, accord-
ing to Fig. 5, the optimal cooling is resulting from the
bistability which due to the additional cooling effect of
the anti-rotating-wave terms. When the dissipation rate
is greater than 0.1ωm, the bistable effect disappears, and
the curve agrees with the linear case, and the commonly
used classical linear approximation is valid. Through the
comparison between Fig. 6(c) and Fig. 6(d), we find that
stronger driving strength allows the system to achieve
optimal cooling effects at larger cavity dissipation rate.
Therefore, we can achieve a much lower steady state cool-
ing phonon number by using the nonlinearity of the sys-
tem in optomechanical cooling. In order to utilize the
nonlinearity of the system to optimize cooling, under
the given parameters, we need to select the appropri-
ate single-photon coupling rate (it is not as strong as
7possible) and keep the dissipation rate κ/ωm less than
specific value, κ/ωm < 0.1 for Fig. 6(c), which can be
easily achieved in existing experiments.
IV. DISCUSSION AND CONCLUSION
The realization of single-photon coupling rate in op-
tomechanical systems are still in weak coupling regime
under current experimental conditions i.e., g/ωm ≪ 1.
Therefore, for the sideband cooling of the optomechani-
cal system, the linear coupling term (G∗a1+Ga
†
1)(b1+b
†
1)
still plays an important role. While the quantum non-
linear effects such as muti-photon and muti-phonon in-
teraction are relatively weak [27, 28], which have been
analyzed in section III-A. The fundamental reason for
the sideband cooling optimization of bistability behav-
ior is the anti-rotating wave effect caused by the classi-
cal nonlinearity. In our result, the system can exhibit
strong nonlinear effects in the unstable region even the
nonlinear interaction of system is weak. Considered with
present experimental conditions, using bistable effect is
a meaningful choice to optimize sideband cooling. In our
analysis, to obtain optomechanical bistability, we only
need g/ωm > 3.5 × 10−4 and κ/ωm < 0.28 at the ap-
propriate driving strength, which can be easily realized
in the nanobeam optomechanical resonator cavity [46].
Where the mechanical frequency ωm/2π = 3.68GHz, op-
tical linewidth κ/2π = 500MHz and single-photon cou-
pling rate g/2π = 910KHz. In addition the switching
between the two bistable states can be realized by the
injected signal [47].
In conclusion, we present a scheme to optimize the
sideband cooling by using the bistability of the optome-
chanical system. By using RH criterion to study the sta-
bility of the system, we find that the system can exhibit
unstable behaviors caused by the classical nonlinearity,
which do not require strong drive, strong single-photon
coupling and high cavity Q factor. Then by investigating
the bistable behavior of the system, we find that there is
an obvious parameter amplification of the field-enhanced
coupling rate G. We also study the steady state cool-
ing of the mechanical oscillator with and without quan-
tum nonlinearity respectively. It is obvious that cool-
ing optimization mainly depends on the classical non-
linear in weak single-photon coupling regime. Compared
with the original linearized cooling scheme [26] in the sta-
ble regime, our scheme can achieve a lower steady state
cooling phonon number Nbs and has no requirement for
strong single-photon coupling g and high cavity quality
factor Q. This provides a theoretical platform for opti-
mizing oscillator cooling and studying nonlinear behavior
of optomechanical systems.
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Appendix A: Dynamic of mechanical oscillator with
quantum nonlinearity
The optical and mechanical field operators can be split
into the classical and quantum components: a→ α+ a1
and b → β + b1, where α ≡ 〈a〉, β ≡ 〈b〉. In the rotat-
ing frame, the corresponding Hamiltonian Eq. (1) can be
rewritten as H = Hc +Hq. Where Hc denotes the mean
part of the Hamiltonian, which dominates the dynami-
cal evolution of the classical components Eqs. (6). Hq
denotes the fluctuation part of the Hamiltonian, which
dominates the dynamical evolution of the quantum com-
ponents Eqs. (7). We have
Hq = ∆
′a†1a1 + ωmb
†
1b1 (A1)
−(G∗a1 +Ga†1)(b1 + b†1)− ga†1a1(b1 + b†1),
where ∆′ = ∆ − g(β + β∗) is the detuning modified by
the optomechanical coupling and G = αg describes the
linear coupling strength. We see that the time-dependent
coefficients ∆′ and G are determined by α and β. That
is, the classical nonlinear dynamics is manifested in the
quantum properties of the system. We derive the dy-
namic solutions of the classical parts by solving Eqs. (6).
Substituting the solution of α and β into Eq. (A2), we
can obtain the parameter modulated Hamiltonian of the
fluctuation part. Then, according to the parameter mod-
ulated Hamiltonian, the average phonon fluctuation can
be formally given by Nb = Tr[b
†
1b1ρ]. Where ρ is the
density operator of system. The evolution of the density
operator ρ for the Hamiltonian Hq can be described by
the master equation,
ρ˙ = −i[Hq, ρ] (A2)
+
κ
2
D[a]ρ+ γ
2
(nth + 1)D[b]ρ+ γ
2
nthD[b†]ρ,
where nth = [exp(ωm/kBTM − 1)]−1 is the average ther-
mal occupancy number of the oscillator, and D[o] =
2oρo† − o†oρ − ρo†o is the Lindblad dissipation super-
operator. When the excitation of the fluctuation part is
small, we can solve the system by truncating the dimen-
sion of the operators. Thus we can obtain the steady-
state cooling phonon fluctuations number Nbs, which are
governed by a parameters α and β.
8Appendix B: Dynamic of mechanical oscillator
without quantum nonlinearity
Under strong driving and weak coupling condition, the
classical components dominate and the nonlinear terms
ga†1a1(b1+b
†
1) can be neglected. Since the Hamiltonian is
linear, it does not mix moments with different orders. To
calculate the mean phonon number, we need to determine
the mean values of all the second-order moments, the
differential equations are given as
dNa
dt
= −κNa − iG∗(〈a1b1〉+ 〈a†1b1〉∗) + iG(〈a†1b1〉+ 〈a1b1〉∗),
dNb
dt
= −γNb + γnth − i(G〈a†1b1〉+G∗〈a1b1〉 −G〈a1b1〉∗ −G∗〈a†1b1〉∗),
d〈a†1b1〉
dt
= −[i(ωm −∆) + (κ+ γ)/2]〈a†1b1〉 − i(G∗〈b21〉+G∗Nb −G〈a21〉∗ −G∗Na),
d〈a1b1〉
dt
= −[i(ωm +∆) + (κ+ γ)/2]〈a1b1〉+ i(G〈b21〉+GNb +GNa +G+G∗〈a21〉),
d〈a21〉
dt
= −(2i∆+ κ)〈a21〉+ 2iG(〈a1b1〉+ 〈a†1b1〉∗),
d〈b21〉
dt
= −(2iωm + γ)〈b21〉+ 2i(G∗〈a1b1〉+G〈a†1b1〉). (B1)
Different from the usual linearization method [14], G is dependent on the parameters g, ǫ, κ and γ. Where the
steady-state covariance matrix is used to obtain the final occupancy of the mechanical resonator Nbs. We note that
in the above calculation, cut-off of the density matrix is not necessary and the solutions are exact.
In the stable regime, the system finally reaches the steady state, and the derivatives in Eqs. (B1) all become zero.
Then the second-order moments in the steady state satisfy a set of algebraic equations. Under the condition ∆′ = ωm
and cooperativity 4|G|2 ≫ κγ, we obtain the final phonon occupancy
Nbs =
(4|G|2 + κ)nth
4|G|2(κ+ γ) +
4ω2m(κ
2 + 8|G|2) + κ2(κ2 − 8|G|2)
16ω2m(4ω
2
m + κ
2 − 16|G|2) . (B2)
In addition, under the rotating-wave approximation,we can set 〈a1b1〉, 〈a21〉 and 〈b21〉 zero and then we can obtain the
final phonon occupancy
Nbs =
(4|G|2 + κ)nth
4|G|2(κ+ γ) . (B3)
By comparing Eq. (B2) with (B3), we can find that the first term of Eq. (B2) indicates the contribution from the
rotating-wave effect, the second term of Eq. (B2) indicates the contribution from the anti-rotating-wave effect.
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