We consider subsets of the n-dimensional grid with the Manhattan metrics, (i.e. the Cartesian product of chains of lengths k 1 ; : : : ; k n ) and study those of them which have maximal number of induced edges of the grid, and those which are separable from their complement by the least number of edges. The rst problem was considered for k 1 = = k n by Bollob as and Leader 2]. Here we extend their result to arbitrary k 1 ; : : : ; k n , and give also a simpler proof based on a new approach. For the second problem 2] o ers only an inequality. We show that our approach to the rst problem also gives a solution for the second problem, if all k i = 1. If all k i 's are nite, we present an exact solution for n = 2.
Introduction
For non{negative integers k 1 ; k 2 ; : : : ; k n set V n = fx = (x 1 ; : : : ; x n ) j 0 x i k i ; x i 's are integersg: Consider the grid graph M n with the vertex set V n , two vertices x; y of which are adjacent i (x; y) = 1, where is the Manhattan metric, (x; y) = P n i=1 jx i ? y i j. Clearly the graph M n may be considered as the Cartesian product of chains of lengths k 1 ; : : : ; k n .
For A V n and x; y 2 V n , (x; y) = 1, we say that the edge (x; y) is an inner edge of the set A, if x; y 2 A. Otherwise, if one of x; y is in A and the other is not in A, the edge (x; y) is called a boundary edge of the set A. Denote by E(A) (resp. R(A)) the collection of all inner (resp. boundary) edges of A. Now let m be an integer. Consider all the m-element subsets of V n and the following two extremal problems: Similar problems may be considered with respect to any graph G. Notice that if G is regular of degree d, then 2 jE(A)j + jR(A)j = d jAj: (1) Thus in this case Problems 1 and 2 are equivalent in the sense that a solution of one of these problems is at the same time a solution of the other. In the binary case (i.e. when k 1 = k 2 = = k n = 1), Problem 1 was rst solved by Harper 3] , and for arbitrary nite k i 's under the Hamming metric by Lindsey 5] . They proved that for each m the set of the rst m vertices of V n in the lexicographic order, gives a solution for Problem 1 (and also for Problem 2). Here by the lexicographic order L we mean the order induced by the following relation: a vector x 2 V n precedes y 2 V n if x i < y i for some i with x 1 = y 1 ,. . . , x i?1 = y i?1 . For the Hamming metrics it is natural to assume that all k i 's are nite, as otherwise if, say, k i is in nite, then the set f(0; : : : ; 0; x i ; 0; : : : ; 0) j 0 x i m ? 1g gives a solution, since it contains an inner edge between any pair of its vertices. In the non-binary case under the Manhattan metric the graph M n is not regular, and so the equivalence of Problems 1 and 2 is not insured. It turned out, however, that if all k i 's are in nite, these problems have a common solution. It is interesting that in the \bounded" case, i.e. when all k i 's are nite, Problem 2 has no nested structure of solutions, while Problem 1 always has it, and so in this case our problems are not equivalent. Problem 1 was solved rst by Bollob as and Leader 2] for k 1 = = k n . In the next section we present a simpler proof, which works for arbitrary k i 's. It turned out that the solution we give works either for the \in nite" case or for the \bounded" one. Section 3 of our paper is devoted to Problem 2 in the \in nite" case, i.e. when k i = 1, i = 1; : : : ; n. For the \bounded" version, we are able to give an exact solution for the two-dimensional case only. It turned out that there exist only two sets, \suspicious" to optimality, and when m grows, the solution structure switches ones from one set to another. The study of such switches is of particular interest, since if a problem has no nested structure of solutions, the present techniques, as a rule, cannot be applied for solving it. Some other examples of dealing successfully with \jumping" solutions one can nd in 1], where there exist many switches, and in 4] with only one switch. Finally, in 3] one can nd an edge isoperimetric inequality for Problem 2, from which an exact solution for some particular values of m follows for n 3.
Solution of Problem 1
Denote V n;1 = f(x 1 ; : : : ; x n ) j x i 0; 1 i ng. We introduce an order E on V n;1 and prove that for any m the set induced by the initial segment of length m in E gives a solution of Problem 1.
Notice that E induces also some order on the set V n . Denote by I E (m) V n the initial segment of length m in this induced order. Throughout this Section we assume that 1 k 1 k n .
For x = (x 1 ; : : : ; x n ) 2 V n denote ]x = max i x i and letx be the vector obtained from x by replacing all entries not equal to ]x by 0. The order E is de ned inductively. For x; y 2 V n we say x > E y i For x = (x 1 ; : : : ; x n ) 2 V n;1 we denote by x the projection of x on the set V n , i.e. the vector, whose i-th entry equals x i = minfx i ; k i g, 1 i n.
Since our proof technique works for n 3 only, we consider the case n = 2 separately.
Lemma 2 Let A V 2 and C i (A) = A for i = 1; 2. Then jE(I E (jAj))j jE(A)j. 
then, using the induction hypothesis, it follows that jE(C i A)j jE(A)j. Lemma Since jE(B nfxg)j jE(B)j?n and for any z 2 P nB one has jE(B fzg)j = jE(B)j+n, and since N(z) < N(x), after replacing x by z we either transform the set B to I E (m) or P B.
As to the set Q, if t = (t ? Now let ]x =]y = t > 1. If x i = y i = t for some i, then by similar reasoning to above y 2 B. So, we may assume that for some subscript i the following holds: x i = t, y i < t, and either i = 1 or x j < t, y j < t for 1 j < i. Notice that if x j > y j for some j 6 = i, then y 2 B. Indeed, consider the vector z obtained from x by replacing x j by y j . One has x > E z > E y and z 2 B implies y 2 B. Hence x j < y j for j 6 = i, and so y j 6 = 0 for j 6 = i. If now y i 6 = 0, then jE(B fyg)j = jE(B)j + n, and we may replace the vector x by y without decreasing E, but with decreasing N.
Finally, if y i = 0, then the two following cases are possible. In the rst case assume x j = 0 for all j 6 = i. Then clearly one could replace x by y without increasing E. Otherwise, if x j 6 = 0 for some j 6 = i, then similarly to the above consider the sets U = f(z 1 ; : : : ; z n ) j z s = x s for s 6 = j; and 0 z j x j g; S = f(z 1 ; : : : ; z n ) j z s = y s for s 6 = i; and 0 z i x j g: Since U B and S \ B = ;, one may replace U by S without decreasing E, but with decreasing N. In order to complete the proof of the whole theorem, we have to consider the case t = 1. In this case x and y are binary vectors, and one may assume that y is the binary coordinatewise negation of x, since otherwise y 2 B as above. If there exists a vector z with x > L z > L y, then y 2 B, since x i = z i and z j = y j for some i; j. Therefore one has to consider only the case x = (1; 0; : : : ; 0), y = (0; 1; : : : ; 1). But in this case replacement of x by y strictly increases the number of inner edges, which completes the proof. 2 
Solution of Problem 2
Consider rst the case when all k i are in nite, i.e. V n = V n;1 . We will show that any initial segment in the order E gives a solution.
Theorem 2 jR(I E (jAj))j jR(A)j for any A V n .
Proof. The proof is very similar to the proof of Theorem 1. We go along the lines of this proof and discuss only the di erences.
So, assume that jAj = m and A 6 = I E (m). We use induction on n. For n = 1 the Theorem is obviously true. For n = 2 instead of (2) we have jR(A)j = jA 1 (0)j + jA 2 (0)j; (4) and so we have to maximize the same quantity as in (2) again, which proves this case. Let us proceed with the induction step for n 3. Instead of (3) (5) and hence by the induction hypothesis it follows that jR(C i A)j jR(A)j. Therefore, we may restrict ourselves to consider only a stable set B.
Denote again by x the greatest vector of B in the order E, and by y the least vector in order E which is not in B. Then x > E y. We may assume x i 6 = y i for 1 i n. Since jR(B nfxg)j jR(B)j+n and for any z 2 P nB one has jR(B fzg)j = jR(B)j?n, and since N(z) < N(x), after replacing x by z we either transform the set B into I E (m) or P B.
As to the set Q, if t = (t ? 1; : : : ; t ? 1; 0) 2 B then one can apply the arguments above. Let t 6 2 B. Notice that there exists a j such that x j < t ? 1. Consider the set U = f(z 1 ; : : : ; z n ) j z i = x i for i 6 = j; 0 z j x j g and replace it by the set S = f(t ? Now let ]x =]y = t > 1. Then for some i one has x i = t, y i < t, and either i = 1 or x j ; y j < t for j < i. There is no loss of generality to assume that x j < y j for j 6 = i, and so y j 6 = 0 for j 6 = i. If now y i 6 = 0, then jR(B fyg)j = jR(B)j ? n, and we may replace the vector x by y without increasing R, but with decreasing N. Finally, if y i = 0, then similarly (see the proof of Theorem 1) we replace the vector x by the vector y or the set U by the set S without increasing R, but with decreasing N.
In the last case t = 1 the proof is quite similar to the proof of Theorem 1. Therefore the solution of our problem is either I E (m) or I L (m). Notice, that the number of boundary edges for the rst set is an increasing function of m, while for the second set it increases rst, and then jumps between k 2 + 1 and k 2 + 2. Hence, as m increases until some m 0 , there may exist two solutions, among which is I E (m), and for m 0 < m (k 1 + 1)(k 2 + 1)=2 the set I L (m) is better. 2
