For general two-electron two-centre integrals over Slater-type orbitals (STOs), the use of the Neumann expansion for the Coulomb interaction potential yields infinite series in terms of few basic functions. In many important cases the number of terms necessary to achieve convergence by a straightforward summation is large and one is forced to calculate the basic integrals of high order. We present a systematic approach to calculation of the higher-order terms in the Neumann series by large-order expansions of the basic integrals. The final expressions are shown to be transparent and straightforward to implement, and all auxiliary quantities can be calculated analytically. Moreover, numerical stability and computational efficiency are also discussed. Results of the present work can be used to speed up calculations of the STOs integral files, but also to study convergence of the Neumann expansion and develop appropriate convergence accelerators.
I. INTRODUCTION
From a purely theoretical point of view, Slater-type orbitals 1,2 (STOs) constitute a more convenient basis set for calculations in molecular physics than the widely used Gaussian-type orbitals 3 (GTOs). In fact, unlike GTOs, STOs are able to satisfy the Kato's cusp condition 4 at the electron-nucleus coalescence points and their exponential decay at large electronnucleus distances coincides with the asymptotic form of the electronic density 5 (if nonlinear parameters are suitably chosen). Only severe difficulties in calculation of the electron repulsion integrals made the use of STOs drastically limited. Nonetheless, a considerable interest remained in this field .
In recent three paper series [28] [29] [30] calculation of the STOs integrals has been reconsidered and new analytical or seminumerical methods for their computation have been proposed.
This allowed to perform calculations for the beryllium dimer with STOs basis sets up to sextuple ζ quality, reaching the so-called spectroscopic accuracy (few wavenumbers, cm −1 ).
Additionally, it was found that the Coulomb, (aa|bb), and hybrid, (aa|ab), integrals are not troublesome and are computed with a decent accuracy and speed for a reasonable range of nonlinear parameters (and quantum numbers). Calculation of the exchange integrals, (ab|ab), is more involved. The Neumann expansion of the interaction potential, which is the method of choice, gives rise to infinite series. In many important cases the required accuracy is obtained after summing 20-30 terms. However, there are situations where a larger number of terms is necessary to achieve convergence which makes calculations significantly more expensive. This is one of the major reasons for the STOs vs. GTOs gap in the computational timings.
It seems reasonable to expect that the higher-order terms in the Neumann expansion do not need to be computed with general techniques but a suitable large-order expansion can be devised. This would allow to reduce the computational burden significantly, as the asymptotic expansions of such kind are typically more robust than the general expressions.
Therefore, the main purpose of this paper is to derive systematic large-order approximations of all basic quantities appearing in the Neumann expansion of the STOs exchange integrals, and provide necessary numerical tests. Resulting expressions can be readily incorporated into existing STOs integral codes.
Since the present paper is concentrated solely on the Neumann expansion of the inter-action potential with application to the STOs electron repulsion integrals, a brief survey of the literature on this topic is mandatory. Relevant mathematical details will be given in the next section. Possibly the first method utilising the Neumann expansion was reported This paper is organised as follows. In Sec. II we introduce the notation and recall relevant expressions from the previous works. In Sec. III we introduce the large-order asymptotic expansion for the functions L µ and verify the main results numerically. The corresponding expansion for the functions W µ is given in Sec. IV. Finally, in Sec. V we conclude our paper.
II. PRELIMINARIES
Let us consider a diatomic molecule placed on the z axis symmetrically around the origin.
Slater-type orbitals (STOs) have the following generic form
where n and l are both integers such that n > l, (r, θ, φ) are the spherical coordinates of the given centre, S n (ζ) = (2ζ) n+1/2 / (2n)! is the (radial) normalisation constant, and Y lm are spherical harmonics in the Condon-Shortley phase convention
where P m l are the (unnormalised) associated Legendre polynomials 43 and Ω lm is the angular normalisation constant
Transformation to the real spherical harmonics, which are usually more convenient in calculations, can be performed with standard relations.
Throughout the paper the electrons shall be denoted by 1, 2, ... and the nuclei by a, b, ....
All interparticle distances are shortly written as r pq , e.g., the distance between the first electron and the nucleus a is simply r 1a etc. (an exception is the internuclear distance for which the usual convention R := r ab is adapted). Let us introduce the prolate ellipsoidal coordinates, (ξ i , η i , φ i ), by means of the formulae
where i = 1, 2, and φ i are the corresponding azimuthal angles. The volume element becomes
It is well known that the product of two Slater-type orbitals can be written in a closed-from in the prolate ellipsoidal coordinate system as follows
with M = m a − m b and Γ = l a + l b + 2. The new coefficients are defined as α =
The quantity Ξ is a square matrix with some numerical coefficients which can be tabulated. Details of this transformation are given in Refs. [29] (see also the references therein). In conclusion, any nonzero two-centre electron repulsion integral over STOs can be written down as a finite linear combination of the following generic integrals
where explicit notation for the nonlinear parameters has been suppressed for brevity. The values of p i , q i and σ are restricted to non-negative integers.
Let us now introduce the Neumann expansion of the Coulomb interaction potential
where ξ < = min(ξ 1 , ξ 2 ) and ξ > = max(ξ 1 , ξ 2 ), P m l are defined in the same way as in Eq. (2), and Q m l are the associated Legendre functions of the second kind. By plugging the above expansion into Eq. (6) and after a straightforward integration over the angles one arrives at
where the basic quantities for the integration over η are
and similarly for the ξ integration
In general, the expansion given by Eq. (8) is infinite and terminates only in the special case of vanishing β 1 or β 2 . Nonetheless, it is convergent for any physically acceptable values of the nonlinear parameters, i.e., α i > 0 and |β i | ≤ α i , but the rate of convergence depends crucially on the values of β i . A practical observation is that larger values of β i result in a slower convergence. Unfortunately, in actual calculations one can expect some of the integrals to approach the extreme case |β i | = α i . In such situation several tens of terms may be necessary to achieve convergence which significantly slows down the computations.
Note parenthetically that the convergence is somewhat slower for larger values of σ, but this effect is of secondary importance.
Calculation of the integrals i σ µ (q, β) is not connected with any significant overhead, even if large values of the parameters are necessary. Therefore, at present we see no reason to develop new methods for their computation. The available techniques appear to be entirely satisfactory and the recursive method put forward by Harris is particularly robust (see Ref.
[22] for an extended survey). We shall concentrate on the most difficult basic quantities, i.e., the integrals w σ µ (p 1 , p 2 , α 1 , α 2 ). Let us recall the analytical formula derived by Maslen and Trefry (after simplifications due to Harris)
where
and
The main goal of the present paper is to provide efficient and reliable methods for calculation of W µ for large values of µ. The problem can be solved in two ways. The first one is a direct attack by using the differential equation for W µ derived in the previous paper. The second method utilises Eq. (12) and reduces the problem to calculation of L σ µ (p, α) which appears to be more straightforward. In fact, large µ expansion of L σ µ (p, α) is expected to be significantly less complicated than the corresponding one for W µ . However, there is an additional cost of using Eq. (12) which is absent in the first method where W µ are calculated directly. Let us also note in passing that the auxiliary integrals k σ µ (p, α), Eq. (14), can be computed efficiently with the available techniques and thus are not considered herein.
Throughout the paper we rely on two special functions, E n (z) and a n (z). They are defined in the Appendix A and efficient methods of their computation are briefly discussed.
III. LARGE-ORDER EXPANSION OF
L σ µ (p; α)
A. Initial reduction
Let us recall two recursion relations which allow to simplify the problem significantly.
They result directly from the properties of the Legendre functions and read
By means of these recursions the necessary integrals L σ µ (p; α) can be efficiently computed starting with L µ (α) := L 0 µ (0; α) only. Note that the above expressions require L µ (α) with even larger µ than initially. In fact, they basically consist of increasing p and σ at cost of µ. Therefore, the most important task is to calculate the integrals L µ (α) for large µ with decent speed and precision. This is the main issue considered in the present section.
B. Alternative integral representations of L µ (α)
Our derivation starts with the differential equation for L µ (α) which was established in
where the prime denotes differentiation with respect to α. Let us recall that the linearly independent solutions of the homogeneous differential equation are the well-known modified spherical Bessel functions 43 , i µ (α) and k µ (α). This suggests that the desired solution of the inhomogeneous equation has the following form
where I µ (α) and K µ (α) are some functions which are yet to be determined. Let us additionally enforce the constraint
valid strictly for every value of α > 0. Upon inserting the formula (18) into the differential equation (17) one obtains the following expression
where we have taken advantage of the fact that i µ (α) and k µ (α) obey the homogeneous differential equation. The above expression and the constraint (19) form the following system
Note that the determinant of the above 2 × 2 matrix (the Wronskian) is equal to −
which is a direct consequence of the properties of the Bessel functions 43 . The system of linear equations (21) can be solved right away, e.g., with the Cramer's rule to give
and after (indefinite) integration over α one arrives at
This expression is the general solution of the differential equation (17) . In order to find a particular solution corresponding to the integrals (13) we need to impose proper initial conditions. From Eq. (17) one clearly sees that L µ (α) vanish as α → ∞ for every µ.
Additionally, the results presented in Ref. [29] indicate that L µ (α) vanish exponentially quickly in this limit [as e −α log(α) in the leading-order term]. This constitutes the first initial condition which we need to impose on the above general solution. The second initial
where γ E is the Euler-Mascheroni constant, and M µ are some numerical coefficients independent of α (c.f. the supplemental material to Ref. [29] ). An essential feature of the above formula is the logarithmic singularity for small α which has to be reproduced by Eq. (24).
The most succinct formula which takes both initial conditions into account reads
Clearly, the formula (26) is a new integral representation of the L µ (α) functions, alternative to the definition given by Eq. (13) .
At this point an extended comment is mandatory. One might be uncertain about the reason behind introduction of Eq. (26) . It is clearly more complicated than the initial definition, Eq. (13), and appears to give no computational or theoretical advantages. However, it turns out that Eq. (13) is a very inconvenient starting point for the present developments.
Despite the large-order expansions of the Legendre functions, Q µ , are well-known [44] [45] [46] , they are too complicated to be used for our purposes. A naive approach where a large-order expansion of Q µ is inserted into Eq. (13) 
Having the integral representation (26) at hand, it becomes straightforward to derive the large-order expansion of the pertinent integrals I µ (α) and K µ (α). By inserting the integral representations (B1) and (B2) into Eqs. (27) and (28), respectively, one obtains
after a simple exchange of variables. The coefficients in the expansions are obtained with
which is valid for m > 0. In the special case of m = 0 the corresponding results are
The modified spherical Bessel functions in Eq. (26) which multiply the integrals I µ (α) and K µ (α) can also be expanded with help of Eqs. (B1) and (B2). This leads to a product of two infinite series which can finally be rewritten as
A short remark on the mathematical nature of the above expansion is necessary. Note that From the point of view of some developments it is useful to analyse in details the first term of the expansion (33) . One easily arrives at
Additionally, if the large µ asymptotic formulae for E µ+1 (α) and a µ (α) are used, Eqs. (A6) and (A7), some simplifications occur and one finds
provided that µ > α.
D. Numerical tests and examples
It is now mandatory to verify how the new formula (33) works in practice. In Table I we present results of some exemplary calculations of L µ (α) with help of the new formula, Eq. (33) . Different values of α and µ are tested to find the actual range of applicability.
Additionally, the number of terms in the infinite expansion (33) necessary to reach the maximal possible precision was listed in each case. A more detailed inspection of Table I reveals some general conclusions about the range of the parameters where Eq. (33) reason for a major concern. In fact, the large α expansion of L µ (α) was given in Ref. [29] and it works reasonably well for both small and large values of µ. We conclude that Eq.
(33) is a preferred computational technique when µ is large and α is small or moderate at the same time.
IV. LARGE-ORDER EXPANSION OF
W σ µ (p 1 , p 2 ; α 1 , α 2 )
A. Initial reduction
Let us reduce the number of independent parameters in the integrals W µ by using two convenient formulae. The first one is the remainder in the recursive method proposed by
This expression is numerically stable for a wide range of the parameters values. As a result, it constitutes a reliable method for computation of W σ µ (p 1 , p 2 , α 1 , α 2 ) from the integrals with σ = 0. Additionally, the values of p 2 can be increased by differentiation
Further in the article, we consider the large µ expansion of the basic integrals W 0 µ (p 1 , 0, α 1 , α 2 ). Note that differentiation with respect to α 1 could be used to increase the value of p 1 , but this approach is not particularly advantageous in the present context. For convenience, we introduce the following shorthand notation, W µ (p; α 1 , α 2 ) = W 0 µ (p, 0, α 1 , α 2 ).
B. Alternative integral representations of
Let us recall the differential equation for W µ (p; α 1 , α 2 ) obtained in Ref. [29] 
which provides the starting point for our derivation. Note that the solutions of the homogeneous equation are well-known and are the same as for Eq. (17) . Therefore, the solution can be written in the form analogous to Eq. (18) and the derivation follows along a very similar line as for L µ . There is no need to repeat details of the derivation and we present only the final result
by imposing proper initial conditions (c.f. Ref. [29] ). Note that the basic integrals were expressed though the modified spherical Bessel functions, in analogy with L µ functions considered before. Clearly, Eqs. (40) may be useful on their own (e.g. evaluation by a numerical integration), but in the present paper we concentrate solely on the large µ expansion of W µ (p; α 1 , α 2 ).
Let us now insert the asymptotic expansions of i µ (α) and k µ (α), Eqs. (B1) and (B2), into the integral representation (40) . After straightforward rearrangements one arrives at
which is an analogue of Eqs. (29) . The analytical formulae for the coefficients are obtained by recalling Eq. (B3)
for m > 1, and τ
The basic integrals are defined as
Note that evaluation of Eqs. (43) and (44) requires ω np with n > 0, p > 0, but in the case of Ω np the values of n can be negative. Additionally, the first argument (n) in ω np is always larger than µ [c.f. Eq. (43)]. The present method is intended to be used for large µ and we concentrate on evaluation of ω np with large n. Unfortunately, for the integrals Ω np such simplifications do not occur and more general methods are required. Calculation of the basic integrals is discussed in the next section, with a considerable emphasis on the numerical stability.
Finally, one combines the asymptotic expansions (41) with the initial formula, Eq. (40), and after some rearrangements the following expression is obtained
where we have suppressed the notation for the nonlinear parameters, and
which constitutes the main result of the present section.
D. Calculation of the basic integrals
Let us begin with calculation of the integrals ω np . Integration of Eq. (45) by parts leads to the following recursion
In principle, the above relation can be used to calculate the values of ω np by downward recursion, starting at some large n with an arbitrary value. However, the main drawbacks of this approach are difficulties in controlling the error and choice of the starting point.
Therefore, we propose to iterate this recursion analytically N times which gives
Note that the above expression is formally exact for each N. Additionally, when n is large 
which is strictly bounded from above by
Additionally, one can verify that E −p−N −1 (α 1 ) is bounded from above by (p+N +1)!/α
This finally gives the estimation
Passing to the integrals Ω np , the optimal algorithm depends on the sign of n. Similarly as before, by inserting the integral representation of E −p , Eq. (A1), into Eq. (46) and exchanging the order of integrations
When the values of n are positive one can use the recursive relation (A3) which gives
This recursion relation is completely stable when carried out in the upward direction along the "diagonal" lines. However, it is not self-starting and requires values of Ω n0 and Ω 0p to initiate. Analytical expression for the latter is fairly obvious, Ω 0p = E −p+1 (α 1 + α 2 ), and calculation of the former is based on the following relation
starting with Ω 00 = E 1 (α 1 + α 2 ). This recursion is stable provided that the value of α 2 is moderate or large. If α 2 is small the following series expansion is used
which can be derived by using elementary methods. Similarly as before one can verify that the absolute value of each term in the above sum is bounded by α
which can be used to estimate the convergence rate.
Finally, let us discuss calculation of Ω np for negative values of n. The following recursion can be derived with help of Eqs. (46) and (A3)
which can be used to increase p at cost of n. This recursive relation introduces some instabilities into the calculation, but this fact is not significant as the values of p rarely exceed 10. To initiate the above recursion one requires the values of Ω n0 . Similarly as before, the following expression is straightforward to derive
This recursion relation is carried out downward, starting with Ω −N,0 at some large N. This completes the formalism of calculation of the basic integrals.
E. Numerical tests and examples
In Tables II and III Unfortunately, when α 1 and α 2 are both large (larger than 50, say) the series (47) have an oscillatory behaviour and no convergence was achieved after summing 200 terms. However, in the regime of large α 1 and α 2 one can resort to different techniques e.g. asymptotic expansions presented in Ref. [29] . Moreover, when α 1 and α 2 are simultaneously large the resulting integrals are expected to be very small and they are likely to be negligible. Table   II lists the results for p = 0 whilst the corresponding values for p = 8 are given in Table   III . A more detailed comparison reveals that larger values of p are connected with slower convergence of the series (47) , but the range of applicability remains roughly the same.
V. CONCLUSIONS
We have presented a new systematic approach to the calculation of basic quantities appearing in the ellipsoidal expansion of the two-electron integrals over Slater-type orbitals.
Large-order (µ) expansions of the functions L µ and W µ have been given and their accuracy and range of applicability has been determined numerically. The new method allows to calculate higher-order terms of the Neumann expansion with a significantly reduced computational cost. As a result, this is a step towards reduction of the gap in computational timings between STOs and GTOs. Moreover, the presented expressions may be useful in mathematical studies of convergence of the Neumann series and rational design of convergence acceleration techniques.
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Appendix A: Auxiliary integrals
Virtually all final working formulae obtained in the present paper are given in terms of the basic integrals E n (z) and a n (z). They are defined through the integral representations
where n is an arbitrary integer in the former and a nonnegative integer in the latter. Calculation of a n is most easily carried out with help of the Miller algorithm 49 as discussed by
The integral E n is usually called the generalised exponential integral. Computation of E n differs depending on the sign of n. For a negative integer n the following recursion is completely stable in the upward direction
For positive n and z < 1 one uses the series expansion
where Ψ(n) is the digamma function at integer argument. The above infinite summations converge to the machine precision in, at most, few tens of terms. Finally, for positive n and z > 1 the continued fraction (CF) formula can be applied
To evaluate the CF one can use the Lentz algorithm 43 . The only inconvenience is that consecutive numerators and denominators in the Lentz scheme grow very quickly with the number of terms retained in Eq. (A5). Therefore, it is necessary to rescale them from time to time by a small number to avoid numerical overflows. Let us also recall the leading terms of the large-order asymptotic expansions for E n (z) and a n (z) which read
where n > z.
Appendix B: Large-order asymptotic formulae for i µ (α) and k µ (α)
According to the work of Sidi et al. 47, 48 the modified spherical Bessel functions posses the following large-order expansions
as µ → ∞ at a fixed z, where
for m > 0 and b 0 (z) = 1. The quantities S mk in the above expression are the Stirling numbers of the second kind 43 defined recursively as
and we additionally adapt the convention S mk = 0 for m < k or m < 0. 
