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1. Introduction
Consider a vector of random variables
X := (X1, X2, . . . , Xn)
taking values in Λ := (Λ1 × . . . × Λn), and having joint distribution P. Let
f : Λ→ R be a measurable function. Concentration inequalities are tail bounds
of the form
P(|f(X1, . . . , Xn)− Ef(X1, . . . , Xn)| ≥ t) ≤ g(t),
with g(t) typically being of the form 2 exp(−t2/C) or 2 exp(−t/C) (for some
constant C, which might depend on n).
Such inequalities are known to hold under various assumptions on the ran-
dom variables X1, . . . , Xn and on the function f . With the help of these bounds
able to get information about the tails of f(X) even in cases when the dis-
tribution of f(X) is complicated. Unlike limit theorems, these bounds hold
non-asymptotically, that is for any fixed n. Our references on concentration
inequalities are Ledoux (2001), and Boucheron, Lugosi and Massart (2013).
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Most of the inequalities in the literature are concerned with the case when
X1, . . ., Xn are independent. In that case, very sophisticated, and often sharp
bounds are available for many different types of functions. Such bounds have
found many applications in discrete mathematics (via the probabilistic method),
computer science (running times of randomized algorithms, pattern recognition,
classification, compressed sensing), and statistics (model selection, density esti-
mation).
Various authors have tried to relax the independence condition, and proved
concentration inequalities under different dependence assumptions. However,
unlike in the independent case, these bounds are often not sharp.
In this paper, we focus on an important type of dependence, that is, Markov
chains. Many problems are more suitably modelled by Markov chains than by
independent random variables, and MCMC methods are of great practical im-
portance. Our goal in this paper is to generalize some of the most useful con-
centration inequalities from independent random variables to Markov chains.
We have found that for different types of functions, different methods are
needed to obtain sharp bounds. In the case of sums, the sharpest inequali-
ties can be obtained using spectral methods, which were developed by Lezaud
(1998a). In this case, we show variance bounds and Bernstein-type concentra-
tion inequalities. For reversible chains, the constants in the inequalities depend
on the spectral gap of the chain (if we denote it by γ, then the bounds are
roughly 1/γ times weaker than in the independent case). In the non-reversible
case, we introduce the “pseudo spectral gap”,
γps := maximum of (the spectral gap of (P
∗)kP k divided by k) for k ≥ 1,
and prove similar bounds using it. Moreover, we show that just like 1/γ, 1/γps
can also be bounded above by the mixing time of the chain (in total variation
distance). For more complicated functions than sums, we show a version of
McDiarmid’s bounded differences inequality, with constants proportional to the
mixing time of the chain. This inequality is proven by combining the martingale-
type method of Chazottes et al. (2007) and a coupling structure introduced by
Katalin Marton.
An important feature of our inequalities is that they only depend on the
spectral gap and the mixing time of the chain. These quantities are well studied
for many important Markov chain models, making our bounds easily applicable.
Now we describe the organisation of the paper.
In Section 1.1, we state basic definitions about general state space Markov
chains. This is followed by two sections presenting our results. In Section 2, we
define Marton couplings, a coupling structure introduced in Marton (2003), and
use them to show a version of McDiarmid’s bounded differences inequality for
dependent random variables, in particular, Markov chains. Examples include
m-depedent random variables, hidden Markov chains, and a concentration in-
equality for the total variational distance of the empirical distribution from the
stationary distribution. In Section 3, we show concentration results for sums
of functions of Markov chains using spectral methods, in particular, variance
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bounds, and Bernstein-type inequalities. Several applications are given, includ-
ing error bounds for hypothesis testing. In Section 4, we compare our results
with the previous inequalities in the literature, and finally Section 5 contains
the proofs of the main results.
This work grew out of the author’s attempt to solve the “Spectral transporta-
tion cost inequality” conjecture stated in Section 6.4 of Kontorovich (2007).
Note that in the previous versions of this manuscript, and also in the pub-
lished version Paulin (2015), the proofs of Bernstein’s inequalities for Markov
chains on general state spaces were based on the same argument as Theorems
1.1 and 1.5 on pages 100-101 of Lezaud (1998b). This argument is unfortunately
incomplete, as pointed out by the papers Fan, Jiang and Sun (2018) and Jiang,
Sun and Fan (2018). Here we present a correction.
1.1. Basic definitions for general state space Markov chains
In this section, we are going to state some definitions from the theory of gen-
eral state space Markov chains, based on Roberts and Rosenthal (2004). If two
random elements X ∼ P and Y ∼ Q are defined on the same probability space,
then we call (X,Y ) a coupling of the distributions P and Q. We define the total
variational distance of two distributions P and Q defined on the same state
space (Ω,F) as
dTV(P,Q) := sup
A∈F
|P (A)−Q(A)|, (1.1)
or equivalently
dTV(P,Q) := inf
(X,Y )
P(X 6= Y ), (1.2)
where the infimum is taken over all couplings (X,Y ) of P and Q. Couplings
where this infimum is achieved are called maximal couplings of P and Q (their
existence is shown, for example, in Lindvall (1992)).
Note that there is also a different type of coupling of two random vectors
called maximal coupling by some authors in the concentration inequalities lit-
erature, introduced by Goldstein (1978/79). We will call this type of coupling
as Goldstein’s maximal coupling (which we will define precisely in Proposition
2.6). Let Ω be a Polish space. The transition kernel of a Markov chain with
state space Ω is a set of probability distributions P (x, dy) for every x ∈ Ω.
A time homogenous Markov chain X0, X1, . . . is a sequence of random vari-
ables taking values in Ω satisfying that the conditional distribution of Xi given
X0 = x0, . . . , Xi−1 = xi−1 equals P (xi−1,dy). We say that a distribution pi on
Ω is a stationary distribution for the chain if∫
x∈Ω
pi(dx)P (x, dy) = pi(dy).
A Markov chain with stationary distribution pi is called periodic if there exists
d ≥ 2, and disjoints subsets Ω1, . . . ,Ωd ⊂ Ω with pi(Ω1) > 0, P (x,Ωi+1) = 1 for
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all x ∈ Ωi, 1 ≤ i ≤ d − 1, and P (x,Ω1) = 1 for all x ∈ Ωd. If this condition is
not satisfied, then we call the Markov chain aperiodic.
We say that a time homogenous Markov chain is φ-irreducible, if there exists
a non-zero σ-finite measure φ on Ω such that for all A ⊂ Ω with φ(A) > 0, and
for all x ∈ Ω, there exists a positive integer n = n(x,A) such that Pn(x,A) > 0
(here Pn(x, ·) denotes the distribution of Xn conditioned on X0 = x).
The properties aperiodicity and φ-irreduciblility are sufficient for convergence
to a stationary distribution.
Theorem (Theorem 4 of Roberts and Rosenthal (2004)). If a Markov chain on
a state space with countably generated σ-algebra is φ-irreducible and aperiodic,
and has a stationary distribution pi, then for pi-almost every x ∈ Ω,
lim
n→∞ dTV(P
n(x, ·), pi) = 0.
We define uniform and geometric ergodicity.
Definition 1.1. A Markov chain with stationary distribution pi, state space Ω,
and transition kernel P (x, dy) is uniformly ergodic if
sup
x∈Ω
dTV (P
n(x, ·), pi) ≤Mρn, n = 1, 2, 3, . . .
for some ρ < 1 and M <∞, and we say that it is geometrically ergodic if
dTV (P
n(x, ·), pi) ≤M(x)ρn, n = 1, 2, 3, . . .
for some ρ < 1, where M(x) <∞ for pi-almost every x ∈ Ω.
Remark 1.2. Aperiodic and irreducible Markov chains on finite state spaces are
uniformly ergodic. Uniform ergodicity implies φ-irreducibility (with φ = pi), and
aperiodicity.
The following definitions of the mixing time for Markov chains with general
state space are based on Sections 4.5 and 4.6 of Levin, Peres and Wilmer (2009).
Definition 1.3 (Mixing time for time homogeneous chains). Let X1, X2, X3, . . .
be a time homogeneous Markov chain with transition kernel P (x, dy), Polish
state space Ω, and stationary distribution pi. Then tmix, the mixing time of the
chain, is defined by
d(t) := sup
x∈Ω
dTV
(
P t(x, ·), pi) , tmix() := min{t : d(t) ≤ }, and
tmix := tmix(1/4).
The fact that tmix() is finite for some  < 1/2 (or equivalently, tmix is finite)
is equivalent to the uniform ergodicity of the chain, see Roberts and Rosenthal
(2004), Section 3.3. We will also use the following alternative definition, which
also works for time inhomogeneous Markov chains.
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Definition 1.4 (Mixing time for Markov chains without assuming time homo-
geneity). Let X1, . . . , XN be a Markov chain with Polish state space Ω1× . . .×
ΩN (that is Xi ∈ Ωi). Let L(Xi+t|Xi = x) be the conditional distribution of
Xi+t given Xi = x. Let us denote the minimal t such that L(Xi+t|Xi = x)
and L(Xi+t|Xi = y) are less than  away in total variational distance for every
1 ≤ i ≤ N − t and x, y ∈ Ωi by τ(), that is, for 0 <  < 1, let
d(t) := max
1≤i≤N−t
sup
x,y∈Ωi
dTV (L(Xi+t|Xi = x),L(Xi+t|Xi = y)) ,
τ() := min
{
t ∈ N : d(t) ≤ } .
Remark 1.5. One can easily see that in the case of time homogeneous Markov
chains, by triangle inequality, we have
τ(2) ≤ tmix() ≤ τ(). (1.3)
Similarly to Lemma 4.12 of Levin, Peres and Wilmer (2009) (see also proposition
3.(e) of Roberts and Rosenthal (2004)), one can show that d(t) is subadditive
d(t+ s) ≤ d(t) + d(s), (1.4)
and this implies that for every k ∈ N, 0 ≤  ≤ 1,
τ(k) ≤ kτ(), and thus tmix
(
(2)k
) ≤ ktmix(). (1.5)
2. Marton couplings
In this section, we are going to prove concentration inequalities using Marton
couplings. First, in Section 2.1, we introduce Marton couplings (which were
originally defined in Marton (2003)), which is a coupling structure between de-
pendent random variables. We are going to define a coupling matrix, measuring
the strength of dependence between the random variables. We then apply this
coupling structure to Markov chains by breaking the chain into blocks, whose
length is proportional to the mixing time of the chain.
2.1. Preliminaries
In the following, we will consider dependent random variablesX = (X1, . . . , XN )
taking values in a Polish space
Λ := Λ1 × . . .× ΛN .
Let P denote the distribution of X, that is, X ∼ P . Suppose that Y =
(Y1, . . . , YN ) is another random vector taking values in Λ, with distribution
Q. We will refer to distribution of a vector (X1, . . . , Xk) as L(X1, . . . , Xk), and
L(Xk+1, . . . , XN |X1 = x1, . . . , Xk = xk)
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will denote the conditional distribution of Xk+1, . . . , XN under the condition
X1 = x1, . . . , Xk = xk. Let [N ] := {1, . . . , N}. We will denote the operator
norm of a square matrix Γ by ‖Γ‖. The following is one of the most important
definitions of this paper. It has appeared in Marton (2003).
Definition 2.1 (Marton coupling). Let X := (X1, . . . , XN ) be a vector of
random variables taking values in Λ = Λ1 × . . . × ΛN . We define a Marton
coupling for X as a set of couplings(
X(x1,...,xi,x
′
i), X ′(x1,...,xi,x
′
i)
)
∈ Ω× Ω,
for every i ∈ [N ], every x1 ∈ Ω1, . . . , xi ∈ Ωi, x′i ∈ Ωi, satisfying the following
conditions.
(i) X
(x1,...,xi,x
′
i)
1 = x1, . . . , X
(x1,...,xi,x
′
i)
i = xi,
X
′(x1,...,xi,x′i)
1 = x1, . . . , X
′(x1,...,xi,x′i)
i−1 = xi−1, X
′(x1,...,xi,x′i)
i = x
′
i.
(ii)
(
X
(x1,...,xi,x
′
i)
i+1 , . . . , X
(x1,...,xi,x
′
i)
N
)
∼ L(Xi+1, . . . , XN |X1 = x1, . . . , Xi = xi),(
X ′(x1,...,xi,x
′
i)
i+1 , . . . , X
′(x1,...,xi,x′i)
N
)
∼ L(Xi+1, . . . , XN |X1 = x1, . . . , Xi−1 = xi−1, Xi = x′i).
(iii) If xi = x
′
i, then X
(x1,...,xi,x
′
i) = X ′(x1,...,xi,x
′
i).
For a Marton coupling, we define the mixing matrix Γ := (Γi,j)i,j≤N as an upper
diagonal matrix with Γi,i := 1 for i ≤ N , and
Γj,i := 0, Γi,j := sup
x1,...,xi,x′i
P
[
X
(x1,...,xi,x
′
i)
j 6= X ′(x1,...,xi,x
′
i)
j
]
for 1 ≤ i < j ≤ N.
Remark 2.2. The definition says that a Marton coupling is a set of couplings
the L(Xi+1, . . . , XN |X1 = x1, . . . , Xi = xi) and L(Xi+1, . . . , XN |X1 = x1, . . . ,
Xi−1 = xi−1, Xi = x′i) for every x1, . . . , xi, x
′
i, and every i ∈ [N ]. The mixing
matrix quantifies how close is the coupling. For independent random variables,
we can define a Marton coupling whose mixing matrix equals the identity matrix.
Although it is true that
Γi,j ≥ sup
x1,...,xi,x′i
dTV [L(Xj |X1 = x1, . . . , Xi = xi),
L(Xj |X1 = x1, . . . , Xi−1 = xi−1, Xi = x′i)] ,
the equality does not hold in general (so we cannot replace the coefficients Γi,j
by the right hand side of the inequality). At first look, it might seem to be more
natural to make a coupling between L(Xi+1, . . . , XN |X1 = x1, . . . , Xi = xi) and
L(Xi+1, . . . , XN |X1 = x′1, . . . , Xi = x′i). For Markov chains, this is equivalent
to our definition. The requirement in this definition is less strict, and allows us
to get sharp inequalities for more dependence structures (for example, random
permutations) than the stricter definition would allow.
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We define the partition of a set of random variables.
Definition 2.3 (Partition). A partition of a set S is the division of S into
disjoint non-empty subsets that together cover S. Analogously, we say that Xˆ :=
(Xˆ1, . . . , Xˆn) is a partition of a vector of random variables X = (X1, . . . , XN )
if (Xˆi)1≤i≤n is a partition of the set {X1, . . . , XN}. For a partition Xˆ of X, we
denote the number of elements of Xˆi by s(Xˆi) (size of Xˆi), and call s(Xˆ) :=
max1≤i≤n s(Xˆi) the size of the partition.
Furthermore, we denote the set of indices of the elements of Xˆi by I(Xˆi),
that is, Xj ∈ Xˆi if and only if j ∈ I(Xi). For a set of indices S ⊂ [N ], let
XS := {Xj : j ∈ S}. In particular, Xˆi = XI(Xˆi). Similarly, if X takes values in
the set Λ := Λ1× . . .×ΛN , then Xˆ will take values in the set Λˆ := Λˆ1× . . .× Λˆn,
with Λˆi := ΛI(Xˆi).
Our main result of this section will be a McDiarmid-type inequality for de-
pendent random variables, where the constant in the exponent will depend on
the size of a particular partition, and the operator norm of the mixing matrix
of a Marton coupling for this partition. The following proposition shows that
for uniformly ergodic Markov chains, there exists a partition and a Marton cou-
pling (for this partition) such that the size of the partition is comparable to
the mixing time, and the operator norm of the coupling matrix is an absolute
constant.
Proposition 2.4 (Marton coupling for Markov chains). Suppose that X1, . . . , XN
is a uniformly ergodic Markov chain, with mixing time τ() for any  ∈ [0, 1).
Then there is a partition Xˆ of X such that s(Xˆ) ≤ τ(), and a Marton coupling
for for this partition Xˆ whose mixing matrix Γ satisfies
Γ = (Γi,j)i,j≤n ≤

1 1  2 3 . . .
0 1 1  2 . . .
...
...
...
...
... . . .
0 0 0 0 . . . 1
 , (2.1)
with the inequality meant in each element of the matrices.
Remark 2.5. Note that the norm of Γ now satisfies that ‖Γ‖ ≤ 1 + 11− = 2−1− .
This result is a simple consequence of Goldstein’s maximal coupling. The
following proposition states this result in a form that is convenient for us (see
Goldstein (1978/79), equation (2.1) on page 482 of Fiebig (1993), and Proposi-
tion 2 on page 442 of Samson (2000)).
Proposition 2.6 (Goldstein’s maximal coupling). Suppose that P and Q are
probability distributions on some common Polish space Λ1×. . .×Λn, having den-
sities with respect to some underlying distribution ν on their common state space.
Then there is a coupling of random vectors X = (X1, . . . , Xn), Y = (Y1, . . . , Yn)
such that L(X) = P , L(Y ) = Q, and
P(Xi 6= Yi) ≤ dTV(L(Xi, . . . , Xn),L(Yi, . . . , Yn)).
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Remark 2.7. Marton (1996a) assumes maximal coupling in each step, corre-
sponding to
Γ = (Γi,j)i,j≤n ≤

1 a a2 a3 . . .
0 1 a a2 . . .
...
...
...
... . . .
0 0 0 . . . 1
 , with
a := sup
x,y∈Ω
dTV(P (x, ·), P (y, ·)). (2.2)
Samson (2000), Chazottes et al. (2007), Chazottes and Redig (2009), Kon-
torovich (2007) uses the Marton coupling generated by Proposition 2.6. Marton
(2003) shows that Marton couplings different from those generated by Proposi-
tion 2.6 can be also useful, especially when there is no natural sequential relation
between the random variables (such as when they satisfy some Dobrushin-type
condition). Rio (2000), and Djellout, Guillin and Wu (2004) generalise this cou-
pling structure to bounded metric spaces. Our contribution is the introduction
of the technique of partitioning.
Remark 2.8. In the case of time homogeneous Markov chains, Marton couplings
(Definition 2.1) are in fact equivalent to couplings (X,X ′) between the distribu-
tions L(X1, . . . , XN |X0 = x0) and L(X1, . . . , XN |X0 = x′0). Since the seminal
paper Doeblin (1938), such couplings have been widely used to bound the con-
vergence of Markov chains to their stationary distribution in total variation
distance. If T is a random time such that for every i ≥ T , Xi = X ′i in the above
coupling, then
dTV
(
P t(x0, ·), P t(x′0, ·)
) ≤ P(T > t).
In fact, even less suffices. Under the so called faithfulness condition of Rosenthal
(1997), the same bound holds if XT = X
′
T (that is, the two chains are equal at
a single time).
2.2. Results
Our main result in this section is a version of McDiarmid’s bounded difference
inequality for dependent random variables. The constants will depend on the size
of the partition, and the norm of the coupling matrix of the Marton coupling.
Theorem 2.9 (McDiarmid’s inequality for dependent random variables). Let
X = (X1, . . . , XN ) be a sequence of random variables, X ∈ Λ, X ∼ P . Let
Xˆ = (Xˆ1, . . . , Xˆn) be a partition of this sequence, Xˆ ∈ Λˆ, Xˆ ∼ Pˆ . Suppose that
we have a Marton coupling for Xˆ with mixing matrix Γ. Let c ∈ RN+ , and define
C(c) ∈ Rn+ as
Ci(c) :=
∑
j∈I(Xˆi)
cj for i ≤ n. (2.3)
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If f : Λ→ R is such that
f(x)− f(y) ≤
n∑
i=1
ci1[xi 6= yi] (2.4)
for every x, y ∈ Λ, then for any λ ∈ R,
logE
(
eλ(f(X)−Ef(X))
)
≤ λ
2 · ‖Γ · C(c)‖2
8
≤ λ
2 · ‖Γ‖2‖c‖2s(Xˆ)
8
. (2.5)
In particular, this means that for any t ≥ 0,
P (|f(X)− Ef(X)| ≥ t) ≤ 2 exp
( −2t2
‖Γ · C(c)‖2
)
, (2.6)
Remark 2.10. Most of the results presented in this paper are similar to (2.6),
bounding the absolute value of the deviation of the estimate from the mean.
Because of the absolute value, a constant 2 appears in the bounds. However, if
one is interested in the bound on the lower or upper tail only, then this constant
can be discarded.
A special case of this is the following result.
Corollary 2.11 (McDiarmid’s inequality for Markov chains). Let X := (X1,
. . . , XN ) be a (not necessarily time homogeneous) Markov chain, taking values
in a Polish state space Λ = Λ1× . . .×ΛN , with mixing time τ() (for 0 ≤  ≤ 1).
Let
τmin := inf
0≤<1
τ() ·
(
2− 
1− 
)2
. (2.7)
Suppose that f : Λ→ R satisfies (2.4) for some c ∈ RN+ . Then for any t ≥ 0,
P (|f(X)− Ef(X)| ≥ t) ≤ 2 exp
( −2t2
‖c‖2τmin
)
. (2.8)
Remark 2.12. It is easy to show that for time homogeneous chains,
τmin ≤ inf
0≤<1
tmix(/2) ·
(
2− 
1− 
)2
≤ 9tmix. (2.9)
In many situations in practice, the Markov chain exhibits a cutoff, that is, the
total variation distance decreases very rapidly in a small interval (see Figure 1
of Lubetzky and Sly (2009)). If this happens, then τmin ≈ 4tmix.
Remark 2.13. This corollary could be also obtained as a consequence of theo-
rems in previous papers (Samson (2000), Chazottes et al. (2007), Rio (2000),
Kontorovich (2007)) applied to blocks of random variables. Note that by directly
applying these theorems on X1, X2, . . . , XN , we would only obtain bounds of
the form 2 exp
(
−O
(
t2
‖c‖2t2mix
))
.
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Remark 2.14. In Example 2.18, we are going to use this result to obtain a
concentration inequality for the total variational distance between the empirical
measure and the stationary distribution. Another application is given in Gyori
and Paulin (2014), Section 3, where this inequality is used to bound the error
of an estimate of the asymptotic variance of MCMC empirical averages.
In addition to McDiarmid’s inequality, it is also possible to use Marton cou-
plings to generalise the results of Samson (2000) and Marton (2003), based on
transportation cost inequalities. In the case of Markov chains, this approach can
be used to show Talagrand’s convex distance inequality, Bernstein’s inequality,
and self-bounding-type inequalities, with constants proportional to the mixing
time of the chain. We have decided not to include them here because of space
considerations.
2.3. Applications
Example 2.15 (m-dependence). We say that X1, . . . , XN are m-dependent
random variables if for each 1 ≤ i ≤ N −m, (X1, . . . , Xi) and (Xi+m, . . . , XN )
are independent. Let n := dNme, and
Xˆ1 := (X1, . . . , Xm), . . . , XˆN := (X(n−1)m+1, . . . , XN ).
We define a Marton coupling for Xˆ as follows.(
Xˆ(xˆ1,...,xˆi,xˆ
′
i), Xˆ ′
(xˆ1,...,xˆi,xˆ
′
i)
)
is constructed by first defining(
Xˆ
(xˆ1,...,xˆi,xˆ
′
i)
1 , . . . , Xˆ
(xˆ1,...,xˆi,xˆ
′
i)
i
)
:= (xˆ1, . . . , xˆi),(
Xˆ ′
(xˆ1,...,xˆi,xˆ
′
i)
1 , . . . , Xˆ
′(xˆ1,...,xˆi,xˆ
′
i)
i
)
:= (xˆ1, . . . , xˆi−1, xˆ′i),
and then defining(
Xˆ
(xˆ1,...,xˆi,xˆ
′
i)
i+1 , . . . , Xˆ
(xˆ1,...,xˆi,xˆ
′
i)
n
)
∼ L(Xˆi+1, . . . , Xˆn|Xˆ1 = xˆ1, . . . , Xˆi = xˆi).
After this, we set(
Xˆ ′
(xˆ1,...,xˆi,xˆ
′
i)
i+2 , . . . , Xˆ
′(xˆ1,...,xˆn,xˆ
′
i)
n
)
:=
(
Xˆ
(xˆ1,...,xˆi,xˆ
′
i)
i+2 , . . . , Xˆ
(xˆ1,...,xˆi,xˆ
′
i)
n
)
,
and then define Xˆ ′
(xˆ1,...,xˆi,xˆ
′
i)
i+1 such that for any (xˆi+2, . . . , xˆn),
L(Xˆ ′(xˆ1,...,xˆi,xˆ
′
i)
i+1 |Xˆ ′
(xˆ1,...,xˆi,xˆ
′
i)
i+2 = xˆi+2, . . . , Xˆ
(xˆ1,...,xˆi,xˆ
′
i)
n = xˆn) =
L(Xˆi+1|Xˆ1 = xˆ1, . . . , Xˆi = xˆi, Xˆi+2 = xˆi+2, . . . , Xˆn = xˆn).
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Because of the m-dependence condition, this coupling is a Marton coupling,
whose mixing matrix satisfies
Γ = (Γi,j)i,j≤n ≤

1 1 0 0 0 0 . . .
0 1 1 0 0 0 . . .
...
...
...
...
...
... . . .
0 0 0 0 . . . 0 1
 .
We can see that ||Γ|| ≤ 2, and s(Xˆ) = m, thus the constants in the exponent
in McDiarmid’s inequality are about 4m times worse than in the independent
case.
Example 2.16 (Hidden Markov chains). Let X˜1, . . . , X˜N be a Markov chain
(not necessarily homogeneous) taking values in Λ˜ = Λ˜1×. . .×Λ˜N , with distribu-
tion P˜ . Let X1, . . . , XN be random variables taking values in Λ = Λ1× . . .×ΛN
such that the joint distribution of (X˜,X) is given by
H(dx˜, dx) := P˜ (dx˜) ·
n∏
i=1
Pi(dxi|x˜i),
that is, Xi are conditionally independent given X˜. Then we call X1, . . . , XN a
hidden Markov chain.
Concentration inequalities for hidden Markov chains have been investigated
in Kontorovich (2006), see also Kontorovich (2007), Section 4.1.4. Here we show
that our version of McDiarmid’s bounded differences inequality for Markov
chains in fact also implies concentration for hidden Markov chains.
Corollary 2.17 (McDiarmid’s inequality for hidden Markov chains). Let τ˜()
denote the mixing time of the underlying chain X˜1, . . . , X˜N , then Corollary 2.11
also applies to hidden Markov chains, with τ() replaced by τ˜() in (2.7).
Proof. It suffices to notice that (X1, X˜1), (X2, X˜2), . . . is a Markov chain, whose
mixing time is upper bounded by the mixing time of the underlying chain, τ˜().
Since the function f satisfies (2.4) as a function of X1, . . . , XN , and it does not
depends on X˜1, . . . , X˜N , it also satisfies this condition as a function of (X1, X˜1),
(X2, X˜2), . . ., (XN , X˜N ). Therefore the result follows from Corollary 2.11.
Example 2.18 (Convergence of empirical distribution in total variational dis-
tance). Let X1, . . . , Xn be a uniformly ergodic Markov chain with countable
state space Ω, unique stationary distribution pi, and mixing time tmix. In this
example, we are going to study how fast is the empirical distribution, defined as
piem(x) :=
1
n
∑n
i=1 1[Xi = x] for x ∈ Ω, converges to the stationary distribution
pi in total variational distance. The following proposition shows a concentration
bound for this distance, d(X1, . . . , Xn) := dTV(piem(x), pi).
Proposition 2.19. For any t ≥ 0,
P(|d(X1, . . . , Xn)− E(d)| ≥ t) ≤ 2 exp
(
− t
2 · n
4.5tmix
)
.
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Proof. The result is an immediate consequence of Corollary 2.11, by noticing
that the function d satisfies (2.4) with ci = 1/n for 1 ≤ i ≤ n.
This proposition shows that the distance dTV(piem(x), pi) is highly concen-
trated around its mean. In Example 3.20 of Section 3, we are going to bound
the expectation E(d) in terms of spectral properties of the chain. When taken
together, our results generalise the well-known Dvoretzky-Kiefer-Wolfowitz in-
equality (see Dvoretzky, Kiefer and Wolfowitz (1956), Massart (1990)) to the
total variational distance case, for Markov chains.
Note that a similar bound was obtained in Kontorovich and Weiss (2012).
The main advantage of Proposition 2.19 is that the constants in the exponent of
our inequality are proportional to the mixing time of the chain. This is sharper
than the inequality in Theorem 2 of Kontorovich and Weiss (2012), where the
constants are proportional to t2mix.
3. Spectral methods
In this section, we prove concentration inequalities for sums of the form f1(X1)+
. . . + fn(Xn), with X1, . . . , Xn being a time homogeneous Markov chain. The
proofs are based on spectral methods, due to Lezaud (1998a).
Firstly, in Section 3.1, we introduce the spectral gap for reversible chains,
and explain how to get bounds on the spectral gap from the mixing time and
vice-versa. We then define a new quantity called the “pseudo spectral gap”,
for non-reversible chains. We show that its relation to the mixing time is very
similar to that of the spectral gap in the reversible case.
After this, our results are presented in Section 3.2, where we state variance
bounds and Bernstein-type inequalities for stationary Markov chains. For re-
versible chains, the constants depend on the spectral gap of the chain, while for
non-reversible chains, the pseudo spectral gap takes the role of the spectral gap
in the inequalities.
In Section 3.3, we state propositions that allow us to extend these results to
non-stationary chains, and to unbounded functions.
Finally, Section 3.4 gives some applications of these bounds, including hy-
pothesis testing, and estimating the total variational distance of the empirical
measure from the stationary distribution.
In order to avoid unnecessary repetitions in the statement of our results, we
will make the following assumption.
Assumption 3.1. Everywhere in this section, we assume thatX = (X1, . . . , Xn)
is a time homogenous, φ-irreducible, aperiodic Markov chain. We assume that
its state space is a Polish space Ω, and that it has a Markov kernel P (x,dy)
with unique stationary distribution pi.
3.1. Preliminaries
We call a Markov chain X1, X2, . . . on state space Ω with transition kernel
P (x, dy) reversible if there exists a probability measure pi on Ω satisfying the
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detailed balance conditions,
pi(dx)P (x, dy) = pi(dy)P (y, dx) for every x, y ∈ Ω. (3.1)
In the discrete case, we simply require pi(x)P (x, y) = pi(y)P (y, x). It is important
to note that reversibility of a probability measures implies that it is a stationary
distribution of the chain.
Let L2(pi) be the Hilbert space of complex valued measurable functions on
Ω that are square integrable with respect to pi. We endow L2(pi) with the inner
product 〈f, g〉pi =
∫
fg∗dpi, and norm ‖f‖2,pi := 〈f, f〉1/2pi = (Epi
(
f2
)
)1/2. P
can be then viewed as a linear operator on L2(pi), denoted by P , defined as
(P f)(x) := EP (x,·)(f), and reversibility is equivalent to the self-adjointness of
P . The operator P acts on measures to the left, creating a measure µP , that is,
for every measurable subset A of Ω, µP (A) :=
∫
x∈Ω P (x,A)µ(dx). For a Markov
chain with stationary distribution pi, we define the spectrum of the chain as
S2 :=
{
λ ∈ C : (λI− P )−1 does not exist as
a bounded linear operator on L2(pi)
}
.
For reversible chains, S2 lies on the real line. We define the spectral gap for
reversible chains as
γ := 1− sup{λ : λ ∈ S2, λ 6= 1} if eigenvalue 1 has multiplicity 1,
γ := 0 otherwise.
For both reversible, and non-reversible chains, we define the absolute spectral
gap as
γ∗ := 1− sup{|λ| : λ ∈ S2, λ 6= 1} if eigenvalue 1 has multiplicity 1,
γ∗ := 0 otherwise.
In the reversible case, obviously, γ ≥ γ∗. For a Markov chain with transition
kernel P (x, dy), and stationary distribution pi, we defined the time reversal of
P as the Markov kernel
P ∗(x, dy) :=
P (y, dx)
pi(dx)
· pi(dy). (3.2)
Then the linear operator P ∗ is the adjoint of the linear operator P , on L2(pi).
We define a new quantity, called the pseudo spectral gap of P , as
γps := max
k≥1
{
γ((P ∗)kP k)/k
}
, (3.3)
where γ((P ∗)kP k) denotes the spectral gap of the self-adjoint operator (P ∗)kP k.
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Remark 3.2. The pseudo spectral gap is a generalization of spectral gap of
the multiplicative reversiblization (γ(P ∗P )), see Fill (1991). We apply it to
hypothesis testing for coin tossing (Example 3.24). Another application is given
in Paulin (2013), where we estimate the pseudo spectral gap of the Glauber
dynamics with systemic scan in the case of the Curie-Weiss model. In these
examples, the spectral gap of the multiplicative reversiblization is 0, but the
pseudo spectral gap is positive.
If a distribution q on Ω is absolutely continuous with respect to pi, we denote
Nq := Epi
((
d q
dpi
)2)
=
∫
x∈Ω
d q
dpi
(x)q(dx). (3.4)
If we q is not absolutely continuous with respect to pi, then we define Nq :=∞.
If q is localized on x, that is, q(x) = 1, then Nq = 1/pi(x).
The relations between the mixing and spectral properties for reversible, and
non-reversible chains are given by the following two propositions (the proofs are
included in Section 5.2).
Proposition 3.3 (Relation between mixing time and spectral gap). Suppose
that our chain is reversible. For uniformly ergodic chains, for 0 ≤  < 1,
γ∗ ≥ 1
1 + τ()/ log(1/)
, in particular, γ∗ ≥ 1
1 + tmix/ log(2)
. (3.5)
For arbitrary initial distribution q, we have
dTV (qP
n, pi) ≤ 1
2
(1− γ∗)n ·√Nq − 1, (3.6)
implying that for reversible chains on finite state spaces, for 0 ≤  ≤ 1,
tmix() ≤ 2 log(1/(2)) + log(1/pimin)
2γ∗
, in particular, (3.7)
tmix ≤ 2 log(2) + log(1/pimin)
2γ∗
, (3.8)
with pimin = minx∈Ω pi(x).
Proposition 3.4 (Relation between mixing time and pseudo spectral gap). For
uniformly ergodic chains, for 0 ≤  < 1,
γps ≥ 1− 
τ()
, in particular, γps ≥ 1
2tmix
. (3.9)
For arbitrary initial distribution q, we have
dTV (qP
n, pi) ≤ 1
2
(1− γps)(n−1/γps)/2 ·
√
Nq − 1, (3.10)
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implying that for chains with finite state spaces, for 0 ≤  ≤ 1,
tmix() ≤ 1 + 2 log(1/(2)) + log(1/pimin)
γps
, in particular, (3.11)
tmix ≤ 1 + 2 log(2) + log(1/pimin)
γps
. (3.12)
3.2. Results
In this section, we are going to state variance bounds and Bernstein-type con-
centration inequalities, for reversible and non-reversible chains (the proofs are
included in Section 5.2). We state these inequalities for stationary chains (that is,
X1 ∼ pi), and use the notation Ppi and Epi to emphasise this fact. In Proposition
3.15 of the next section, we will generalise these bounds to the non-stationary
case.
Theorem 3.5 (Variance bound for reversible chains). Let X1, . . . , Xn be a
stationary, reversible Markov chain with spectral gap γ > 0, and absolute spectral
gap γ∗. Let f be a measurable function in L2(pi). Let the projection operator
pi : L2(pi) → L2(pi) be defined as pi(f)(x) = pi(f). Define Vf := Varpi(f), and
define the asymptotic variance σ2as as
σ2as :=
〈
f,
(
2(I − (P − pi))−1 − I) f〉
pi
. (3.13)
Then
Varpi [f(X1) + . . .+ f(Xn)] ≤ 2nVf
γ
, (3.14)
|Varpi [f(X1) + . . .+ f(Xn)]− nσ2| ≤ 4Vf/γ2. (3.15)
More generally, let f1, . . . , fn be functions in L
2(pi), then
Varpi [f1(X1) + . . .+ fn(Xn)] ≤ 2
γ∗
n∑
i=1
Varpi [fi(Xi)] . (3.16)
Remark 3.6. From (3.13) it follows that if γ > 0, then for reversible chains, for
f ∈ L2(pi), we have
σ2as = lim
N→∞
N−1Varpi (f(X1) + . . .+ f(XN )) . (3.17)
For empirical sums, the bound depends on the spectral gap, while for more
general sums, on the absolute spectral gap. This difference is not just an artifact
of the proof. If we consider a two state (Ω = {0, 1}) periodical Markov chain
with transition matrix P =
(
0 1
1 0
)
, then pi = (1/2, 1/2) is the stationary
distribution, the chain is reversible, and −1, 1 are the eigenvalues of P . Now
γ = 2, and γ∗ = 0. When considering a function f defined as f(0) = 1, f(1) =
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−1, then ∑ni=1 f(Xi) is indeed highly concentrated, as predicted by (3.14).
However, if we define functions fj(x) := (−1)j ·f(x), then for stationary chains,∑n
i=1 fi(Xi) will take values n and −n with probability 1/2, thus the variance
is n2. So indeed, we cannot replace γ∗ by γ in (3.16).
Theorem 3.7 (Variance bound for non-reversible chains). Let X1, . . . , Xn be a
stationary Markov chain with pseudo spectral gap γps > 0. Let f be a measurable
function in L2(pi). Let Vf and σ
2
as be as in Theorem 3.5. Then
Varpi [f(X1) + . . .+ f(Xn)] ≤ 4nVf
γps
, and (3.18)
|Varpi [f(X1) + . . .+ f(Xn)]− nσ2as| ≤ 16Vf/γ2ps. (3.19)
More generally, let f1, . . . , fn be functions in L
2(pi), then
Varpi [f1(X1) + . . .+ fn(Xn)] ≤ 4
γps
n∑
i=1
Varpi [fi(Xi)] . (3.20)
Remark 3.8. From (3.19) it follows that (3.17) holds as long as γps > 0.
Theorem 3.9 (Bernstein inequality for reversible chains). Let X1, . . . Xn be
a stationary reversible Markov chain with Polish state space Ω, spectral gap γ,
and absolute spectral gap γ∗. Let f ∈ L2(pi) with |f(x) − Epi(f)| ≤ C for every
x ∈ Ω. Let Vf and σ2as be defined as in Theorem 3.5. Let S :=
∑n
i=1 f(Xi).
Suppose that n is even, or Ω is finite. Then for every t ≥ 0,
Ppi(|S − Epi(S)| ≥ t) ≤ 2 exp
(
− t
2
2n(σ2as + 0.8Vf ) + 10tC/γ
)
, (3.20)
and we also have
Ppi(|S − Epi(S)| ≥ t) ≤ 2 exp
(
− t
2γ
4nVf + 10tC
)
. (3.21)
More generally, let f1, f2, . . . , fn be L
2(pi) functions satisfying that |fi(x) −
Epi(fi)| ≤ C for every x ∈ Ω. Let S′ :=
∑n
i=1 fi(Xi) and VS′ :=
∑n
i=1 Varpi(fi),
then for every n ≥ 1, and t ≥ 0,
Ppi(|S′ − Epi(S′)| ≥ t) ≤ 2 exp
(
− t
2 · (2γ∗ − (γ∗)2)
8VS′ + 20tC
)
. (3.22)
Remark 3.10. The inequality (3.20) is an improvement over the earlier result of
Lezaud (1998a), because it uses the asymptotic variance σ2as. In fact, typically
σ2as  Vf , so the bound roughly equals 2 exp
(
− t22nσ2as
)
for small values of t,
which is the best possible given the asymptotic normality of the sum. Note that
a result very similar to (3.20) has been obtained for continuous time Markov
processes by Lezaud (2001).
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The only difference with the way this theorem was stated in the previous
arXiv version and in Paulin (2015) is the assumption that n is even in general
state spaces in (3.20) and (3.21). Using the fact that |f(Xn) − Epif | ≤ C, it
follows that for every n ≥ 1, and t ≥ 0, we have
Ppi(|S − Epi(S)| ≥ t) ≤ 2 exp
(
− (t− C)
2
+
2n(σ2as + 0.8Vf ) + 10(t− C)+C/γ
)
, (3.23)
and
Ppi(|S − Epi(S)| ≥ t) ≤ 2 exp
(
− (t− C)
2
+γ
4nVf + 10(t− C)+C
)
. (3.24)
Theorem 3.11 (Bernstein inequality for non-reversible chains).
Let X1, . . . , Xn be a stationary Markov chain with pseudo spectral gap γps. Let
f ∈ L2(pi), with |f(x) − Epi(f)| ≤ C for every x ∈ Ω. Let Vf be as in Theorem
3.5. Let S :=
∑n
i=1 f(Xi), then
Ppi(|S − Epi(S)| ≥ t) ≤ 2 exp
(
− t
2 · γps
8(n+ 1/γps)Vf + 20tC
)
. (3.25)
More generally, let f1, . . . , fn be L
2(pi) functions satisfying that |fi(x)−Epi(fi)| ≤
C for every x ∈ Ω. Let S′ := ∑ni=1 fi(Xi), and VS′ := ∑ni=1 Varpi(fi). Suppose
that kps is a the smallest positive integer such that
γps = γ((P
∗)kpsP kps)/kps.
For 1 ≤ i ≤ kps, let Vi :=
∑b(n−i)/kpsc
j=0 Varpi(fi+jkps), and let
M :=
 ∑
1≤i≤kps
V
1/2
i
/ min
1≤i≤kps
V
1/2
i .
Then
Ppi(|S′ − Epi(S′)| ≥ t) ≤ 2 exp
(
− t
2 · γps
8VS′ + 20tC ·M/kps
)
. (3.26)
Remark 3.12. The bound (3.26) is of similar form as (3.25) (nVf is replaced by
VS′), the main difference is that instead of 20tC, now we have 20tC ·M/kps in
the denominator. We are not sure whether the M/kps term is necessary, or it
can be replaced by 1. Note that the bound (3.26) also applies if we replace Vi
by V ′i ≥ Vi for each 1 ≤ i ≤ n. In such a way, M/kps can be decreased, at the
cost of increasing VS′ .
Remark 3.13. Theorems 3.9 and 3.11 can be applied to bound the error of
MCMC simulations, see Gyori and Paulin (2014) for more details and examples.
The generalisation to sums of the form f1(X1)+. . . fn(Xn) can be used for “time
discounted” sums, see Example 3.22.
Remark 3.14. The results of this paper generalise to continuous time Markov
processes in a very straightforward way. To save space, we have not included
such results in this paper, the interested reader can consult Paulin (2014).
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3.3. Extension to non-stationary chains, and unbounded functions
In the previous section, we have stated variance bounds and Bernstein-type
inequalities for sums of the form f1(X1) + . . .+ fn(Xn), with X1, . . . , Xn being
a stationary time homogeneous Markov chain. Our first two propositions in this
section generalise these bounds to the non-stationary case, when X1 ∼ q for
some distribution q (in this case, we will use the notations Pq, and Eq). Our third
proposition extends the Bernstein-type inequalities to unbounded functions by
a truncation argument. The proofs are included in Section 5.2.
Proposition 3.15 (Bounds for non-stationary chains). Let X1, . . . , Xn be a
time homogenous Markov chain with state space Ω, and stationary distribution
pi. Suppose that g(X1, . . . , Xn) is real valued measurable function. Then
Pq(g(X1, . . . , Xn) ≥ t) ≤ N1/2q · [Ppi(g(X1, . . . , Xn) ≥ t)]1/2 , (3.27)
for any distribution q on Ω (Nq was defined in (3.4)). Now suppose that we
“burn” the first t0 observations, and we are interested in bounds on a function
h of Xt0+1, . . . , Xn. Firstly,
Pq(h(Xt0+1, . . . , Xn) ≥ t) ≤ N1/2qP t0 · [Ppi(h(X1, . . . , Xn) ≥ t)]1/2 , (3.28)
moreover,
Pq(h(Xt0+1, . . . , Xn) ≥ t) ≤ Ppi(h(Xt0+1, . . . , Xn) ≥ t)+dTV
(
qP t0 , pi
)
. (3.29)
Proposition 3.16 (Further bounds for non-stationary chains). In Proposition
3.15, NqP t0 can be further bounded. For reversible chains, we have
NqP t0 ≤ 1 + (Nq − 1) · (1− γ∗)2t0 , (3.30)
while for non-reversible chains,
NqP t0 ≤ 1 + (Nq − 1) · (1− γps)2(t0−1/γps). (3.31)
Similarly, dTV (qP
n, pi) can be further bounded too. For reversible chains, we
have, by (3.6),
dTV (qP
n, pi) ≤ 1
2
(1− γ∗)n ·√Nq − 1.
For non-reversible chains, by (3.10),
dTV (qP
n, pi) ≤ 1
2
(1− γps)(n−1/γps)/2 ·
√
Nq − 1.
Finally, for uniformly ergodic Markov chains,
dTV (qP
n, pi) ≤ inf
0≤<1
bn/τ()c ≤ 2−bn/tmixc. (3.32)
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The Bernstein-type inequalities assume boundedness of the summands. In order
to generalise such bounds to unbounded summands, we can use truncation. For
a, b ∈ R, a < b, define
T[a,b](x) = x · 1[x ∈ [a, b]] + a · 1[x < a] + b · 1[x > b],
then we have the following proposition.
Proposition 3.17 (Truncation for unbounded summands).
Let X1, X2, . . . , Xn be a stationary Markov chain. Let f : Ω→ R be a measurable
function. Then for any a < b,
Ppi
(
n∑
i=1
f(Xi) ≥ t
)
≤ Ppi
(
n∑
i=1
T[a,b](f(Xi)) ≥ t
)
+ Ppi
(
min
1≤i≤n
f(Xi) < a
)
+ Ppi
(
max
1≤i≤n
f(Xi) > b
)
≤ Ppi
(
n∑
i=1
T[a,b](f(Xi)) ≥ t
)
+
∑
1≤i≤n
Ppi(f(Xi) ≤ a) +
∑
1≤i≤n
Ppi(f(Xi) ≥ b).
Remark 3.18. A similar bound can be given for sums of the form
∑n
i=1 fi(Xi).
One might think that such truncation arguments are rather crude, but in the
Appendix of Paulin (2014), we include a counterexample showing that it is not
possible to obtain concentration inequalities for sums of unbounded functions of
Markov chains that are of the same form as inequalities for sums of unbounded
functions of independent random variables.
Remark 3.19. Note that there are similar truncation arguments in the literature
for ergodic averages of unbounded functions of Markov chains, see Adamczak
(2008), Adamczak and Bednorz (2012), and Merleve`de, Peligrad and Rio (2011).
These rely on regeneration-type arguments, and thus apply to a larger class of
Markov chains. However, our bounds are simpler, and the constants depend
explicitly on the spectral properties of the Markov chain, whereas the constants
in the previous bounds are less explicit.
3.4. Applications
In this section, we state four applications of our results, to the convergence of
the empirical distribution in total variational distance, “time discounted” sums,
bounding the Type-I and Type-II errors in hypothesis testing, and finally to
coin tossing.
Example 3.20 (Convergence of empirical distribution in total variational dis-
tance revisited). Let X1, . . . , Xn be a uniformly ergodic Markov chain with
countable state space Λ, unique stationary distribution pi. We denote its em-
pirical distribution by piem(x) :=
1
n
∑n
i=1 1[Xi = x]. In Example 2.18, we have
shown that the total variational distance of the empirical distribution and the
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stationery distribution, dTV(piem, pi), is highly concentrated around its expected
value. The following proposition bounds the expected value of this quantity.
Proposition 3.21. For stationary, reversible chains,
Epi(dTV(piem, pi)) ≤
∑
x∈Λ
min
(√
2pi(x)
nγ
, pi(x)
)
. (3.33)
For stationary, non-reversible chains, (3.33) holds with γ replaced by γps/2.
Proof. It is well known that the total variational distance equals
dTV(piem, pi) =
∑
x∈Λ
(pi(x)− piem(x))+.
Using (3.14), we have
Epi
(
(pi(x)− piem(x))2+
) ≤ Varpi(pi(x)− piem(x)) ≤ 2pi(x)(1− pi(x))
nγ
.
By Jensen’s inequality, we obtain that
Epi[(pi(x)− piem(x))+] ≤ min
(√
2pi(x)
nγ
, pi(x)
)
,
and the statement follows by summing up. The proof of the non-reversible case
is similar, using (3.18) to bound the variance.
It is easy to see that for any stationary distribution pi, our bound (3.33) tends
to 0 as the sample size n tends to infinity. In the particular case of when pi is an
uniform distribution on a state space consisting of N elements, we obtain that
Epi(dTV(piem, pi)) ≤
√
2N
nγ
,
thus n N/γ samples are necessary.
Example 3.22 (A vineyard model). Suppose that we have a vineyard, which
in each year, depending on the weather, produces some wine. We are going to
model the weather with a two state Markov chain, where 0 corresponds to bad
weather (freeze destroys the grapes), and 1 corresponds to good weather (during
the whole year). For simplicity, assume that in bad weather, we produce no wine,
while in good weather, we produce 1$ worth of wine. Let X1, X2, . . . be a Markov
chain of the weather, with state space Ω = {0, 1}, stationary distribution pi, and
absolute spectral gap γ∗ (it is easy to prove that any irreducible two state
Markov chain is reversible). We suppose that it is stationary, that is, X1 ∼ pi.
Assuming that the rate of interest is r, the present discounted value of the
wine produced is
W :=
∞∑
i=1
Xi(1 + r)
−i. (3.34)
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It is easy to see that E(W ) = Epi(X1)/r. We can apply Bernstein’s inequality for
reversible Markov chains (Theorem 3.9) with fi(Xi) = Xi(1 + r)
−i and C = 1,
and use a limiting argument, to obtain that
P(|W − Epi(X1)/r| ≥ t) ≤ 2 exp
(
− t
2 · (γ∗ − (γ∗)2/2)
4Varpi(X1)
∑∞
i=1(1 + r)
−2i + 10t
)
= 2 exp
(
− t
2 · (γ∗ − (γ∗)2)
4Varpi(X1)(1 + r)2/(r2 + 2r) + 10t
)
.
If the price of the vineyard on the market is p, satisfying p < Epi(X1)/r, then we
can use the above formula with t = Epi(X1)/r−p to upper bound the probability
that the vineyard is not going to earn back its price.
If we would model the weather with a less trivial Markov chain that has
more than two states, then it could be non-reversible. In that case, we could get
a similar result using Bernstein’s inequality for non-reversible Markov chains
(Theorem 3.11).
Example 3.23 (Hypothesis testing). The following example was inspired by
Hu (2011). Suppose that we have a sample X = (X1, X2, . . . , Xn) from a sta-
tionary, finite state Markov chain, with state space Ω. Our two hypotheses are
the following.
H0 := {transition matrix is P0, with stationary dist. pi0, and X1 ∼ pi0},
H1 := {transition matrix is P1, with stationary dist. pi1, and X1 ∼ pi1}.
Then the log-likelihood function of X given the two hypotheses are
l0(X) := log pi0(X1) +
n−1∑
i=1
logP0(Xi, Xi+1),
l1(X) := log pi1(X1) +
n−1∑
i=1
logP1(Xi, Xi+1).
Let
T (X) := l0(X)− l1(X) = log
(
pi0(X1)
pi1(X1)
)
+
n−1∑
i=1
log
(
P0(Xi, Xi+1)
P1(Xi, Xi+1)
)
.
The most powerful test between these two hypotheses is the Neyman-Pearson
likelihood ratio test, described as follows. For some ξ ∈ R,
T (X)/(n− 1) > ξ ⇒ Stand by H0, T (X)/(n− 1) ≤ ξ ⇒ Reject H0.
Now we are going to bound the Type-I and Type-II errors of this test using our
Bernstein-type inequality for non-reversible Markov chains.
Let Yi := (Xi, Xi+1) for i ≥ 1. Then (Yi)i≥1 is a Markov chain. Denote its
transition matrix by Q0, and Q1, respectively, under hypotheses H0 and H1
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(these can be easily computed from P0 and P1). Denote
Tˆ (Y ) :=
n−1∑
i=1
log
(
P0(Yi)
P1(Yi)
)
=
n−1∑
i=1
log
(
P0(Xi, Xi+1)
P1(Xi, Xi+1)
)
, (3.35)
then
T (X)
n− 1 =
log(pi0(X1)/pi1(X1))
n− 1 +
Tˆ (Y )
n− 1 . (3.36)
Let
δ0 := max
x,y∈Ω
logP0(x, y)− min
x,y∈Ω
logP0(x, y),
and similarly,
δ1 := max
x,y∈Ω
logP1(x, y)− min
x,y∈Ω
logP1(x, y),
and let δ := δ0 + δ1. Suppose that δ < ∞. Then
∣∣∣ log(pi0(X1)/pi1(X1))n−1 ∣∣∣ ≤ δn−1 ,
implying that |T (X)/(n − 1) − Tˆ (Y )/(n − 1)| ≤ δ/(n − 1). Moreover, we also
have | logP0(Yi)− logP1(Yi)| ≤ δ.
It is easy to verify that the matrices Q0 and Q1, except in some trivial cases,
always correspond to non-reversible chains (even when P0 and P1 are reversible).
Let
J0 := E0
(
log
P0(X1, X2)
P1(X1, X2)
)
, and J1 := E1
(
log
P0(X1, X2)
P1(X1, X2)
)
.
Note that J0 can be written as the relative entropy of two distributions, and
thus it is positive, and J1 is negative. By the stationary assumption, E0(Tˆ (Y )) =
(n− 1)J0 and E1(Tˆ (Y )) = (n− 1)J1.
By applying Theorem 3.11 on Tˆ (Y ), we have the following bounds on the
Type-I and Type-II errors. Assuming that J0 − δ/(n− 1) ≥ ξ ≥ J1 + δ/(n− 1),
P0
(
T (X)
n− 1 ≤ ξ
)
≤ exp
(
− (J0 − δ/(n− 1)− ξ)
2(n− 1)γps(Q0)
8V0 + 20δ · (J0 − δ/(n− 1)− ξ)
)
, (3.37)
P1
(
T (X)
n− 1 ≥ ξ
)
≤ exp
(
− (ξ − J1 − δ/(n− 1))
2(n− 1)γps(Q1)
8V1 + 20δ · (ξ − J1 − δ/(n− 1))
)
. (3.38)
Here V0 = Var0
(
log
(
P0(X1,X2)
P1(X1,X2)
))
, V1 = Var1
(
log
(
P0(X1,X2)
P1(X1,X2)
))
, and γps(Q0)
and γps(Q1) are the pseudo spectral gaps of Q0 and Q1.
Example 3.24 (Coin tossing). Let X1, . . . , Xn be the realisation of n coin
tosses (1 corresponds to heads, and 0 corresponding to tails). It is natural to
model them as i.i.d. Bernoulli random variables, with mean 1/2. However, since
the well-known paper of Diaconis, Holmes and Montgomery (2007), we know
that in practice, the coin is more likely to land on the same side again than on
the opposite side. This opens up the possibility that coin tossing can be better
modelled by a two state Markov chain with a non-uniform transition matrix.
To verify this phenomenon, we have performed coin tosses with a Singapore 50
cent coin (made in 2011). We have placed the coin in the middle of our palm,
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and thrown it up about 40-50cm high repeatedly. We have included our data
of 10000 coin tosses in the Appendix of Paulin (2014). Using Example 3.23, we
can make a test between the following hypotheses.
H0 - i.i.d. Bernoulli trials, i.e. transition matrix P0 :=
(
1/2 1/2
1/2 1/2
)
, and
H1 - stationary Markov chain with transition matrix P1 =
(
0.6 0.4
0.4 0.6
)
.
For these transition matrices, we have stationary distributions pi0(0) = pi0(1) =
1/2 and pi1(0) = 1 − pi1(1) = 1/2. A simple computation gives that for these
transition probabilities, using the notation of Example 3.23, we have δ0 = 0,
δ1 = log(0.6)− log(0.4) = 0.4055, J0 = 2.0411 · 10−2, J1 = −2.0136 · 10−2, and
δ = δ0 + δ1 = 0.4055. The matrices Q0 and Q1 are
Q0 =

0.5 0.5 0 0
0 0 0.5 0.5
0.5 0.5 0 0
0 0 0.5 0.5
 , and Q1 =

0.6 0.4 0 0
0 0 0.4 0.6
0.6 0.4 0 0
0 0 0.4 0.6
 .
We can compute Q∗0 and Q
∗
1 using (3.2),
Q∗0 =

0.5 0 0.5 0
0.5 0 0.5 0
0 0.5 0 0.5
0 0.5 0 0.5
 , and Q∗1 =

0.6 0 0.4 0
0.6 0 0.4 0
0 0.4 0 0.6
0 0.4 0 0.6
 .
As we can see,Q0 andQ1 are non-reversible. The spectral gap of their multiplica-
tive reversiblization is γ(Q∗0Q0) = γ(Q
∗
1Q1) = 0. However, γ((Q
∗
0)
2Q20) = 1 and
γ((Q∗1)
2Q21) = 0.96, thus γps(Q0) = 0.5, γps(Q1) = 0.48. The stationary dis-
tributions for Q0 is [0.25, 0.25, 0.25, 0.25], and for Q1 is [0.3, 0.2, 0.2, 0.3] (these
probabilities correspond to the states 00, 01, 10, and 11, respectively). A simple
calculation gives V0 = 4.110 · 10−2, V1 = 3.946 · 10−2. By substituting these to
(3.37) and (3.38), and choosing ξ = 0, we obtain the following error bounds.
Type-I error. P0(T (X)/(n− 1) ≤ ξ) ≤ exp(−4.120) = 0.0150, (3.39)
Type-II error. P1(T (X)/(n− 1) ≥ ξ) ≤ exp(−4.133) = 0.0160. (3.40)
The actual value of T (X)/(n − 1) on our data is T˜ /(n − 1) = −7.080 · 10−3.
Since T˜ /(n− 1) < ξ, we reject H0 (Bernoulli i.i.d. trials).
The choice of the transition matrix P1 was somewhat arbitrary in the above
argument. Indeed, we can consider a more general transition matrix of the form
P1 =
(
p 1− p
1− p p
)
. We have repeated the above computations with this
transition matrix, and found that for the interval p ∈ (0.5, 0.635), H0 is rejected,
while outside of this interval, we stand by H0. Three plots in Figure 1 show the
log-likelihood differences, and the logarithm of the Bernstein bound on the Type-
I and Type-II errors, respectively, for different values of p (in the first plot, we
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Fig 1. Hypothesis testing for different values of the parameter p
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have restricted the range of p to [0.4, 0.7] for better visibility). As we can see,
the further away p is from 0.5, the smaller our error bounds become, which is
reasonable since it becomes easier to distinguish between H0 and H1. Finally,
from the first plot we can see that maximal likelihood estimate of p is pˆ ≈ 0.57.
4. Comparison with the previous results in the literature
The literature of concentration inequalities for Markov chains is quite large,
with many different approaches for both sums, and more general functions.
The first result in the case of general functions satisfying a form of the
bounded differences condition (2.4) is Proposition 1 of Marton (1996a), a Mc-
Diarmid-type inequality with constants proportional on 1/(1− a)2 (with a be-
ing the total variational distance contraction coefficient of the Markov chain
in on steps, see (2.2)). The proof is based on the transportation cost inequality
method. Marton (1996b, 1997, 1998) extends this result, and proves Talagrand’s
convex distance inequality for Markov chains, with constants 1/(1 − a)2 times
worse than in the independent case. Samson (2000) extends Talagrand’s con-
vex distance inequality to more general dependency structures, and introduces
the coupling matrix to quantify the strength of dependence between random
variables. Finally, Marton (2003) further develops the results of Samson (2000),
and introduces the coupling structure that we call Marton coupling in this pa-
per. There are further extensions of this method to more general distances,
and mixing conditions, see Rio (2000), Djellout, Guillin and Wu (2004), and
Wintenberger (2012). Alternative, simpler approaches to show McDiarmid-type
inequalities for dependent random variables were developed in Chazottes et al.
(2007) (using an elementary martingale-type argument) and Kontorovich and
Ramanan (2008) (using martingales and linear algebraic inequalities). For time
homogeneous Markov chains, their results are similar to Proposition 1 of Marton
(1996a).
In this paper, we have improved upon the previous results by showing a
McDiarmid-type bounded differences inequality for Markov chains, with con-
stants proportional to the mixing time of the chain, which can be much sharper
than the previous bounds.
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In the case of sums of functions of elements of Markov chains, there are two
dominant approaches in the literature.
The first one is spectral methods, which use the spectral properties of the
chain. The first concentration result of this type is Gillman (1998), which shows
a Hoeffding-type inequality for reversible chains. The method was further de-
veloped in Lezaud (1998a), where Bernstein-type inequalities are obtained. A
sharp version of Hoeffding’s inequality for reversible chains was proven in Leo´n
and Perron (2004).
The second popular approach in the literature is by regeneration-type minori-
sation conditions, see Glynn and Ormoneit (2002) and Douc et al. (2011) for
Hoeffding-type inequalities, and Adamczak and Bednorz (2012) for Bernstein-
type inequalities. Such regeneration-type assumptions can be used to obtain
bounds for a larger class of Markov chains than spectral methods would allow,
including chains that are not geometrically ergodic. However, the bounds are
more complicated, and the constants are less explicit.
In this paper, we have sharpened the bounds of Lezaud (1998a). In the case
of reversible chains, we have proven a Bernstein-type inequality that involves
the asymptotic variance, making our result essentially sharp. For non-reversible
chains, we have proven Bernstein-type inequalities using the pseudo spectral
gap, improving upon the earlier bounds of Lezaud (1998a).
5. Proofs
5.1. Proofs by Marton couplings
Proof of Proposition 2.4. The main idea is that we divide the index set into
mixing time sized parts. We define the following partition of X. Let n =
⌈
N
τ()
⌉
,
and
Xˆ := (Xˆ1, . . . , Xˆn)
:=
((
X1, . . . , Xτ()
)
,
(
Xτ()+1, . . . , X2τ()
)
, . . . , (X(n−1)τ(), . . . , XN )
)
.
Such a construction has the important property that Xˆ1, . . . , Xˆn is now a
Markov chain, with -mixing time τˆ() = 2 (the proof of this is left to the reader
as an exercise). Now we are going to define a Marton coupling for Xˆ, that is,
for 1 ≤ i ≤ n, we need to define the couplings
(
Xˆ(xˆ1,...,xˆi,xˆ
′
i), Xˆ ′
(xˆ1,...,xˆi,xˆ
′
i)
)
.
These couplings are simply defined according to Proposition 2.6. Now using the
Markov property, it is easy to show that for any 1 ≤ i < j ≤ n, the total vari-
ational distance of L(Xˆj , . . . Xˆn|Xˆ1 = xˆ1, . . . , Xˆi = xˆi) and L(Xˆj , . . . Xˆn|Xˆ1 =
xˆ1, . . . , Xˆi−1 = xˆi−1, Xˆi = xˆ′i) equals to the total variational distance of L(Xj |
|Xˆ1 = xˆ1, . . . , Xˆi = xˆi) and L(Xj |Xˆ1 = xˆ1, . . . , Xˆi−1 = xˆi−1, Xˆi = xˆ′i), and this
can be bounded by j−i−1, so the statement of the proposition follows.
We will use the following Lemma in the proof of Theorem 2.9 (due to Devroye
and Lugosi (2001)).
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Lemma 5.1. Suppose F is a sigma-field and Z1, Z2, V are random variables
such that
1. Z1 ≤ V ≤ Z2
2. E(V |F) = 0
3. Z1 and Z2 are F-measurable.
Then for all λ ∈ R, we have
E(eλV |F) ≤ eλ2(Z2−Z1)2/8.
Proof of Theorem 2.9. We prove this result based on the martingale approach
of Chazottes et al. (2007) (a similar proof is possible using the method of Kon-
torovich (2007)). Let fˆ(Xˆ) := f(X), then it satisfies that for every xˆ, yˆ ∈ Λˆ,
fˆ(xˆ)− fˆ(yˆ) ≤
n∑
i=1
1[xˆi 6= yˆi] · Ci(c).
Because of this property, we are going to first show that
logE
(
eλ(f(X)−Ef(X))
)
≤ λ
2 · ‖Γ · c‖2
8
(5.1)
under the assumption that there is a Marton coupling for X with mixing matrix
Γ. By applying this inequality to Xˆ, (2.5) follows.
Now we will show (5.1). Let us define Fi = σ(X1, . . . , Xi) for i ≤ N , and
write f(X)− Ef(X) = ∑Ni=1 Vi(X), with
Vi(X) := E(f(X)|Fi)− E(f(X)|Fi−1)
=
∫
zi+1,...,zN
P(Xi+1 ∈ dzi+1, . . . , XN ∈ dzn|X1, . . . , Xi)
· f(X1, . . . , Xi, zi+1, . . . , zN )
−
∫
zi,...,zN
P(Xi ∈ dzi, . . . , XN ∈ dzn|X1, . . . , Xi−1)
· f(X1, . . . , Xi−1, zi, . . . , zN )
=
∫
zi+1,...,zN
P(Xi+1 ∈ dzi+1, . . . , XN ∈ dzn|X1, . . . , Xi)
· f(X1, . . . , Xi, zi+1, . . . , zN )
−
∫
zi
P(Xi ∈ dzi|X1, . . . , Xi−1)·
·
∫
zi+1,...,zN
P(Xi+1 ∈ dzi, . . . , XN ∈ dzn|X1, . . . , Xi−1, Xi = zi)·
· f(X1, . . . , Xi−1, zi, . . . , zN )
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≤ sup
a∈Λi
∫
zi+1,...,zN
P(Xi+1 ∈ dzi+1, . . . , XN ∈ dzn|X1, . . . , Xi−1, Xi = a)·
· f(X1, . . . , Xi−1, a, zi+1, . . . , zN )
− inf
b∈Λi
∫
zi+1,...,zN
P(Xi+1 ∈ dzi+1, . . . , XN ∈ dzn|X1, . . . , Xi−1, Xi = b)·
· f(X1, . . . , Xi−1, b, zi+1, . . . , zN )
=: Mi(X)−mi(X),
here Mi(X) is the supremum, and mi(X) is the infimum, and we assume that
these values are taken at a and b, respectively (one can take the limit in the
following arguments if they do not exist).
After this point, Chazottes et al. (2007) defines a coupling between the dis-
tributions
L(Xi+1, . . . , XN |X1, . . . , Xi−1, Xi = a),
L(Xi+1, . . . , XN |X1, . . . , Xi−1, Xi = b)
as a maximal coupling of the two distributions. Although this minimises the
probability that the two sequences differ in at least one coordinate, it is not
always the best choice. We use a coupling between these two distributions that
is induced by the Marton coupling for X, that is
(X(X1,...,Xi−1,a,b), X ′(X1,...,Xi−1,a,b)).
From the definition of the Marton coupling, we can see that
Mi(Y )−mi(Y ) = E
(
f(X(X1,...,Xi−1,a,b))− f(X ′(X1,...,Xi−1,a,b))
∣∣∣X1, . . . , Xi−1)
≤ E
 N∑
j=i
1
[
X
(X1,...,Xi−1,a,b)
j 6= X ′(X1,...,Xi−1,a,b)j
]
· cj
∣∣∣∣∣∣X1, . . . , Xi−1

≤
N∑
j=i
Γi,jcj .
Now using Lemma 5.1 with V = Vi, Z1 = mi(X)−E(f(X)|Fi−1), Z2 = Mi(X)−
E(f(X)|Fi−1), and F = Fi−1, we obtain that
E
(
eλVi(X)
∣∣∣Fi−1) ≤ exp
λ2
8
 n∑
j=i
Γi,jcj
2
 .
By taking the product of these, we obtain (5.1), and as a consequence, (2.5).
The tail bounds follow by Markov’s inequality.
Proof of Corollary 2.11. We use the Marton coupling of Proposition 2.4. By
the simple fact that ‖Γ‖ ≤√‖Γ‖1‖Γ‖∞, we have ‖Γ‖ ≤ 2/(1− ), so applying
Theorem 2.9 and taking infimum in  proves the result.
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5.2. Proofs by spectral methods
Proof of Proposition 3.3. The proof of the first part is similar to the proof of
Proposition 30 of Ollivier (2009). Let L∞(pi) be the set of pi-almost surely
bounded functions, equipped with the ‖ · ‖∞ norm (‖f‖∞ := ess supx∈Ω |f(x)|).
Then L∞(pi) is a Banach space. Since our chain is reversible, P is a self-
adjoint, bounded linear operator on L2(pi). Define the operator pi on L2(pi)
as pi(f)(x) := Epi(f). This is a self-adjoint, bounded operator. Let M := P −pi,
then we can express the absolute spectral gap γ∗ of P as
γ∗ = 1− sup{|λ| : λ ∈ S2(M)}, with S2(M) :=
{λ ∈ C : (λI−M)−1 does not exist as a bounded lin. op. on L2(pi)}.
Thus 1− γ∗ equals to the spectral radius of M on L2(pi). It is well-known that
the Banach space L∞(pi) is a dense subspace of the Hilbert space L2(pi). Denote
the restriction of M to L∞(pi) by M∞. Then this is a bounded linear operator
on a Banach space, so by Gelfand’s formula, its spectral radius (with respect to
the ‖‖∞ norm) is given by limk→∞ ‖Mk∞‖1/k∞ . For some 0 ≤  < 1, it is easy to
see that ‖M τ()∞ ‖∞ ≤ 2, and for l ≥ 1, τ(l) ≤ lτ(), thus ‖M lτ()∞ ‖∞ ≤ 2l.
Therefore, we can show that
lim
k→∞
‖Mk∞‖1/k∞ ≤ 1/τ(). (5.2)
For self-adjoint, bounded linear operators on Hilbert spaces, it is sufficient to
control their spectral radius on a dense subspace, and therefore M has the same
spectral radius as M∞. This implies that
γ∗ ≥ 1− 1/τ() = 1− exp(− log(1/)/τ()) ≥ 1
1 + τ()/ log(1/)
.
Now we turn to the proof of (3.6). For Markov chains on finite state spaces,
(3.6) is a reformulation of Theorem 2.7 of Fill (1991) (using the fact that for
reversible chains, the multiplicative reversiblization can be written as P 2). The
same proof works for general state spaces as well.
Proof of Proposition 3.4. In the non-reversible case, it is sufficient to bound
γ((P ∗)τ()P τ()) = γ∗((P ∗)τ()P τ()),
for some 0 ≤  < 1. This is done similarly as in the reversible case. Firstly, note
that γ∗((P ∗)τ()P τ()) can be expressed as the spectral radius of the matrix
Q2 := (P
∗)τ()P τ() − pi. Denote the restriction of Q2 to L∞(pi) by Q∞. Then
by Gelfand’s formula, Q∞ has spectral radius limk→∞ ‖Qk∞‖1/k∞ , which can be
upper bounded by . Again, it is sufficient to control the spectral radius on a
dense subspace, thus Q2 has the same spectral radius as Q∞, and therefore
γ((P ∗)τ()P τ()) ≥ 1− . The result now follows from the definition of γps.
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Finally, we turn to the proof of (3.10). Note that for any k ≥ 1,
dTV (qP
n(·), pi) ≤ dTV
(
q(P k)bn/kc(·), pi
)
.
Now using Theorem 2.7 of Fill (1991) with M = (P ∗)kP k, we obtain
dTV (qP
n(·), pi) ≤ 1
2
(1− γ((P ∗)kP k))bn/kc/2 ·√Nq − 1.
Finally, we choose the k such that γ((P ∗)kP k) = kγps, then
dTV (qP
n(·), pi) ≤ 1
2
(1− kγps)bn/kc/2 ·
√
Nq − 1
≤ 1
2
(1− γps)(n−k)/2 ·
√
Nq − 1 ≤ 1
2
(1− γps)(n−1/γps)/2 ·
√
Nq − 1.
Proof of Theorem 3.5. Without loss of generality, we assume that Epi(f) = 0,
and Epi(fi) = 0, for 1 ≤ i ≤ n. For stationary chains,
Epi(f(Xi)f(Xj)) = Epi(fP j−i(f)) = Epi(f(P − pi)j−i(f)),
for 1 ≤ i ≤ j ≤ n. By summing up in j from 1 to n, we obtain
Epi
f(Xi) n∑
j=1
f(Xj)
 = 〈f,
 n∑
j=1
(P − pi)|j−i|
 f〉
pi
, (5.3)
where
n∑
j=1
(P − pi)|j−i| = I +
i−1∑
k=1
(P − pi)k +
n−i∑
k=1
(P − pi)k = (I − (P − pi)i)
· (I − (P − pi))−1 + (I − (P − pi)n−i+1) · (I − (P − pi))−1 − I.
Since P is reversible, the eigenvalues of P − pi lie in the interval [−1, 1− γ]. It
is easy to show that for any k ≥ 1 integer, the function x→ (1− xk)/(1− x) is
non-negative on the interval [−1, 1− γ], and its maximum is less than or equal
to max(1/γ, 1). This implies that for x ∈ [−1, 1− γ], for 1 ≤ i ≤ n,
−1 ≤ (1− xi)/(1− x) + (1− xn−i+1)/(1− x)− 1 ≤ 2 max(1/γ, 1)− 1.
Now using the fact that 0 < γ ≤ 2, we have |(1−xi)/(1−x)+(1−xn−i+1)/(1−
x)− 1| ≤ 2/γ, and thus∥∥∥∥∥∥
n∑
j=1
(P − pi)|j−i|
∥∥∥∥∥∥
2,pi
≤ 2
γ
, thus E
f(Xi) n∑
j=1
f(Xj)
 ≤ 2
γ
Epi
(
f2
)
.
Summing up in i leads to (3.14).
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Now we turn to the proof of (3.15). Summing up (5.3) in i leads to
E
(( n∑
i=1
f(Xi)
)2)
=
〈
f,
[
(2nI − 2 (I − (P − pi)n−1)(I − (P − pi))−1)
(5.4)
· (I − (P − pi))−1 − nI]f〉
pi
,
so by the definition σ2as =
〈
f,
[
2(I − (P − pi))−1 − I] f〉
pi
, we can see that∣∣∣∣∣Varpi
(
n∑
i=1
f(Xi)
)
− nσ2as
∣∣∣∣∣
=
∣∣〈f, [2(I − (P − pi)n−1) · (I − (P − pi))−2] f〉
pi
∣∣ ≤ 4Vf/γ2.
Now we turn to the proof of (3.16). For stationary chains, for 1 ≤ i, j ≤ n,
Epi(fi(Xi)fj(Xj)) = Epi(fiP j−i(fj)) = Epi(fi(P − pi)j−i(fj))
≤ ‖fi‖2,pi‖fj‖2,pi‖P − pi‖j−i2,pi ≤
1
2
Epi(f2i + f2j )(1− γ∗)i−j ,
and thus for any 1 ≤ i, j ≤ n, E(fi(Xi)fj(Xj)) ≤ 12Epi(f2i + f2j )(1 − γ∗)|i−j|.
Summing up in i and j proves (3.16).
Proof of Theorem 3.7. Without loss of generality, we assume that Epi(f) = 0,
and Epi(fi) = 0 for 1 ≤ i ≤ n. Now for 1 ≤ i, j ≤ n,
Epi(f(Xi)f(Xj)) = Epi(fP j−i(f)) = Epi(f(P−pi)j−i(f)) ≤ Vf
∥∥(P − pi)j−i∥∥
2,pi
,
and for any integer k ≥ 1, we have∥∥∥(P − pi)|j−i|∥∥∥ ≤ ∥∥(P − pi)k∥∥d |j−i|k e
2,pi
=
∥∥(P ∗ − pi)k(P − pi)k∥∥ 12 d |j−i|k e
2,pi
.
Let kps be the smallest positive integer such that kpsγps = γ
(
(P ∗)kpsP kps
)
=
1 − ∥∥(P ∗ − pi)k(P − pi)k∥∥
2,pi
, then E(f(Xi)f(Xj)) ≤ Vf (1 − kγps)
1
2 d j−ikps e. By
summing up in i and j, and noticing that
∞∑
l=0
(1− kpsγps)
1
2 d lkps e ≤ 2
∞∑
l=0
(1− kpsγps)d
l
kps
e
=
2kps
kpsγps
=
2
γps
,
we can deduce (3.18). We have defined σ2as =
〈
f,
[
2(I − (P − pi))−1 − I] f〉
pi
,
by comparing this with (5.4), we have∣∣∣∣∣Varpi
(
n∑
i=1
f(Xi)
)
− nσ2as
∣∣∣∣∣
=
∣∣〈f, [2(I − (P − pi)n−1) · (I − (P − pi))−2] f〉
pi
∣∣ .
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In the above expression, ‖(I − (P − pi)n−1)‖2,pi ≤ 2, and for any k ≥ 1,
‖(I − (P − pi))−1‖2,pi ≤
∞∑
i=0
‖(P − pi)i‖2,pi ≤ k
∞∑
i=0
‖(P − pi)k‖i2,pi
=
k
1−
√
1− γ((P ∗)kP k) ≤
2k
γ((P ∗)kP k)
.
Optimizing in k gives ‖(I− (P −pi))−1‖2,pi ≤ 2/γps, and (3.19) follows. Finally,
the proof of (3.20) is similar, and is left to the reader as exercise.
Before starting the proof of the concentration bounds, we state a few lemmas
that will be useful for the proofs. Note that these lemmas are modified from the
previous version of this manuscript on arXiv and the published version Paulin
(2015). The spectrum of a bounded linear operator M on the Hilbert space
L2(pi) is denoted by S2(M), defined as
S2(M) :=
{
λ ∈ C : (λI −M)−1 does not exist as
a bounded linear operator on L2(pi)
}
.
For self-adjoint linear operators, the spectrum is contained in R. In this case,
the supremum of the spectrum will be denoted by supS2(M).
Lemma 5.2. Let X1, . . . Xn be a stationary reversible Markov chain with Polish
state space Ω, and stationary distribution pi. Suppose that f : Ω → R is a
bounded function in L2(pi), and let S :=
∑n
i=1 f(Xi). Then for every θ ∈ R, if
n ≥ 1 is even, or Ω is finite, we have
Epi(exp(θS)) =
〈
1, (eθDfP )n1
〉
pi
≤
(
supS2
(
eθDf/2P eθDf/2
))n−1
· ‖eθf/2‖22,pi,
(5.5)
where Df (g)(x) = f(x)g(x) for every x ∈ Ω, g ∈ L2(pi).
More generally, let X1, . . . Xn be a stationary Markov chain with Polish state
space Ω, and stationary distribution pi (we do not assume reversibility). Let
f1, f2, . . . , fn be bounded functions in L
2(pi), and S′ :=
∑n
i=1 fi(Xi). Then for
every θ ∈ R, for every n ≥ 1,
Epi(exp(θS′)) =
〈
1, (eθDfnP ) · . . . · (eθDf1P )1〉
pi
≤ ‖P eθDf1 ‖2,pi · . . . · ‖P eθDfn ‖2,pi
= ‖eθDf1P ∗P eθDf1‖1/22,pi · . . . · ‖eθDfnP ∗P eθDfn ‖1/22,pi . (5.6)
Proof. By the Markov property, and Proposition 6.9 of Brezis (2011), we have
Epi(exp(θS)) =
〈
1, (eθDfP )n1
〉
pi
=
〈
eθf/2,
(
eθDf/2P eθDf/2
)n−1
eθf/2
〉
≤ ‖eθf/2‖22,pi · supS2
((
eθDf/2P eθDf/2
)n−1)
.
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If Ω is finite, then we can further bound this by ‖eθf/2‖22,pi
∥∥eθDf/2P eθDf/2∥∥n−1
2,pi
,
and by the Perron-Frobenius theorem,∥∥∥eθDf/2P eθDf/2∥∥∥
2,pi
= supS2
(
eθDf/2P eθDf/2
)
,
so (5.5) follows.
In general state spaces, note that for any bounded self-adjoint operator M
on L2(pi), for any λ ∈ R, any even n, we have
Mn−1 − λI =
n−2∏
k=0
(
M − |λ| 1n−1 · sgn(λ) · ei 2pin−1 ·k
)
.
By Proposition 6.9 of Brezis (2011), we know that the spectrums of Mn−1 and
M are located on the real line, thus using the assumption that n is even, it
follows that M − |λ| 1n−1 · sgn(λ) · ei 2pin−1 ·kI is invertible for k = 1, 2, . . . , n − 2.
Therefore (Mn−1 − λI)−1 exists as a bounded linear operator if and only if(
M − |λ| 1n−1 sgn(λ)I
)−1
exists as a linear bounded operator, implying that
supS2
((
eθDf/2P eθDf/2
)n−1)
=
[
supS2
(
eθDf/2P eθDf/2
)]n−1
,
thus (5.5) follows. For the second claim of the lemma, note that by the Markov
property, we have
Epi(exp(θS′)) =
〈
1, (eθDfnP ) · . . . · (eθDf1P )1〉
pi
=
〈
1,pieθDfn · P eθDfn−1 · . . . · P eθDf11
〉
pi
,
where pi(g) is defined as in Theorem 3.5. Note that for any g ∈ L2(pi),
‖pig‖22,pi − ‖P g‖22,pi = 〈g, (pi − P ∗P )g〉pi = −〈g, (P − pi)∗(P − pi)g〉pi ≤ 0,
so ‖pieθDfn ‖2,pi ≤ ‖P eθDfn ‖2,pi, and (5.6) follows by the fact that ‖1‖pi = 1.
Lemma 5.3. Suppose that f ∈ L2(pi), Epi(f) = 0, and −1 ≤ f(x) ≤ 1 for every
x ∈ Ω. Then for reversible P with spectral gap γ > 0, for every 0 < θ < γ/10,
we have
supS2
(
eθDfP eθDf
) ≤ 1 + 4Vf
γ
· θ2 ·
(
1− 10θ
γ
)−1
, and (5.7)
supS2
(
eθDfP eθDf
) ≤ 1 + (2σ2as + 0.8Vf ) · θ2 · (1− 10θγ
)−1
. (5.8)
where Vf and σ
2
as are defined as in Theorem 3.5.
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11-γ-1 -γ/2
Γ1 Γ2
Fig 2. Separation of the spectrum of P
Proof. Note that by the definition of the spectrum, it follows that eθDfP eθDf
and P e2θDf = e−θDf (eθDfP eθDf )eθDf have the same spectrum. Let T = P ,
A = P (e2θDf − I), and S = T + A = P e2θDf . Since ‖A‖2,pi ≤ e2θ − 1, it
follows that A is T -bounded with a = e2θ − 1 and b = 0 (see page 190 of
Kato (1976) for the definition). Since P is a reversible Markov kernel, 1 is an
eigenvalue, and the rest of its spectrum is within the interval [−1, 1 − γ]. Let
Γ1 := {x ∈ C : |x − (−γ/2)| = 1} and Γ2 := {x ∈ C : |x − (1 − γ/2)| = γ/2}
be two curves separating 1 and the interval [−1, 1 − γ]. Notice that based on
Proposition 6.9 of Brezis (2011), for every ξ ∈ Γ1 ∪ Γ2,
‖R(ξ, T )‖2,pi = ‖(P − ξI)−1‖2,pi = sup
x∈S2((P−ξI)−1)
|x| = inf
x∈S2(P−ξI)
|x|−1 ≤ 2
γ
.
(5.9)
We have used the fact that as long asM andM−1 are bounded linear operators,
and z ∈ C, then z ∈ S2(M) if and only if z−1 ∈ S2(M−1) (because M − zI =
−zM(M−1 − z−1I), hence the existence of (M − zI)−1 and (M−1 − z−1I)−1
as bounded linear operators is equivalent).
By applying Theorem 3.18 of Kato (1976) to the curves Γ1, Γ2 and the
operators S, T and A defined as above, using (5.9) it follows that as long as
(e2θ−1)· 2γ < 1, there is exactly one element of the spectrum of S = T+A outside
Γ1 and inside Γ2, and none of the spectrum falls on Γ1 or Γ2. By rearrangement,
it follows that the condition (e2θ − 1) · 2/γ < 1 holds as long as 0 < θ < γ/6.
The rest of the proof is based on the series expansion of the perturbed eigen-
value 1. Let P (r) := P erDf , then based on Section II.2 (page 74) of Kato
(1976), P (r) will have an eigenvalue given by the series
λ(P (r)) := 1 +
∞∑
n=1
β(n)rn, (5.10)
where β(n) was given explicitly in (2.12), page 76 of Kato (1976). The validity
of this expansion in the general state space setting was shown in the Appendix
of Lezaud (2001). It was shown in Lezaud (1998a) that coefficients β(n) satisfy
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that β(1) = 0, β(2) = σ2as ≥ 0, and for n ≥ 3, |β(n)| ≤ Vf5 ·
(
5
γ
)n−1
≤ 15
(
5
γ
)n−1
.
This means that the series λ(P (2θ)) is convergent for 0 < θ < γ10 , and it defines
a continuous function λ(2θ) for θ ∈ (0, γ10). Using the continuity of λ(2θ), it
follows that if λ(2θ) would exit from the circle Γ2 for some 0 < θ <
γ
10 , then
λ(2θ′) ∈ Γ2 for some θ′ ∈ (0, γ10 ). This would violate Theorem 3.18 of Kato
(1976) which implies that none of the elements of the perturbed spectrum can
fall on Γ2 as long as 0 < θ < γ/6 by the previous argument. Hence we have
supS2
(
eθDfP eθDf
)
= λ(P (2θ)).
The first bound of the theorem, (5.7) can now be shown by the same argument
that was used for showing equation (11) in Lezaud (1998a) (since the argument
is combinatorial, it does not use the finiteness of the state space Ω, and it applies
here as well). To show our second claim, we modify the argument.
Define the operator pi on L2(pi) as pi(f)(x) = Epi(f) for any x ∈ Ω. Denote
Z := (I − P + pi)−1,
Z(0) := −pi , and Z(k) := Zk for k ≥ 1. Then we have ‖Z‖pi = 1/γ. By equation
(10) of Lezaud (1998a) (which is valid in the general state space setting by the
Appendix of Lezaud (2001)), the coefficients β(n) of the series (5.10) can be
expressed as
β(n) =
n∑
p=1
−1
p
∑
ν1+...+νp=n
k1+...+kp=p−1
vi≥1,kj≥0
1
ν1! · · · νp! tr
[
PDν1f Z
(k1) · · ·PDνpf Z(kp)
]
.
Now for every integer valued vector (k1, . . . , kp) satisfying k1 + . . .+ kp = p− 1,
ki ≥ 0, at least one of the indices must be 0. Suppose that the lowest such index
is i, then we define (k′1, . . . , k
′
p) := (ki+1, . . . , kp, k1, . . . , ki), (a “rotation” of the
original vector). We define (ν′1, . . . , ν
′
p) analogously. Using the fact that such
rotation of matrices does not change the trace, and that Z(k
′
p) = Z(0) = −pi,
we can write
β(n) =
n∑
p=1
1
p
∑
ν1+...+νp=n
k1+...+kp=p−1
vi≥1,kj≥0
1
ν1! · · · νp!
〈
fν
′
1 ,Z(k
′
1)PDν2f · · ·Z(k
′
p−1)P fν
′
p
〉
pi
.
(5.11)
After a simple calculation, we obtain β(1) = 0, and β(2) = 〈f,Zf〉pi−(1/2) 〈f, f〉pi.
By the definition of σ2as in (3.13), 〈f,Zf〉pi = σ2as +(1/2) 〈f, f〉pi, thus β(2) = σ2as.
For n = 3, after some calculations, using the fact that Z and P commute, we
have
β(3) = 〈f,ZPDfZP f〉pi +
〈
f,ZP f2
〉
pi
+
1
6
Epi(f3)
=
〈
Z1/2f,Z1/2PDfPZ
1/2(Z1/2f)
〉
pi
+
〈
f,ZP f2
〉
pi
+
1
6
〈f,Dff〉pi ,
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and we have
〈
f,ZP f2
〉
pi
≤ Vfγ , 16 〈f,Dff〉pi ≤ 16Vf ,〈
Z1/2f,Z1/2PDfPZ
1/2(Z1/2f)
〉
pi
≤ ‖Z1/2f‖22,pi · ‖Z1/2PDfPZ1/2‖2,pi
≤ 1
γ
〈f,Zf〉pi =
1
γ
(
σ2as + Vf/2
)
,
thus |β(3)| ≤ σ2as/γ + (3/2)Vf/γ + (1/6)Vf . Suppose now that n ≥ 4. First, if
p = n, then ν1 = . . . = νp = 1, thus each such term in (5.11) looks like〈
f,Z(k
′
1)PDf · · ·Z(k′n−1)PDfZ(k′n−1)P f
〉
pi
=
〈
f,Z(k
′
1)PDf · · ·Z(k′n−1)PDfPZ(k′n−1)f
〉
pi
.
If k′1 or k
′
n−1 are 0, then such terms equal zero (since pi(f) = 0). If they are at
least one, then we can bound the absolute value of this by∣∣∣〈Z1/2f,Zk′1−1/2PDf · · ·Z(k′n−1)PDfPZk′n−1−1/2(Z1/2f)〉
pi
∣∣∣
≤ 〈f,Zf〉pi
2γn−2
≤ σ
2
as + Vf
2γn−2
.
It is easy to see that there are
(
2(n−1)
n−1
)
such terms. For 1 ≤ p < n, we have∥∥∥〈fν′1 ,Z(k′1)PDν2f · · ·Z(k′p−1)P fν′p〉
pi
∥∥∥ ≤ Vf
γp−1
,
and there are
(
n−1
p−1
)(
2(p−1)
p−1
)
such terms. By summing up, and using the fact that
ν1! · · · νp! ≥ 2n−p, and 2/γ ≥ 1, we obtain
|β(n)| ≤ 1
n
(
2(n− 1)
n− 1
)
σ2as + Vf
2γn−2
+
n−1∑
p=1
1
p
(
n− 1
p− 1
)(
2(p− 1)
p− 1
)
1
2n−p
· Vf
γp−1
≤ 1
n
(
2(n− 1)
n− 1
)
σ2as + Vf
2γn−2
+
Vf
2n−1
n−1∑
p=1
1
p
(
n− 1
p− 1
)(
2(p− 1)
p− 1
)(
2
γ
)n−2
.
Now by (1.11) on page 20 of Lezaud (1998b), we have
(
2(n−1)
n−1
) ≤ 4(n−1)√
(n−1)pi .
Define D(n) :=
∑n
p=1
1
p
(
n−1
p−1
)(
2(p−1)
p−1
)
, then by page 47 of Lezaud (1998b), for
n ≥ 3, D(n) ≤ 5n−2. Thus for n ≥ 4, we have
|β(n)| ≤ 4
n−1
n
√
(n− 1)pi
σ2as + Vf
2γn−2
+
5n−3
2γn−2
Vf (5.12)
≤ 5
n−2
γn−2
(
σ2as + Vf
2
· 1
4
+
Vf
10
)
≤ 5
n−2
γn−2
(
σ2as + 0.8Vf
2
)
.
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By comparing this with our previous bounds on β(2) and β(3), we can see that
(5.12) holds for every n ≥ 2. By summing up, we obtain
λ(P (r)) = 1 +
∞∑
n=1
β(n)rn ≤ 1 + σ
2
as + 0.8Vf
2
· r
2
1− 5r/γ ,
and substituting r = 2θ gives (5.8).
Proof of Theorem 3.9. We can assume, without loss of generality, that C = 1,
Epi(f) = 0, and Epi(f1) = . . . = Epi(fn) = 0. First, we will prove the bounds for
S, then for S′.
By (5.5), we have that under the assumptions of Theorem 3.9,
Epi(exp(θS)) ≤
(
supS2
(
eθDf/2P eθDf/2
))n−1
· Epi
(
eθf
)
. (5.13)
By (5.7), and (5.8), we have that for 0 ≤ θ ≤ γ/5,
supS2
(
eθDf/2P eθDf/2
)
≤ exp
(
Vf
γ
· θ2 ·
(
1− 5θ
γ
)−1)
, and (5.14)
supS2
(
eθDf/2P eθDf/2
)
≤ exp
(
σ2as + 0.8Vf
2
· θ2 ·
(
1− 5θ
γ
)−1)
. (5.15)
Now using the fact that −1 ≤ f(x) ≤ 1, Epi(f) = 0, it is easy to show that
for any θ ≥ 0,
Epi
(
eθf
) ≤ exp (Vf (eθ − θ − 1)) ,
and it is also easy to show that this can be indeed further bounded by the right
hand sides of (5.14) and (5.15). Therefore, we obtain that for 0 ≤ θ ≤ γ/5,
Epi(exp(θS)) ≤ exp
(
nVf
γ
· θ2 ·
(
1− 5θ
γ
)−1)
, and
Epi(exp(θS)) ≤ exp
(
n(σ2as + 0.8Vf )
2
· θ2 ·
(
1− 5θ
γ
)−1)
.
Now the bounds (3.21) and (3.20) follow by Markov’s inequality, for the
optimal choice
θ =
tγ
Vf (1 + 5t/Vf +
√
1 + 5t/Vf )
, and θ =
t
5t/γ +K(1 +
√
1 + 5t/(γK))
,
with K = 0.5σ2as + 0.4Vf .
Now we are going to prove (3.22). Firstly, by (5.6), we have
Epi(exp(θS′)) ≤ ‖P eθDf1‖2,pi · . . . · ‖P eθDfn ‖2,pi. (5.16)
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Now for 0 ≤ θ ≤ γ(P 2)/10, using Proposition 6.9 of Brezis (2011), each of these
terms can be further bounded by (5.7) as
‖P eθDfi‖2,pi = ‖eθDfiP 2eθDfi‖1/22,pi =
(
supS2
(
eθDfiP 2eθDfi
))1/2
≤ exp
(
2Epi(f2i )
γ(P 2)
· θ2 ·
(
1− 10θ
γ(P 2)
)−1)
.
By taking the product for 1 ≤ i ≤ n, we obtain that for 0 ≤ θ ≤ γ(P 2)/10,
Epi(exp(θS′)) ≤ exp
(
2VS′
γ(P 2)
· θ2 ·
(
1− 10θ
γ(P 2)
)−1)
, (5.17)
and (3.22) follows by Markov’s inequality.
Proof of Theorem 3.11. Again we can assume, without loss of generality, that
C = 1, Epi(f) = 0, and Epi(f1) = . . . = Epi(fn) = 0. We will treat the general
case concerning S′ first. The proof is based on a trick of Janson (2004). First,
we divide the sequence f1(X1), . . . , fn(Xn) into kps parts,(
f1(X1), fkps+1(Xkps+1), . . . ,
)
, . . . ,
((
fkps(Xkps), f2kps(X2kps), . . . ,
))
.
Denote the sums of each part by S′1, . . . , S
′
kps
, then S′ =
∑kps
i=1 S
′
i. By Yensen’s
inequality, for any weights 0 ≤ p1, . . . , pkps ≤ 1 with
∑kps
i=1 pi = 1,
Epi exp(θS′) ≤
kps∑
i=1
piEpi exp((θ/pi) · S′i). (5.18)
Now we proceed the estimate the terms E exp(θS′i).
Notice that Xi, Xi+kps , . . . , Xi+kpsb(n−i)/kpsc is a Markov chain with transi-
tion kernel P kps . Using (5.6) on this chain, we have
Epi(exp(θS′i)) ≤ ‖P kpseθDfi‖2,pi · . . . · ‖P kpseθDfi+kpsb(n−i)/kpsc‖2,pi.
By (5.7), Proposition 6.9 of Brezis (2011), and the assumptions Epi(fj) = 0,∥∥∥P kpseθDfj ∥∥∥
2,pi
=
∥∥∥eθDfj (P ∗)kps P kpseθDfj ∥∥∥1/2
2,pi
=
(
supS2
(
eθDfj (P ∗)kps P kpseθDfj
))1/2
≤ exp
(
2Varpi(fj)
γ((P ∗)kpsP kps)
· θ2 ·
(
1− 10θ
γ((P ∗)kpsP kps)
)−1)
.
By taking the product of these, we have
Epi(exp(θS′i))
≤ exp
(
2
∑b(n−i)/kpsc
j=0 Varpi(fi+jkps)
γ((P ∗)kpsP kps)
· θ2 ·
(
1− 10θ
γ((P ∗)kpsP kps)
)−1)
.
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These bounds hold for every 1 ≤ i ≤ kps. Setting pi in (5.18) as
pi := V
1/2
i /
(
k∑
i=1
V
1/2
i
)
,
and using the inequality (
∑kps
i=1 V
1/2
i )
2 ≤ kps
∑n
i=1 Vi, we obtain
Epi(exp(θS′)) ≤ exp
(
2kps
∑n
j=1 Varpi(fj)
γ((P ∗)kpsP kps)
· θ2 ·
(
1− 10θ ·M
γ((P ∗)kpsP kps)
)−1)
≤ exp
(
2
∑n
j=1 Varpi(fj)
γps
· θ2 ·
(
1− 10θ ·M
kpsγps
)−1)
,
and (3.26) follows by Markov’s inequality. In the case of (3.25), we have
Epi(exp(θS′i))
≤ exp
(
2dn/kpse
γ((P ∗)kpsP kps)
· θ2 ·
(
1− 10θ
γ((P ∗)kpsP kps)
)−1)
,
which implies that
Epi(exp(θS)) ≤ exp
(
2kpsdn/kpseVarpi(f)
γps
· θ2 ·
(
1− 10θ
γps
)−1)
.
Now (3.25) follows by Markov’s inequality and kpsdn/kpse ≤ n+ 1/γps.
Proof of Proposition 3.15. Inequalities (3.27) and (3.28) follow by writing
Pq (g(X1, . . . , Xn) ≥ t) = Eq (1[g(X1, . . . , Xn) ≥ t])
= Epi
(
dq
dpi
· 1[g(X1, . . . , Xn) ≥ t]
)
,
and then applying Cauchy-Schwartz inequality. Inequality (3.29) follows by
noticing that by the Markov property, the two distributions
L(Xt0+1, . . . , Xn|X1 ∼ q) and L(Xt0+1, . . . , Xn|X1 ∼ pi)
have total variational distance equal to the total variational distance of
L(Xt0+1|X1 ∼ q) and L(Xt0+1|X1 ∼ pi).
Proof of Proposition 3.16. Inequalities (3.30) and (3.31) follow from (2.11) on
page 68 of Fill (1991), similarly to the proof of Proposition 3.4 (by noticing
that the χ2 distance can be written as Nq − 1). Finally, (3.32) follows from the
definition of τ() and tmix.
Proof of Proposition 3.17. This follows by a straightforward coupling argument.
The details are left to the reader.
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