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SEMICONTINUITY OF EIGENVALUES UNDER INTRINSIC FLAT
CONVERGENCE
JACOBUS W. PORTEGIES
ABSTRACT. We use the theory of rectifiable metric spaces to define a Dirichlet energy
of Lipschitz functions defined on the support of integral currents. This energy is obtained
by integration of the square of the norm of the tangential derivative, or equivalently of
the approximate local dilatation, of the Lipschitz functions. We define min-max values
based on the normalized energy and show that when integral current spaces converge in the
intrinsic flat sense without loss of volume, the min-max values of the limit space are larger
than or equal to the upper limit of the min-max values of the currents in the sequence.
In particular, the infimum of the normalized energy is semicontinuous. On spaces that
are infinitesimally Hilbertian, we can define a linear Laplace operator. We can show that
semicontinuity under intrinsic flat convergence holds for eigenvalues below the essential
spectrum, if the total volume of the spaces converges as well.
1. INTRODUCTION
Riemannian manifolds come with a natural definition of a Laplace operator, which is
involved in describing heat flow or diffusion on the manifold. The properties of the Laplace
operator, such as its eigenvalues and eigenfunctions, give some information on the geom-
etry of the manifold, and vice versa (see for instance [8], [9] and [6]). In this context it is
natural to ask whether the spectra of the Laplace operator on the manifolds converge when
the manifolds do.
It is easy to see that the spectrum of the Laplace operator varies continuously under C2-
convergence of manifolds. As for weaker types of convergence, Fukaya has constructed
examples demonstrating that under Gromov-Hausdorff convergence, the eigenvalues of the
Laplace operator need not be continuous [18]. One way to retrieve continuity is to keep
track of a measure on the space as well, that is, to consider Fukaya’s metric measure conver-
gence rather than just Gromov-Hausdorff convergence. Fukaya showed that with uniform
bounds on the sectional curvature and the diameter, the eigenvalues of the Laplace opera-
tor on manifolds are continuous under measured Gromov-Hausdorff convergence [18]. He
also conjectured that the assumption of uniform bounds on the sectional curvature could
be replaced by a lower bound on the Ricci curvature. He proved that without curvature
bounds, the eigenvalues are still upper semicontinuous [18].
Cheeger and Colding proved Fukaya’s conjecture, in that they showed that with a uni-
form lower bound on the Ricci curvature, a Laplace operator can be defined on the limit
space, and the eigenvalues and eigenfunctions are continuous [13]. Moreover, these limit
spaces are almost everywhere Euclidean.
Rather than considering metric measure convergence, we will study what happens to
the eigenvalues of the Laplace operator when the underlying manifolds converge in the
intrinsic flat sense.
Ambrosio and Kirchheim showed how one can define currents on metric spaces [2], fol-
lowing an idea by De Giorgi [14]. Sormani and Wenger [30] applied their work to define an
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intrinsic flat distance between oriented Riemannian manifolds of finite volume (and more
generally, between integral current spaces). The flat distance was originally introduced by
Whitney for submanifolds of Euclidean space, and extended to integral currents by Federer
and Fleming [17]. Similar to how the Gromov-Hausdorff distance relates to the Hausdorff
distance, the intrinsic flat distance between two manifolds is determined as the infimum of
the flat distance between isometric embeddings of the manifolds taken over all isometric
embeddings into all possible common metric spaces.
There are important differences between metric-measure convergence and intrinsic flat
convergence. The metric measure limit of compact metric measure spaces is always com-
pact, while this need not be the case under intrinsic flat convergence. Limits obtained
under intrinsic flat convergence are always rectifiable. Moreover, there are examples of
sequences of spaces that do not have a Gromov-Hausdorff limit, but do have an intrinsic
flat limit [30].
Sequences of manifolds that converge in the intrinsic flat sense occur naturally, since
by Wenger’s compactness theorem for integral currents on metric spaces [32], a sequence
of integral current spaces with bounded diameter, mass and mass of the boundary has a
subsequence converging in the intrinsic flat sense. In other words, a sequence of oriented
Riemannian manifolds with boundary, with uniform bounds on the volumes and the vol-
umes of the boundary, will have a subsequence converging in the intrinsic flat sense to an
integral current space.
The following theorem presents our first main result formulated for closed, oriented
Riemannian manifolds, instead of more general integral currents.
Theorem 1.1. Let Mi (i = 1,2, . . . ) and M be closed, oriented Riemannian manifolds
such that as i → ∞, Mi converges to M in the intrinsic flat sense. Moreover, assume that
Vol(Mi)→ Vol(M). Then, for k = 1,2, . . . ,
(1.1) limsup
i→∞
λk(Mi)≤ λk(M),
where λk( ˜M) is the kth eigenvalue of the Laplace operator on a manifold ˜M.
The precise definition of min-max values λk(M) when M is not a Riemannian manifold,
but an integral current, is given through a min-max variational problem involving a Dirich-
let energy in (6.3). We show semicontinuity of λk in Theorem 6.2 under flat convergence
without loss of volume and in Theorem 7.3 we prove semicontinuity of λk under intrinsic
flat convergence without loss of volume. In particular, it follows that the infimum of the
normalized energy is semicontinuous.
It follows from the work by Kirchheim [22] and Ambrosio and Kirchheim [3] that
rectifiable currents T with associated mass measures ‖T‖ are concentrated on a set that
in a measure-theoretic sense is locally Finsler, and Lipschitz functions f on these sets
are almost-everywhere tangentially differentiable, with tangential derivative d f . Even for
Finsler spaces, there does not seem to be a canonical choice of a Laplace operator, see for
instance the works by Bao and Lackey [5], Shen [29], Centore [10] and Barthelme´ [7].
In Section 3, we will use the local Finsler structure and the tangential derivatives of Lips-
chitz functions to define a Dirichlet energy of Lipschitz functions f defined on an integral
current T by
(1.2) ET ( f ) =
∫
X
|d f |2d‖T‖.
We will also give an alternative expression in terms of an approximate local dilatation. For
Riemannian manifolds, this energy corresponds to the usual Dirichlet energy. A similar
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definition of the energy for instance appears in [19]. This definition also corresponds to
the energy that is at the basis of the non-linear Laplacian as introduced by Shen [29],
when restricted to Finsler manifolds, except that our definition differs from the one used
by Gromov [19] and Shen [29] in in that we will use the mass measure as introduced by
Ambrosio and Kirchheim [2], which is the natural measure on an integral current space,
rather than the Hausdorff measure. The energy will also turn out to equal the Cheeger
energy [12] for the metric measure space (X ,dX ,‖T‖), as we will see from comparing
with the definition by Ambrosio, Gigli and Savare´ [1].
After defining the energy ET , we consider the completion of bounded Lipschitz func-
tions under the Sobolev norm ‖.‖W1,2(‖T‖) = ‖.‖L2(‖T‖)+ET (.). In Theorem 4.2 we show
that if T is an integral current on a w∗-separable dual Banach space Y , the objects in this
completion are also ‖T‖-a.e. tangentially differentiable, with a natural definition of the
tangential derivative. We will use this to conclude that for an integral current T on a com-
plete metric space X , W 1,2(‖T‖) can be interpreted in a natural way as a subset of L2(‖T‖).
Moreover, we will show in Theorem 5.1 that the energy ET is lower semicontinuous. In
fact, we show in Theorem 5.3 that f ∈W 1,2(‖T‖) if and only if it has a minimal relaxed
gradient in the sense of Ambrosio, Gigli and Savare´ [1], and that the norm of the tangential
derivative is equal to the minimal relaxed gradient.
An important ingredient in the proof is a Poincare´-like inequality, that is quite technical
and is shown in Appendix C. As a by-product, we also record a decomposition theorem
for one-dimensional integral currents in Appendix A, that is a simpler version of a recent
decomposition theorem by Paolini and Stepanov for one-dimensional normal currents [24,
25].
When the integral currents involved are supported on an infinitesimally Hilbertian rec-
tifiable metric space, we can define an unbounded (linear) self-adjoint operator on their
rectifiable sets. The min-max values of these operators correspond to the λk defined be-
fore, and consequently, all λk below the essential spectrum correspond to eigenvalues of
the operators.
The structure of this paper is as follows. In Section 2, we review preliminaries from the
work by Kirchheim [22], Ambrosio and Kirchheim [2, 3], and Sormani and Wenger [30].
In Section 3, we introduce the energy and give two possible expressions for it. In Section
4, we introduce the Sobolev space W 1,2(‖T‖) for integral currents T , and we will show
that every element in the space is (‖T‖-a.e.) tangentially differentiable. It follows that the
space can be understood as a subset of L2(‖T‖). In Section 5, we show the lower semicon-
tinuity of the energy, and we show that the approximate local dilatation corresponds to the
minimal relaxed gradient as introduced by Ambrosio, Gigli and Savare´ [1]. Subsequently,
we introduce the min-max functionals λk in Section 6, and show their semicontinuity. We
then show semicontinuity of the λk under intrinsic flat convergence in Section 7, and the
semicontinuity of eigenvalues for infinitesimally Hilbertian spaces in Section 8. Finally,
in Section 9, we show by example that we cannot remove the condition on convergence of
the volumes. In the appendix, we show the decomposition theorem for one-dimensional
integral currents, and derive a Poincare´-like inequality.
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2. BACKGROUND
In this section, we will summarize the properties of currents on metric spaces that we
will use. Currents on metric spaces were introduced by Ambrosio and Kirchheim [2],
following an idea by De Giorgi [14].
2.1. Currents on metric spaces. We first review the main concepts from the paper by
Ambrosio and Kirchheim on currents on metric spaces [2].
Let Z be a complete metric space. For a positive integer n, let Dn(Z) denote the set of
all (n+ 1)-tuples ω = ( f ,pi1, . . . ,pin), such that f is bounded and Lipschitz and the pii are
Lipschitz. In a smooth setting, ω would correspond to f dpi1∧·· ·∧dpin.
The exterior differential d is an action that creates an (n+2)-tuple out of an (n+1)-tuple
as follows
(2.1) d( f ,pi1, . . . ,pin) = (1, f ,pi1, . . . ,pin).
If φ is a Lipschitz map from Z to another metric space E , we define the pullback φ#ω ∈
Dn(Z) of ω ∈Dn(E) by
(2.2) φ#ω = φ#( f ,pi1, . . . ,pin) = ( f ◦φ ,pi1 ◦φ , . . . ,pin ◦φ).
An n-dimensional metric functional is a function T : Dn(Z)→R that is subadditive and
positively 1-homogeneous with respect to f and the pii, i = 1, . . . ,n.
The boundary ∂T of a metric functional T is defined by
(2.3) ∂T (ω) = T (dω), ω ∈Dn(Z).
and the push-forward of T under a map φ is given by
(2.4) φ#T (ω) = T (φ#ω), ω ∈Dn(Z).
A metric functional T is said to have finite mass if there exists a finite Borel measure µ
such that for every ( f ,pi1, . . . ,pin) ∈Dn(Z),
(2.5) |T ( f ,pi1, . . . ,pin)| ≤
n
∏
i=1
Lip(pii)
∫
Z
| f |dµ .
The mass of T , which we denote by ‖T‖, is defined as the minimal µ satisfying (2.5).
Definition 2.1 ([2]). An n-current on a metric space Z is defined to be a metric functional
T with the additional properties that
(1) T is multilinear in ( f ,pi1, . . . ,pin),
(2) limi→∞ T ( f ,pi i1, . . . ,pi in) = T ( f ,pi1, . . . ,pin) whenever pi ij → pi j pointwise in Z with
Lip(pi ij)≤C for some constant C.
(3) T ( f ,pi1, . . . ,pin) = 0 if for some i ∈ {1, . . . ,n} the function pii is constant on a
neighborhood of { f 6= 0}.
We denote by Mn(Z) the Banach space of n-dimensional currents on Z with finite mass,
with norm M(T ) = ‖T‖(Z).
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A function g ∈ L1(Rn) induces a current JgK ∈ Mn(Rn) by
(2.6) JgK( f ,pi1, . . . ,pin) :=
∫
Rn
g f det(∇pi)dx.
A normal current is a current T ∈ Mn(Z) such that ∂T ∈ Mn−1(Z). A current T is
called rectifiable if ‖T‖ is concentrated on a countably H n-rectifiable set, and vanishes on
H n-negligible Borel sets. We define
(2.7) set(T ) :=
{
x ∈ Z | liminf
r↓0
‖T‖(B(x,r))
rn
> 0
}
.
For rectifiable currents, set(T ) is a rectifiable set. It is said to be integer rectifiable if,
in addition, for any φ ∈ Lip(Z,Rn) and any open O ⊂ Z, φ#(TxO) = JgK for some g ∈
L1(Rn,Z). Integral currents are integer rectifiable currents that are also normal. We denote
the class of n-dimensional integral currents on Z by In(Z). The boundary operator ∂ maps
from In+1(Z) to In(Z).
We say that a sequence of n-currents T1,T2, . . . converges weakly to an n-current T if for
all ω ∈Dn(Z), Ti(ω)→ T (ω). The mass is lower semicontinuous under weak convergence
[2]. That is, if Ti ⇀ T weakly, then for every O open,
(2.8) liminf
i→∞
‖Ti‖(O)≥ ‖T‖(O).
2.2. The flat distance. Federer and Fleming [17] extended the concept of flat distance
to Euclidean integral currents. In [31], Wenger explores the properties of the following
analogous flat distance between integral currents on metric spaces.
Definition 2.2 ([31]). The flat distance between T1 ∈ In(Z) and T2 ∈ In(Z) is given by
(2.9) dZF(T1,T2) = inf{M(U)+M(V ) |T1−T2 =U + ∂V}
where the inf is taken over all U ∈ In(Z) and V ∈ In+1(Z).
2.3. The intrinsic flat distance. Subsequently, Sormani and Wenger introduced the con-
cept of integral current spaces, and an intrinsic flat distance between them.
Definition 2.3 ([30]). An n-dimensional integral current space (X ,d,T ) is a triple of a
separable metric space X with a distance d and an integer rectifiable current T ∈ In(X) on
the completion X of X, with the additional condition that
(2.10) X =
{
x ∈ X | liminf
r↓0
‖T‖(B(x,r))
rn
> 0
}
.
An n-dimensional oriented manifold M induces an integral current space denoted by
JMK = (M,dM ,T ), with dM the geodesic distance on M, by
(2.11) T ( f ,pi1, . . . ,pin) =
∫
f dpi1∧·· ·∧dpin.
Imitating Gromov’s definition of the Gromov-Hausdorff distance, Sormani and Wenger
[30] introduced the intrinsic flat distance as follows.
Definition 2.4 ([30]). The intrinsic flat distance between two integral current spaces Mi =
(Xi,di,Ti), i = 1,2, is defined by
(2.12) dF (M1,M2) := infdZF ((φ1)#T1,(φ2)#T2)
where the infimum is over all complete metric spaces Z and all isometric embeddings
φi : Xi → Z.
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As in Gromov’s definition, by an isometric embedding from a metric space X with
distance dX into a metric space Z with distance dZ we mean a map I : X → Z such that for
every x,y ∈ X ,
(2.13) dX(x,y) = dZ(I(x), I(y)).
We will also use the following result by Sormani and Wenger [30].
Theorem 2.5 ([30]). Let Mi = (Xi,di,Ti) be a sequence of integral current spaces con-
verging in the intrinsic flat sense to a limit integral current space M = (X ,d,T ). Then
there exist a complete, separable metric space Z, and isometric embeddings φi : Xi → Z,
φ : X → Z such that (φi)#Ti → φ#T in the flat distance in Z.
Definition 2.6. Let X be a metric space and let Σ denote its Borel σ -algebra. We say that a
sequence µn of finite measures on (X ,Σ) converges weakly to a finite measure µ on (X ,Σ),
and write µn ⇀ µ weakly, if for all bounded and continuous functions f : X →R,
(2.14)
∫
X
f dµn →
∫
X
f dµ .
We finally include the following simple lemma for later use.
Lemma 2.7. Suppose Z is a complete metric space, and Ti ∈ Mn(Z), (i = 1,2, . . . ) and
T ∈Mn(Z) such that Ti ⇀ T weakly. Moreover, assume that M(Ti)→M(T ). Then ‖Ti‖⇀
‖T‖ weakly as measures.
Proof. Since Ti ⇀ T weakly, the mass is lower semicontinuous, in that
(2.15) liminf
i→∞
‖Ti‖(O)≥ ‖T‖(O),
for any O ⊂ Z open [2]. By assumption, ‖Ti‖(Z)→‖T‖(Z). Since Z is a complete metric
space, it follows that ‖Ti‖→ ‖T‖ by for instance the portmanteau theorem (cf. [23]). 
2.4. Rectifiable sets in metric and Banach spaces. In this section, we will review some
important results on rectifiable sets on metric spaces, that were obtained mainly by Kirch-
heim [22] and Ambrosio and Kirchheim [3]. First of all, we review two concepts of differ-
entiability, namely metric differentiability and w∗-differentiability.
Definition 2.8 ([3, Definition 3.1]). Let Z be a metric space. A function g : Rn → Z is
called metrically differentiable at a point x ∈Rn if there is a seminorm mdxg(.) on Rn such
that
(2.16) d(g(y),g(x))−mdxg(y− x) = o(|y− x|),
as y → x. We call mdxg the metric differential of g at x.
Theorem 2.9 ([3, Theorem 3.2]). Any function g : Rn → Z, with Z a metric space, is
metrically differentiable at L n-a.e. x ∈Rn.
Before we recall the w∗-differentiability, let us first specify what we mean by a w∗-
separable Banach space.
Definition 2.10. By a w∗-separable Banach space Y we will denote a dual Banach space
Y = G∗, for a separable Banach space G.
An important example of a w∗-separable Banach space is the space ℓ∞. Any separable
metric space X can be isometrically embedded into ℓ∞ by the Kuratowski embedding. If xi
is a dense sequence in X , such an embedding is given by
(2.17) (I(x)) j = d(x,x j)− d(x0,x j).
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Definition 2.11 ([3, Definition 3.4]). Let Y be a w∗-separable dual space, and let g : Rn →
Y. We say that g is w∗-differentiable at x ∈ Rn if there is a linear map wdxg : Rn → Y such
that
(2.18) w∗− lim
y→x
g(y)− g(x)−wdxg(y− x)
|y− x| = 0.
The map wdxg is called the w∗-differential of g at x.
Theorem 2.12 ([3, Theorem 3.5]). Let Y be a w∗-separable Banach space. Any Lipschitz
function g : Rn → Y is metrically and w∗-differentiable and fulfils
(2.19) mdxg(v) = ‖wdxg(v)‖, for all v ∈ Rn,
for L n-a.e. x ∈ Rn.
Next, we recall the definition of the Jacobian of a linear map between two Banach
spaces.
Definition 2.13 ([3, Definition 4.1]). Let V and W be Banach spaces, with dimV = n. Let
L be a linear map L : V →W . Define the n-Jacobian of L by
(2.20) Jn(L) := ωn
H n({x ∈V |‖L(x)‖ ≤ 1}) .
Similarly, when s is a seminorm on Rn, define
(2.21) Jn(s) := ωn
H n({x ∈ Rn |s(x) ≤ 1}) .
Here, ωn is the volume of the Euclidean unit ball in n dimensions.
Definition 2.14. The upper and lower n-dimensional densities of a finite Borel measure µ
at a point x are defined respectively as
(2.22) Θ∗n(µ ,x) := limsup
r↓0
µ(Br(x))
ωnrn
, Θ∗n(µ ,x) := liminf
r↓0
µ(Br(x))
ωnrn
.
When Θ∗n(µ ,x) = Θ∗n(µ ,x) in a point x we define the n-dimensional density of µ at x by
Θn(µ ,x) = Θ∗n(µ ,x).
Definition 2.15. A subset S ⊂ Z is called countably H n-rectifiable if there exists a se-
quence of Lipschitz functions g j : A j ⊂ Rn → Z such that
(2.23) H n
(
S\
⋃
j
g j(A j)
)
= 0.
We say that a finite Borel measure µ is n-rectifiable if µ = θH nxS for a countably H n-
rectifiable set S and a Borel function θ : S → (0,∞).
Definition 2.16 ([3, Definition 5.5]). If Y is a w∗-separable dual space, and S ⊂ Y is
countably H n-rectifiable, with functions g j as in Definition 2.15, the approximate tangent
space to S at a point x is defined as
(2.24) Tan(S,x) = wdygi(Rn),
when for some i ∈ N, y = g−1i (x) and gi is metrically and w∗-differentiable at y, with
Jn(wdygi)> 0. It is shown in [3] that this is a good definition for H n-a.e. x ∈ S.
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In case X is an arbitrary separable metric space, the approximate tangent space can still
be defined by using an isometric embedding j : X →Y of X into a w∗-separable dual space
Y , and setting
(2.25) Tan(S,x) = Tan( j(S), j(x)).
It is shown that this definition does not depend on the choice of j and Y , in the sense that
Tan(S,x) is uniquely determined H k-a.e. up to linear isometries [3, 2].
The next theorem by Ambrosio and Kirchheim [3] shows the existence of tangential
derivatives of Lipschitz functions on rectifiable sets in w∗-separable dual spaces. In the
formulation of the theorem, the distance dw metrizes the w∗-topology of a w∗-separable
dual space Y = G∗, that is, for x,y ∈ Y ,
(2.26) dw(x,y) :=
∞
∑
j=0
2− j|〈x− y,g j〉|,
where (g j)∞j=1 ⊂ G is a countable dense set in the unit ball of G.
Theorem 2.17 ([3, Theorem 8.1]). Let S ⊂ Y be a countably H n-rectifiable set of a w∗-
separable dual space Y , and let f be a Lipschitz function from Y into another w∗-separable
dual space ˜Y. Let θ : S → (0,∞) be integrable with respect to H nxS and let µ = θH nxS
be the corresponding rectifiable measure.
Then for H n-almost every x∈ S, there exist a w∗-continuous and linear map L : Y → ˜Y ,
and a Borel set Sx ⊂ S such that Θ∗n(µxSx,x) = 0 and
(2.27) lim
y∈S\Sx→x
dw( f (y), f (x)+L(y− x))
|y− x| = 0.
The map L is uniquely determined on Tan(S,x). We denote its restriction to Tan(S,x) by
(2.28) dSx f : Tan(S,x)→ ˜Y ,
and call it the tangential differential. It is characterized by the property that for any Lips-
chitz map g : D ⊂Rn → S,
(2.29) wdy( f ◦ g) = dSg(y) f ◦wdyg, for L n-a.e. y ∈ D.
Finally, we recall the area formula by Ambrosio and Kirchheim [3].
Theorem 2.18 (Area formula [3, Theorem 8.2]). Let f : Z → ˜Z be a Lipschitz function and
let S ⊂ Z be a countably H n-rectifiable set. Then, for any Borel function θ : S → [0,∞],
(2.30)
∫
S
θ (x)Jn(dS f )dH n(x) =
∫
˜Z
∑
x∈S∩ f−1(y)
θ (x)dH n(y).
Moreover, for any Borel set A and any Borel function θ : ˜Z → [0,∞],
(2.31)
∫
A
θ (g(x))Jn(dS f )dH n(x) =
∫
˜Z
θ (y)H 0
(
A∩ f−1(y))dH n(y).
In the Theorem above, Jn(dS f ) is calculated after embedding Z and ˜Z in w∗-separable
metric spaces and calculating the tangential derivative of the appropriate lift of f . We
would also like to mention that in special cases it may be easier to apply the less general
version of the area formula [3, Theorem 5.2].
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2.5. The John Ellipsoid. The John Ellipsoid associated to a convex body is the inscribed
maximal-volume ellipsoid. We will use the results on this ellipsoid to obtain good charts,
and to create comparisons of certain Banach spaces to Hilbert spaces.
Theorem 2.19 (John’s Ellipsoid Theorem [20], see also [4]). For any convex body in Rn,
the inscribed maximal-volume ellipsoid exists and is unique. The Euclidean ball B1(0)
is the ellipsoid of maximal volume contained in the convex body C ⊂ Rn if and only if
B1(0)⊂C and, for some m≥ n, there are unit vectors ui on the boundary of C and positive
numbers ci (i = 1, . . . ,m), for which ∑i ciui = 0 and ∑i ciui⊗ ui = I, the identity on Rn.
The theorem has the following consequence for the existence of equivalent norms in
finite-dimensional normed spaces.
Corollary 2.20 (cf. [4]). If ‖.‖ is a norm on a finite-dimensional Banach space V , and
‖.‖J is the Hilbert-space norm associated to the maximal-volume ellipsoid inscribed in the
unit ball in V , then for all v ∈V,
(2.32) 1√
n
‖v‖J ≤ ‖v‖ ≤ ‖v‖J.
3. THE DIRICHLET ENERGY
In this section we define a Dirichlet energy of functions on sets of integral currents on
metric spaces. First, we introduce two quantities in Sections 3.1 and 3.2, respectively the
norm of the tangential derivative and the approximate local dilatation. In Section 3.3, we
prove that the two coincide. Subsequently, we integrate them in Section 3.4 to obtain the
normalized energy.
3.1. The norm of the tangential derivative. Let Y be a w∗-separable dual space and let
µ = θH nxS be an n-rectifiable measure on Y . Let f be a Lipschitz function on S. Since
S is rectifiable, f is µ-a.e. tangentially differentiable, see [3, Theorem 8.1]. If it exists, we
denote the tangential derivative of f to S at x by dSx f . Note that dSx f is a linear functional
on Tan(S,x). We denote by |dSx f | its dual norm.
If X is an arbitrary separable metric space and µ = θH nxS an n-rectifiable measure on
X , we first isometrically embed X into a w∗-separable dual space Y . Consider two such
embeddings: j1 : X → Y1 and j2 : X → Y2. By [3], for µ-a.e. x ∈ X , the approximate
tangent spaces Tan( j1(S), j1(x)) and Tan( j2(S), j2(x)) are isometric. Therefore, one can
give a meaning to Tan(S,x). The isometry between the approximate tangent spaces induces
an isometry between the dual spaces. Consequently, the functionals d j1(S)j1(x) ( f ◦ j
−1
1 ) and
d j2(S)j1(x) ( f ◦ j
−1
2 ) are linked through this isometry, and it makes sense to define
(3.1) |dSx f |= |d j1(S)j1(x) ( f ◦ j
−1
1 )|,
for µ-a.e. x ∈ X . Sometimes we will just write d f for the tangential derivative, and |d f |
for its dual norm.
3.2. Approximate local dilatation. We may also give a different definition that does not
mention approximate tangent spaces.
Definition 3.1. Let µ = θH nxS be a rectifiable measure on a metric space X. Let f be a
Lipschitz function defined on S. Define the set Dx(t) by
(3.2) Dx(t) =
{
y ∈ X\{x}| | f (y)− f (x)|d(y,x) > t
}
.
10 JACOBUS W. PORTEGIES
Then, we define the approximate local dilatation of f at a point x ∈ X by
(3.3) apdilx f := inf{t > 0 |Θ∗n(‖T‖xDx(t),x) = 0} .
We note that apdil( f ) is a bounded, measurable function.
3.3. Norm tangential derivative equals approximate local dilatation. In this section,
we will show that for almost every x, the norm of the tangential derivative and the approx-
imate local dilatation actually coincide.
First, however, we will present two lemmas that give a nice parametrization of S, and
an integral current T respectively.
Lemma 3.2 (dividing a rectifiable set). Let µ = θH nxS rectifiable measure on a w∗-
separable Banach space Y . Then there exist compact sets Ki ⊂ Rn (i = 1,2, . . . ) and Lips-
chitz maps gi : Rn → Y such that gi|Ki is bi-Lipschitz, gi(Ki)⊂ S, and
• gi(Ki)∩g j(K j) = /0 for i 6= j.
• The gi(Ki) cover H n-almost all of S, that is,
(3.4) H n
(
S\
∞⋃
i=1
gi(Ki)
)
= 0.
• The function θ ◦ gi is continuous on Ki.
• For every x ∈ Ki, gi is metrically differentiable in x, with Jk(mdxgi)> 0, and x 7→
mdxgi is continuous, for some moduli of continuity ωi and all y,x ∈ Ki,
(3.5) |d(gi(y),gi(x))−mdxgi(y− x)| ≤ ωi(d(gi(y),gi(x)))d(gi(y),gi(x)).
and
1
2
√
n
‖y− x‖< mdxgi(y− x) < ‖y− x‖,(3.6a)
1
2
√
n
‖y− x‖< d(gi(y),gi(x))< ‖y− x‖.(3.6b)
• For every i, the map gi is w∗-differentiable in every x ∈ Ki, and the map x 7→
wdxgi(v) is w∗-continuous in Ki for every v ∈ Rn.
Proof. Compact sets Ki ⊂ Rn and maps gi : Ki → Y that satisfy the first two items can
be obtained as in [2, Lemma 4.1]. Because Y is a Banach space, we may extend gi to a
function gi : Rn → Y [21]. By Lusin’s theorem, we may replace each Ki by a countable
union of compact sets that cover Ki up to a set of H n-measure zero such that on these new
sets the restriction of θ ◦ gi is continuous. Next, the compact sets thus obtained can each
be divided in countably many other compact sets satisfying the other bullet points, except
technically (3.5) and (3.12), by the work of Ambrosio and Kirchheim [3, Theorem 3.3 and
Remark 3.6] and the area formula [3, Theorem 8.2].
Equation (3.5) is very similar to the conclusion of [3, Theorem 3.3], and is proven in a
similar way: for fixed i, we apply Egorov’s theorem to the sequence of functions
(3.7) hk(x) := sup
y∈Ki ,y6=x
d(gi(x),gi(y))<1/k
∣∣∣∣ mdxgi(y− x)d(gi(y),gi(x)) − 1
∣∣∣∣ ,
that converge to zero on Ki, to find sets Ki j the union of which covers Ki almost everywhere,
and such that for moduli of continuity ωi j and all y ∈ Ki and x ∈ Ki j,
(3.8) |d(gi(y),gi(x))−mdxgi(y− x)| ≤ ωi j(d(gi(y),gi(x)))d(gi(y),gi(x)).
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That the inequalities in (3.12) can be guaranteed, after possibly dividing each compact
set thus far obtained into at most countably many other compact sets up to a set of H n-
measure zero, then follows from John’s Ellipsoid Theorem (see also Corollary 2.20) after a
possible linear transformation of the sets Ki ⊂Rn. The lemma follows after reindexing. 
We also give a slight variation to the previous lemma.
Lemma 3.3. Let Y be a w∗-separable Banach space and let T ∈ In(Y ). Then T has a
parametrization
(3.9) T =
∞
∑
ℓ=1
ϑℓ(gℓ)#JχKℓK,
with ϑℓ ∈ N, compact sets Kℓ ⊂ Rn and functions gℓ : Rn → Y which satisfy
• gi(Ki)∩g j(K j) = /0 for i 6= j.
• The gi(Ki)⊂ set(T ) and they cover H n-almost all of set(T ), that is,
(3.10) H n
(
S\
∞⋃
i=1
gi(Ki)
)
= 0.
• For every x ∈ Ki, gi is metrically differentiable in x, with Jk(mdxgi)> 0, and x 7→
mdxgi is continuous, for some moduli of continuity ωi and all y,x ∈ Ki,
(3.11) |d(gi(y),gi(x))−mdxgi(y− x)| ≤ ωi(d(gi(y),gi(x)))d(gi(y),gi(x)).
and
1
2
√
n
‖y− x‖< mdxgi(y− x) < ‖y− x‖,(3.12a)
1
2
√
n
‖y− x‖< d(gi(y),gi(x))< ‖y− x‖.(3.12b)
• For every i, the map gi is w∗-differentiable in every x ∈ Ki, and the map x 7→
wdxgi(v) is w∗-continuous in Ki for every v ∈ Rn.
Proof. By [2, Theorem 4.5], there exist a sequence of compact sets ˜Ki, bi-Lipschitz maps
˜fi : ˜Ki → Y and functions ˜θi ∈ L1(Rn,Z) such that
(3.13) T =
∞
∑
i=1
( ˜fi)#J ˜θiK, M(T ) =
∞
∑
i=1
M(( ˜fi)#J ˜θiK).
In the proof of [2, Theorem 4.5], the ˜fi are chosen such that the images ˜fi( ˜Ki) are pairwise
disjoint. As Y is a Banach space, we may extend the ˜fi to Lipschitz functions defined on
R
n
.
Since ˜θi is integer-valued H n-a.e. there are compact sets ˜Ki j ⊂ ˜Ki such that
(3.14) H n
(
˜Ki\
∞⋃
j=1
Ki j
)
= 0,
such that ˜θi is constant, equal to some ϑi j ∈ Z on ˜Ki j for all j ∈ N. Moreover, for instance
by mirroring ˜Ki j in one of the coordinate axes, we can assume that ϑi j ∈ N.
The remaining conclusions follow as in Lemma 3.2. 
It follows by [2, Section 9] that when T has a parametrization
(3.15) T =
∞
∑
i=1
ϑi(gi)#JχKiK,
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as in Lemma 3.3, then
(3.16) ‖T‖=
∞
∑
i=1
ϑiλTan(g(Ki),.)H nxg(Ki),
where λV denotes the area factor associated to a finite-dimensional Banach space V , de-
fined by
(3.17) λV := 2
n
ωn
sup
{
H n(B1)
H n(R)
|V ⊃ R ⊃ B1 parallelepiped
}
,
where B1 is the unit ball in V . For any n-dimensional Banach spave V , n−n/2 ≤ λV ≤ 2k/ωk.
In particular, by (3.12) and the area formula, there exists constants c(n) and C(n) de-
pending only on the dimension such that for all i ∈ N and A ⊂ Ki,
(3.18) c(n)‖T‖(gi(A))≤L n(A)≤C(n)‖T‖(gi(A)).
The main part of the following theorem was proven by Kirchheim [22]. The formulation
in [3] is slightly stronger.
Theorem 3.4 ([3]). Let µ = θH nxS be an n-rectifiable measure on a metric space X.
Then
(3.19) Θn(µ ,x) = θ (x), for H n-a.e. x ∈ S.
As a by-product, it follows with the area formula that for H n-almost every x ∈ S, in the
sense of density the neighborhood of x in S is approximately given by the image of one of
the parametrization maps.
Corollary 3.5. Let µ = θH nxS be a rectifiable measure on a metric space X, and let
compact sets Ki ⊂ Rn and maps gi : Ki → Rn be given as in Lemma 3.2. Then, for H n-
almost every x ∈ S, there exists a unique ix ∈ N such that x ∈ gix(Kix) and moreover,
(3.20) Θn(µ ,x) = Θn(µ xgix(Kix),x) = θ (x).
We will now show how to calculate the density of a set closely related to Dx(t).
Lemma 3.6. Let X be a separable metric space, µ = θH nxS be a rectifiable measure on
X, and f be a Lipschitz function defined on S. Define for x ∈ S,
(3.21) D>x (t) :=
{
x′ ∈ X\{x}| f (x
′)− f (x)
d(x′,x) > t
}
.
Let j : X → Y be an isometric embedding of X into a w∗-separable dual space Y .
Then, for µ-a.e. x ∈ X, for all t ∈R such that |t| 6= |dSx f |, there holds
(3.22) Θn(µxD>x (t),x) = θ (x)H n(W>x (t)∩B1(0)),
where W>j(x)(t)⊂ Tan( j(S), j(x)) is the cone given by
(3.23) W>j(x)(t) :=
{
w ∈ Tan( j(S), j(x)) |
∥∥∥d j(S)j(x) ( f ◦ j−1)(w)
∥∥∥ > t‖w‖} .
Proof. Without loss of generality, we may assume that X = S, and therefore, that X is
separable. Let j : X →Y be an isometric embedding of X into a w∗-separable dual space Y .
Define ¯f : j(S)→R by ¯f = f ◦ j−1. Let us apply Lemma 3.2 to j#µ to obtain compact sets
Ki ⊂Rn and Lipschitz maps gi : Rn → Y with the properties mentioned in the Lemma. Let
y∈ j(S). By Corollary 3.5, we may assume that there exists an iy ∈N such that y∈ giy(Kiy)
and
(3.24) Θn( j#µ ,y) = Θn( j#µxgiy(Kiy),y) = θ (x),
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where x = j−1(y). Without loss of generality, we may assume that g−1iy (y) = 0 ∈ Rn, and
that Kiy has Lebesgue density 1 at 0.
Let t ∈R be such that |t| 6= |d j(S)y ¯f |. Define the cone C>(t)⊂ Rn as
(3.25) C>(t) := wd0g−1iy (W>y (t)),
and let B be the induced unit ball on Rn,
(3.26) B := wd0g−1iy (B1(0)).
We calculate
Θn(µxDx(t),x) = lim
r↓0
µ (Br(x)∩Dx(t))
ωnrn
= lim
r↓0
j#µ
(
giy(Kiy)∩ j(Dx(t))∩Br(y)
)
ωnrn
= lim
r↓0
1
ωnrn
∫
Kiy
θ (giy(z))χDx(t)∩Br(x)( j−1(giy(z)))Jn(mdzgix)dz
= lim
r↓0
1
ωn
∫
Kiy/r
θ (giy(rp))χDx(t)∩Br(x)( j−1(gix(rp)))Jn(mdrpgix)d p.
(3.27)
Here, χA denotes the characteristic function of a set A. For p ∈ Rn write wp := wdgiy(p).
Note that
(3.28) lim
r↓0
dX( j−1(giy(rp)),x)
r
= lim
r↓0
‖giy(rp)− y‖Y
r
= ‖wy‖,
and
(3.29) lim
r↓0
f ( j−1(giy(rp)))− f (x)
dX( j−1(giy(rp)),x)
= lim
r↓0
¯f (giy(rp))− ¯f (y)
‖giy(rp)− y‖Y
=
d j(S)y f (wp)
‖wp‖ .
Consequently,
(3.30) lim
r↓0
χDx(t)∩Br(x)( j−1(giy(rp))) =
{
1 if ‖wp‖< 1 and |d j(S)y ¯f (wp)|> t‖wp‖,
0 if ‖wp‖> 1 or |d j(S)y ¯f (wp)|< t‖wp‖.
Although the limit may not exist for other values of p, the set
(3.31) {p ∈ Rn |‖wp‖= 1}∪{p ∈ Rn | |d j(S)y ¯f (wp)|= t‖wp‖ and ‖wp‖ ≤ 1}
has zero n-dimensional Lebesgue measure when t 6= |d j(S)j(x) ¯f |. Since θ ◦ j−1 ◦ giy and z 7→
mdzgiy are continuous and the set Kiy has Lebesgue density one at 0, we find
Θn(µxDx(t),x)
= lim
r↓0
1
ωn
∫
Kix/r
θ ( j−1(giy(rp)))χDx(t)∩Br(x)( j−1(giy(rp)))Jn(mdrpgiy)d p
= lim
r↓0
1
ωn
∫
C>(t)∩B
θ (x)Jn(md0giy)d p
=
θ (x)
ωn
Jn(md0giy)L n(C>(t)∩B)
= θ (x)H n(W>j(x)(t)∩B1(0)).
(3.32)

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It follows that for almost every x, the approximate local dilatation and the norm of the
weak tangential derivative coincide:
Theorem 3.7. Let X be a separable metric space, and let µ = θH nxS be a rectifiable
measure on X. Let f be a Lipschitz function defined on S. Then, for µ-a.e. x ∈ S, |dSx f | =
apdilx f .
Proof. By Definition 3.1 we need to show that
(3.33) apdilx f = inf{t > 0 |Θn(µxDx(t),x) = 0}= |dSx f |.
This equality immediately follows from Lemma 3.6, since by symmetry of the cone Wj(x),
for 0 < t < |dSx f |, for µ-a.e. x ∈ S,
(3.34) Θn(µxDx(t),x) = 2Θn(µxD>x (t),x) = 2θ (x)H n(W>j(x)(t)∪B1( j(x))) > 0,
while for t > |dSx f |,
(3.35) Θn(µxDx(t),x) = 2Θn(µxD>x (t),x) = 2θ (x)H n(W>j(x)(t)∪B1( j(x))) = 0.

3.4. The Dirichlet energy.
Definition 3.8. Let X be a complete metric space, and let T ∈ In(X). Denote S = set(X)
and let f be a Lipschitz function defined on S. Then we define the energy of f by
(3.36) ET ( f ) :=
∫
X
|dSx f |2 d‖T‖=
∫
X
apdil( f )2 d‖T‖
and the renormalized energy of f by
(3.37) ET ( f ) := ET ( f )∫
X | f |2 d‖T‖
,
if f is not ‖T‖-a.e. equal to zero, and where apdil( f ) is determined with respect to the
n-rectifiable measure ‖T‖.
The definition behaves well under isometric embeddings, as expressed by the following
proposition.
Proposition 3.9. Suppose X is a metric space and T ∈ In(X). Let j : X → Z be an isometric
embedding of X into another metric space Z. Let f be a Lipschitz function on Z. Then
(3.38) ET ( j# f ) = E j#T ( f ).
Proof. Since j : X → Z is an isometric embedding, for ‖T‖-a.e. x ∈ X
(3.39) |dSx j# f |2 = j#|d j(S)j(x) f |2
and
(3.40) j#‖T‖= ‖ j#T‖.
From this, the statement follows immediately. 
Corollary 3.10. If JMK is an integral current space induced by a Riemannian manifold
M, the renormalized energy coincides with the usual Rayleigh quotient, that is, for every
Lipschitz function f ,
(3.41) EJMK( f ) =
∫
M |∇M f |2dVolM∫
M | f |2dVolM
.
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Proof. This follows immediately from Proposition 3.9 since |∇M f |= |d f | for almost every
x ∈ M. 
Remark 3.11. In some cases, as in Gromov’s work [19], the normalized energy is intro-
duced with the local dilatation rather than with the approximate local dilatation. The local
dilatation of a function f : X → R in a point x is defined as
(3.42) dilx f = limsup
r↓0
sup
y∈Br(x)\{x}
| f (y)− f (x)|
d(y,x) .
We note that these may have different values. Consider for instance the following example.
For a point x ∈ R3, and r > 0, let Dr(x) denote the disk
(3.43) Dr(x) = {(y1,y2,x3) ∈R3 |(y1− x1)2 +(y2− x2)2 < r2}.
Pick a dense sequence of points pi ∈ B1(0), and a sequence ri ↓ 0 as i → ∞ such that the
current T associated to
(3.44) D1(0)∪
∞⋃
i=1
Dri(pi)
is normal. Now consider the function f (x) = x3 restricted to suppT . Then, for almost
every x ∈ D1(0), dilx f = 1, while apdilx f = 0.
4. COMPLETION OF BOUNDED LIPSCHITZ FUNCTIONS UNDER W 1,2-NORM
Let X be a complete metric space, and let T ∈ In(X). By the space L2(‖T‖) we mean the
usual Hilbert space of (equivalence classes of) functions on X , that are square-integrable
(w.r.t. ‖T‖) with inner product
(4.1) ( f ,g)L2(‖T‖) :=
∫
X
f gd‖T‖.
We will denote by T ∗2 (‖T‖), the Banach space of (equivalence classes of) covector
fields endowed with the norm
(4.2) ‖ψ‖2
T ∗2 (‖T‖) :=
∫
X
|ψ(x)|2Tan∗(set(T ),x)d‖T‖.
We note that for a general complete metric space X (not necessarily a w∗-separable Banach
space), this is still well-defined.
We define the function space W 1,2(‖T‖) as the completion of the set of bounded Lips-
chitz functions on suppT with respect to the norm ‖.‖W1,2 given by
‖ f‖2W1,2 :=
∫
X
f 2d‖T‖+
∫
X
apdil( f )2d‖T‖
=
∫
X
f 2d‖T‖+
∫
X
|d f |2d‖T‖
= ‖ f‖2L2(‖T‖)+ ‖d f‖2T ∗2 (T).
(4.3)
We would like to identify W 1,2(‖T‖) as a subset of L2(‖T‖). Let ι : W 1,2(‖T‖)→
L2(‖T‖) denote the natural map of the completion to L2(‖T‖). We will record in Corollary
4.3 below that ι is injective.
Although the injectivity itself can be proven more directly, we will first derive the
stronger result that any function ι( f ), with f ∈ W 1,2(‖T‖), is tangentially differentiable
‖T‖-a.e.. The main ingredient in the proof is a Poincare´-like inequality that is stated in
Theorem C.1. The proof is quite technical, and is therefore postponed to the appendix.
The main idea, however, is that if T is an integral current, generically, on a small enough
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scale, T has only small boundary, and one-dimensional slices contain a connected com-
ponent over which one can integrate to obtain Poincare´ inequalities on sets that are hit by
these components.
Every f in W 1,2(‖T‖) can be assigned a covector field d f in a natural way.
Definition 4.1. Every f ∈ W 1,2(‖T‖) can be represented by a Cauchy sequence fi of
bounded Lipschitz functions. We write d f for the limit of d fi in T ∗2 (‖T‖).
We now state and prove the ‖T‖-a.e. tangential differentiability of f .
Theorem 4.2 (Tangential differentiability of W 1,2(‖T‖)-functions). Suppose Y is a w∗-
separable Banach space and T ∈ In(Y ). Then, for ‖T‖-a.e. p ∈ Y there exists a w∗-
continuous and linear map Lp, whose restriction to Tan(set(T ), p) reduces to d f , and a
Borel set Kp ⊂ Y, such that Θ∗n(‖T‖xY\Kp, p) = 0, and
(4.4) lim
R→0
esssup
q∈BR(p)∩Kp
1
R
|ι( f )(q)− (ι( f )(p)−Lp(q− p))|= 0.
Proof. Let T have the representation
(4.5) T =
∞
∑
ℓ=1
ϑℓ(gℓ)#JχKℓK,
for ϑℓ ∈ N, Lipschitz gℓ : Rn → Y and Kℓ ⊂ Rn compact that satisfy the conclusions of
Lemma 3.3. It suffices to show that the statement holds with p = g1(x) for L n-a.e. x∈ K1.
First note that for L n-a.e. x ∈ K1, by a standard argument that involves the Vitali
Covering Theorem (parallel to for instance [15, Section 2.3, Theorem 1]),
(4.6) limsup
R→0
1
Rn
∫
BR(g1(x))\g1(K1)
|d f |2d‖T‖= 0.
By Cauchy-Schwarz also for L n-a.e. x ∈ K1,
(4.7) lim
R→0
1
Rn
∫
BR(g1(x))\g1(K1)
|d f |d‖T‖= 0.
By the Lebesgue differentiation theorem, for L n-a.e. x ∈ K1,
(4.8) limsup
r→0
1
rn
∫
K1∩Br(x)
|(g#1d f )− (g#1d f )(x)|dL n = 0,
where (g#1d f )(x) = dg1(x) f ◦wdxg1 ∈ (Rn)∗ is the pull-back of d f under g1 evaluated at x,
and the norm in the integrand is the dual Euclidean norm induced by the Euclidean norm
on Rn.
At such a point x ∈ K1, that is also a Lebesgue point for ι( f ), let Lg1(x) : Y → R be a
linear and w∗-continuous extension of d f defined on Tan(set(T ),g1(x)). By the continuity
of the map z → wdzg1 on K1, guaranteed by the last item in Lemma 3.3, it immediately
follows that also
(4.9) limsup
r→0
1
rn
∫
K1∩Br(x)
|g#1(Lg1(x)|Tan(setT,g1(.)))− (g#1d f )(x)|dL n = 0.
Since g1 satisfies (3.12) on K1, it also follows that, with R = (3+
√
n)r,
(4.10) limsup
r→0
1
rn
∫
BR(g1(x))∩g1(K1)
|(Lg1(x)|Tan(setT,.))− d f |d‖T‖= 0.
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We will use the notation
(4.11) (h)G := 1
L n(G)
∫
G
hdL n,
for the average of an integrable function f : h →R on a Borel set G.
Let ε > 0. It follows from the above and the Poincare´-like inequality in Theorem C.1
that for L n-a.e. x ∈ K1, there exists a function r 7→ δ (r) such that δ (r) ↓ 0 as r → 0, and
for small enough r there exists a Gr ⊂ Qr(x) with H n(Gr) ≥ (1− δ (r))(2r)n , such that
for all i = 1,2, . . . , with R = (3+
√
n)r,
2
(2r)nr
∫
Gr
|(ι( fi)−Lg1(x))◦ g1− ((ι( fi)−Lg1(x))◦ g1)Gr |dL n
≤ C(n)r
r‖T‖(BR(g1(x)))
∫
BR(g1(x))
|d fi− (Lg1(x)|Tan(setT,.))|d‖T‖
≤
˜C(n)
rn
∫
BR(g1(x))
|d fi− d f |d‖T‖
+
˜C(n)
rn
∫
BR(g1(x))∩g1(K1)
|d f − (Lg1(x)|Tan(setT,.))|d‖T‖
+
˜C(n)
rn
∫
BR(g1(x))\g1(K1)
|d(Lg1(x)|Tan(setT,.))|d‖T‖
+
˜C(n)
rn
∫
BR(g1(x))\g1(K1)
|d f |d‖T‖
<
˜C(n)
rn
∫
BR(g1(x))
|d fi− d f |d‖T‖+ ε.
(4.12)
Since fi → ι( f ) in L2(‖T‖), and d fi → d f in T ∗2 (‖T‖), it holds in particular that
(4.13) limsup
r→0
2
(2r)nr
∫
Gr
|(ι( f )−Lg1(x))◦ g1− ((ι( f )−Lg1(x))◦ g1)Gr |dL n = 0.
Set r j = 2− j. For large enough j, that is for small enough δ (r j), the previous formula
implies that
(4.14) |((ι( f )−Lg1(x))◦ g1)Gr j+1 − ((ι( f )−Lg1(x))◦ g1)Gr j | ≤ ω(r j)r j ,
for a function ω : (0,∞)→ (0,∞) with ω(r) ↓ 0 as r ↓ 0. By a telescoping argument, it
holds that also
(4.15) ((ι( f )−Lx)◦ g1)Gr − ι( f )(g1(x))
r
→ 0,
so that limr′→0 h(r′) = 0, with
(4.16)
h(r′) := sup
0<r≤r′
1
(2r)nr
∫
Gr
|ι( f )◦ g1− ι( f )(g1(x))−Lg1(x)(g1(.)− g1(x))|dL n = 0.
We finally construct the set Kg1(x) mentioned in the lemma. Let still r j = 2
− j
. We may
select compact sets Kr j ⊂ Gr j , such that for all y ∈ Kr j ,
(4.17) 1
r j
|ι( f )(g1(y))− ι( f )(g1(x))−Lg1(x)(g1(y)− g1(x))|<
√
h(r j),
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while L n(Gr j\Kr j )≤
√
h(r j)(2r j)n. We define
(4.18) Kg1(x) := g1
(⋃
j
Kr j ∩ (Qr j(x)\Qr j+1(x))
)
.

Corollary 4.3. Let X be a complete metric space, and let T ∈ In(X). Then, the natural
map ι : W 1,2(‖T‖)→ L2(‖T‖) is injective.
Proof. Without loss of generality, we may assume that X is a w∗-separable Banach space.
If ι( f ) = 0, the previous lemma immediately implies that d f = 0 in ‖T‖-a.e. p ∈ X . 
From now on, we will occasionally identify W 1,2(‖T‖) with its image under the map ι
in L2(‖T‖).
Corollary 4.4. Let X be a complete metric space and let T ∈ In(X). For every f ∈
W 1,2(‖T‖), |d f |= apdil( f ), ‖T‖-a.e..
This corollary follows from Theorem 4.2 by an argument as in Section 3.3.
5. LOWER-SEMICONTINUITY OF THE ENERGY
By John’s Ellipsoid Theorem (see also Corollary 2.20), on almost every dual to the
approximate tangent space, there exists a Hilbert space norm ‖.‖J, the unit ball of which is
the John ellipsoid inside the unit ball with respect to the norm on the dual tangent space,
such that
(5.1) 1√
n
‖v‖J ≤ |v| ≤ ‖v‖J, v ∈ Tan∗(S,x).
We define the energy
(5.2) EJT ( f ) =
∫
X
‖d f‖2Jd‖T‖.
Clearly, EJT is a convex quadratic form, moreover
(5.3) 1
n
EJT ( f )≤ ET ( f ) =
∫
X
|d f |2d‖T‖ ≤ EJT ( f ).
We define W 1,2J (‖T‖) as the completion of the set of bounded Lipschitz functions under
the norm ‖.‖W1,2J given by
(5.4) ‖ f‖2
W 1,2J
:= ‖ f‖2L2(‖T‖)+EJT ( f ).
Note that W 1,2J (‖T‖) is a Hilbert space, and
(5.5) 1√
n
‖.‖W1,2J ≤ ‖.‖W1,2 ≤ ‖.‖W1,2J .
Theorem 5.1 (lower semicontinuity of the energy). Let X be a complete metric space and
let T ∈ In(X). Let f j be a uniformly bounded sequence in W 1,2(‖T‖), such that ι( f j)⇀
f ∈ L2(‖T‖) weakly in L2(‖T‖). Then, in fact, there is a unique ˜f ∈W 1,2(‖T‖) such that
ι( ˜f ) = f . Moreover,
(5.6) liminf
j→∞
ET ( f j) = liminfj→∞
∫
X
|d f j|2d‖T‖ ≥
∫
X
|d ˜f |2d‖T‖= ET ( ˜f ).
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Proof. Note that since ET ( f j) is uniformly bounded, EJT ( f j) is uniformly bounded as well.
Therefore, as W 1,2J (‖T‖) is a Hilbert space, a subsequence of f j weakly converges to an
element ˜f in W 1,2J (‖T‖). By Mazur’s lemma, a sequence of convex combinations g j of the
f j’s converges strongly in W 1,2J to ˜f . More precisely, there is a function N : N→ N and
nonnegative coefficients α(k)ℓ (ℓ= k, . . . ,N(k)), with
(5.7)
N(k)
∑
ℓ=k
α(k)ℓ = 1,
such that the sequence gk defined by
(5.8) gk :=
N(k)
∑
ℓ=k
α(k)ℓ fℓ,
converges strongly to the function ˜f ∈W 1,2J (‖T‖). In particular, ι( ˜f ) = f . The uniqueness
of ˜f follows from the injectivity shown in Corollary 4.3.
Moreover, g j also converges strongly to ˜f in W 1,2(‖T‖), and since ET (.) is convex,
liminf
j→∞
∫
X
|d f j |2d‖T‖ ≥ liminfj→∞
∫
X
|dg j|2‖T‖
=
∫
X
|d ˜f |2‖T‖.
(5.9)

5.1. Approximate local dilatation is minimal relaxed gradient. We will now compare
the definition of the approximate local dilatation, with that of the minimal relaxed gradient
as introduced by Ambrosio, Gigli and Savare´ in [1, Definition 4.2]. In fact, we will show
in Theorem 5.3 below that for integral currents, the two quantities coincide ‖T‖-a.e.. It
follows that the energy ET coincides with the Cheeger energy for (X ,dX ,‖T‖) [1, 12].
Let us first recall the definition of a minimal relaxed gradient, and simplify it for the
case at hand. Recall that for a function f : X → R on a metric space X , we mean by dilx f
the quantity
(5.10) dilx f := limsup
r→0
sup
y∈Br(x)\{x}
| f (y)− f (x)|
dX(x,y)
.
Definition 5.2 (Specified version of [1, Definition 4.2]). We say that G ∈ L2(‖T‖) is a
relaxed gradient of f ∈ L2(‖T‖), if there exists a sequence f1, f2, . . . of Lipschitz functions
in L2(‖T‖) such that
(1) fn → f in L2(‖T‖) and dil fn weakly to ˜G ∈ L2(‖T‖),
(2) ˜G ≤ G ‖T‖-a.e. in X.
A function G ∈ L2(‖T‖) is called the minimal relaxed gradient if its L2(‖T‖) norm is
minimal among relaxed gradients. The minimal relaxed gradient is guaranteed to exist [1].
Theorem 5.3. Let X be a complete metric space, and let T ∈ In(X). Let f ∈ L2(‖T‖).
Then f has a relaxed gradient in the sense of Ambrosio-Gigli-Savare´ [1, Definition 4.2], if
and only if f ∈W 1,2(‖T‖). Moreover, the minimal relaxed gradient equals both |d f | and
apdil( f ), ‖T‖-a.e..
Proof. Without loss of generality, we may assume that X is w∗-separable.
If f ∈W 1,2(‖T‖) there is a sequence of bounded Lipschitz functions ˜fi such that ˜fi → f
in L2(‖T‖) and d ˜fi → d f in T ∗2 (‖T‖). We may use Lemma 6.1 below, combined with a
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construction as in the proof of Theorem 6.2, to approximate every ˜fi by a bounded Lips-
chitz function fi, such that in fact fi → f and dil fi → |d f | in L2(‖T‖). This shows that
|d f | is a relaxed gradient of f . Hence f also has a minimal relaxed gradient.
Suppose f ∈ L2(‖T‖) has a relaxed gradient. Then it also has a minimal relaxed gra-
dient, G say. According to [1, Lemma 4.3], there is a sequence of bounded Lipschitz
functions f j ∈ L2(‖T‖) such that f j → f strongly in L2(‖T‖) and dil f j → G in L2(‖T‖).
In particular, dil f j is uniformly bounded in L2(‖T‖), so that ET ( f j) is uniformly bounded,
and therefore, by the semicontinuity shown in Theorem 5.1, f ∈W 1,2(‖T‖), and
(5.11)
∫
X
|d f |2d‖T‖ ≤ liminf
j→∞
∫
X
|d f j|2d‖T‖=
∫
X
G2d‖T‖.
By the minimality of G, G = |d f |, ‖T‖-a.e.. By Corollary 4.4, also |d f |= apdil( f ) ‖T‖-
a.e.. 
6. SEMICONTINUITY OF MIN-MAX VALUES
We define
(6.1) V (‖T‖) =
{
f ∈W 1,2(‖T‖) |
∫
X
f d‖T‖= 0
}
,
and the first eigenvalue of a current T , λ1, as the smallest critical point of ET . That is,
(6.2) λ1 = inff∈V (‖T‖)ET ( f ).
We also define higher order min-max values λk
(6.3) λk(T ) := inf{φ1,...,φk}⊂V (‖T‖)
L2(‖T‖)−orthonormal
sup
i=1,...,k
ET (φi).
Recall that this corresponds to the Rayleigh quotient on Riemannian manifolds. Semicon-
tinuity of these values holds in the general case as well. Before we prove this, we first state
a helpful lemma.
Lemma 6.1 (dividing a rectifiable set, the domain of Lipschitz functions). Let Y be a w∗-
separable dual space, let T ∈ In(Y ) and let f1, . . . , fk ∈ Lip(S), where S = set(T ). More-
over, let ε > 0. Then there exist compact sets Ki ⊂ Rn and bi-Lipschitz maps gi : Ki → Y
such that the gi and Ki have all the properties of Lemma 3.2 with respect to µ = ‖T‖, and
additionally, for every i ∈ N, m = 1, . . . ,k, the functions x 7→ |dSx fm(x)| restricted to gi(Ki)
are continuous, and for moduli of continuity ω˜i, and all y,z ∈ Ki,
(6.4) |( fm ◦ gi)(y)− ( fm ◦ gi)(z)− dz( fm ◦ gi)(y− z)|
≤ ω˜i(‖gi(y)− gi(z)‖)‖gi(y)− gi(z)‖,
and therefore in particular, it can be assured that, with cim := Lip( fm|gi(Ki)),
(6.5) (cim)2− ε ≤ |dSx fm|2 ≤ (cim)2, for all x ∈ gi(Ki).
Proof. After obtaining the Ki and gi as in Lemma 3.2, we can apply Lusin’s Theorem
repeatedly to find compact sets Ki j ⊂ Ki that for fixed i cover the sets Ki up to a set of
measure zero, that is
(6.6) H n
(
Ki\
∞⋃
j=1
Ki j
)
= 0,
and such that x 7→ |dSx fm| is continuous on gi(Ki j).
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Note that on the other hand, for all z ∈ Ki,
(6.7) lim
Ki∋y→z
(
( fm ◦ gi)(y)− ( fm ◦ gi)(z)
‖gi(y)− gi(z)‖ −
dz( fm ◦ gi)(y− z)
‖gi(y)− gi(z)‖
)
= 0,
so that by Egorov’s Theorem, there are compact sets ˜Ki j ⊂ Ki, j = 1,2, . . . , again covering
Ki up to measure zero, such that (6.4) holds for ω˜i replaced by a modulus of continuity ωi j.
After taking intersections and reindexing, we have shown the first part of the lemma.
Now let ε > 0, let y,z ∈ Ki. From (6.4), we find
(6.8)
|( fm ◦ gi)(y)− ( fm ◦ gi)(x)| ≤ |dz( fm ◦ gi)(y− z)|+ ω˜i(‖gi(y)− gi(z)‖)‖gi(y)− gi(z)‖.
Since dz( fm ◦ gi) = dSgi(z) fm ◦wdzgi and ‖wdzgi(y− z)‖ = mdzgi(y− z), we find also using(3.5),
|( fm ◦ gi)(y)− ( fm ◦ gi)(z)| ≤ |dSgi(z) fm|‖wdzgi(y− z)‖
+ ω˜i(‖gi(y)− gi(z)‖)‖gi(y)− gi(z)‖
≤
(
|dSg(z) fm|(1+ωi(‖gi(y)− gi(z)‖))
+ ω˜i(‖gi(y)− gi(z)‖)
)
‖gi(y)− gi(z)‖.
(6.9)
Again replacing each set Ki by a countable collection of compact subsets, with small
enough diameters, the union of which covers Ki up to a set of measure zero, we ensure
(6.5). 
Theorem 6.2. Suppose Y is a w∗-separable dual space and Ti ∈ In(Y ) converge in the flat
distance on Y to a current T ∈ In(Y ) such that M(Ti)→ M(T ) as i → ∞. Then
(6.10) limsup
i→∞
λk(Ti)≤ λk(T ).
Proof. Let σ > 0 and choose bounded Lipschitz functions f1, . . . , fk such that they are
L2(‖T‖)-orthonormal and for j = 1, . . . ,k
(6.11) ET ( f j)≤ ET ( fk)≤ λk(T )+σ .
Let ε > 0 and apply Lemma 6.1 to the current T and the functions f j , to obtain functions
gℓ and sets Kℓ (ℓ= 1,2, . . . ) as in the Lemma.
Select N large enough such that
(6.12) ‖T‖
(
setT\
N⋃
ℓ=1
gℓ(Kℓ)
)
< ε.
The sets gℓ(Kℓ) are compact and disjoint, so the minimal distance δ between the sets is
positive,
(6.13) δ := min
i, j=1,...N
i< j
dist(gi(Ki),g j(K j))> 0.
Define the open sets U j ⊂ Y as the δ/10 neighborhoods of K j.
We claim that we can extend the functions f j to bounded Lipschitz functions ˆf j on the
whole of Y , so that Lip( ˆf j)≤ 2Lip( f j), sup | ˆf j| ≤ 2sup | f j |=: M j, and
(6.14) Lip( ˆf j |U j)≤ Lip( f j|gℓ(Kℓ))=: cℓj.
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This can be done as follows. First, we define
(6.15) ¯f ℓj (x) := inf
a∈gℓ(Kℓ)
f j(a)+ cℓj‖a− x‖, x ∈Uℓ,
and if necessary, we truncate ˆf ℓj := ( ¯f ℓj ∧M j)∨ (−M j). Note that Lip( ˆf ℓj ) ≤ cℓj. Subse-
quently, we consider the functions ˆf j : ∪ℓUℓ →R, given by
(6.16) ˆf j(x) = ˆf ℓj (x), if x ∈Uℓ.
Note that the Lipschitz constant of ˆf j is less than 2Lip( f j). Indeed, if x∈Uℓ1 , y∈Uℓ2 , ℓ1 6=
ℓ2, there exist x0 ∈ gℓ1(Kℓ1) and y0 ∈ gℓ2(Kℓ2) such that |x− x0|< δ/5 and |y− y0|< δ/5
and therefore
| ˆf j(x)− ˆf j(y)| ≤ | ˆf j(x)− ˆf j(x0)|+ | ˆf j(x0)− ˆf j(y0)|+ | ˆf j(y0)− ˆf j(y)|
≤ cℓ1j |x− x0|+Lip( f j)|x0− y0|+ cℓ2j |y0− y|
≤ Lip( f j)
(
1
4
|x− y|+ 5
4
|x− y|+ 1
4
|x− y|
)
< 2Lip( f j)|x− y|.
(6.17)
Consequently, we can extend the functions ˆf j to Lipschitz functions on the whole of Y as
claimed.
As explained in Lemma 2.7, by the portmanteau theorem (cf. [23]), ‖Ti‖⇀ ‖T‖ weakly
as measures on Y . As the ˆf j are bounded and Lipschitz, this implies that
lim
i→∞
∫
Y
ˆf j1 ˆf j2 d‖Ti‖= limi→∞
∫
Y
ˆf j1 ˆf j2 d‖T‖= δ j1, j2 ,(6.18a)
lim
i→∞
∫
Y
ˆf j1 d‖Ti‖=
∫
Y
ˆf j1 d‖T‖ = 0,(6.18b)
for all j1, j2 ∈ {1, . . . ,k}.
We can restrict the functions ˆf j to set(Ti), subtract the average,
(6.19) f ij := ˆf j −
1
M(Ti)
∫
Y
ˆf jd‖Ti‖,
and then apply Gram-Schmidt to obtain ψ i1, . . . ,ψ ik, an L2(‖Ti‖)-orthonormal system of
bounded Lipschitz functions. That is,
ψ i1 :=
f i1
‖ f i1‖L2(‖Ti‖)
,(6.20)
ψˆ ij+1 := f ij+1−
( f ij+1,ψ i1)L2(‖Ti‖) ψ i1
− ( f ij+1,ψ i2)L2(‖Ti‖) ψ i2−·· ·− ( f ij+1,ψ ij)L2(‖Ti‖) ψ ij,(6.21)
ψ ij+1 :=
ψˆ ij+1
‖ψˆ ij+1‖L2(‖Ti‖)
, j = 1,2, . . . ,k− 1.(6.22)
Note that in particular,
∫
Y ψ ij d‖Ti‖ = 0, so that ψ ij ∈ V (‖Ti‖). As a result of the Gram-
Schmidt algorithm, the functions ψ ij1 satisfy, for j1 = 1, . . . ,k,
(6.23) ψ ij1 =
k
∑
j2=1
aij1 j2 ˆf j2 + bij1 ,
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where aij1 j2 and b
i
j1 are constants, j1, j2 ∈ {1, . . . ,k}, which by (6.18) satisfy
lim
i→∞
aij1 j2 = δ j1 j2 ,(6.24a)
lim
i→∞
bij1 = 0.(6.24b)
Observe that this implies that
(6.25) lim
i→∞
∫
Y
∣∣|dψ ij|2−|d ˆf j|2∣∣d‖Ti‖= 0.
By (6.25), (6.12) and the fact that Lip( ˆf j)< 2Lip( f j),
limsup
i→∞
∫
Y
|dψ ij|2d‖Ti‖ ≤ limsup
i→∞
N
∑
ℓ=1
∫
Uℓ
|dψ ij|2d‖Ti‖+ limsup
i→∞
∫
(∪ℓUℓ)c
|dψ ij|2d‖Ti‖
≤ limsup
i→∞
N
∑
ℓ=1
∫
Uℓ
|dψ ij|2d‖Ti‖+ 2ε supj
Lip( f j)2.
(6.26)
For the first term, we have by (6.25), (6.14), and the bound (6.5) from the application of
Lemma 6.1,
limsup
i→∞
N
∑
ℓ=1
∫
Uℓ
|dψ ij|2d‖Ti‖ ≤ limsup
i→∞
N
∑
ℓ=1
∫
Uℓ
|d ˆf j|2d‖Ti‖
≤ limsup
i→∞
N
∑
ℓ=1
(cℓj)
2‖Ti‖(Uℓ)
≤
N
∑
ℓ=1
∫
Uℓ
|d f j |2d‖T‖+ εM(T)
≤ λk(T )+σ + εM(T ).
(6.27)
Since {ψ ij}kj=1 ⊂ V (‖Ti‖) are L2(‖Ti‖)-orthonormal, we conclude from (6.26) and (6.27)
that
(6.28) limsup
i→∞
λk(Ti)≤ λk(T )+σ + εM(T )+ 2ε sup
j
Lip( f j).
Because σ and ε were arbitrary, and the f j do not depend on ε , this implies the theorem.

7. SEMICONTINUITY FOR MIN-MAX VALUES UNDER INTRINSIC FLAT CONVERGENCE
In this section we define the infimum of the normalized energy λ1 and the other min-
max values λk for integral current spaces, and show that they are semicontinuous under
intrinsic flat convergence if the mass converges as well.
7.1. Min-max values for integral current spaces. We first define the infimum of the
normalized energy λ1 and the min-max values λk following the definitions in (6.2) and
(6.3).
Definition 7.1. Given a nonzero integral current space M = (X ,d,T ) we define λ1(M) as
the infimum of the normalized energy
(7.1) λ1(M) = inff∈V (‖T‖)ET ( f ),
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and the min-max values λk(M)
(7.2) λk(M) := inf{φ1,...,φk}⊂V (‖T‖)
L2(‖T‖)−orthonormal
sup
i=1,...,k
ET (φi),
with ET as in Definition 3.8.
Observe that when M is induced by an oriented Riemannian manifold, λk(M) is its kth
Neumann eigenvalue.
The intrinsic flat distance between two integral current spaces is zero if and only if there
exists a current preserving isometry between the two spaces. The following Lemma states
that in that case, the min-max values of the two spaces coincide.
Lemma 7.2. Let M1 = (X1,d1,T1) and M2 = (X2,d2,T2) be integral current spaces and let
φ : X1 → X2 be a current-preserving isometry. That is, besides being an isometry from X1
to X2, φ also satisfies φ#T1 = T2. Then for all k = 1,2, . . . , it holds that λk(M1) = λk(M2).
Proof. This follows immediately from Proposition 3.9. 
7.2. Semicontinuity for min-max values under intrinsic flat convergence. Theorem
6.2 immediately implies semicontinuity of the min-max values λk under intrinsic flat con-
vergence when the total mass is conserved as well.
Theorem 7.3 (Upper-semicontinuity of min-max values). Let (Xi,di,Ti), (with i= 1,2, . . . ),
be a sequence of integral current spaces converging in the intrinsic flat distance to a
nonzero integral current space (X ,d,T ) such that additionally, M(Ti)→ M(T ) as i → ∞.
Then one has semicontinuity of the min-max values
(7.3) limsup
i→∞
λk(Ti)≤ λk(T ).
Proof. Since the integral current spaces (Xi,di,Ti) converge in the intrinsic flat sense to
(X ,d,T ), by Theorem 2.5 established by Sormani and Wenger, and the Kuratowski em-
bedding, there exist a w∗-separable dual space Y and isometric embeddings φi : Xi → Y ,
φ : X → Y such that (φi)#Ti → (φ)#T in the flat distance in Y . Then we may apply Theo-
rem 6.2. 
8. INFINITESIMALLY HILBERTIAN INTEGRAL CURRENTS
In this section we additionally assume that the currents involved are infinitesimally
Hilbertian, that is, that (almost everywhere) the norm on the tangent spaces to their rec-
tifiable set is induced by an inner product. This assumption is similar to the one made
by Cheeger and Colding [13], and ensures that there is a quadratic form associated to the
energy.
More precisely, for a metric space X and an integral current T ∈ In(X), we assume that
for ‖T‖-a.e. x ∈ X , Tan(setT,x) is an inner product space. Denote the inner product on the
dual space to Tan(setT,x) by gx(., .).
Theorem 8.1. Let X be a complete metric space and let T ∈ In(X). Then the quadratic
form
QT ( f ,g) :=
∫
X
gx(dSx f ,dSx g)d‖T‖,
with form-domain W 1,2(‖T‖) ⊂ L2(‖T‖) is closed. Consequently, there is a unique as-
sociated (unbounded) nonnegative self-adjoint operator −∆T on L2(‖T‖) that satisfies
QT (φ ,φ) = (φ ,−∆T φ) for every φ ∈D(∆T ).
SEMICONTINUITY OF EIGENVALUES UNDER INTRINSIC FLAT CONVERGENCE 25
Proof. We may interpret W 1,2(‖T‖) as a subset of L2(‖T‖) by the injectivity of the natural
map ι : W 1,2(‖T‖) → L2(‖T‖), shown in Corollary 4.3. The closedness of QT is then
immediate as W 1,2(‖T‖) is complete. It follows (see for instance [27, Theorem VIII.15])
that QT is the quadratic form of a unique self-adjoint operator on L2(‖T‖). 
Definition 8.2. By the min-max values µk(A) of an unbounded nonnegative self-adjoint
operator A on a Hilbert space H with domain D(A), we mean
(8.1) µk(A) := inf{φ1,...,φk}⊂H
H−orthonormal
(φ ,Aφ)H .
From standard functional analysis (cf. e.g. [28, XIII.1]), it follows that there are two
options. It could be that µk → ∞ as k → ∞. In that case, the spectrum of ∆T completely
consists of eigenvalues µk. Alternatively, there is a µ ≥ 0, the bottom of the essential
spectrum of A, that is
(8.2) µ := inf{λ |λ ∈ σess(A)},
and if µk < µ , it is the kth eigenvalue counting degenerate eigenvalues a number of times
equal to their multiplicity. If µk = µ , then also µ j = µ for all j > k. We note that this
second case can occur in our setting, and that −∆T does not necessarily have a compact
inverse.
For f ∈W 1,2(‖T‖), it holds that ET ( f ) = QT ( f , f ), therefore the operator ∆T defined
in Theorem 8.1 satisfies
µk(−∆T ) = inf{φ1,...,φk}⊂V
L2(‖T‖)−orthonormal
sup
i=1,...,k
QT (φi,φi)
= inf
{φ1,...,φk}⊂V
L2(‖T‖)−orthonormal
sup
i=1,...,k
ET (φi)
= λk(T ).
(8.3)
Hence, when we combine Theorem 8.1 and Theorem 7.3, we obtain semicontinuity of
min-max values of the self-adjoint operators under intrinsic flat convergence without loss
of volume.
Theorem 8.3. Let Mi = (Xi,di,Ti), be a sequence of integral current spaces converging in
the intrinsic flat distance to a nonzero integral current space M∞ = (X∞,d∞,T∞) such that
also M(Ti)→ M(T∞) as i→ ∞. Moreover, assume that the norm on ‖Ti‖-a.e. approximate
tangent space to set(Ti) is Hilbert, i = 1,2, . . . ,∞. Then, for every i, we may define an
unbounded operator ∆Ti on L2(‖Ti‖) as in Theorem 8.1, and its min-max values satisfy
(8.4) limsup
i→∞
µk(−∆Ti)≤ µk(−∆T∞).
Theorem 1.1 in the introduction is a translation of Theorem 8.3 to the simpler setting of
closed oriented Riemannian manifolds.
When we combine Theorem 8.1 together with Theorem 6.2, we obtain a version of a
Theorem proven by the author in [26] with simpler methods.
Corollary 8.4. Suppose Ti (i = 1,2, . . . ) are integral currents on Euclidean space, con-
verging in the flat sense to a limit current T∞ such that additionally M(Ti)→ M(T∞). Then
the min-max values of the unbounded operators ∆Ti , i = 1,2, . . . ,∞, defined as in Theorem
8.1, satisfy
(8.5) limsup
i→∞
µk(−∆Ti)≤ µk(−∆T∞).
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Proof. As the currents Ti are defined on Euclidean space, the approximate tangent spaces
automatically have a Hilbert structure. The rest follows from Theorems 8.1 and 6.2. 
9. EXAMPLES
9.1. Example: a disappearing spline. We first consider the example of a disappearing
spline. This shows that when a sequence of manifolds converges in the intrinsic flat sense
without loss of volume, that is when it satisfies the conditions of Theorem 1.1, we may
not expect continuity of the eigenvalues. Consider for ε > 0 the smooth functions hε :
[−2,2]→R, hε ≥ 0, such that
(9.1) hε(x) =


√
1− (x+ 1)2 −2≤ x ≤−ε,
ε ε ≤ x ≤ 2− ε,√
ε2− (x− 2+ ε)2 2− ε ≤ x ≤ 2.
Moreover, assume that hε is decreasing on (−1,2). We construct manifolds Mε by re-
volving the graphs y = hε(x) around the x-axis. Sormani has shown that in this case the
manifolds Mε converge in the intrinsic flat sense as ε ↓ 0 to the unit sphere S1 [30, Example
A.4]. Also observe that Vol(Mε )→ Vol(S1). We choose test functions fε on Mε , that only
depend on x, increasing in x, such that
(9.2) fε (x) :=
{
−cε x ≤−ε,
sin
(
pix
4
)
ε ≤ x ≤ 2− ε.
where cε is chosen in such a way that fε has zero average on Mε . After calculating the
Rayleigh-quotien for fε , we observe that
(9.3) limsup
ε↓0
λ1(Mε)≤ limsup
ε↓0
∫
Mε |∇ fε |2dH 2∫
Mε | fε |2dH 2
=
(pi
4
)2
< 2 = λ1(S1).
This shows that the first eigenvalue can actually jump up in the limit.
9.2. Example: cancellation can make eigenvalues drop. We conclude with an exam-
ple that shows that we cannot remove the assumption of the convergence of the volumes
from Theorem 1.1. Without this assumption, cancellation can occur, which can make the
eigenvalues drop down in the limit.
For x ∈R3 let Qq,r(x)⊂ R3 denote the following rectangular box:
(9.4) Qq,r(x) = [x1− q,x1 + q]× [x2− q,x2 + q]× [x3− r,x3 + r].
Let e1 denote the unit vector (1,0,0) ∈R3.
Consider the sequence M j = ∂Wj where Wj is given as a set by
(9.5) Wj = Q1,1(2e1)∪Q1,1(−2e1)∪Q1,4− j(0).
At first sight, one might be tempted to think that as j → ∞ the M j converge in the intrin-
sic flat sense to the boundary of the two cubes Q1,1(2e1) and Q1,1(−2e1). However, the
induced embedding of M j into R3 is not isometric. Yet, we can use the construction by
Sormani in [30, Example A.19], and create manifolds ˜M j with a lot of tunnels from one
side of the thin sheet to the other side. To be more precise, let
(9.6) Pj := Q1,4− j(0)\
2 j−1⋃
k,ℓ=−2 j+1
Q4− j ,4− j
(
k
2 j
,
ℓ
2 j
,0
)
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and
(9.7) ˜Wj = Q1,1(2e1)∪Pj∪Q1,1(−2e1).
and let ˜M j = ∂ ˜Wj (to be interpreted as the boundary of the set in Euclidean space). We
claim that
(9.8) ˜M j → ∂ (Q1,1(2e1)∪Q1,1(−2e1)) =: ˜M.
in the intrinsic flat sense, where ˜M is endowed with the distance dY , which is the induced
length distance on the space Y given by
(9.9) Y = ∂Q1,1(2e1)∪∂Q0,1(0)∪∂Q1,1(−2e1),
which is the Gromov-Hausdorff limit of ˜M j.
By the isometric product A×B of two metric spaces (A,dA) and (B,dB) we mean the
Cartesian product endowed with the distance
(9.10) dA×B((a1,b1),(a2,b2)) =
√
(a1− a2)2 +(b1− b2)2.
We consider the metric space
Z j :=
(
˜M j × [0, 1j ]
)
∪
(
Y × [− 1j ,0]
)
∪ ((∂Q1,1(2e1)∪Q1,4− j(0)∪∂Q1,1(−2e1))×{0}) .(9.11)
Note that for j large enough, the embeddings
φ j : M j → Z j, φ j(x) = (x, 1j ),(9.12)
ψ j : Y → Z j, ψ j(y) = (y,− 1j ),(9.13)
are isometric. Let B j ∈ I3(Z j) be the current
(9.14) B j := J ˜M j × [0, 1j ]K+ J ˜M× [− 1j ,0]K− JPj×{0}K.
Then
(9.15) (φ j)#J ˜M jK− (ψ j)#J ˜MK = ∂JB jK.
Since
(9.16) M(JB jK)≤ 1j
(
Vol( ˜M j)+Vol( ˜M)
)
+Vol(Q1,4− j(0))→ 0,
as j → ∞, it follows that indeed ˜M j converges to ˜M in the intrinsic flat sense.
Recall that for a smooth n-dimensional manifold M, the Cheeger’s constant h(M) is
defined as
(9.17) h(M) := inf
E
H n−1(E)
min(H n(A),H n(B))
,
where the infimum runs over all smooth (n− 1)-dimensional submanifolds E of M that
divide M into two disjoint submanifolds A and B [11]. Cheeger’s inequality states that
(9.18) λ1(M)≥ h(M)
2
4
.
As we can take a minimizing function with average zero that is constant on each of
the two cubes, we have λ1( ˜M) = 0. However, Cheeger’s inequality implies that λ1( ˜M j) is
uniformly bounded away from zero. The idea is as follows. Let E be a 1-dimensional
submanifold of ˜M j, separating ˜M j into two disjoint submanifolds A and B, such that
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H 2(A) ≤ H 2(B). Without loss of generality we may assume that A is connected. If
diam(E)≤ 1, there are constants c1 and c2 (independent of j) such that
(9.19) H 2(A)≤ c1 diam(E)2, H 1(E)≥ c2 diam(E),
so that
(9.20) H
1(E)
H 2(A)
≥ c2
c1
1
diam(E) ≥
c2
c1
.
If diam(E)> 1, H 1(E)> c3 > 0 and
(9.21) H
1(E)
H 2(A)
≥ c3
2H 2( ˜M j)
.
As the volume H 2( ˜M j) is uniformly bounded, the uniform lower bound on h( ˜M j) follows.
It is true that Cheeger’s inequality in this form applies to smooth manifolds, but we can
for instance approximate the spaces in the flat distance in Euclidean space to conclude the
bound still holds. Therefore, in the case of this example,
(9.22) limsup
j→∞
λ1( ˜M j)> λ1( ˜M).
The example can be easily modified to obtain a connected limit space, by adding a thin
tube connecting the one cube to the other. In that case λ1 of the limit space can be made
arbitrarily small by making the tube arbitrarily thin.
APPENDIX A. DECOMPOSITION OF ONE-DIMENSIONAL INTEGRAL CURRENTS INTO
CURVES
In this section we will prove that any one-dimensional integral current can be decom-
posed in the sum of pushforwards under Lipschitz functions of currents associated to inter-
vals. The Euclidean result is well-known, and can be found in [16, 4.2.25]. The proof relies
on the deformation theorem, however, which is not available in arbitrary metric spaces. To
obtain the decomposition result, we therefore approximate the original currents by finite-
dimensional ones, and take an appropriate limit.
The result is an easier version of the decomposition theorems of normal one-dimensional
currents by Paolini and Stepanov [24, 25]. The decomposition theorem for integral currents
can also be proved using their results as a starting point, but we chose to instead give a sim-
pler argument, which is possible because the currents are integral. However, there are many
parallels with the proofs in [24].
Throughout this section, X will denote a complete metric space.
We first define what it means for an integral current (of arbitrary dimension) to be
(in)decomposable. This definition is exactly the same as in the Euclidean case.
Definition A.1. A current T ∈ In(X) is called decomposable if there are two nonzero cur-
rents T1,T2 ∈ In(X) such that
(A.1) T = T1 +T2, M(T ) = M(T1)+M(T2), M(∂T ) = M(∂T1)+M(∂T2).
If a current is not decomposable, it is called indecomposable.
The following theorem is the main result of this section. It is an immediate consequence
of Proposition A.3 and Lemmas A.4 and A.5 that follow below.
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Theorem A.2. Let T ∈ I1(X). Then, there is a sequence T1,T2, . . . in I1(X) such that
(A.2) T =
∞
∑
i=1
Ti, M(T ) =
∞
∑
i=1
M(Ti), M(∂T ) =
∞
∑
i=1
M(∂Ti),
and for every i = 1,2, . . . there is a Lipschitz function σi : [0,Li]→ X with Lip(σi) ≤ 1,
such that
(A.3) (σi)#Jχ[0,Li]K = Ti.
Just as in the Euclidean case, integral n-currents can be decomposed into indecompos-
able pieces.
Proposition A.3. Let T ∈ In(X). Then, there is a sequence of indecomposable integral
n-currents T1,T2, . . . such that
(A.4) T =
∞
∑
i=1
Ti, M(T ) =
∞
∑
i=1
M(Ti), M(∂T ) =
∞
∑
i=1
M(∂Ti).
Proof. We may assume without loss of generality that X = ℓ∞ (indeed, we may first restrict
X to set(T ) ⊂ X , which is separable, and then use the Kuratowski embedding to embed
set(T ) into ℓ∞). The proof of the proposition is then exactly the same as in the Euclidean
case (cf. [16, 4.2.25]), except one needs to replace the Euclidean isoperimetric inequality
by the isoperimetric inequality in ℓ∞, that is, use the fact that there is a constant C(n) such
that for any S ∈ In(ℓ∞) with ∂S = 0 there exists an S0 ∈ In+1(ℓ∞) with ∂S0 = S and
(A.5) M(S0)≤C(n)M(S)
n+1
n .
This fact is proved by Ambrosio and Kirchheim in [2, Appendix B]. 
In order to obtain a decomposition, we approximate the current T by finite-dimensional
projections, use the standard decomposition theorem for those, and take a weak limit to
obtain a decomposition for the original current. The decomposition is non-unique, and
one needs to be careful to select which components of the approximate currents converge
to a component of the original current. We initially only keep track of components with
boundary.
Lemma A.4. Let T ∈ I1(X). Then there exist one-dimensional integral currents Ti, for
i = 0,1, . . . ,N = M(∂T )/2, such that T = ∑Ni=0 Ti, ∂T0 = 0, and
(A.6) M(T ) =
N
∑
i=0
M(Ti), M(∂T ) =
N
∑
i=0
M(∂Ti),
such that for i = 1, . . . ,N,
(A.7) Ti = (σi)#Jχ[0,Li]K,
for Lipschitz functions σi : [0,Li]→ X with Lip(σi)≤ 1.
Proof. Again, by using the Kuratowski embedding, we may assume that X = ℓ∞. Let K j be
a sequence of compact sets K j ⊂ K j+1, ‖T‖(X\K j) ≤ 1/ j, such that ‖T‖ is concentrated
on ∪ jK j and ‖∂T‖ is concentrated on ∩ jK j. We may also assume that T is supported on
BR(0) for some R > 0. Indeed, since T has finite mass, there exists an R > 0 such that
(A.8) ∂ (Tx(X\BR(0))) =−〈T,‖.‖∞,R〉= 0,
so that Tx(X\BR(0)) can be included in T0.
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Since ℓ∞ has the metric approximation property, there are projections P j : ℓ∞ → ℓ∞ such
that the operator norm of P j is less than 1, and for every x ∈ K j , ‖P jx−x‖∞ ≤ 1/ j. Paolini
and Stepanov recorded a proof of this statement in [24, Lemma 5.7].
It holds that P j# T ⇀ T weakly. Indeed, if ω = ( f ,pi1, . . . ,pin)∈Dn+1(X), with Lip(pii)≤
1 for all i = 1, . . . ,n, then
|P j# T (ω)−T (ω)|= |T ((P j)#ω)−T(ω)|
≤ |T ( f ◦P j,pi1 ◦P j, . . . ,pin ◦P j)−T( f ◦P j,pi1, . . . ,pin)|
+ |T ( f ◦P j,pi1, . . . ,pin)−T ( f ,pi1, . . . ,pin)|.
(A.9)
By [2, Theorem 5.1],
|T ( f ◦P j,pi1 ◦P j, . . . ,pin ◦P j)−T( f ◦P j,pi1, . . . ,pin)|
≤
n
∑
i=1
(∫
X
| f ◦P j||pii−pii ◦P j|d‖∂T‖
+Lip( f ◦P j)
∫
supp f
|pii−pii ◦P j|d‖T‖
)
≤ nj
∫
X
| f ◦P j|d‖∂T‖+ nj Lip( f )M(T )+ 2nR‖T‖
(
X\
j⋃
ℓ=1
Kℓ
)
,
(A.10)
which tends to 0 as j → ∞. The other term is estimated by
|T ( f ◦P j,pi1, . . . ,pin)−T ( f ,pi1, . . . ,pin)|
≤
∫
X
| f ◦P j− f |d‖T‖
≤ Lip( f )1j M(T )+ 2 supBR(0)
( f )‖T‖
(
X\
j⋃
ℓ=1
Kℓ
)
,
(A.11)
which also tends to 0 as j → ∞. This showed that P j# T ⇀ T weakly.
Since P j is contractive, M(P j# T ) ≤ M(T ) and since the mass is lower semicontinuous
under weak convergence, M(P j# T )→M(T ). It follows also that ‖P j# T‖⇀ ‖T‖ in the weak
sense of measures.
By the corresponding theorem in the Euclidean case, which can be proved using the
deformation theorem, we know that P j# T can be decomposed, that is, for i large enough,
there exist (indecomposable for i≥ 1) integral currents T ji such that P j# T =∑Ni=0 T ji , ∂T j0 =
0, and
(A.12) M(P j# T ) =
N
∑
i=0
M(T ji ), M(∂ (P
j
# T )) =
N
∑
i=0
M(∂T ji ).
Moreover, we note that the measures ‖T ji ‖ are uniformly tight, as they are absolutely con-
tinuous with respect to ‖P j# T‖, and these measures are uniformly tight as they weakly
converge to T (see also [24, Lemma B.2]). Therefore, by the compactness theorem [2,
Theorem 5.2] and closure theorem [2, Theorem 8.5], possibly selecting a subsequence, we
can assume that T ji ⇀ Ti as j → ∞ weakly as currents. Set Li := M(Ti).
Again, by the Euclidean decomposition theorem, we know that there exist Lipschitz
functions σ ji : [0,Li]→ X such that Lip(σ ji )≤ M(T ji )/Li, and
(A.13) (σ ji )#Jχ[0,Li]K = T ji .
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By a slight variation of the Arzela-Ascoli Theorem, for a subsequence, σ ji → σi strongly
in the continuous topology, where Lip(σi) ≤ 1. (One way to see this, is to select a dense
sequence of points pℓ ∈ set(Ti), and to note that for every ℓ, since ‖T ji ‖ → ‖Ti‖ weakly
in the sense of measures, there are values t ji such that σ
j
i (t
j
i )→ pℓ.) Therefore, by the
basic continuity property of currents, (σ ji )#Jχ[0,L ji ]K⇀ (σi)#Jχ[0,L]K as j → ∞, and thus by
uniqueness of weak limits,
(A.14) (σi)#Jχ[0,Li]K = Ti.

We are left with finding the components that have no boundary. However, we can easily
reduce to the previous case in case of indecomposable cyclic currents. This is the content
of the following lemma.
Lemma A.5. Let T ∈ I1(X) be indecomposable, with ∂T = 0. Then, with L = M(T ), there
exists a curve σ : [0,L]→ X, Lip(σ)≤ 1, such that
(A.15) σ#Jχ[0,L]K = T.
Proof. Take a point p ∈ setT . Let ρ : Y → R be given by ρ(x) = d(p,x). Then, for
almost every r, TxBr(p) is an integral current. For (L 1-a.e.) small enough r, ∂ (TxBr(p))
is nonzero, otherwise T would be decomposable. For such r, we apply Lemma A.4 to
TxBr(p) and Tx(X\Br(p)), to construct σ . 
APPENDIX B. MANY ONE-DIMENSIONAL SLICES HAVE GOOD CONNECTED
COMPONENTS
In this section, we will slice integral currents according to an extension of n− 1 coor-
dinate functions in charts, to obtain one-dimensional slices. The main conclusion is, that
H n-a.e., locally for a large proportion of such slices, and for a large proportion of pairs of
points in the same slice, there exists a component of the slice that connects the two points.
In this section and the next, for x ∈ Rn and r > 0, Qr(x) ⊂ Rn will stand for the cube
centered at x with edge length 2r.
Lemma B.1. Let Y be a w∗-separable Banach space and let T ∈ In(Y ). Let T have the
parametrization
(B.1) T =
∞
∑
ℓ=1
ϑℓ(gℓ)#JχKℓK,
with ϑℓ ∈ N, compact sets Kℓ ⊂ Rn and Lipschitz maps gℓ : Rn → Y, with the properties
described in Lemma 3.3.
Fix an ℓ ∈ N. Let ˆPi : Rn → Rn−1, for any i = 1, . . . ,n, be the orthogonal projection
given by
(B.2) ˆPi(x1, . . . ,xn) := (x1, . . . ,xi−1,xi+1, . . . ,xn),
and let W : Y → Rn be a Lipschitz function with Lip(Wi) ≤ 2√n such that for all x ∈ Kℓ,
x =W (gℓ(x)), and define ˆWi = ˆPi ◦W. (Such a W exists by (3.12).)
Given 0 < δ , for L n-a.e. x ∈ Kℓ, there exists an r0 such that for L 1-a.e. 0 < r ≤ r0,
there exists a compact set Kr ⊂ Qr(x)∩Kℓ, with H n(Kr) ≥ (1− δ )(2r)n such that for
every i = 1, . . . ,n, and x1,x2 ∈ Kr with ˆPi(x1) = ˆPi(x2), with t1 := Pi(x1)≤ Pi(x2) =: t2,
(B.3) 〈T, ˆWi, ˆPi(x1)〉x{t1 <Wi ≤ t2},
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is a one-dimensional integral current concentrated on
(B.4)
⋃
ℓ
gℓ(Gℓ)∩ ˆWi−1( ˆPi(x1))∩W−1i ([t1, t2]),
and for all its decompositions (in the sense of Theorem A.2) there are exactly ϑℓ compo-
nents σ j : [0,L j]→ Y , j = 1, . . . ,ϑℓ, such that
(B.5)
{
σ j(0) = gℓ(x1), σ j(L j) = gℓ(x2), if n− i even,
σ j(0) = gℓ(x2), σ j(L j) = gℓ(x1), if n− i odd.
Moreover, for these σ j it holds that σ j([0,L j])⊂ BR(g1(x)), where R := (3+√n)r.
Proof. It suffices to prove the lemma for i = n and ℓ= 1.
By the Ambrosio-Kirchheim slicing theorem [2, Theorem 5.6], for x ∈ K1,∫
Rn−1
‖〈∂T, ˆWn, t〉‖(BR(g1(x)))dt ≤ (2
√
n)n−1‖∂T‖(BR(g1(x))),(B.6) ∫
Rn−1
‖〈T, ˆWn, t〉‖(BR(g1(x))\g1(K1))dt ≤ (2
√
n)n−1‖T‖(BR(g1(x))\g1(K1)),(B.7) ∫
Rn
‖〈T,W, t〉‖(BR(g1(x))\g1(K1))dt ≤ (2
√
n)n‖T‖(BR(g1(x))\g1(K1)).(B.8)
Hence, since for L n−1-a.e. t ∈ Rn−1, 〈∂T, ˆWn, t〉= (−1)n∂ 〈T, ˆWn, t〉,
(B.9) L n−1{t ∈ Rn−1 |‖∂ 〈T, ˆWn, t〉‖(BR(g1(x)))≥ 1} ≤ (2
√
n)n−1‖∂T‖(BR(g1(x))),
and,
L
n−1{t ∈ Rn−1 |‖〈T, ˆWn, t〉‖(BR(g1(x))\g1(K1))≥ R3+√n}
≤ (2√n)n−1 3+
√
n
R
‖T‖(BR(g1(x))\g1(K1)),
L
n{y ∈ Rn |‖〈T,W,y〉‖(BR(g1(x))\g1(K1))≥ 1}
≤ (2√n)n‖T‖(BR(g1(x))\g1(K1)).
The (n− 1)-dimensional upper density Θ∗n−1(‖∂T‖, p) vanishes for H n−1-a.e. p ∈
setT\set∂T , and in particular, Θ∗n(‖∂T‖,g1(x)) vanishes for L n-a.e. x ∈ K1. Moreover,
Θ∗n(‖T‖x(Y\g1(K1)),g1(x)) = 0 for L n-a.e. x ∈ K1.
It follows from the above and from [2, Theorems 5.6, 5.7, 5.8] that for L n-a.e. x ∈ K1,
there exists an r0 such that for L 1-a.e. r ≤ r0, there exist compact sets Ar ⊂Qr( ˆPn(x)) and
Kr ⊂ Qr(x) such that
• ˆP−1n (Ar)∩Kr = Kr,
• H n(Kr)≥ (1− δ )(2r)n,
• for every a ∈ Ar, 〈T, ˆWn,a〉 is in I1(Y ) and is concentrated on
(B.10)
⋃
ℓ
gℓ(Kℓ)∩ ˆWi−1(a),
with ∂ 〈T, ˆWn,a〉xBR(g1(x)) = 0 and
(B.11) ‖〈T, ˆWn,a〉‖(BR(g1(x))\g1(K1))< r,
• for every y ∈ Kr, 〈T,W,y〉 is in I0(Y ), concentrated on
(B.12)
⋃
ℓ
gk(Kℓ)∩W−1(y),
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with
〈T,W,y〉= 〈〈T, ˆWn, ˆPn(y)〉,Wn,Pn(y)〉
= (∂ 〈T, ˆWn, ˆPn(y))x{Pn(y)<Wn}
− ∂ (〈T, ˆWn, ˆPn(y)x{Pn(y)<Wn}),
(B.13)
and
‖〈T,W,y〉‖(BR(g1(x))\g1(K1)) = 0,(B.14)
〈T,W,y〉xBR(g1(x)) = ϑ1δg1(y).(B.15)
Let a ∈ Ar and t1 < t2 such that (a, ti) ∈ Kr, i = 1,2. Write for ease of notation
(B.16) Tt1,t2 := 〈T, ˆWn,a〉x{t1 <Wn ≤ t2}.
Note that
∂Tt1,t2 = (∂ 〈T, ˆWn,a〉)x{t1 <Wn}−〈〈T, ˆWn,a〉,Wn, t1〉
− (∂ 〈T, ˆWn,a〉)x{t2 <Wn}+ 〈〈T, ˆWn,a〉,Wn, t2〉,
(B.17)
so that, since ∂ 〈T, ˆWn,a〉xBR(g1(x)) = 0,
∂Tt1,t2xBR(g1(x)) =−〈〈T, ˆWn,a〉,Wn, t1〉xBR(g1(x))+ 〈〈T, ˆWn,a〉,Wn, t2〉xBR(g1(x))
=−〈T,W,(a, t1)〉xBR(g1(x))+ 〈T,W,(a, t2)〉xBR(g1(x))
= ϑ1δg1(x2)−ϑ1δg1(x1).
(B.18)
Decomposing Tt1,t2 as in Theorem A.2, we find that there are Lipschitz maps σ j :
[0,L j]→ Y , with Lip(σ j)≤ 1, and Tj ∈ I1(X) ( j = 1,2, . . . ) given by
(B.19) Tj := (σ j)#Jχ[0,L j ]K,
which are indecomposable and
(B.20) Tt1,t2 =
∞
∑
j=1
Tj, M(Tt1,t2) =
∞
∑
j=1
M(Tj), M(∂Tt1,t2) =
∞
∑
j=1
M(∂Tj).
Without loss of generality, we may assume that σ j(0) = g1(x1) for all j = 1, . . . ,n. We will
now show that for these values of j, σ j([0,L j])⊂ BR(g1(x)). Indeed, because
(B.21) ∂ 〈T, ˆWn,a〉xBR(g1(x)) = 0,
if σ j touches ∂BR(g1(x)), necessarily
(B.22) M((σ j)#Jχ[0,L j ]K)≥ R− d(g1(x1),g1(x))≥ R−‖x1− x‖ ≥ R−
√
nr ≥ 3r,
where we used (3.12). However, again by (3.12) and the area formula,
(B.23) ‖Tt1,t2‖(g1(K1))≤ t2− t1 ≤ 2r,
and by (B.11),
(B.24) ‖Tt1,t2‖(BR(g1(x))\g1(K1))< r.
Since σ j([0,L j])⊂ BR(g1(x)), necessarily σ j(L j) = g1(x2). 
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APPENDIX C. A POINCARE´-LIKE INEQUALITY
In Section 4, we showed that any function in W 1,2(‖T‖) is tangentially differentiable
‖T‖-a.e.. The main ingredient is a Poincare´-like inequality, that we will prove in this
section.
In the Poincare´-like inequality below, we will use the notation
(C.1) ( f )G := 1
H k(G)
∫
G
f dH k,
for an integrable function f and a Borel set G ⊂ Rn, where the appropriate integer k will
be apparent from the context (i.e., k such that 0 <H k(G)< ∞).
Theorem C.1. Let Y be a w∗-separable Banach space and let T ∈ In(Y ). Let T have the
parametrization
(C.2) T =
∞
∑
ℓ=1
ϑℓ(gℓ)#JχKℓK,
with ϑℓ ∈ N, compact Kℓ ⊂ Rn, and Lipschitz maps gℓ : Rn → Y , with the properties de-
scribed in Lemma 3.3.
Then, for almost every x ∈ K1, for small enough r0 > 0, for almost every r ≤ r0, there
exists a compact set G⊂K1∩Qr(x) such that H n(G)≥ (1−δ )(2r)n and for all Lipschitz
f : supp(T )→R,
(C.3) 1
H n(G)
∫
G
|(g#1 f )− (g#1 f )G|dH n ≤
C(n)r
‖T‖(BR(g1(x)))
∫
BR(g1(x))
|d f |d‖T‖,
with R := (3+
√
n)r.
Proof. First, we fix a δ > 0 and apply Lemma B.1 (with δ replaced by δ n+1), to obtain a set
Kr with the properties mentioned in the lemma, in particular H n(Kr)> (1− δ n+1)(2r)n.
Let P and W be defined as in Lemma B.1. We additionally introduce the notations
(C.4) Pk = (P1, . . . ,Pk), Pk = (Pk+1, . . . ,Pn),
and will use the corresponding definitions for W k and W k. By the Ambrosio-Kirccheim
slicing theorems [2, Theorems 5.6, 5.7, 5.8] and the regularity of the Lebesgue-measure,
we may without loss of generality assume that for all x ∈ Kr, and every k = 1, . . . ,n,
〈T,W k,Pk(x)〉 ∈ In−k(Y ), while for k = 2, . . . ,n,
• for L 1-a.e. t ∈R,
(C.5) 〈〈T,W k−1,Pk−1(x)〉,Wk, t〉= 〈T,W k,(Pk−1(x), t)〉,
• for L n−k-a.e. b ∈ Rn−k,
(C.6) 〈〈T,W k−1,Pk−1(x)〉,W k,b〉= 〈T, ˆWk,(Pk−1(x),b)〉,
• the following two iterated-slicing equalities hold
〈〈T,W k−1,Pk−1(x)〉,Wk,Pk(x)〉= 〈T,W k,Pk(x)〉,(C.7)
〈〈T,W k−1,Pk−1(x)〉,W k,Pk(x)〉= 〈T, ˆW k, ˆPk(x)〉.(C.8)
We next apply Lemma C.2 to (a scaled version of) Kr. The conclusion of that lemma is that
there exist compact sets Ak ⊂ [0,1]k, (k = 1, . . . ,n), with An ⊂ Kr such that for k = 1, . . . ,n,
H k(Ak)> (1− δ )(2r)k, (Ak ×Rn−k)∩An = An and for all x ∈ Ak, it holds that
(C.9) H n−k(({x}×Rn−k)∩An)> (1− δ )(2r)n−k.
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We will set A0 = {0}, and we will use the convention that {0}×Rn = Rn, and T =
〈T,W 0,0〉.
To keep notation concise, we denote for a ∈ Ak,
(C.10) K(a) := ({a}×Rn−k)∩An.
We will show that for k = 0, . . . ,n− 1, for a ∈ Ak, for all f Lipschitz on suppT , with
˜f = g#1 f = g1 ◦ f , it holds that
(C.11)
∫
K(a)
| ˜f − ( ˜f )K(a)|dH n−k ≤C(n,k)r
∫
BR(g1(x))
|d f |d‖〈T,W k,a〉‖.
To be precise, by |d f | we mean the dual norm of the tangential derivative of f , as f is
restricted to set(〈T,W k,a〉). We will show that (C.11) holds by induction on k, starting at
k = n− 1.
Let k = n− 1. Let a ∈ An−1, and let t1 < t2 be such that (a, ti) ∈ An for i = 1,2. Then,
since An ⊂ Kr, it follows that there is a σ : [0,L] → Y with σ(0) = g1((a, t1)), σ(L) =
g1((a, t2)), σ([0,L]) ⊂ BR(g1(x)), and σ([0,L]) concentrated on a subset of ∪ℓgℓ(Kℓ). In
particular, f is defined on the image of σ . Consequently,
| ˜f (a, t2)− ˜f (a, t1)|= | f (g1((a, t2)))− f (g1((a, t1)))|
= | f (σ(L))− f (σ(0))|
≤
∫ L
0
|( f ◦σ)′(s)|ds
≤
∫ L
0
|d f ||σ ′(s)|ds
≤
∫
BR(g1(x))
|d f |d‖T, ˆWn,a‖.
(C.12)
By construction, K(a)≥ (1− δ )2r. We apply Jensen’s inequality to conclude
| ˜f (a, t1)− ( ˜f )K(a)| ≤
1
H 1(K(a))
∫
t2:(a,t2)∈K(a)
| ˜f (a, t1)− ˜f (a, t2)|dt2
≤ 2r
(1− δ )2r
∫
BR(g1(x))
|d f |d‖〈T, ˆWn,a〉‖.
(C.13)
It follows that
(C.14)
∫
K(a)
| ˜f − ( ˜f )K(a)|dH 1 ≤ 2r1− δ
∫
BR(g1(x))
|d f |d‖〈T, ˆWn,a〉‖,
or in other words, that (C.11) for k = n− 1 with C(n,n− 1) = 4.
Let the inequality (C.11) be shown for k. We will show the inequality holds for k− 1.
Let a ∈ Ak−1. We first estimate as follows∫
K(a)
| ˜f − ( ˜f )K(a)|dH n−k+1
≤
∫
t:(a,t)∈Ak
∫
K(a,t)
| ˜f − ( ˜f )K(a,t)|dH n−kdH 1(t)
+
∫
t:(a,t)∈Ak
∫
K(a,t)
|( ˜f )K(a,t)− ( ˜f )K(a)|dH n−kdH 1(t).
(C.15)
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We can bound the first term by using the induction hypothesis∫
t:(a,t)∈Ak
∫
K(a,t)
| ˜f − ( ˜f )K(a,t)|dH n−kdH 1(t)
≤C(n,k)r
∫
t:(a,t)∈Ak
∫
BR(g1(x))
|d f |d‖〈T,W k,(a, t)〉‖dt
=C(n,k)r
∫
t:(a,t)∈Ak
∫
BR(g1(x))
|d f |d‖〈〈T,W k−1,a〉,Wk, t〉‖dt
≤ 2√nC(n,k)r
∫
BR(g1(x))
|d f |d‖〈T,W k−1,a〉‖.
(C.16)
(Technically, the meaning of |d f | changed (and in general became larger ‖〈T,W k−1,a〉‖-
a.e.) in the last step of the previous estimate.)
Let t1, t2 ∈ [xn−k− r,xn−k + r], such that
ai := (a, ti) = (a1, . . . ,an−k−1, ti) ∈ Ak, i = 1,2.
By the induction hypothesis,
(C.17)
∫
K(ai)
| ˜f − ( ˜f )K((a,ti))|dH n−k ≤C(n,k)r
∫
BR(g1(x))
|d f |d‖〈T,W k,(a, ti)〉‖.
Since (a, ti) ∈ Ak, there exists a compact set B ⊂ Rn−k, with H n−k(B) ≥ (1− 2δ )(2r)n−k
such that for (b1, . . . ,bn−k) ∈ B,
(C.18) (a1, . . . ,ak−1, ti,b1, . . . ,bn−k) ∈ An, i = 1,2.
We apply Jensen’s inequality and use (C.17) to estimate
|( ˜f ){(a,ti)}×B− ( ˜f )K((a,ti))| ≤
1
H n−k(B)
∫
{(a,ti)}×B
| ˜f − ( ˜f )K((a,ti))|dH n−k
≤ C(n,k)r
(1− 2δ )(2r)n−k
∫
BR(g1(x))
|d f |d‖〈T,W k,(a, ti)〉‖.
(C.19)
Moreover, let
(C.20) (ai,b) := (a1, . . . ,an−k−1, ti,b1, . . . ,bk) ∈ An,
then there exists a component σ : [0,L]→ Y of
(C.21) 〈T, ˆWk,(a,b)〉x{t1 <Wk ≤ t2},
such that Lip(σ)≤ 1,
(C.22)
{
σ(0) = (a1,b), σ(L) = (a2,b), if n− k even,
σ(0) = (a2,b), σ(L) = (a1,b), if n− k odd,
and σ([0,L])⊂ BR(g1(x)), and therefore
| ˜f ((a2,b))− ˜f ((a1,b))| ≤
∫
BR(g1(x))
|d f |d‖σ#Jχ[0,L]K‖
≤
∫
BR(g1(x))
|d f |d‖〈T, ˆWk,(a,b)〉‖.
(C.23)
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We integrate this inequality to obtain
|( f ){a1}×B− ( f ){a2}×B| ≤
1
H k(B)
∫
B
∫
BR(g1(x))
|d f |d‖〈T, ˆWk,(a,b)〉‖dH n−k
≤ (2
√
n)n−k
(1− 2δ )(2r)n−k
∫
BR(g1(x))
|d f |d‖〈T,W k−1,a〉‖.
(C.24)
We combine this with (C.19) and use the triangle inequality to obtain
|( ˜f )K(a1)− ( ˜f )K(a2)| ≤ ∑
i=1,2
C(n,k)r
(1− 2δ )(2r)n−k
∫
BR(g1(x))
|d f |d‖〈T,W k,(a, ti)〉‖
+
(2
√
n)n−k
(1− 2δ )(2r)n−k
∫
BR(g1(x))
|d f |d‖〈T,W k−1,a〉‖.
(C.25)
It follows, again by Jensen’s inequality, that
|( ˜f )K((a,t1))− ( ˜f )K(a)|
=
1
H n−k+1(K(a))
∣∣∣∣
∫
t2
(
( ˜f )K((a,t1))− ( ˜f )K((a,t2))
)
H
n−k(K((a, t2)))dt2
∣∣∣∣
≤ 1
(1− δ )(2r)
∫
t2:(a,t2)∈An−k
∣∣( ˜f )K((a,t1))− ( ˜f )K((a,t2))∣∣dt2.
(C.26)
Since H k(K(a, t2)) 6= 0 if and only if (a, t2) ∈ An−k,∫
t1:(a,t1)∈An−k
∫
K(a,t1)
|( ˜f )K((a,t1))− ( ˜f )K(a)|dH n−kdt1
≤ (2r)n−k
∫
t1:(a,t1)∈An−k
|( ˜f )K((a,t1))− ( ˜f )K(a)|dt1
≤ 2r(2
√
n)n−k
(1− 2δ )(1− δ )
∫
BR(g1(x))
|d f |d‖〈T,W k−1,a〉‖
+
2rC(n,k)2
√
n
(1− 2δ )(1− δ )
∫
BR(g1(x))
|d f |d‖〈T,W k−1,a〉‖.
(C.27)
This concludes the estimate of the second term on the right-hand side of (C.15). Together
with (C.16), we conclude that indeed
(C.28)
∫
K(a)
| ˜f − ( ˜f )K(a)|dH n−k+1 ≤C(n,k− 1)r
∫
BR(p)
|d f |d‖〈T,W k−1,a〉‖,
with C(n,k− 1) = 4(2√n)C(n,k)+ 4(2√n)n−k. 
Lemma C.2. Let K ⊂ [0,1]n be a compact set such that |K|> 1−ε . Let δ > 0. Then there
exist compact sets Ak ⊂ [0,1]k, for k = 1, . . . ,n, such that An ⊂ K, and for all k = 1, . . . ,n,
H k(Ak)> 1− ε/δ n, and
(C.29) (Ak ×Rn−k)∩An = An,
and for all x ∈ Ak,
(C.30) H n−k(({x}×Rn−k)∩An)> 1− δ .
Proof. First, we will inductively define compact sets Ak ⊂ [0,1]k (not necessarily equal to
the Ak), for k = 1, . . . ,n, starting with An := K. We also set Kn := K,
Kk := Kk+1∩ (Ak×Rn−k)
= K∩ (An−1×R1)∩ (An−2×R2)∩·· ·∩ (Ak ×Rn−k),
(C.31)
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At the same time, we will show that H k(Ak)> 1− ε/δ n−k and H n(Kk)> 1− ε/δ n−k.
Let An = [0,1]n and Kn = K. With Ak+1 defined, we proceed to define Ak as follows.
Let
(C.32) ˜Bk := {x ∈ [0,1]k |H n−k(({x}×Rn−k)∩Kk+1)≤ 1− δ}.
Since H n(Kk+1)> 1− ε/δ n−k−1, by Fubini’s Theorem,
(C.33) (1− δ )H k( ˜Bk)+ (1−H k( ˜Bk))> 1− εδ n−k−1 ,
such that H k( ˜Bk)< ε/δ n−k. Select a relatively open Bk ⊂ [0,1]k such that ˜Bk ⊂ Bk and
(C.34) H k(Bk)< εδ n−k , H
n(Kk+1)−H k(Bk\ ˜Bk)> 1− εδ n−k−1 .
Put Ak = [0,1]k\Bk. Note that Ak is compact. Set Kk := Kk+1∩ (Ak ×Rn−k). Note that
H
n(Kk)>H n(Kk+1)− (1− δ )H k( ˜Bk)−H k(Bk\ ˜Bk)
> 1− εδ n−k−1 − (1− δ )
ε
δ n−k
= 1− εδ n−k .
(C.35)
Now define Ak ⊂ [0,1]k by An := K1 and
(C.36) Ak := (A1×Rk−1)∩ (A2×Rk−2)∩·· ·∩Ak,
for k = 1, . . . ,n− 1. We find that by the definition of An,
(C.37) (Ak ×Rn−k)∩An = An,
so that by Fubini
(C.38) H k(Ak)≥H n(K1)> 1− ε/δ n.
If x ∈ Ak, then
({x}×Rn−k)∩An = ({x}×Rn−k)∩ (Ak ×Rn−k)∩Kk
= ({x}×Rn−k)∩Kk
> 1− δ .
(C.39)

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