We study a class of translationally-invariant insulators whose symmetries include the Cn point group. These insulators have no spin-orbit coupling, and in some cases have no time-reversal symmetry. Nevertheless, topological phases exist which are distinguished by their robust surface modes. Like many well-known topological phases, their band topology is unveiled by the crystalline analog of Berry phases, i.e., parallel transport across certain non-contractible loops in the Brillouin zone. We also identify certain topological phases without any robust surface modes -they are uniquely distinguished by parallel transport along bent loops, whose shapes are determined by the symmetry group. Our findings have exciting implications for cold-atom systems, where the crystalline Berry phase has been directly measured.
For many well-known topological insulators (TI's), the existence of boundary bands is in one-to-one correspondence with the topology of the bulk wavefunctions, and robust boundary modes indicate a nontrivial phase.
1 Examples include the Chern insulator and the quantum spin Hall insulator; these non-interacting insulators fall under ten well-known symmetry classes which are distinguished by time-reversal, particle-hole and chiral symmetries.
2
Given the completeness of this classification, attention has shifted to identifying topological phases which rely on other symmetries. The symmetries which are ubiquitous in condensed matter are the crystal space groups; among them the point groups involve transformations that preserve a spatial point. In a recent study of spinless insulators with point groups, we identified the C nv groups as being able to host robust surface modes, for n = 3, 4 and 6.
3 Here, 'spinless' describes both electronic phases with negligibly weak spin-orbit coupling, and intrinsically spinless systems such as photonic crystals. These are the first-known 3D TI with robust surface modes that are protected only by point groups, i.e., not requiring TRS, and not requiring spin -the relevant symmetries are purely crystalline. In a related study, it has also been shown that spinless topological phases exist if the C n point group is combined with TRS, for n = 4 and 6.
4 Henchforth, we refer to this combined group as C n + T , where n ∈ {4, 6}; for C nv , it is understood that n ∈ {3, 4, 6} only. To date, all experimentally-realized TI's are spin-orbit coupled; it is hoped that our study of spinless phases enlarges the range of TI candidates.
Our case study of the C n + T insulator is motivated by two issues: (i) In Ref. 4 , we learned there exists two distinct gapped phases with C n + T symmetry, which are distinguished by robust surface modes; we refer to one as the trivial phase and the other a strong topological phase. It is unclear if these two phases are physically distinguishable if we experimentally probe the bulk instead of the surface. (ii) In this letter we highlight the existence of a third topological phase which does not manifest robust surface modes. Does this 'weak phase' have any physical consequence? One answer to (i) and (ii) may be found through holonomy, i.e., parallel transport along certain and (c): Berry-phase spectrum of trivial and strong phases respectively, for the model of (1) . (e) and (f): Berry-phase spectrum of trivial and strong phases, for a C6 + T model described in the Supplemental Material.
non-contractible loops in the Brillouin zone (BZ). [5] [6] [7] An electron transported around a loop acquires a Berry-Zak phase, 8, 9 which has recently been measured by interference in cold atom experiments. 10 For the purpose of unveiling the bulk topology of all three phases, we find that not all non-contractible loops work. Straight loops are commonly studied in the geometric theory of polarization, due to their relation with Wannier functions; 11, 12 however, these loops cannot identify our weak phase. Instead, we propose that all three phases are distinguished by parallel transport along bent loops, whose shapes are determined by the symmetry group -they are illustrated in Fig. 1 -(a) and (d), for the C 4 + T and C 6 + T groups respectively. Our formulation through holonomy simultaneously reveals a geometric connection with the theory of matrices in SO(2m) -we show that different sectors of ground states have a one-to-one correspondence with distinct classes of rotations.
Our second case study is the C nv insulator, which has a richer variety of gapped phases. For example, the C 4v insulator is specified by two integer invariants called halved -mirror chiralities (χ); 3 insulators with distinct χ are distinguished by surface bands with a unique Z topology. In this paper we explicitly formulate the halved chirality in terms of Berry phases, which allows for efficient computation of these invariants. In gapped phases with nonzero χ, the Berry phases exhibit spectral flow, i.e., they interpolate across their maximally-allowed range as we tune a BZ parameter. Spectral flow is a unifying trait shared by many TI's, including the Chern insulator, It is known from Ref. 4 that the C n + T insulator is characterized by two Z 2 indices {Γ n (k z )}, fork z ∈ {0, π}; Γ n (0) ∈ {+1, −1} describes the Bloch wavefunctions in the plane k z = 0. In analogy with the spin-orbit-coupled Z 2 insulator, {Γ n (0), Γ n (π)} shall be referred to as weak indices. 4, 20, 21 Γ n (0) = Γ n (π) = 1 (−1) corresponds to the trivial (weak) phase, and Γ n (0) = −Γ n (π) describes a strong phase. The product Γ n (0) Γ n (π) is a strong index that determines the absence or presence of robust surface modes on the 001 surface; we takeẑ to lie along the principal C n axis. We give these weak indices a physically transparent interpretation from the perspective of holonomy. For illustration, we consider a C 4 + T model on a tetragonal lattice that is composed of two interpenetrating cubic sublattices. Our tight-binding basis comprises of (p x , p y ) orbitals, which transform in the twodimensional irreducible representation of C 4 +T ; in short, we call these the doublet irreps, and all other irreps are of the singlet kind. The Bloch Hamiltonian is
where
sin(k y ) and f 6 = sin(n z k z ). In Γ ab = σ a ⊗ τ b , σ i and τ i are Pauli matrices for i ∈ {1, 2, 3}, while σ 0 and τ 0 are identities in each 2D subspace. σ 3 = ±1, τ 3 = +1 label {p x ± ip y } orbitals on one sublattice, and σ 3 = ±1, τ 3 = −1 label {p x ∓ ip y } orbitals on the other. This Hamiltonian is four-fold symmetric:
, and time-reversal symmetric: Γ 10 H(k) * Γ 10 = H(−k). The ground state of (1) comprises its two lowest-lying bands. The phase diagram of this model is plotted in Fig. 3 -a for different parametrizations of (1).
, as a function of parameters α and β; we fix nz = 1 and δ = 0. Blue (uncolored) regions correspond to gapped (gapless Weyl) phases. 3 The weak indices in each gapped phase are indicated by (Γ4(0), Γ4(π)). The blue square in the center is approximately bound by |α| < 2 and |β| < 2. The 001-surface spectrum is plotted for two representative points on the phase diagram: (b) is for α = β = 1, and (c) for α = β = 4.Γ,M andX are high-symmetry momenta defined in Fig. 2 .
To probe the bulk topology, we perform parallel transport along a bent loop that connects two C 4 -invariant points; C n -invariant points refer to momenta which are invariant under an n-fold rotation, up to a reciprocal lattice vector. We define l 4 (0) as the loop connecting M − Γ − M in the k z = 0 plane, and l 4 (π) connects A − Z − A in the k z = π plane. They are respectively depicted by red and brown lines in Fig. 1-(a) . Let us denote the eigenstates of the Bloch Hamiltonian by
, where i is a band index. The matrix representation of holonomy is known as the Wilson loop, and it is the path-ordered exponential of the
Here, l denotes a loop and A is a matrix with dimension equal to the number of occupied bands (n o ). The gauge-invariant spectrum of W[l] is also known as the Berry-phase factors ({exp(iϑ)}).
9,19
We show that the spectrum of W[l 4 (k z )] encodes the weak index Γ 4 (k z ). If we define d 4 is the number of −1 eigenvalues in the spectrum of W[l 4 ], then the weak indices {Γ 4 (0), Γ 4 (π)} are related to {d 4 
for n = 4; as we will shortly clarify, d 4 is necessarily even. This weak index is equivalent to an alternative formulation in Ref. 4 , where it is expressed as an invariant involving the Pfaffian of a matrix. 23 We provide a geometrical interpretation of (2): the parity of d 4 (k z )/2 specifies one of two classes of a special rotation, which is in one-toone correspondence with two sectors of ground states in the k z =k z plane. The following discussion clarifies the nature of this rotation. Due to two-fold rotational and TRS, we can choose a basis in which W[l 4 (k z )] ∈ SO(n o ), i.e., they are proper rotations in R no . 23 Since the bands derive from doublet orbitals, n o is even. A rotation R in n o = 2m dimensions is described by m invariant planes, and an angle of rotation in each plane. If all m angles equal to θ, such a rotation is called equiangular - there is an invariant plane through any arbitrary vector of space and all vectors are rotated by the same angle θ. 24 In an appropriate basis, W[l 4 (k z )] is a product of two equiangular rotations, 23 each of angle π/2 -the net effect is that a vector may be maximally rotated by angle π. The set of vectors which are rotated by π is defined as the maximally-rotated subspace, and we interpret d 4 (k z ) in (2) as the dimension of this subspace. These vectors always come in pairs, since each eigenvalue of an even-dimensional rotation has a complex-conjugate partner. 24 There are then two classes of W distinguished by the parity of d 4 (k z )/2; in the nontrivial (trivial) class an odd (even) number of pairs are maximally rotated. The simplest example for n o = 2 is the equiangular rotation R ± = e ±iσ2π/2 . W is either the trivial identity: R + R − = I, or it rotates any vector by π: R ± R ± = −I. Now we demonstrate how to realize both classes of W in the model of (1) . Let us consider a family of loops {l 4 (k z )} in planes of constant k z , such that l 4 (0) is the red line in Fig. 1-(a) , and all other loops project to l 4 (0) inẑ. In the trivial phase (parametrized by Fig. 1-(b) . The absence of surface modes on the lineM −Γ −X is demonstrated in Fig. 3-b . In comparison, the strong phase Fig. 3-(c) . As k z is varied from 0 to π in Fig. 1-(c) , the Berry phases {ϑ(k z )} interpolate across the maximal range (−π, π] -we call this property spectral flow.
The story of the C 6 +T insulator proceeds analogously. We provide a model whose details are reported in the Supplemental Material; the trivial and strong phases of this model are distinguished by surface modes, as illustrated in Fig. 4-(a) and (b) . The bulk topology is unveiled by the following bent loops, which are illustrated in Fig. 1-(d) : we define l 6 (0) as the loop K −Γ−K (red), and l 6 (k z ) as theẑ-projection of l 6 (0) in the plane of constant k z . 25 Fork z ∈ {0, π}, a basis may be found where W[l 6 (k z )] is a product of two equiangular rotations, each of angle π/3 -a vector may be maximally rotated by an angle 2π/3. Beyond these two models, we would like to generalize our results to insulators with any number of occupied doublet bands. For n ∈ {4, 6}, the spectrum of W[l n (k z )] falls into two classes which are labelled by the weak index Γ n (k z ) ∈ {±1}; the structure of the two classes is laid out in Tab. I. In the strong phase, Γ n (0) = −Γ n (π) is a sufficient condition for spectral flow: the Berry phases {ϑ(k z )} robustly interpolate across the full range [−4π/n, 4π/n], in the interval k z ∈ [0, π]. The converse is also true for the trivial and weak phases: Γ n (0) = Γ n (π) implies the lack of spectral flow. Though a proof can be written, we prefer to make a pictorial argument through Fig. 4 -(c) to (e), where we compare trivial, weak and strong phases in a C 6 +T model with four occupied bands. Crucial to this argument is that {ϑ(k z )} satisfy certain symmetry constraints: (i) for any k z ∈ [0, π], the spectrum of W only comprises complex-conjugate pairs {exp(iϑ), exp(-iϑ)}, 23 and (ii) all W-eigenvalues are doubly-degenerate at k z = 0 and π (cf. Tab. I). Finally, we point out an alternative characterization of the C n + T insulator by Berry phases, which was described in Ref. 12 for a different choice of loop. Their characterization is useful to identify the strong index: the product Γ n (0)Γ n (π), but cannot individually distinguish the weak indices: Γ n (0) and Γ n (π).
In our second case study, we aim to express the halvedmirror chirality, an integer invariant that characterizes C nv insulators, in terms of Berry phases. For illustration, we employ the C 4v -symmetric model of Eq. (1); in addition to the above-mentioned symmetries, the model is also symmetric under reflection:
While the halved chirality is well-defined and robust without TRS, we nevertheless keep TRS for simplicity. The parameters n z = 2, δ = 0.1 and α = β = 4 correspond to the 001-surface dispersion in Fig. 5-(a) . Let us define the half-mirror line (HML) 3 as connectingΓ andM in the 001-surface BZ, as drawn in 2-(a) . Each state in the HML may be labelled by its eigenvalue under the reflection (x, y) → (y, x), which is represented by the operator −Γ 23 ; in short, we call bands with eigenvalue +1 (−1) as mirror-even (mirrorodd). The surface bands are characterized by the halvedmirror chirality χ ∈ Z, which we define as the difference in number of mirror-even chiral modes with mirror-odd chiral modes within the HML. To extract χ from the surface dispersion, draw a constant-energy line that is within the energy gap and parallel to the HML, e.g., we pick the zero-energy line in Fig. 5 -(a). Let us parametrize the HML by k ∈ sπ(x +ŷ), where s = 0 (1) atΓ (M ). At each intersection with a surface band, calculate [sign of the group velocity dE/ds] × [mirror eigenvalue]; sum this quantity over all intersections along the HML to obtain χ . In our example, the two intersections result in χ = (1)(1) + (−1)(−1) = 2. Now we describe how the surface-band index χ is encoded in the bulk wavefunctions. Takingẑ to lie along the rotational axis, the HML in the surface BZ is theẑ-projection of a half-mirror-plane (HMP) in the 3D BZ, as illustrated in Fig. 2 -(a). Let us parametrize HMP by t ∈ [0, 1] and k z ∈ (−π, π]; t = 0 (1) along the first (second) C 4 -invariant line. Then the halved chirality has the following expression by bulk wavefunctions:
F e (F o ) is defined as the Berry curvature of occupied doublet bands, 8, 9 as contributed by the mirror-even (-odd) subspace. To express (3) in terms of Berry phases, we consider a different family of non-contractible loops {z(k )} which lie within the HMP; an example of a loop is illustrated in red in Fig. 2 -(a). To compare, the previous loop l n (k z ) lies in a plane of constant k z , while z(k ) lies on a line of fixed k ∈ HML. Denoting the eigenvalues of W[z(k )] by {exp(iϑ(k ))}, we plot the Berry phases {ϑ} as a function of k in Fig. 5 -(c). Due to the orthogonality of the mirror subspaces, we may label each branch of ϑ by its mirror eigenvalue: ϑ e (ϑ o ) in the even (odd) subspace is colored red (blue). By Stoke's theorem, we rewrite (3) as the net change in ϑ e in the interval s ∈ [0, 1], minus the net change in ϑ o :
Since ϑ e = ϑ o at s = 0 and s = 1, 3 χ is quantized to integers -each nonzero integer characterizes a topologically distinct type of spectral flow. χ may be extracted from {ϑ} in a manner that is analogous to the surfaceband index: by considering the intersections of {ϑ} with an arbitrary constant-phase line. At each intersection, we evaluate [sign of dϑ/ds] × [mirror eigenvalue], then sum this quantity over all intersections along the HML. By inspection of Fig. 5 -(c), we find χ = 2, in one-toone correspondence with the surface-band formulation of χ. For comparison, we plot the surface bands and Berry phases of a trivial insulator in Fig. 5 -(b) and -(d); these are obtained from (1) with parameters n z = 2, δ = 0.1 and α = β = 1. The formula (4) is applicable to the case of two occupied bands, as in the model (1); to generalize to 2m occupied bands for m > 1, we interpret ϑ e (ϑ o ) as the sum of all Berry phases in the even (odd) subspace. While we have focused on one HMP for the purpose of illustration, the C 4v insulator is characterized by another halved chirality, which is defined on a different HMP. A full discussion of the various HMP's for all relevant C nv groups is provided in Ref. 3 .
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The Supplemental Material is organized as follows. In App. A, we review the tight-binding Hamiltonian and the Wilson loop. Certain notations are defined for easy reference, including those for symmetry operations. In App. B, we derive certain properties of the bent Wilson loop W[l n (k z )], as applied to the C n + T insulator; these properties apply for any k z in the Brillouin zone. In App. C, we focus on W[l n (k z )] in the high-symmetry planes defined bȳ k z = 0 and π. Specifically, we develop a geometric interpretation of W[l n (k z )] as a special type of proper rotation, and derive the structure of its spectrum. In App. D, we show an alternative formulation of the topological invariant Γ n , to make contact with previous work in Ref. 4 . Finally in App. E, we provide the details of a C 6 + T model that has been employed in the main text.
Appendix A: Preliminaries
Review of the tight-binding Hamiltonian
In the tight-binding method, the Hilbert space is reduced to a finite number of Löwdin orbitals ϕ R,α , for each unit cell labelled by the Bravais lattice (BL) vector R. [26] [27] [28] In Hamiltonians with discrete translational symmetry, our basis vectors are
which are periodic in lattice translations R. k is a crystal momentum, N is the number of unit cells, α labels the Löwdin orbital, and r α denotes the position of the orbital α as measured from the origin in each unit cell. The tight-binding Hamiltonian is defined as
whereĤ = p 2 /2m + V (r) is the single-particle Hamiltonian. The energy eigenstates are labelled by a band index n, and defined as ψ n,k (r) = α u n,k (α) φ k,α (r), where
Due to the spatial embedding of the orbitals, the basis vectors φ k,α are generally not periodic under k → k + G for a reciprocal lattice (RL) vector G. This implies that the tight-binding Hamiltonian satisfies:
In the proofs below, notation is greatly simplified if we assume that all orbitals within a unit cell lie on the same atom, i.e., D(G) is the identity for any G. The generalization to arbitrary spatial embeddings is straightforward, and we refer the interested reader to Ref. 3.
Symmetry constraints of the tight-binding Hamiltonian
Let us establish our notation for various symmetry transformations. Depending on the context, the symbol C n refers to the point group, or to an n-fold rotation; 'C n + T insulator' is shorthand for an insulator with both timereversal and C n symmetries. U 2π/n (R 2π/n ) is defined as the matrix representation of a C n -rotation in the basis of Löwdin orbitals (in R d , where d is the dimension of the Brillouin zone). Equivalently, the crystal momenta k and R 2π/n k are related by: R 2π/n (k x , k y , k z ) = (k x cos 2π/n − k y sin 2π/n, k y cos 2π/n + k x sin 2π/n, k z ). For example, the Bloch Hamiltonian of a C n + T insulator has the C n symmetry:
If C n /U 2π/n /R 2π/n is used in a statement without specifying n, as in the above equation, the statement is applicable to both C 4 + T and C 6 + T phases. Without spin-orbit coupling, our wavefunctions transform with integral angular momentum. Hence, under C n rotation, [ U 2π/n ] n = I; under time-reversal (T ), T 2 = I. Here, time-reversal as an abstract transformation is denoted T ; its action on wavefunctions is denoted T = QK, whereK implements complex conjugation, and Q is the representation of T in the orbital basis. For example, the Hamiltonian of a C n + T insulator has a time-reversal symmetry
The combined transformation of time-reversal and an n-fold rotation is denoted C n T .
Review of Wilson loops
As defined in the main text for a non-contractible loop l, the matrix representation of holonomy is the Wilson loop W[l]. In the n o -dimensional basis of occupied bands, the generic Wilson loop W ∈ U (n o ). Following standard convention, we define U (n o ) (SU (n o )) as the group of (special) unitary matrices in n o dimensions; similarly, O(n o ) (SO(n o )) as the group of (special) orthogonal matrices in n o dimensions. Since we focus on bands which derive from doublet irreps of C n + T , n o is even. In the main text, the form of W[l] is applicable to a basis of wavefunctions which is differentiable in k. By basis (or gauge), we mean a choice of a set of occupied Bloch wavefunctions {u i,k }, for each momentum along the loop l. Requiring a differentiable basis complicates any numerical computation. We are thus motivated in formulating a discretized expression of W[l]; the discretization amounts to dividing l into infinitesimallyseparated momenta:
as the projection to the occupied bands. W is expressed as path-ordered product of projections, sandwiched by tight-binding eigenfunctions at the base and end points, 19 i.e., it has matrix elements
In this form, differentiability is manifestly not required. Implicit in the definition of W[l] is our choice of the periodic gauge:
For notational simplicity, we assume that all orbitals within the unit cell lie on the same atom, or equivalently D(G) = I. Let us define the overlap matrix between two momenta by its matrix elements
A third useful expression of the Wilson loop is as a path-ordered product of overlap matrices:
which follows directly from (A6).
The bulk of the appendix aims to characterize W[l n (k z )], where l n (k z ) denotes a bent loop in a plane of constant k z ; these loops are defined in the main text. It is convenient to express each of these loops as a product of two Wilson lines. In the case of C 4 + T ,
where W a b is an in-plane Wilson line that connects momenta a = (−π, π, k z ) to b = (0, 0, k z ) along a diagonal in the upper-left quadrant (red line in Fig. 6 -(a)); W b ā is an in-plane Wilson line that connects b = (0, 0, k z ) tō a = (π, π, k z ) along a diagonal in the upper-right quadrant (blue line in Fig. 6-(a) ); the momenta a andā are connected by a reciprocal lattice vector. Analogously, we express
where we define the C 3 -invariant momenta:
For example, the geometric interpretation of W as a special rotation only applies fork z ∈ {0, π}. The reader is thus advised to distinguish betweenk z and k z in various contexts. Consider the eigenvalues {exp(iϑ j (k z )} of a family of loops W[l 6 (k z )] ∈ U (n o ), which are defined in (A10). j ∈ {1, 2, . . . , n o } labels the eigenvalue. We define ϑ j as lying in the principal branch, i.e., −π < ϑ j ≤ π. In this section we derive the following result: within this family of loops, |ϑ j (k z Fig. 6-(b) . This motivates us to consider the matrix representation of C 3 in the basis of occupied doublet bands:
represents a rotation of 2π/3 in the basis of Löwdin orbitals. We define k i as C 3 -invariant momenta for which R 2π/3 (k i ) = k i up to reciprocal lattice vectors. The bands at k i form doublets with C 3 -eigenvalues exp(±i2π/3), thus a general form for B(k i ) is
where R = m j=1 σ 3 is a block-diagonal matrix and σ 3 is a Pauli matrix. Due to the C 3 symmetry relating bands along c d and d →c, we deduce from (A10) that
Here, we have related W d→c to W † c d , where the Hermitian conjugation arises because rotating c d by angle 2π/3 produces d →c with the reverse orientation. For more details of the algebraic steps leading to (B3), the interested reader may refer to an analogous calculation in Ref. 19 . Let us then definẽ
is a product of unitary matrices, it is itself unitary. We then find that W[l 6 (k z )] is equivalent to e −iR2π/3 e iR(kz)2π/3 , up to a unitary transformation. We denote this unitary equivalence by the symbol ∼:
the last equality follows from R 2 =R 2 = I. We employ a theorem proven in Ref. [29] [30] [31] , which sets a bound on the eigenvalues of a product of two unitary matrices U 1 and U 2 , given the eigenvalues of each matrix. Let us denote the largest argument of the eigenvalue of a matrix M as maxarg [M ] . The theorem states: if maxarg[
We point out that an analogous argument for W[l 4 (k z )] ∈ U (n o ), as applied to the C 4 + T insulator, leads to the
2. Proof that W[ln(kz)] ∈ U (no) has unit determinant, for general kz
In the C 6 + T case, it follows directly from (B3) and that B 2π/3 (k i ) also has unit determinant, as made apparent in the form (B2).
The C 4 + T case proceeds in analogous fashion. We define the matrix representation of C 4 in the basis of occupied doublet bands:
represents a rotation of π/2 in the basis of Löwdin orbitals. We define k i as C 4 -invariant momenta for which R π/2 (k i ) = k i up to reciprocal lattice vectors. The bands at k i form doublets with C 4 -eigenvalues ±i, thus a general form for B(k i ) is
where, again, R = 
It is clear from (B8) that B π/2 (k i ) has unit determinant, thus taking the determinant of (B9) produces the desired result.
Appendix C: Analytic properties of W[ln(kz)] ∈ SO(no) for specifickz ∈ {0, π} This appendix describes the bent Wilson loop W[l n (k z )] in the high-symmetry planesk z = 0 and π. In App.C 1 and C 2, we show that in an appropriate basis, W is a special type of proper rotation. We describe the nature of this rotation in App.C 3; here the discussion aims to develop a geometric intuition and is less technical. As a prelude to deriving the spectrum of W in App.C 5, we summarize in App.C 4 certain useful ideas in the representation theory of Lie groups. Proof : Let us define C 2 T as the product of a two-fold rotation and a time reversal. In the planes of constant k z ∈ {0, π}, C 2 T maps a momentum to itself. We define the matrix representation of C 2 T in the basis of occupied bands as:
, and Q = Q t , we find that U π Q (and hence V π also) is symmetric. A unitary, symmetric matrix can be written as
where F is a real orthogonal matrix and D is a diagonal matrix with unimodular eigenvalues {exp(iφ
we diagonalize V π : U π T u j,k = e iφ j,k u j,k . Note that the matrix representation of an antiunitary operator cannot generically be diagonalized; crucial to this diagonalization is that V π is symmetric, thus its eigenvectors can be chosen to be real. By a second transformation u j,k → e i(φ j,k −π)/2 u j,k , we arrive at:
for all j ∈ {1, 2, . . . , n o }. Equivalently, this basis choice results in V π (k) = −I, i.e., for each band j and momentum k, u j,k transforms in the real vector representation of C 2 T , e.g., a p x orbital. We thus call (C1) a real gauge. Now we show that W[l n (k z )] ∈ SO(n o ) in a certain basis. The basis is defined by choosing a set of occupied Bloch wavefunctions {u i,k }, for each momentum along the loop l n (k z ). Let us define k (0) and k (0) + G as the base and end points of the loop, for some reciprocal lattice vector G.
Definition: In the real, periodic basis, (i) (C1) is satisfied for all k in the loop l n (k z ), and (ii) the basis is periodic in the sense of u i,
for all i ∈ {1, 2, . . . , n o }.
The second condition is implicit in the definition of the Wilson loop, and a generalization exists for nontrivial spatial embeddings of the orbitals; see the discussion in (A 1). One may verify that (i) and (ii) can be imposed consistently, though the resulting basis is not necessarily differentiable in k; as explained in App. A 3, differentiability is not required in the discrete formulation of W. It should be noticed that (i) and (ii) does not fully specify the basis. While maintaining the reality condition (i), we are free to make orthogonal gauge transformations:
It follows from (i) that the overlap matrix S(k 1 , k 2 ), as defined in (A7), is real for any k 1 and k 2 on the loop. Since W is expressible as a product of overlap matrices (as shown in (A8)), W = W * ∈ O(n o ). Since W also has unit determinant, as proven in App. B 2, W ∈ SO(n o ). By the same argument, one shows that the Wilson lines W b ā , W a b , W d→c and W c d ∈ O(n o ) in the real, periodic basis. These Wilson lines are defined in (A9) and (A10).
Equivalent expressions of W[ln(kz)] ∈ SO(no)
We work in a real, periodic basis where the Wilson loop W[l n (k z )] ∈ SO(n o ) for even n o , and the Wilson lines W b ā , W a b , W d→c and W c d ∈ O(n o ); cf. App.C 1. This gauge choice is analytically convenient; note that our final result, the spectrum of the Wilson loop, is gauge-invariant. We show in this Section that all possible W[l n (k z )] are classified into two groups, which are distinguished by an index Γ n (k z ) ∈ {1, -1}. Specifically, there exists a basis in which
Here, S is defined
if the dimension of the space is n o , and M a,b are generators of rotations in the a − b plane:
Due to the analogy with rotations in R no , we refer to a two-dimensional subspace as a 'plane' in the space of occupied bands. Note that the presence of M 1,2 in (C2) does not imply that this particular plane is special. As we will shortly clarify, by a different choice of basis (i.e., a redefinition of Z), one may have selected M 3,4 instead of M 1,2 , or M 5,6 , etc. We are interested in determining the spectrum of W[l n (k z )], which is identical to the spectrum of
as follows simply from (C2). To simplify notation, we will often suppress the dependences of various quantities on k z ∈ {0, π}.
Before arriving at (C2), we first derive a canonical form of the matrix representation of C n T . In the basis of occupied doublet bands, the matrix is defined by
R 2π/n implements a rotation of 2π/n in momentum space: R 2π/n (k x , k y , k z ) = (k x cos 2π/n+k y sin 2π/n, k y cos 2π/n− k x sin 2π/n, k z ); U 2π/n represents a rotation of 2π/n in the basis of Löwdin orbitals; T is the time-reversal operator. We define k i as C n -invariant momenta for which R 2π/n (k i ) = −k i up to reciprocal lattice vectors. A basis may be found where V 2π/n (k i ) has the canonical form:
S is defined in (C3); this canonical basis is both real and periodic, as defined in App.C 1. The derivation of (C7) from (C6) is shown in Ref. 4 , for the C 4 + T insulator. We construct the canonical basis explicitly for the C 6 + T insulator.
Construction: Since the Bloch Hamiltonian is three-fold symmetric at k i , {u n,ki } divide into n o /2 pairs which transform in the doublet irrep of C 3 + T ; by assumption the singlet irreps are absent. To be explicit, let us define in each doublet subspace the basis vectors ω and ω * = U π/3 T ω , where ω has C 3 -eigenvalue ω = exp[i2π/3], and ω * has C 3 -eigenvalue ω * . We form the orthogonal linear combinations: 1 = α ω + β ω * and 2 = −iα ω + iβ ω * . To satisfy (C1), i.e., U π T 1 = − 1 , we set α = -β * ω * . The reality condition (C1) implies that
-1 u j,ki for i, j restricted to this doublet subspace. 
t . Now we are ready to derive (C2); we separately tackle the C 6 + T and C 4 + T cases.
a. Proof of (C2) for W[l6(kz)] ∈ SO(no)
We recall the definitions of the C 3 -invariant momenta: Fig. 6-(b) . In the planes of constantk z , the occupied bands {u i,k } along the linesc d and d → c are related by C 6 T symmetry. Thus from (A10),
and
∼ indicates an equivalence up to a unitary transformation.
we employ the identity
where N a is a simple reflection with reflection axis in the direction a, i.e., N a has matrix elements
(C10) follows simply from the Clifford algebra of Pauli matrices, since M 1,2 acts like the Pauli matrix σ 2 in the one-two plane, and N 2 like σ 3 . Inserting (C10) into (C9) we derive (C2) for Γ 6 = -1, with the identification
In the first case, M and N act in different subspaces; if they act in the same subspace, they anticommute. This general identity leads to
If we had employed this identity with a = 2, we would have derived (C2) with M 1,2 replaced by M 3,4 , and
The spectrum of W does not depend on this choice of plane.
b. Proof of (C2) for W[l4(kz)] ∈ SO(no)
We recall the definitions the C 4 -invariant momenta: a = (−π, π, k z ), b = (0, 0, k z ), andā = (π, π, k z ), as illustrated in Fig. 6-(a) . In the planes k z = 0 and π, the occupied bands {u i,k } along the lines b ā and a b are related by C 4 T symmetry. Thus from (A9),
The steps leading to (C2) are similar to those in App.C 2 a.
c. Alternative expression of W[ln(kz)] ∈ SO(no), for no = 4m + 2 and integral m
For n o = 4m + 2 and integral m, a useful expression is:
Let us define the right-hand-side of this equation as
Γn S/n X e i2π S/n ∈ SO(4m + 2).
(C15) follows directly from (C2) if Γ n = 1. If Γ n = −1, we employ the identity
is a product of an even number of simple reflections, as defined in (C11). (C17) follows from applying the identity (C12) 2m times, as we now show:
Finally, we insert (C17) into (C2), thus obtaining (C15) with X = V t Z ∈ SO(4m + 2).
Geometric interpretation of W[ln(kz)] ∈ SO(no)
In this Section we develop a geometric interpretation of W[l n (k z )] ∈ SO(n o ) for n o = 2m, and its eigenspectrum {exp(iϑ)}. A rotation R in 2m dimensions is described by m invariant planes, and an angle of rotation in each plane; if all m angles equal to θ, such a rotation is called equiangular. 
where we define
One may verify that
from the definitions of M a,b and S in (C4) and (C3). Each Berry phase is then interpreted as the net angle of rotation due to two equiangular rotations.
For any real vector v, it follows from (C21) that iSv is also real and orthogonal to v. v and iSv span a plane P 1 that is invariant under R 1 ; similarly, {v, iỸ v} span a plane P 2 that is invariant under R 2 . It follows from (C21) that the following norms are equal: ||iSv|| = ||iỸ v|| = ||v||. Suppose there exists a vectorv such that P 1 and P 2 coincide. Since both iSv and iỸv are real and have equal norms, this implies one of two cases: Sv = ±Ỹv. Let us define three orthogonal subspaces whose union forms the complete space.
(a) If Sv = −Ỹv, R 1 rotates w + in a sense that is opposite to R 2 . This is true of w − as well, hence both w ± are invariant under R 2 R 1 , i.e., each of w ± has eigenvalue 1. We define the invariant subspace G i as the kernel of S +Ỹ .
(b) If Sv =Ỹv, R 1 rotates w + in the same sense as that for R 2 , and this is true of w − as well. Then w ± are maximally rotated under R 2 R 1 , i.e., w ± have eigenvalues exp(±i4π/n). We define the maximally-rotated subspace G m as the kernel of S −Ỹ . The dimension of G m enters the weak index (2) as the quantity d n .
(c) Since vectors in G m and G i have different eigenvalues under the same rotation, G m ∩ G i = 0. G ⊥ is defined as the orthogonal complement to G i ∪ G m . For each vector v ∈ G ⊥ , the plane of rotation under R 1 does not coincide with the plane of rotation under R 2 . Then v is neither invariant nor maximally rotated -the net angle of rotation lies in the intermediate interval: 0 < |ϑ| < 4π/n. We had previously derived an identical bound in Sec. B 1 for a product of unitary matrices, which clearly also applies for a product of equiangular rotations.
Cartan Decomposition of SO(2m)
Here we summarize certain ideas in the representation theory of Lie groups, which will aid in deriving the spectrum of W[l n (k z )]. The SO(2m) group is generated by a semisimple Lie algebra L, which can be decomposed into two subspaces:
K is a subalgebra of L, butP is not. The Cartan subalgebra, as denoted byÃ, is defined as the maximal Abelian subalgebra that is contained inP ; the dimension ofÃ is called the rank (r) of the decomposition. For an introduction to Cartan decompositions, see Ref. 32 and references therein. Any matrix Z ∈ SO(2m) may be expressed as
for some real numbers {Θ 1 , Θ 2 , . . . , Θ r }. Here,k 1 ,k 2 ∈ K and a j ∈Ã; SO(2) is a special case in which L = K. Though we are not concerned with odd spatial dimensions in this paper, (C22) directly generalizes the Euler parametrization of a rotation in three dimensions. Just as the Euler decomposition is very useful in representing 3D rotations, we find that the representation (C22) reveals structure that is easily exploited, when deriving the spectrum of
There are only two inequivalent types of Cartan decompositions of SO(2m), for m > 1. 33 Their technical details are reported in the next two subsections. It is possible to skip these subsections on a first reading, and return to them when in need. For a type-D-III decomposition, K is a U (m) subalgebra of SO(2m), and one choice of K is spanned by m 2 vectors:
for j, k ∈ {1, . . . , m} and j = k; the matrices M a,b are defined in (C4). The U (m) subalgebra contains a U (1) subalgebra which is generated by S, as defined in (C3).P is spanned by m(m − 1) vectors:
If m is even, the rank r = m/2, andÃ is spanned by ( M 1+4j,4+4j − M 3+4j,2+4j ) for j = 0, 1, . . . , m/2 − 1. If m > 1 and is odd, r = (m − 1)/2, andÃ is spanned by ( M 1+4j,4+4j − M 3+4j,2+4j ) for j = 0, 1, . . . , (m − 1)/2 − 1.
b. Type-BD-I Decomposition of SO(2m); m > 1
We perform a type-BD-I decomposition, where K is a SO(2) × SO(2m − 2) subalgebra of SO(2m). One choice of K is spanned by M 1,2 and all other M a,b such that a, b / ∈ {1, 2}. The subspaceP is spanned by M 1,3 , M 1,4 , . . . , M 1,2m and M 2,3 , M 2,4 , . . . , M 2,2m . The rank r = 2, andÃ is spanned by M 1,3 and M 2,4 .
Spectrum of W[ln(kz)] ∈ SO(no), for specifickz ∈ {0, π}
Our aim is to prove Tab. I. We know from App.C 2 that the set of all W[l n (k z )] ∈ SO(n o ) fall into two classes, which are distinguished by an index Γ n ∈ {1, -1}. The proof is organized into five parts: (i) In App.C 5 a, we solve Applying (C2) for two occupied bands,
and M a,b is defined in (C4). The last equality follows from the commutivity of all SO(2) matrices. If Γ n = 1, the Wilson-loop spectrum is {1, 1}; if Γ n = −1, the spectrum is instead {exp(i4π/n), exp(-i4π/n)}.
Applying (C2) for four occupied bands,
The six generators of SO (4) can be chosen as
where {τ i } and {σ i } are Pauli matrices. Each of {A i } and {B i } generate an SU (2) subalgebra of SO (4), i.e., [
. This is the well-known homomorphism: SO(4) ∼ SU (2) × SU (2). In connection with the matrices in (C26), we identify M 1,2 + M 3,4 = 2A 3 and M 1,2 − M 3,4 = 2B 3 . Let us derive the spectrum for Γ n = ±1 separately.
A generic SO(4) matrix can be written as Z = e −ia·A e −ib·B for some coefficients {a 1 , a 2 , a 3 , b 1 , b 2 , b 3 }. Here, we treat a = (a 1 , a 2 , a 3 ) as a three-vector with norm ||a|| = ( a 
for some coefficients {a 1 , a 2 , a 3 }. The last equality follows from the closure property of SU (2). In a basis that diagonalizes both A 3 and B 3 , (C27) is expressible as the direct product e −ia ·σ/2 ⊗ I. In this form, we identify the eigenvalues as
Here, λ is unimodular with phase ||a ||/2, and we introduce eig[ O ] to mean the spectrum of O.
From (C26), we express Z = e −ia·A e −ib·B . Since functions of A and B commute,
for some coefficients {b 1 , b 2 , b 3 }. The last equality follows from the closure property of SU (2). Since exp(−ib · B) and exp(i B 3 4π/n) are related by a unitary tranformation, ||b || = 4π/n. In a basis that diagonalizes both A 3 and B 3 , we express (C29) as the direct product e iσ32π/n ⊗ e −ib ·σ/2 . Then,
c. Spectrum of W[ln(kz)] ∈ SO(4m); m ≥ 2; Γn = 1
We employ the form of W[l n (k z )] ∈ SO(4m) in (C2), for Γ n = 1. Following App.C 4 a, we perform a type-D-III Cartan decomposition of the matrix Z in (C2), i.e., we express Z in the form (C22) for some coefficients {Θ 1 , Θ 2 , . . . , Θ r }; the rank of the decomposition r = m; {k 1 ,k 2 } belong to a U (2m) subalgebra (K) of SO(4m). The Cartan subalgebra is spanned by
As defined in (C3), the matrix S of (C2) generates a U (1) subalgebra in K, i.e., it commutes with all elements in the U (2m) subgroup generated by K. Hence, (C2) simplifies to
in some basis. Now insert the identity:
which follows simply from (C3). Let us denote the basis vectors by {v i |i ∈ {1, 2, . . . , 4m} }. We define N (j) as the 4D subspace spanned by v 4j−3 , v 4j−2 , v 4j−1 and v 4j . Since a j and M 4j−3,4j−2 + M 4j−1,4j act only in N (j) , we may arrange (C32) as
Equivalently, W n (1) diagonalizes into m blocks -each block Q (j) ∈ SO(4) acts in the subspace of N (j) . We proceed to determine the eigenvalues within each block Q (j) . First, we show that a j and M 4j−3,4j−2 + M 4j−1,4j generate an SU (2) subalgebra in N (j) . The six generators of SO(4) in each block may be chosen as
i } generate an SU (2) subalgebra of SO (4), i.e., they satisfy [ A 
We employ the form of W[l n (k z )] ∈ SO(4m + 2) in (C15). Following App.C 4 a, we perform a type-D-III Cartan decomposition of the matrix X in (C15), i.e., we express X in the form (C22) for some {Θ 1 , Θ 2 , . . . , Θ r }; the rank of the decomposition r = m; {k 1 ,k 2 } belong to a U (2m + 1) subalgebra (K) of SO(4m + 2). The Cartan subalgebra is spanned by (C31). As defined in (C3), the matrix S in (C15) commutes with all elements generated by K, hence (C15) simplifies toW
Let us denote the basis vectors by {v i |i ∈ {1, 2, . . . , 4m + 2} }, and the plane spanned by v i and v j as P ij . We consider the cases Γ n = ±1 separately.
In the basis of (C36), any vectorv ∈ P 4m+1,4m+2 is invariant underW n (1). Thus there are at least two unit eigenvalues in the spectrum ofW n (1).
Proof : As defined in (C31), a j generates rotations in the planes P 4j−3,4j and P 4j−1,4j−2 , thus any vector in P 4m+1,4m+2 is invariant under the rotation m j=1 exp(iΘ j a j ). Moreover, any rotation ofv that is induced by exp(iS2π/n) is subsequently negated by exp(-iS2π/n).
Within the orthogonal complement of P 4m+1,4m+2 , each a j acts in N (j) , defined as the 4D subspace spanned by v 4j−3 , v 4j−2 , v 4j−1 and v 4j . Therefore,W n (1) diagonalizes into (i) two one-by-one blocks with unit element, in the plane P 4m+1,4m+2 , and (ii) m four-by-four blocks, each labelled by
The spectrum in each of Q (j) has been solved in App.C 5 b -the full spectrum is
exp(iΘ j a j ), but (ii) is rotated by 4π/n due to a double application of exp(i2π S/n). The remainder of the proof is similar to the case of Γ n = +1. We conclude that the full spectrum is
e. Spectrum of W[ln(kz)] ∈ SO(4m), for m ≥ 2 and Γn = −1
We employ the form of W[l n (k z )] ∈ SO(4m) in (C2), for Γ n = −1, i.e., a basis is found where W[l n (k z )] ∼ W n (-1). Some useful notations are defined in App.C 3: R 1 (φ) = exp(iSφ) and R 2 (φ) = exp(iỸ φ); Y = 2M 1,2 − S and Y = Z t Y Z for Z ∈ SO(4m). M ab and S are defined in (C4) and (C3). We first solve for the spectrum of
We first derive two general properties of its spectrum:
(i) Since W 4 (-1) is a proper rotation in even dimensions, its spectrum comprises of complex-conjugate pairs.
(ii) Moreover, there exists an antiunitary operator O = iSK, whereK implements complex-conjugation, such that
Following App.C 4 b, we perform a type-BD-I Cartan decomposition of Z inỸ = Z t Y Z, i.e., we express Z in the form (C22) for some {Θ 1 , Θ 2 }; the rank of the decomposition r = 2; {k 1 ,k 2 } belong to a SO(2) × SO(4m − 2) subalgebra (K) of SO(4m). The Cartan subalgebra is spanned by the generators a 1 = M 1,3 and a 2 = M 2,4 , where [a 1 , a 2 ] = 0. Our strategy is to derive the spectrum for the special values Θ 1 = Θ 2 = 0, and then prove that the spectrum for arbitrary (Θ 1 , Θ 2 ) has essentially the same structure. If Θ 1 = Θ 2 = 0,
where exp(ik 3 ) = exp(ik 1 ) exp(ik 2 ) for somek 3 ∈ K, due to the closure property of the subgroup generated by K. Let us define P 12 as the plane spanned by basis vector v 1 and v 2 . Since none of K, Y and S couple P 12 to its orthogonal complement, W 4 (-1) diagonalizes into two blocks, with dimensions 2 and (4m − 2). The two-dimensional block has the form (C25) for n = 4 and Γ 4 = −1, so we may apply the results derived in App.C 5 a -the spectrum in this block is {−1, −1}. The (4m − 2)-dimensional block has the form (C15) for n = 4 and Γ 4 = +1; take care that the integer m in this Section differs from that of (C15) by unity. We then apply the results derived in App.C 5 d for Γ 4 = +1 -the spectrum in this block is {1, 1,
Since Z is analytic in both Θ 1 and Θ 2 , so is the operator W 4 (-1). This implies that the eigenvalues of W 4 (-1) are continuous functions of Θ 1 and Θ 2 .
34,35
Thus we consider interpolating between (Θ 1 , Θ 2 ) = (0, 0) to any values which can be nonzero. We note that the properties (i) and (ii) of the above discussion were derived for the most general form of the matrix Z, i.e., they are applicable for any value of Θ 1 and Θ 2 . Together, (i) and (ii) imply that any eigenvalue that is not ±1 must belong to a complex-conjugate quartet: {λ, λ, λ * , λ * } -this is true throughout the interpolation. We have derived that the spectrum at Θ 1 = Θ 2 = 0 comprises two eigenvalues at +1 and the two eigenvalues at -1; in the interpolation, these four eigenvalues cannot combine to form a complex-conjugate quartet in any continuous fashion, hence they are invariants of the interpolation. Thus we have shown that spectrum of W 4 (-1) for any finite (Θ 1 , Θ 2 ) has the same form as that in (C41). In particular, we have shown that there are at least 2 eigenvalues of +1; it is possible that one or more of the complex-conjugate quartets lie at +1 as well, hence the total number is more generally 2 + 4t, for t a non-negative integer less than m. Similarly, the number of −1 eigenvalues might be 2 + 4u, for u a non-negative integer less than m; u + t < m. We proceed to evaluate the spectrum of W 6 (-1) ∈ SO(4m) for the C 6 + T insulator.
e.-(ii) Spectrum of W 6 (-1) ∈ SO(4m), for m ≥ 2 Lemma 1: the spectrum of W 6 (-1) consists of: (i) 2 + 4u number of +1 eigenvalues, and (ii) 1 + 2t pairs of exp(±i2π/3), for some non-negative integers u and t that satisfy u + t < m.
Proof : Though we are interested in the spectrum of
, let us first consider the more general problem of
As introduced in App.C 3, R 4m may be divided into three orthogonal subspaces:
Here, ker [O] means the kernel of the operator O. An eigenvector of W(φ) in the invariant subspace G i has unit eigenvalue; in the maximally-rotated subspace G m , the eigenvalues appear in pairs of exp(±i2φ). The decomposition (C43) is manifestly independent of φ. This suggests the following strategy: evaluate G i and G m for W(φ) with φ = π/3; these subspaces must be identical for the matrix W(π/3) = W 6 (-1). Conveniently, we apply the result (C41), for W 4 (-1) = W(π/2). In the case of φ = π/2, we have derived that there are 2 + 4t (2 + 4u) number of +1 (−1) eigenvalues, for some non-negative integers {u, t} which satisfy u + t < m. It follows that the dimension of G i , Proof : Let us show that G = G m ∪ G i is spanned by the simultaneous eigenvectors ofỸ and S. For any v ∈ G m , the orthogonal linear combinations w ± = v ± Sv ∈ G m satisfy Sw ± =Ỹ w ± = ±w ± . Similarly, for any y ∈ G i , the orthogonal linear combinations z ± = y ± Sy ∈ G i satisfy Sz ± = −Ỹ z ± = ±z ± . Denoting the projection to a subspace C by P (C), it follows that
Alternatively stated, G ⊥ is closed under the operations R 2 and R 1 . This implies that P (G ⊥ ) R 1 (π/3) P (G ⊥ ) remains an equiangular rotation in spite of the projection, i.e., there exists a reduced basis where this operator is represented by exp(iJπ/3) ∈ SO(dim[G ⊥ ] ), for a generator that satisfies J = J † , J 2 = I and J = −J t . Similarly, P (G ⊥ ) R 2 (π/3) P (G ⊥ ) is also an equiangular rotation in this reduced basis. A product of two equiangular rotations has the form (C2) in a suitably chosen basis for G ⊥ : The form (C2) is general and does not specify whether γ = +1 or −1. Now we prove that our case (C45) corresponds to γ = +1. Suppose γ = −1, then we may apply Lemma 1 in the reduced subspace G ⊥ . We conclude that P (G ⊥ ) W 6 (-1) P (G ⊥ ) has at least the eigenvalues {1, 1, e i2π/3 , e -i2π/3 }. We have shown in App.C 3 that the eigenvalues {exp(iϑ)} of G ⊥ satisfy 0 < |ϑ| < 2π/3, if ϑ is defined on the branch −π < ϑ ≤ π. Thus we arrive at a contradiction. What remains is γ = +1. We have solved the eigenspectrum for such a case in App. 
This completes the proof of Tab. I.
where Pf denotes the Pfaffian,
is the Abelian Berry connection, and the integral follows an arbitrary path that connects K to Γ. Under gauge transformations:
* which is manifestly skewsymmetric. Alternatively stated, the symmetric and anti-symmetric components of V π/3 (k s ) do not mix under gauge transformations. It follows that the entire expression on the right-hand-side (RHS) of (D1) is gauge-invariant. 4 Proof of (D1): Let us pick the shortest path that connects K to Γ, in the positive quadrant of the k z = 0 plane. Then we relate
where W d→c is a Wilson line defined in App.A 3. In the real, periodic basis of (C 1), W d→c ∈ O(n o ) and the matrix V π/3 is chosen to have the canonical form (C7), thus
and S is defined in (C3 We include inter-sublattice orbital-independent hoppings: nearest-neighbor (next-nearest-neighbor) hoppings within a bilayer are parametrized by t 1 (t 2 ); nearest-neighbor hoppings between bilayers are parametrized by t z .
h AB (k) = t 1 + 2t 2 cos k 1 + cos k 2 + cos (k 1 − k 2 ) + t z e ikz I.
This Hamiltonian has the time-reversal symmetry: H(k) * = H(−k), and six-fold symmetry: U π/3 H(k) U -1 π/3 = H( R π/3 k ), for U π/3 = exp[−iσ 2 π/3]; k and R π/3 k are two momenta related by a six-fold rotation.
We choose the parameters t A 1 = −t B 1 = 1, t A 2 = −t B 2 = 0.5, t 1 = 2.5, t 2 = 0.5. For t z = 0.5(2) , the phase is trivial (strong) and its Berry-phase spectrum is illustrated in Fig. 1-e (f) . The surface modes are respectively illustrated in Fig. 4-(a) and -(b) .
