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Abstract-In a previous paper, a least-squares approach was used to develop a model of 
the control system’s response to temperature stresses in an air environment. This procedure 
has now been applied to the case of temperature stresses during water immersion. The 
model presented here includes equations for predicting metabolic heat production and 
surface blood flow. In addition, upper and lower limits have been determined for each 
controller response. Validity of the model has been tested via simulation. The control 
system model developed in this study was incorporated in an existing complete 
temperature-regulation system simulation model. Thus modified, the complete model was 
used to simulate a number of published experiments. Graphical and statistical analysis 
indicates that the model is valid over a wide range of temperatures. 
INTRODUCTION 
Modeling the temperature regulation system of man is facilitated by dividing the total system 
into two subsystems. The passive system is a representation of the thermal characteristics of 
the different parts of the body. Environmental stresses impinge on this system causing strains 
that are sensed by mechanisms belonging to the control system. The control system then 
generates corrective actions which act to reduce these strains. This study is concerned with 
modeling the control subsystem. 
In a previous paper [l] the procedure for building a model of the responses o’f man exposed 
to a variety of thermal stresses in an air environment was presented. The results of this 
procedure were also presented in the context of their applicability to a simulation of the entire 
human temperature-regulating system. As a logical next step in further generalizing the 
controller model, it was desirable to modify the existing model or build an entirely new model 
suitable for water environments. This step is necessary because of the greater cooling power 
of water as compared to air. 
As with the controller model in the air environment, several different responses must be 
considered. The data of Craig and Dvorak [2] was used for the analysis of metabolic heat 
production in the water environment. While the altering of evaporative heat loss is a 
significant controller response to air exposures, it is not a significant controller response to 
water exposures. In the water environment evaporative heat loss occurs principally through 
breathing and is relatively constant. Therefore, it need not be considered as a controller 
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response in the water environment model. The blood flow data summarized by Montgomery 
[3] includes measurements from water experiments as well as air experiments. This data was 
used for the analysis of the changes in surface blood flow in a water immersion. 
THE MODEL BUILDING PROCEDURE 
For analyzing the metabolic heat production in a water environment the research of 
Timbal et al. [4] was used as a starting point. These researchers propose that a linear 
relationship exists between the metabolic response at a certain air temperature and the 
metabolic response at the same water temperature. Therefore, the first attempt made to model 
the metabolic heat production in a water environment was as a function of the corresponding 
metabolic heat production in an air environment. 
The data of Craig and Dvorak [2] provides measurements of metabolic heat production 
at a variety of water temperatures. To determine if there is a functional relationship between 
these metabolic responses and the metabolic responses that would have been produced in an 
air environment, it was necessary to estimate the corresponding air environment response. 
These estimates were obtained using the air environment model described in Ringuest and 
Baker [l]. This model was used to simulate the metabolic heat production that would result 
from exposure to an air environment temperature equal to each of the experimental water 
temperatures. 
Prior to estimating any functional relationships, it was decided to group the data in a 
manner similar to that used for the air data (above ambient air temperature, ambient air 
temperature and below ambient air temperature). The groups used were: water temperatures 
greater than or equal to 35°C water temperatures less than 35°C and greater than or equal 
to 30°C water temperatures less than 30°C and greater than or equal to 25°C and water 
temperatures less than 25°C. An equation of the form 
metaboli;nh;;tproduction = B. + B: metabolic F;aairproduction 
was then estimated for each temperature group using least squares analysis. Table 1 
summarizes the statistics from estimating these models. 
This table indicates that there is no linear relationship between metabolic response in air 
and the metabolic response in water for temperatures greater than or equal to 30°C. There 
does appear to be a linear relationship between the metabolic response in air and the 
metabolic response in water for the temperatures less than 30°C. The relationship which does 
appear indicates that as the metabolic response in air increases the metabolic response in 
water decreases. The results of this study, therefore, do not support the findings of Timbal 
et al. [4] who found a strong positive relationship. 
Table 1. Estimates of functional relationship between metabolic heat production in air and in water. 
Water Standard 
Temperature Pr>F R2 Parameter Estimate Error Pr > ITI 
> 35°C 0.520 0.0282 102.430 
- 0.249 
3&35”c 0.354 0.0540 ;: - 11.756 
1.173 
25-30X 0.000 1 0.859 ;: 1606.524 
- 17.427 
< 25°C 0.228 0.764 1510.222 
- 16.131 
30.372 0.0042 
0.378 0.520 
103.188 0.911 
1.228 0.354 
188.940 0.0001 
2.230 0.0001 
378.132 0.0162 
4.483 0.0228 
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While the lack of a strong positive relationship between metabolic heat production in air 
and metabolic heat production in water is surprising, there are some possible explanations. 
The most obvious reason for the failure of this approach is that it is just too simple an 
approach to modeling a very complex function. This does not, however, explain the absence 
of any positive relationship. A further explanation may be that while the temperatures 
ranging from 20 to 25.5”C are the ambient conditions in air, they are not ambient 
temperatures in water. In fact, exposure to these temperatures in water stimulates increased 
metabolic heat production. This may lead to the inverse relationship observed. The lack of 
any significant linear relationship in the temperatures above 30°C seems to indicate that the 
ambient temperature in water is approximately 30°C. 
This least-squares analysis indicates that it is unlikely that a simple function can be found 
which adequately predict the metabolic response in water from the metabolic response in air. 
Therefore, it was decided that a new model should be built for water environments. 
RESULTS OF THE MODEL BUILDING PROCEDURE 
In estimating the model equations for metabolic heat production in water, the same 
functional form was used as in the air environment model. The model contains a lagged 
response term and an average skin temperature term. This form was used because of the 
results obtained for the air environment and because it is desirable to use the same functional 
relationship for both air and water models. Although it would have been preferable to use 
the same temperature groups for the water data as were used for the air data, this could not 
be justified. Because of the lesser number of observations available and because of the 
difference between ambient temperatures in the two environments, the water data was split 
into two groups: water temperatures greater than 30°C and water temperatures less than or 
equal to 30°C. The parameters of the model were estimated for each of these temperature 
groups. Table 2 summarizes these statistics. Residual plots were also constructed in order to 
look for heteroscedasticity, unequal error variance, first-order autocorrelation, and correlated 
error terms. The tables show that the ability to predict the metabolic response has significantly 
improved as illustrated by the increased RZ values. The residual plots fail to detect any 
appreciable heteroscedasticity or first-order autocorrelation. As was the case with the air 
model equations for metabolic heat production, it seems likely that there will be some 
correlation among the independent variables. This hypothesis was tested, and the results are 
presented in Table 3. These tests indicate that there is some multicollinearity present. 
However, because this may not affect the models’ ability to predict, it was deemed acceptable. 
It is also necessary to include equations for predicting surface blood flow in the water 
environment model. No relationship between the surface blood flow in water and the surface 
blood flow in the same-temperature air has been clearly established. For this reason and 
because of the difficulties encountered using this approach with metabolic heat production, 
this procedure was not used. Instead, a new equation was developed for the surface blood 
flow under exposure to water. The data gathered by Montgomery [3] was used to develop 
Table 2. Summary statistics for metabolic heat production models 
Water Dependent Standard 
Temperature Pr>F R= Variables Estimate Error Pr > IT\ 
130°C 
530°C 
0.0001 
0.0001 
Askin 3.661 5.883 0.539 
0.997 metabolic 0.996 0.0207 0.0001 
lagged 
Askin 28.549 5.506 0.0001 
0.994 metabolic 0.826 0.0515 0.0001 
lagged 
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Table 3. Test for multicollinearity in the 
metabolic heat production model for 
water. 
Water Pr > IRI 
Temperature R H,,:p =0 
> 30°C - 0.207 0.273 
530°C 0.0929 0.666 
Table 4. Summary statistics for blood flow model in water. 
Independent Standard 
Pr>F R2 Variables Estimate Error Pr > ITI 
Intercept 115.752 67.305 0.0896 
skin - 10.193 5.199 0.0536 
0.000 1 0.789 skin2 0.217 0.0955 0.0262 
0.158 0.0209 0.0001 
this equation. In this case, as with the air data, there were not enough observations to warrant 
more than a single group. The form of this equation was kept the same as for the air data 
because of the results obtained with that data and because it would facilitate comparisons 
between the two models. Table 4 presents the summary statistics from estimating this 
equation. Residual plots were also constructed as part of this analysis. These plots fail to 
indicate any serious heteroscedasticity or first-order autocorrelation. 
COMPLETING THE WATER MODEL 
The two equations for metabolic heat production and the equation for surface blood flow 
comprise the model of the human temperature controller in a water environment. To further 
generalize this model, it would be desirable to estimate equation parameters for temperatures 
other than those present in the data either by fitting a curve to the estimated parameter values 
or by extrapolation. This is not possible, however, because of the correlation between 
independent variables and because there are so few parameter estimates. It is then necessary 
to use the two metabolic response equations and the single blood flow equation for all 
predictions. The shortcoming in doing this is that the reliability of the predictions decreases 
as the environmental conditions become more extreme. The model will likely become less 
accurate when used for environmental temperatures beyond those included in the data that 
was used to build the model. 
In addition to these three equations, upper and lower limits must be included for each 
controller response. These limits will be unchanged from the air environment model. The 
upper limit on metabolic heat production is approximately five times the basal metabolic heat 
production while the lower limit is approximately 77 kilocalories per hour. Surface blood flow 
can range from negligible to as much as 168 liters per hour. The water environment model, 
including the upper and lower limits, has been written in FORTRAN so that it will be 
compatible with the existing temperature regulation simulation models. 
This model represents a comprehensive description of the human temperature control 
mechanism’s response to temperature stress in a water environment. The validation of this 
model is necessary before any level of confidence can be associated with its performance. 
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The usefulness of the controller model developed in the previous sections will come in 
conjunction with a passive system model. The model resulting from the combination of these 
two submodels can then be used to predict man’s responses to a variety of temperature 
stresses in a water environment. Such a model has been developed by Montgomery [5]. This 
model is basically an extension of the Stolwijk [6] model that was used to validate the air 
environment controller. The controller portion of the Stolwijk model remains intact in the 
Montgomery model. In the passive system submodel, Montgomery has divided each body 
segment into ten concentric layers rather than the four layers used by Stolwijk. In addition, 
Montgomery has added a layer to allow for simulating experiments where the subjects are 
wearing wet suits. 
To validate the water environment model developed in this study, two different versions 
of the Montgomery model were used. One version was for simulating a mude subject immersed 
in water with the head out of the water. This version of the simulation model was used to 
simulate the experiments of Craig and Dvorak [2]. The second form of the Montgomery 
model used allows for the simulation of a subject who is wearing a wet suit which covers the 
head, trunk, arms, hands, legs, and feet and is immersed in water with the head out of the 
water. This program was used to simulate fifteen of the experiments conducted by Baker et 
al. [7]. In each version of the simulation model the controller submodel was replaced by the 
controller model developed in the previous chapter. 
RESULTS OF THE VALIDATION TEST 
The Craig and Dvorak [2] experiments were simulated using the modified controller and 
the passive system for a nude subject. Each of the nine water tempratures (24, 26, 28, 30, 
32, 34, 35, 36, and 37°C) were modeled. The average height and weight for all subjects in 
the experiments were provided to the simulation model and a single one-hour experiment was 
run for each water temperature. 
The validation procedure involved comparing the simulated rectal temperature with the 
observed rectal temperature. Average skin temperature data was not available. These 
observations were made at ten-minute intervals so that a total of six observations were 
available for each experimental temperature. The experimental observations presented by 
Craig and Dvorak [2] are the averaged values for all subjects in the experiment. Therefore, 
the comparison being made is between the simulated rectal temperature and the observed 
rectal temperature for an average man of specified height and weight. Validation has been 
carried out using rectal temperature because it is considered to be the most critical 
temperature and, therefore, the most valuable information provided by the simulation model. 
To actually perform the validation, the chi-squared test previously used to validate the air 
environment model has been utilized. This procedure tests the hypothesis that the variance 
between the simulated temperature and the experimental temperature at each measurement 
is less than or equal to some specified tolerable level. The data that must be available for this 
procedure is a vector of simulated temperatures, a vector of experimental temperatures, and 
the specified maximum variance that is acceptable. A chi-squared statistic is then computed 
and compared to a tabled value. Table 5 presents the results of the validation test for the 
Craig and Dvorak [2] experiments. 
The results of these tests are rather disappointing. Table 5 indicates that for five of the 
nine experiments the simulation model failed to predict the experimental results within 
acceptable limits. The other four experiments were simulated extremely well. These results 
seem to indicate that the model is unable to predict those experiments involving immersion 
in cool water and that it can model experiments involving immersion in warm water. In 
analyzing these results, it must be remembered that there are only six observations available 
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Table 5. Validity test for rectal temperatures Craig and Dvorak experiments [2] 
Temperature Variance 
Experiment (“Celsius) (Celsi&) Chi-square 
1 24 2 13.719 
2 26 2 9.651 
3 28 2 5.520 
4 30 1 1.326 
5 32 2 34.705 
6 34 2 7.388 
1 35 0.125 1.255 
8 36 0.5 1.605 
9 37 0.5 1.040 
Pr<x2 
Ho: u2 = CT; 
0.983 
0.914 
0.644 
0.06779 
0.999 
0.807 
0.0605 
0.0994 
0.0407 
for each experiment and, therefore, only six observations from which to construct the test 
statistic. Because the construction of the test statistic involves the estimation of a correlation 
matrix and the standardization of a multivariate normal vector, it would certainly strengthen 
any conclusions drawn from these statistics were they based on more observations. 
Considering the deficiency of these test statistics in terms of sample size and the conclusions 
they indicate, the validity of the water environment model must be considered tenuous at best. 
In order to further test the validity of the water environment controller model a number 
of the experiments reported by Baker et al. [7] have been simulated. In these experiments a 
variety of protective devices were tested. Subjects were immersed in either 11.8 or 1.7”C water, 
depending on the potential protectiveness of the suit. For this study, three of the suits that 
closely resemble the type of suit for which the Montgomery model was intended were chosen. 
All of these are of the full wet-suit type and cover the head, trunk, arms, hands, legs and 
feet. Five different subjects were chosen for each of the three suits. Each subject was immersed 
to the neck in 1.7”C water. The experiment was terminated when a subject had sustained 
approximately 1°C drop in core temperature measured rectally. Therefore, the experiment 
duration is variable from one experiment to the next. None of the subjects was tested more 
than once with the same suit but some of the same subjects were tested in more than one 
of the suits. The time between measurements was approximately five minutes. Again, rectal 
temperature is the variable of interest. 
To construct the actual validation tests, each of the fifteen experiments was simulated. 
These simulation runs were made using the modified controller and the passive system from 
the Montgomery model for wet-suited subjects. The input to this model was the height and 
weight of the particular subject and the thickness and the thermal conductivity of the 
particular suit. The resulting fifteen simulated experiments were then compared with the 
observed results. In using individual experiments for validation, as in this case, a comparison 
is being made between the simulated results for the average man of a given height and weight 
and the observed experimental results for a specific man of the same height and weight. This 
implies that there are two sources of variation present. There is the variation between the 
simulated measurements and the experimental measurements, and there is the variation that 
would normally occur among men of the same height and weight. Therefore, there is some 
justification for accepting a larger value for the maximum tolerable variance. 
The chi-squared test was again used to test whether or not the variance between the 
simulated data and the experimental data was within the acceptable range. A vector of 
simulated observations and a vector of experimental observations were supplied to the 
validation program along with the maximum allowable variance. The length of these vectors 
was variable from experiment to experiment because of the differences in experiment 
duration. Table 6 presents the results of the validation test for these fifteen experiments. 
The results of the validation test indicate that the controller model predictions for the wet 
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Table 6. Validity test for recta1 temperature Baker et al. experiments [7] 
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Suit Subject 
Variance Pr <x2 
(Celsius*) Chi-square Ho: u2 = u; 
Helly-Hansen 
Henderson 
Sidep 
B.S. 0.125 
G.F. 0.125 
M.H. 0.125 
M.K. 0.125 
T.P. 0.125 
G.F. 1.0 
J.R. 0.125 
P.K. 0.5 
S.W. 0.25 
T.W. 1.0 
C.R. 
G.F. 
M.K 
M.O. 
S.W. 
0.5 
0.5 
1.0 
0.5 
1.0 
9.868 0.00183 
12.823 0.0443 
17.306 0.0428 
15.512 0.0275 
10.286 0.0251 
5.741 0.00523 
3.133 0.0000387 
9.090 0.00155 
6.882 0.00891 
11.736 0.0173 
12.815 0.0145 
13.194 0.0983 
17.882 0.0534 
9.398 0.0143 
10.487 0.00185 
suit experiments in a water environment are well within the maximum allowable variance in 
all cases. These results are obtained despite the fact that the simulated data for the average 
man of a given height and weight is being compared to the experimental results for a single 
unique individual. It is possible that the experimental results for an individual of a given 
height and weight will fall close to the simulated results for the average man of that same 
height and weight even though the average of all experimental observations would be very 
different. However, it is highly unlikely that this could happen for all fifteen experiments. It 
must also be remembered that the data that was used to build the model included only 
experiments where the subjects were in effect nude, and that the simulated experiments 
involved suited subjects. There has been no previous research to suggest hat a wet suit would 
change the form of the controller, and there is no indication of any other result in this study. 
Further, it should be noted that the data from which the model was built did not include 
any experimental water temperature less than 24°C while the experiments being simulated 
were carried out in 1.7”C water. It can be argued that exposure to a water temperature of 
1.7”C for a suited subject corresponds to an exposure to a much higher water temperature 
for a nude subject. However, a water temperature of 1.7”C must be considered beyond the 
range of the data that was used to build the model. Despite all of these possible pitfalls the 
water environment controller model has performed extremely well with these experiments. 
CONCLUSIONS 
Two sets of experiments have been simulated in an attempt to validate the water 
environment controller model. The results of these two groups of tests seem to provide 
contradictory results. However, when taken together, nineteen of the twenty-four experiments 
are found to be within the specified maximum variance. The second set of test results must 
be considered more conclusive. None of the fifteen experiments in this group had less than 
eighteen observations while each of the experiments in the first group had only six 
observations. In addition, nearly half of the experiments with six observations are found to 
be valid, including at least one experiment in each temperature group of the controller model. 
Therefore, it must be concluded that the controller model for a water environment developed 
in the previous sections is a valid predictor. 
In order to further substantiate this conclusion, the simulated and experiment rectal 
temperatures were plotted against time for each of the Baker et al [7] experiments. Plots for 
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Fig. 1. Plot of experimental and simulated rectal temperature against time of Baker et al. experiment [71_Henderson 
G.F. (x experimental, - simulated). 
the Craig and Dvorak [2] data were of little use because of the few observations available. 
These graphs illustrate the simulation model’s ability to track the observed temperature 
profile. Figure 1 is representative of these plots. This figure further illustrates that the water 
environment controller model when combined with a passive system model can be used to 
predict rectal temperatures and that it will perform with tolerable variance. 
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