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Povzetek
Naslov: Siamska nevronska mrezˇa za detekcijo gibanja v video sekvencah
Avtor: Peter Mlakar
V diplomski nalogi obravnavamo problem avtomatske detekcije gibanja
v video sekvencah posnetih z video nadzornimi sistemi. Trenutno naju-
spesˇnejˇse metode uporabljajo konvolucijske nevronske mrezˇe za resˇevanje
tega problema. Bistvena omejitev teh pristopov je v tem, da potrebujejo
ponovno ucˇenje za razlicˇne video sekvence, kar zmanjˇsa njihovo aplikativno
vrednost. V diplomskem delu predstavimo novo metodo, ki temelji na arhi-
tekturi siamskih konvolucijskih mrezˇ. Mrezˇa s pomocˇjo siamske arhitekture
semanticˇno opiˇse vhodno sliko sekvence ter model ozadja sekvence. Nadaljnji
konvolucijski nivoji detektirajo relevantne razlike ter generirajo verjetnostno
masko segmentacije gibanja. Z metodo lahko detekcijo gibanja izvajamo na
razlicˇnih video sekvencah brez ponovnega ucˇenja. Za izvajanje potrebujemo
le referencˇno sliko ozadja sekvence, ki jo nato tekom cˇasa samodejno poso-
dablja. Mrezˇo smo ucˇili na podatkovni zbirki CDNET. Pridobljene rezul-
tate smo primerjali s preostalimi metodami, objavljenimi na spletni strani
CDNET. Nasˇa metoda se je po uspesˇnosti uvrstila na osmo mesto izmed
46 objavljenih algoritmov. Mrezˇo smo ocenili tudi na evalvacijskih zbirkah
Wallflower ter SGM-RGBD, kjer smo jo preizkusili v razlicˇnih okoliˇscˇinah ter
podali kvalitativno analizo njenega delovanje.
Kljucˇne besede: racˇunalniˇski vid, siamske konvolucijske nevronske mrezˇe,
detekcija gibanja, video nadzorni sistemi.

Abstract
Title: Siamese neural network for motion detection in video sequences
Author: Peter Mlakar
We examine the problem of automatic motion detection in video se-
quences captured by video surveillance systems. The state of the art methods
use convolutional neural networks. Their main limitation is that they need
to be retrained if they are to be applied on different sequences. In our the-
sis, we present a novel method which is based on the architecture of siamese
convolutional neural networks. Our network semantically describes the input
image from the sequence and the model of the background of the sequence.
It does this by using the siamese architecture. It then applies convolutional
layers to detect relevant differences and generates the final probability seg-
mentation mask. Our approach allows detection on different video sequences
without retraining the network on each new sequence. To detect motion
only a reference background images is required. The method automatically
updates the background image during application. We trained our network
on the CDNET data set. We compared our method with the other methods
published on the CDNET website. It ranked as the eight best method of the
46 published methods. We also evaluated our method on the Wallflower and
SGM-RGBD data sets. There, we tested it in different circumstances and
provided qualitative analysis of its performance.
Keywords: computer vision, siamese convolutional neural networks, motion




Detektiranje razlik med ozadjem in ospredjem ter tako prepoznavanje gibanja
in sprememb v video sekvencah je problem, ki postaja vse bolj prevalenten
v cˇasu, ko se vsak dan zberejo velike kolicˇine podatkov. Ena izmed domen
v kateri se zbirajo velike kolicˇine podatkov, so video nadzorni sistemi. Vi-
deo sekvence avtocestnih obmocˇji, nakupovalnih srediˇscˇ ali drugih okolji so
raznolike ter pogosto zelo obsezˇne. V nekaterih je lahko detekcija gibanja
ter sprememb kljucˇnega pomena. Ob nadzoru avtocestnega odseka nas za-
nimajo premikajocˇa se prevozna sredstva. V nakupovalnih srediˇscˇih ponocˇi
spremljamo nepricˇakovano gibanje. Ker so lahko zajete video sekvence dolge,
je v mnogih primerih rocˇna detekcija gibanja dolgotrajen proces. Proces de-
tekcije gibanja v video sekvencah lahko prevedemo na problem detekcije raz-
like med modelom ozadja sekvence ter posamezne slike iz sekvence. Tako se
je tekom cˇasa razvilo mnogo algoritmov, ki samodejno detektirajo te razlike.
Ti algoritmi imajo splosˇno aplikativno vrednost na mnogih podrocˇjih. Po-
drocˇje video nadzornih sistemov ni edino, kjer taksˇni algoritmi pridejo prav.
Operacija detektiranja ospredja v dani video sekvenci je pogosto prvi korak
za nadaljnje procesiranje. Primer nekaterih drugih aplikacij teh algoritmov
so sˇtetje ljudi, detekcija in prepoznavanje dogodkov v video sekvencah ter
prepoznavanje objektov.
Detekcija gibanja in sprememb predstavlja zahteven problem. Velika va-
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riabilnost okolij, v katerih so video sekvence posnete, zahteva od algoritma
zmozˇnost delovanja pod razlicˇnimi pogoji. V okolju se lahko pojavljajo di-
namicˇni elementi, ki niso nujno del ospredja. Premikajocˇa se drevesa v vetru,
gladina vode, razlicˇne padavine, spremembe v osvetlitvi in mnogi drugi po-
javi problem detekcije relevantnega gibanja in sprememb dodatno otezˇijo.
Problematicˇni so tudi dogodki, ko je objekt delno zakrit za drugim, ki ni del
ospredja. Pogosto tezˇavo povzrocˇajo tudi kamere, ki snemajo okolico. Za-
radi namestitve se lahko rahlo premikajo ali tresejo. Slabsˇe video nadzorne
kamere v posnetke dodajajo nezˇeleni sˇum. Na Sliki 1.1 predstavimo nekatera
tezˇavna podrocˇja detekcije gibanja.
1.1 Pregled podrocˇja
Metode za resˇevanje problema detekcije gibanja ter sprememb v video se-
kvencah, se pojavljajo zˇe vecˇ desetletji [46]. Ta problem lahko resˇujemo
z generiranjem matematicˇnega modela ozadja video sekvence. S pomocˇjo
tega lahko na posameznih slikah sekvence razlocˇimo objekte, ki niso del tega
ozadja. Metod za modeliranje ozadja je mnogo ter temeljijo na razlicˇnih
principih modeliranja. Nekateri modeli posamezno slikovno tocˇko v ozadju
aproksimirajo z Gaussovo porazdelitvijo [45]. Nadaljni razvoj je poizkusˇal
izboljˇsati pomankljivosti tega modela, ena od teh je tezˇavnost modeliranja
dinamicˇnega ozadja, zaradi pocˇasnega prilagajanja Gaussove porazdelitve na
hitre spremembe [31]. Tako so nastali modeli, ki za posamezne slikovne tocˇke
koristijo vecˇ Gaussovih distribucij [39] ali modeli, ki izboljˇsajo ucˇinkovitost
posodabljanja parametrov v modelu [49]. Glavna tezˇava teh modelov je pred-
vsem njihova dovzetnost za sˇum, modeliranje dinamicˇnega ozadja ter spre-
membe v osvetlitvi.
Namesto posameznih slikovnih tocˇk lahko modeliramo regije ozadja, kjer
izrabimo razmerja med slikovnimi tocˇkami [35]. S tem je izboljˇsana odpor-
nost algoritma na sˇum v sliki, a v zameno lahko tak algoritem producira le





Slika 1.1: Prikaz razlicˇnih problematicˇnih situacij: vsebnost mocˇnih senc (a);
posnetek v slabi vidljivosti (b); snezˇne padavine (c); morska gladina je del
dinamicˇnega ozadja (d); avtomobil je delno zakrit za drevesom (e); posnetki
narejeni s termalno kamero (f).
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sˇe nadaljno izboljˇsajo model ozadja, kjer algoritmi uporabijo tako informa-
cije na nivoju slikovnih tocˇk in vecˇjih regij [30]. Njihova slabost je relativno
visoka racˇunska kompleksnost [46].
V zadnjih letih se pojavljajo metode, ki uporabljajo konvolucijske ne-
vronske mrezˇe za resˇevanje teh problemov in mocˇno izboljˇsujejo rezultate
drugih, konvencionalnih metod [44] [14] [9] [26]. ChangeDetection.NET ali
CDNET [43], je podatkovna zbirka, ki vsebuje sˇtevilne video sekvence name-
njene testiranju algoritmov, ki v posnetkih detektirajo gibanje in spremembe.
Poleg podatkovne zbirke njeni avtorji na njihovi spletni strani prilagajo kri-
terije za ocenjevanje delovanja posameznih algoritmov ter omogocˇajo objavo
le teh. Prejete algoritme nato ovrednotijo ter njihove rezultate javno obja-
vijo [17]. V nadaljevanju podajamo pregled najuspesˇnejˇsih objavljenih ter
ovrednotenih metod na portalu CDNET, ki v svoji arhitekturi uporabljajo
konvolucijske nevronske mrezˇe.
CascadeCNN [44] je metoda, ki uporablja kombinacijo dveh konvolucij-
skih nevronskih mrezˇ za izdelavo binarne maske ospredja. Izhod prve kon-
volucijske nevronske mrezˇe je groba maska ospredja. Pridobljeno binarno
masko nato zdruzˇi s sliko, ki je sluzˇila kot vhod v prvo mrezˇo, ter ju posˇlje
na vhod druge konvolucijske nevronske mrezˇe. Rezultat je maska ospredja, ki
je bolj natancˇna kot tista, ki je bila generirana s prvo mrezˇo. Namen mrezˇe
je, da se uporablja na isti video sekvenci, kot je bila ucˇena. Za uporabo na
drugi video sekvenci z drugacˇnim ozadjem potrebuje ponovno ucˇenje.
Algoritem SematicBGS [14] izboljˇsuje delovanje konvencionalnih metod
odsˇtevanja ozadja z dodajanjem semantike. V sistem vnesejo semantiko z
uporabo semanticˇne segmentacijske mrezˇe. Za generiranje koncˇne izhodne
maske ospredja uporabljajo verjetnostne modele ozadja in ospredja, ki jih
pridobijo s semanticˇno segmentacijo. S predpostavko, da slikovne tocˇke, za
katere segmentacija poda nizko verjetnost pripadnosti kateremu od razre-
dov, ki jih mrezˇa segmentira, pripadajo ozadju. Z dodatnimi pravili nato
dolocˇijo predmete ospredja, kjer resˇujejo problem, ko segmentiran objekt
pripada ozadju. Konvencionalni algoritem za detekcijo ozadja se uporabi le
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v primeru, ko se segmentirani predmet iz ospredja premakne za segmentirani
predmet v ozadju. Algoritem je lahko uporabljen na poljubnih video sekven-
cah, saj razen segmentacijske mrezˇe, ki je ucˇena posebej, ne potrebuje ucˇenja
za specificˇni problem detekcije sprememb.
Mrezˇa DeepBS [9] uporablja konvolucijsko nevronsko mrezˇo za odsˇtevanje
ozadja posnete sekvence od posamezne slike v sekvenci. Model ozadja je pri-
pravljen s pomocˇjo algoritma subSENSE [38], ki generira masko ospredja
v sliki na podlagi prostorsko-cˇasovnih binarnih komponent [11] ter barve.
Pridobljeno ozadje je nato skupaj s sliko iz video sekvence vstavljeno v kon-
volucijsko nevronsko mrezˇo, ki generira koncˇni rezultat. Ta je sˇe dodatno
izboljˇsan s filtrom mediane za popravek manjˇsih nepravilnosti. Prednost
tega postopka je, da delovanje ni omejeno samo na sekvenco, na katerih je
bil algoritem ucˇen.
Resˇitev FgSegNet [26] uporablja konvolucijsko nevronsko mrezˇo, ki se
naucˇi segmentacije ospredja s primerom slike v treh razlicˇnih velikostih. Za
segmentacijo teh slik uporablja enake parametre. Na vsaki sliki poiˇscˇe iste
vzorce, samo v drugacˇnih velikostih. Arhitektura konvolucijske mrezˇe, imeno-
vana kodirno-dekodirna struktura, si kodirne nivoje izposodi iz prednaucˇene
mrezˇe VGG-16 [37]. Podobno kot pri mrezˇi CascadeCNN [44] je namenjena
uporabi na video sekvenci, na kateri je bila ucˇena.
1.2 Prispevki
Glavni prispevek diplomskega dela, je enostavni algoritem, ki temelji na ar-
hitekturi siamske konvolucijske nevronske mrezˇe. Naloga mrezˇe je uspesˇna
detekcija relevantnega gibanja ter sprememb v video sekvencah. Algoritem je
preprost ter je lahko uporabljen na razlicˇnih video sekvencah, brez ponovnega
ucˇenja nevronske mrezˇe. Metoda, ki jo predstavimo v tej diplomski nalogi,
je sposobna dobre detekcije gibanja kljub prisotnosti kompleksnih okoliˇscˇin
v video sekvencah, ki detekcijo otezˇujejo.
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1.3 Struktura diplomskega dela
Diplomska naloga je sestavljena iz petih poglavji. V Poglavju 2 predstavimo
teoreticˇno podlago nevronskih mrezˇ. Opiˇsemo njihovo tipicˇno sestavo ter
pregledamo postopek ucˇenja nevronskih mrezˇ. Nato opiˇsemo konvolucijske
nevronske mrezˇe, razlozˇimo zakaj se razlikujejo od obicˇajnih umetnih ne-
vronskih mrezˇ ter njihove tipicˇne gradnike. V Poglavju 3 predstavimo nasˇ
pristop k resˇevanju problema detekcije sprememb in gibanja v video sekven-
cah. Argumentiramo izbiro posameznih komponent v algoritmu ter opiˇsemo
klasifikacijsko mrezˇo VGG-16 [37], ki je bila uporabljena pri razvoju. Zacˇetek
Poglavja 4 je namenjen predstavitvi programske opreme MatConvNet [41],
s pomocˇjo katere smo razvili nasˇ algoritem. Opiˇsemo tudi ucˇne zbirke vi-
deo sekvenc, ki so bile uporabljene za ucˇenje ter evalvacijo nevronske mrezˇe.
Opiˇsemo postopek ucˇenja ter prikazˇemo pridobljene rezultate in jih ovredno-
timo. Zadnje, Poglavje 5, je namenjeno povzetku razvite metode ter glavnih




Umetne nevronske mrezˇe (angl. artificial neural networks) [12] so kom-
pleksni racˇunski modeli, ki svojo uporabnost kazˇejo na mnogih podrocˇjih
strojnega ucˇenja. Navdih za umetne nevronske mrezˇe izhaja iz biolosˇkih ne-
vronskih mrezˇ v zˇivalskih mozˇganih, katerih efektivnost se kazˇe v nas samih.
Uporabnost umetnih nevronskih mrezˇ izhaja iz dejstva, da se med postopkom
ucˇenja same naucˇijo znacˇilne opisnike, ki pripomorejo k resˇevanju problema,
brez ekspertnega znanja cˇloveka, ki bi v nasprotnem primeru te opisnike
razvil sam. Koncept umetnih nevronskih mrezˇ izvira iz sredine dvajsetega
stoletja in je v cˇasu svojega obstoja pridobival ter izgubljal popularnost [13].
Glavni omejitvi te metode, ki sta ji v preteklosti preprecˇevali hitrejˇsi razvoj,
sta bili predvsem pomanjkanje mocˇne strojne opreme ter neobstoj obsezˇnih
javnih podatkovnih baz z labeliranimi ucˇnimi primeri. V zadnjem desetletju
smo pricˇa velikem porastku dostopnih graficˇnih procesorskih enot, ki sluzˇijo
kot odlicˇni paralelni procesorji, ter hitri rasti interneta, kjer se vsak dan zbere
vratolomne kolicˇine podatkov [32]. S temi pridobitvami je podrocˇje umetnih
nevronskih mrezˇ postalo zˇariˇscˇe razvoja in raziskovanja na podrocˇju umetne
inteligence. Tako so postale nepogresˇliv del mnogih komercialnih aplikacij, ki
jih uporabljajo Google ter druga podjetja [20]. V nasˇem delu uporabljamo




2.1 Principi umetnih nevronskih mrezˇ
Umetne nevronske mrezˇe so racˇunski modeli, ki za resˇevanje dolocˇenega pro-
blema ne potrebujejo ekspertnega znanja o nalogi, saj sami to znanje prido-
bijo tekom ucˇenja. Med postopkom ucˇenja so izpostavljene atributom x, ki
preko preslikave f(x) tvorijo zˇelene resˇitve f(x) = y. Tako mrezˇo ucˇimo s
pari vhodnih atributov x ter primeri resˇitev y glede na te atribute. Naloga
umetne nevronske mrezˇe je aproksimacija funkcije f(x) s funkcijo g(x, α).
Tekom ucˇenja se mrezˇa poskusˇa naucˇiti vrednosti parametrov α, s katerimi
bi najbolje opisala zˇeleno, a mrezˇi neznano, funkcijo f(x). Umetno nevronsko
mrezˇo si lahko predstavljamo kot aciklicˇen racˇunski graf, kjer podatki tecˇejo
po povezavah med vozliˇscˇi. Tem vozliˇscˇem pravimo nevroni. Nevroni so ure-
jeni v nivoje. Nivojem, ki se nahajajo med vhodnim in izhodnim nivojem,
pravimo skriti nivoji.
Slika 2.1: Primer enostavne nevronske mrezˇe, povzeto po [1].
Primer enostavne nevronske mrezˇe vidimo na Sliki 2.1. Podatki v nevron-
ski mrezˇi tecˇejo preko povezav med nevroni od vhodov do izhodov. Vsaka
vhodna povezava v nevron je utezˇena z utezˇjo wn, ki oznacˇuje mocˇ povezave.
Vecˇja kot je mocˇ, bolj pomembna je povezava in obratno. Nevron nad pre-





wnxn + b. (2.1)
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Slika 2.2: Primer nevrona v nevronski mrezˇi, povzeto po [2].
Vrednost n predstavlja indeks ene izmed N povezav, ki tecˇejo v nevron.
V enacˇbi 2.1 vrednost wn oznacˇuje mocˇ povezave n in xn izhodno vrednost
nevrona, ki po tej povezavi posˇilja podatke. Vsoti
∑N
n=0wnxn se nato priˇsteje
sˇe dodatna utezˇ b nevrona samega. Ker je utezˇena vsota linearna operacija
potrebujemo sˇe nelinearnost v mrezˇi. Tako nevronska mrezˇa pridobi veliko
boljˇso sposobnost aproksimacije funkcij. To dosezˇemo tako, da nevronu do-
damo aktivacijsko funkcijo. To je nelinearna odvedljiva funkcija, ki utezˇeno
vsoto y preslika na dolocˇen interval. Primer takega intervala je [0, y]. Ne-
linearnih aktivacijskih funkcij je veliko, ena izmed glavnih lastnosti, ki jih
morajo imeti vse, je odvedljivost. Ta lastnost je pomembna pri ucˇenju ume-
tne nevronske mrezˇe. Najbolj pogosto uporabljena aktivacijska funkcija je
rektificirana linearna enota ali ReLU. ReLU je funkcija, ki sledi predpisu
f(x) = max(0, x). (2.2)
Na Sliki 2.3 opazimo, da je ReLU nelinearna funkcija, sestavljena iz dveh
linearnih delov, ki se stikata v tocˇki x = 0. Omenili smo, da je pomembna
lastnost aktivacijskih funkcij njihova odvedljivost. Tako za ReLU velja, da





1, for x > 0
0, for x < 0
. (2.3)
Odvod ni definiran v tocˇki x = 0, zato je vrednost tega odvisna od posa-
mezne implementacije. ReLU razvijalcu umetne nevronske mrezˇe nudi hiter
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Slika 2.3: Graf funkcije ReLU, povzeto po [3].
izracˇun vrednosti funkcije kot njenega odvoda. Tekom cˇasa se je izkazala kot
zelo uporabna aktivacijska funkcija na podrocˇju nevronskih mrezˇ, kjer je tudi
najbol uporabljena aktivacijska funkcija [33]. Ena izmed negativnih lastnosti
funkcije ReLU je pojav imenovan umiranje enot. V nekaterih primerih lahko
med ucˇenjem nevron preide v stanje, kjer za vecˇino vhodov postane neak-
tiven, saj so ti negativni ob vstopu v aktivacijsko funkcijo. To onemogocˇa
nadaljnji pretok gradientov med ucˇenjem in tako nevron umre. Da bi se
temu problemu izognili, lahko uporabljamo druge vrste ReLU aktivacijskih
funkcij, kot so prepustni ReLU, ki omogocˇa prehod gradienta tudi, ko enota
ni aktivna [19].
2.1.1 Ucˇenje umetne nevronske mrezˇe
Za izboljˇsanje delovanja umetne nevronske mrezˇe potrebujemo kriterij, s ka-
terim ocenjujemo tocˇnost rezultatov. Temu kriteriju pravimo funkcija na-
pake, ki za napoved nevronske mrezˇe t glede na podatke x in tocˇni rezultat y
poda napako te napovedi. Cilj ucˇnega algoritma je minimizacija te napake,
saj se s tem izboljˇsa delovanje nevronske mrezˇe. Primer pogosto uporabljene







Vrednost M oznacˇuje sˇtevilo vseh razredov, ki jih klasificiramo. yn je binarni
indikator, ki zavzame vrednost yn = 1, cˇe je razred n prisoten v podanih
podatkih x. Cˇe razred n v podatkih ni prisoten velja, da je yn = 0 . Vrednost
pn je verjetnost, s katero umetna nevronska mrezˇa napove prisotnost razreda
n v podatkih x. Pri optimizaciji umetne nevronske mrezˇe nas predvsem
zanima kako se vrednost napake spremeni, cˇe spremenimo parametre mrezˇe.
Potrebujemo resˇitev enacˇbe odvoda funkcije napake za vhodne podatke x




Ker funkcija napake ni konveksna in obicˇajno vsebuje mnogo lokalnih mi-
nimumov, globalnega minimuma ne moremo poiskati eksplicitno. Problem
nastane zˇe pri sami evalvaciji vseh delnih odvodov funkcije napake glede
na parametre mrezˇe w. Tu se posluzˇujemo algoritma imenovanega vzvratni
prehod. Ta algoritem omogocˇa ucˇinkovit izracˇun odvodov, potrebnih za mini-
mizacijo napake. Deluje po principu verizˇnega pravila odvajanja, ki definira
izracˇun odvodov kompozitov funkcij. Za vsak nevron v mrezˇi je potrebno






















Vsota po indeksu k poteka po nevronih, katerim nevron ai posˇilja podatke
po povezavi z utezˇjo wki. Cˇlen h(a) predstavlja aktivacijsko funkcijo ne-
vrona a. Tako je utemeljena potreba po odvedljivosti aktivacijskih funkcij s
cˇlenom h′(ai). Odvod funkcije napake glede na poljubno utezˇ v mrezˇi nato
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izracˇunamo z zmnozˇkom vrednosti napake nevrona na izhodnem delu pove-
zave ter izhodom nevrona na vhodnem delu povezave. Opazimo, da so za
izracˇun napake poljubnega nevrona δi, potrebne napake nevronov iz viˇsjega
nivoja δk. Na izhodnem nivoju te napake trivialno izracˇunamo ter njihove
vrednosti propagiramo po mrezˇi nazaj ter na poti pridobimo napake vseh
ostalih nevronov. Od tod izhaja ime vzvratni prehod, saj informacije o na-
pakah nevronov tecˇejo po mrezˇi v obratni smeri, iz izhodov proti vhodom.
Zadnje dejanje v postopku ucˇenja nevronske mrezˇe je posodobitev vre-
dnosti utezˇi tako, da se v naslednji iteraciji ucˇenja napaka mrezˇe zmanjˇsa.
Zaradi nasˇtetih omejitev moramo za optimizacijo utezˇi uporabiti numericˇne
metode. Uporabimo gradientni spust, kjer informacije o gradientu utezˇi iz-
koristimo za njihovo posodobitev. Vrednost utezˇi wji se tako tekom ucˇenja
spreminja po predpisu
wji = wji − γ ∂Ex
∂wji
. (2.9)
Vrednost γ oznacˇuje hitrost ucˇenja. Izberemo jo lahko sami in se tekom
ucˇenja ohrani kot konstanta. Lahko se tudi spreminja glede na poljubno
dolocˇene kriterije, kot so na primer lastnosti gradienta samega.
Vidimo lahko, da postopek ucˇenja umetnih nevronskih mrezˇ poteka v dveh
delih. V prvem delu umetna nevronska mrezˇa izracˇuna rezultate glede na
podane podatke x. Izracˇunajo se tudi aktivacije vseh nevronov v skritih
nivojih nevronske mrezˇe. Vrednosti aktivacij se shranijo, saj so potrebne v
nadaljevanju. V drugem delu moramo posodobiti parametre nevronske mrezˇe
tako, da bo ta ob naslednji iteraciji izracˇunala tocˇnejˇse rezultate.
Regularizacija ucˇenja
Tekom ucˇenja lahko naletimo na dodatno oviro, imenovano pretirano prila-
gajanje. Umetne nevronske mrezˇe lahko aproksimirajo sˇirok spekter funkcij
ter iz vhodnih podatkov izlusˇcˇijo podrobnosti, ki pomagajo pri klasifikaciji
ucˇnih primerov, a niso nujno reprezentativne za splosˇno resˇevanje problema.
Take nevronske mrezˇe zelo dobro delujejo na ucˇni mnozˇici podatkov, a slabo
ocenijo primere, do katerih tekom ucˇenja niso imele dostopa. Da bi mini-
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mizirali pretirano prilagajanje, uporabimo postopke regularizacije. Nekatere
regularizacijske metode lahko vgradimo v sam ucˇni algoritem. Ena izmed teh
metod je L2 normalizacija utezˇi (angl. L2 normalization). Funkciji napake
priˇstejemo dodatni regularizacijski cˇlen, ki napako mrezˇe povecˇa glede na








Regularizacijski termin priˇstejemo funkciji napake. Tako dobimo novo funk-
cijo za merjenje ucˇinkovitosti mrezˇe
Er(w) = E(w) + L2(w). (2.11)
S parametrom λ nadziramo vpliv regularizacije na celotno funkcijo napake.
Blizˇje kot je 0, manjˇsi je vpliv regularizacije. Z L2 regularizacijo mrezˇo si-
limo k ucˇenju utezˇi, ki se pocˇasi priblizˇujejo vrednosti 0, cˇe niso uporabne pri
klasifikaciji. Zato tej metodi pravimo tudi propadanje utezˇi. Druge metode
regularizacije se usmerjajo na spreminjanje vhodnih podatkov. Cˇe vemo, da
dolocˇene transformacije nad vhodnimi podatki ne spremenijo izhodne vre-
dnosti, lahko te transformacije dodamo podatkom, ki vstopajo v mrezˇo. Te
transformacije so lahko dodan sˇum, v primeru 2-dimenzionalnih slik tudi
afine transformacije, spreminjanje kontrasta, megljenje in mnoge druge. S
tem izboljˇsamo verjetnost, da se tekom ucˇenja mrezˇa iz vhodnih podatkov
naucˇi reprezentativne lastnosti.
Za ucˇenje umetnih nevronskih mrezˇ potrebujemo veliko kolicˇino podat-
kov. Mrezˇo lahko ucˇimo na vecˇ k vhodnih podatkih x naenkrat. Tako lahko
utezˇi mrezˇe prilagodimo glede na njihove gradiente, ki so pridobljeni na vsa-
kem primeru vhodnih podatkov x. Sˇtevilu vhodnih podatkov k, na katerih
se mrezˇa naenkrat ucˇi ter katere uporabi za izboljˇsanje delovanja, pravimo
velikost vhodne skupine (angl. batch size). Zazˇeleno je, da je mrezˇa tekom
ucˇenja naenkrat izpostavljena vsem vhodnim podatkom. Tako bi najbolje
ocenila gradiente utezˇi ter se natancˇneje priblizˇevala minimumu. Ker zaradi
velikanskih kolicˇin podatkov pogosto to ni mogocˇe, v praksi raje uporabljamo
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k, za katerega velja k << M , kjer je M celotna kolicˇina podatkov. Manjˇsa
vrednost k omogocˇa hitrejˇse ucˇenje, saj se vrednosti utezˇi posodobijo sˇele,
ko je predelana celotna vhodna skupina. Prav tako je vrednost gradientov
utezˇi, zaradi manjˇsega vzorca vhodnih podatkov, manj stabilna. Posledicˇno
je velikost k kompromis med hitrostjo in natancˇnostjo ucˇenja.
Dodaten postopek, ki umetni nevronski mrezˇi omogocˇa hitrejˇse ucˇenje ter
doseganje boljˇsih rezultatov, je normalizacija vhodne skupine (angl. batch
normalization) [23]. Tekom ucˇenja se podatkom, ki tecˇejo preko mrezˇe, spre-
minja distribucija vrednosti. To je posledica racˇunanja operacij, ki jih defini-
rajo nevroni. Ker se lahko distribucije hitro spreminjajo, se morajo predvsem
nevroni v skritih nivojih prilagajati na te spremembe. Ta dodatna naloga
upocˇasnjuje ucˇenje ter ga naredi bolj odvisnega od zacˇetnih vrednosti utezˇi
ter hitrosti ucˇenja. Tej vrsti spremembe distribucije pravimo tudi notranji
kovariantni zamik (angl. internal covariate shift). Normalizacija vhodne
skupine poskusˇa ta pojav odpraviti z normalizacijo vrednosti izhoda linear-
nega dela nevrona pred vstopom v nelinearno aktivacijsko funkcijo. Norma-
liziramo jih glede na povprecˇje µm ter varianco σ
2
m celotne vhodne skupine.


















Vrednosti λ in β se nivo normalizacije naucˇi tekom ucˇenja. Njuna naloga
je skaliranje in zamik normaliziranih vrednosti. Tako ohranimo reprezenta-
tivnost posameznih nivojev.
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2.2 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe [22] so vrsta umetnih nevronskih mrezˇ, kate-
rih glavni gradnik je linearna matematicˇna operacija, imenovana konvolucija.
Te specializirane mrezˇe se najpogosteje uporabljajo za procesiranje vizual-
nih informacij, kot so digitalne fotografije. Prav tako so zaradi uporabe
konvolucije invariantne na dolocˇene transformacije, ki so pogosto prisotne v
slikah. Zaradi teh lastnosti so konvolucijske nevronske mrezˇe mocˇna orodja,
ki se uspesˇno uporabljajo na podrocˇju racˇunalniˇskega vida. Tam resˇujejo
probleme klasifikacije slik ter semanticˇne segmentacije.
2.2.1 Principi konvolucijskih nevronskih mrezˇ
Vhodni podatki konvolucijskih nevronskih mrezˇ so najpogosteje vizualne in-
formacije. Predstavljene so v formatu W × H × C, kjer je W sˇirina slike,
H njena viˇsina in C sˇtevilo barvnih kanalov. Tej vecˇ dimenzionalni matriki
pravimo tenzor. Operacije, ki jih mrezˇa izvaja nad vhodnimi podatki, so
urejene v nivoje. Umetne nevronske mrezˇe v podatkih iˇscˇejo vzorce. Pri
konvolucijskih nevronskih mrezˇah opazimo podobno obnasˇanje. Konvolu-
cijski nivoji blizˇje vhodnemu nivoju v sliki razpoznavajo najbolj preproste
vizualne vzorce. Primer taksˇnih vzorcev so enostavni robovi. Nadaljnji ni-
voji preproste znacˇilke, kot so robovi, zdruzˇujejo v kompleksnejˇse entitete.
V zadnjih nivojih so te lahko zˇe celotni objekti. Konvolucijske mrezˇe s hie-
rarhijo operacij iz enostavnejˇsih znacˇilk zgradijo bolj kompleksne.
Izhod nivojev konvolucijske nevronske mrezˇe so vecˇdimenzionalni tenzorji.
Pri procesiranju vizualnih informacij pogosto zajemajo sˇtiri dimenzije. Prvi
dve dimenziji predstavljata prostorsko velikost informacij. Za posamezno
znacˇilko definirata sˇtevilo nevronov, ki se v vhodnih podatkih odzovejo na
prisotnost te znacˇilke. Tretji dimenziji tenzorja pravimo zbirka znacˇilk tega
nivoja. Vsak element te dimenzije predstavlja dolocˇeno znacˇilko. Nahajanje
te znacˇilke, kot je na primer enostaven rob, v vhodnih podatkih najdemo v pr-
vih dveh dimenzijah tenzorja. Sˇtevilcˇnost zbirke znacˇilk na posameznih nivo-
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jih z globino konvolucijske nevronske mrezˇe praviloma narasˇcˇa. Arhitekturo
konvolucijske nevronske mrezˇe razvijalec dolocˇi sam, tako kot pri umetnih
nevronskih mrezˇah. Ta se razlikuje glede na problemska podrocˇja. Na vsa-
Slika 2.4: Primer arhitekture nivojev konvolucijske nevronske mrezˇe. Povzeto
po [7].
kem nivoju konvolucijske nevronske mrezˇe izbiramo med mnogimi razlicˇnimi
operacijami, ne samo konvolucijami. Nekatere smo omenili zˇe pri umetnih
nevronskih mrezˇah. Primer take funkcije je ReLU ali pa funkcija napake.
Druge, sˇe neomenjene, opiˇsemo v nadaljevanju.
Konvolucija
Konvolucija (angl. convolution) je linearna matematicˇna operacija med dvema
funkcijama. V primeru vizualnih informacij sta ti dve funkciji vhodna slika
in konvolucijski filter, ki je po sˇirini in viˇsini manjˇsi ali enak vhodni sliki.
Rezultat konvolucije je spremenjena vhodna slika glede na podani filter. Za
izracˇun spremenjene slike konvolucijski filter premikamo po vhodni sliki ter







I(i−m, j − n)f(m,n). (2.15)
Izracˇun konvolucije slike I s filtrom f na tocˇki slike (i, j) je tako definiran
kot utezˇena vsota intenzitet slike I na lokaciji (i, j) ter okoliˇskih slikovnih
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tocˇkah. Utezˇi te vsote in sˇtevilo slikovnih tocˇk okoli (i, j), uporabljenih v
vsoti, definirata filter f ter njegova velikost (M,N). Operacijo konvolucije
ponavadi zapiˇsemo z operatorjem ∗. Zapis enacˇbe konvolucije je
g = I ∗ f. (2.16)
Ker mora konvolucijski filter v celoti lezˇati znotraj slike, je rezultat konvolu-
cije manjˇsi od vhodne slike. Vhodni sliki lahko ob robove dodamo slikovne
tocˇke z intenziteto 0. S tem dosezˇemo, da se velikost slike po konvoluciji
ohrani.
Rezultat konvolucije slike s filtrom si lahko interpretiramo kot odziv po-
danega filtra na sliko. Slika 2.6 predstavlja primer filtra, ki v vhodni sliki
poiˇscˇe robove.
Slika 2.5: Primer konvolucije slike z jedrom, povzeto po [4].
S pomocˇjo konvolucije nevronske mrezˇe v svojo arhitekturo vgradijo ope-
racije, ki so prilagojene naravi vizualnih informacij, kot so slike. Predpo-
stavimo, da na vrednost dolocˇene slikovne tocˇke bolj vplivajo blizu lezˇecˇe
slikovne tocˇke kot bolj oddaljene. To nam omogocˇa, da mocˇno zmanjˇsamo
sˇtevilo ucˇljivih parametrov ter pohitrimo samo racˇunanje rezultata, saj je
prostorska velikost filtra mnogo manjˇsa od same slike. Prav tako je to
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nacˇin regularizacije nevronske mrezˇe, saj se z manjˇsim sˇtevilom povezav ta
tezˇje pretirano prilagodi podatkom. Tej lastnosti konvolucije pravimo redka
povezanost. Konvolucijo implementiramo kot drsecˇi filter, katerega odziv
racˇunamo na vsaki slikovni tocˇki vhodne slike. Tako za vsako tocˇko upora-
bimo isto skupino filtrov, da izracˇunamo njihov odziv na sliki. Tej lastnosti
pravimo deljenje utezˇi. Ta omogocˇa, da nadaljnjo prihranimo na sˇtevilu
ucˇljivih parametrov nevronske mrezˇe. Pomembna lastnost, ki jo nevronske
mrezˇe pridobijo z implementacijo konvolucije, je invarianca glede na premik
vhoda. Cˇe definiramo funkcijo f , ki vhodne podatke x translira za nek premik
p, potem za konvolucijo g velja
g(f(x, p)) = f(g(x), p). (2.17)
Slika 2.6: Primer konvolucijskega filtra, ki v vhodni sliki izpostavi robove,
povzeto po [5].
Ko v nevronsko mrezˇo vstavljamo konvolucijski nivo, potrebujemo dolocˇiti
nekatere parametre tega nivoja. Sam rezultat konvolucije je pogojen z iz-
biro teh parametrov. Parametri konvolucijskega nivoja so velikost filtrov,
korak konvolucije ter nacˇin zapolnitve robov. Velikost filtrov konvolucije nam
omogocˇa, da dolocˇimo koliksˇen del vhodnih podatkov ali slike filter prekriva.
Prav tako s tem parametrom dolocˇimo koliko filtrov bomo uporabili na tem
nivoju. Vecˇ kot je filtrov, vecˇ je znacˇilk, ki jih nevronska mrezˇa iˇscˇe v vho-
dnih podatkih. Cˇe generiranih filtrov ne zˇelimo racˇunati na vsaki slikovni
tocˇki, lahko povecˇamo korak konvolucije, da ta izpusti n slikovnih tocˇk med
konvolucijo. Da odziv izracˇunamo za vsako slikovno tocˇko, korak nastavimo
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na 1. Cˇe je korak vecˇji od 1, je izhod prostorsko manjˇsi od vhoda v odvi-
snosti od velikosti izbranega koraka. Omenili smo, da konvolucija zmanjˇsa
velikost vhodne slike, tudi cˇe jo izvajamo s korakom velikosti 1. Vhodni sliki
smo zato dodali robove in tako ohranili njeno velikost po konvoluciji. Kako
nastavimo intenzitetne vrednosti robov, dolocˇimo z izbiro nacˇina zapolnitve
robov. Postopkov za zapolnitev robov je veliko. Najenostavnejˇsi postopek
robove zapolni s slikovnimi tocˇkami z intenziteto enako 0.
Zdruzˇevanje
Zdruzˇevanje (angl. max pooling) je operacija, ki dolocˇeno tocˇko v sliki nado-
mesti z rezultatom funkcije te tocˇke in tocˇk v njeni okolici. Za razliko od kon-
volucije, nivo zdruzˇevanja ponavadi nima ucˇljivih parametrov in je preprost
za implementacijo. Pogosto uporabljene funkcije so povprecˇje, L2 norma
ali pa utezˇeno povprecˇje. Najbolj popularna je funkcija max(I), ki poiˇscˇe
maksimalno vrednost v dolocˇeni regiji. Vse te funkcije dodatno omogocˇajo
lokalno invariantnost na premik.
Slika 2.7: Primer max zdruzˇevanja z velikostjo koraka 2 ter velikostjo regije
zdruzˇevanja 2× 2, povzeto po [6].
Operacija zdruzˇevanja se najpogosteje ne racˇuna na vsaki slikovni tocˇki
v vhodni sliki. Ker ta funkcija vrne nekaksˇno posplosˇitev dolocˇene regije v
sliki, ne potrebujemo njenega rezultata na vsaki slikovni tocˇki. V praksi se
velikokrat izpusti vsako drugo tocˇko v posamezni vrstici in stolpcu. Rezul-
tat zdruzˇevanja je tako priblizˇno prostorsko sˇtirikrat manjˇsa slika. Sˇtevilu
slikovnih tocˇk za katerega se premaknemo recˇemo korak. To je parameter
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katerega vrednost dolocˇimo ob deklaraciji zdruzˇevalnega nivoja. Prav tako
ob inicializaciji izberemo velikost regije zdruzˇevanja ter funkcijo zdruzˇevanja.
Arhitekture nevronskih mrezˇ se mocˇno razlikujejo v odvisnosti od problema,
ki ga resˇujejo. Najpogosteje opazimo sosledje konvolucijskega ter aktivacij-
skega nivoja. Temu lahko sledi nivo zdruzˇevanja. Med nivojema konvolucije
ter aktivacijske funkcije obicˇajno vstavimo normalizacijo vhodne skupine.
Kombinacije teh nivojev ponavljamo poljubno krat. Na koncu mrezˇe do-
damo funkcijo napake, ki ocenjuje tocˇnost pridobljenih rezultatov.
Poglavje 3
Detekcija sprememb in gibanja
v video sekvencah
Problem detekcije sprememb in gibanja v video sekvencah je kompleksen.
Nasˇ pristop temelji na postopku iskanja razlike med sliko ozadja ter posame-
znimi slikami sekvence. Nasˇa resˇitev je sestavljena iz dveh delov. V prvem
delu generiramo priblizˇek ozadja za vsako sekvenco v podatkovni zbirki. To
ozadje v nekaterih primerih rocˇno dolocˇimo. Kjer to ni mogocˇe, ozadje ge-
neriramo s filtrom mediane. V drugem delu razlike med slikami sekvence ter
sliko ozadja poiˇscˇemo s pomocˇjo siamske konvolucijske nevronske mrezˇe [15].
3.1 Generiranje ozadja video sekvence
Za iskanje razlik med ozadjem video sekvence ter posameznimi slikami iz se-
kvence potrebujemo nacˇin ocenjevanja ozadja. Metod za ocenjevanje ozadja
je veliko [46] [45] [31] [39] [49] [35]. Razlikujejo se po kompleksnosti ter
kvaliteti generiranih modelov ozadja [46]. Glavna naloga vseh omenjenih al-
goritmov je ta, da predmete, ki niso del ozadja, ne vkljucˇijo v svoj model.
Pri tem ohranjajo ter posodabljajo slikovne tocˇke dejanskega ozadja. Gene-
riranje modela ozadja je zahteven proces. Mnogo motecˇih dejavnikov v video
sekvencah onemogocˇa ocenjevanje povsem tocˇnih slik ozadja na podlagi vi-
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zualnih ter cˇasovnih informacij. Objekti v ozadju in ospredju so si lahko
po barvi podobni ter tako tezˇko razlocˇljivi. Hitre in dinamicˇne spremembe
v osvetlitvi lahko pokvarijo model ozadja ter povzrocˇijo nezˇelene aktivacije
detekcijskega algoritma. Nekateri objekti v ospredju nenadno koncˇajo giba-
nje za dlje cˇasa ter ga kasneje ponovno nadaljujejo [43]. Nacˇini spopadanja
s takimi tezˇavami so odvisni od posameznih implementacij algoritmov, ki
ozadja generirajo. Zaradi teh in drugih elementov video sekvenc so modeli
ozadja pogosto le priblizˇki dejanskega ozadja. Zazˇeleno je, da so algoritmi
detekcije razlik robustni na dolocˇene anomalije, ki se lahko pojavijo v ge-
neriranem ozadju. V nasˇem delu za oceno slike ozadja, kjer te ne moremo
dolocˇiti rocˇno, uporabimo filter mediane. Predpostavljamo, da se objekti v
ospredju pogosto gibljejo in se tako v sekvenci pojavljajo le v delcˇku vseh
slik. Ker je video sekvenca zbirka vecˇ slik posnetih ob razlicˇnih cˇasih, si pre-
mikajocˇe objekte pred ozadjem interpretiramo kot sˇum v posnetku, ki moti
sliko ozadja. Filter mediane se lahko v razlicˇnih oblikah uporablja za odpra-
vljanje sˇuma v slikah [18]. Ta deluje tako, da vsako tocˇko v sliki nadomesti
z mediano poljubno velike regije slikovnih tocˇk v njeni okolici.
(a) (b)
Slika 3.1: V sliki (b) je vecˇina sˇuma iz slike (a) odstranjenega s pomocˇjo
filtra mediane.
V nasˇem primeru ne odpravljamo sˇuma v prostorski komponenti video po-
snetka. Sˇum odpravljamo v cˇasovni komponenti. Vsaka slikovna tocˇka tako
pridobljenega ozadja je mediana isto-lezˇecˇih tocˇk slik sekvence, posnetih ob
Diplomska naloga 23
razlicˇnih cˇasih. Koliko slik iz sekvence obravnavamo pri izracˇunu ozadja je
odvisno od vecˇ dejavnikov. Ob vecˇji prisotnosti objektov ospredja v video
sekvenci potrebujemo vecˇje sˇtevilo slik za boljˇso oceno ozadja. Dinamicˇno
je lahko tudi samo ozadje sekvence. Cˇe za izracˇun modela ozadja vzamemo
prevecˇ slik, lahko to gibanje pokvari reprezentacijo dejanskega ozadja. Tako
vidimo, da je sˇtevilo slik, ki jih obravnavamo pri izracˇunu mediane, kompro-
mis med natancˇnostjo videza ozadja ter sˇtevilom anomalij, ki jih povzrocˇajo
predmeti v ospredju.
Za demonstracijo tega kompromisa smo generirali 8 ozadji 2 video sekvenc,
kjer smo za vsako ozadje uporabili N nakljucˇno izbranih razlicˇnih slik. Za
N smo dolocˇili 10, 50, 100 ter 200 slik. Na Sliki 3.2 v prvi vrstici opa-
zimo vpliv anomalij objektov iz ospredja na kvaliteto ozadja, v drugi na-
tancˇnost reprezentacij objektov v ozadju zaradi njihovega gibanja. Vidimo,
da z narasˇcˇanjem sˇtevila slik zmanjˇsujemo sˇtevilo anomalij, ki jih povzrocˇajo
objekti v ospredju. Hkrati tudi izgubljamo natancˇnost reprezentacij objek-
tov v ozadju, ki se tekom sekvence premikajo.
Izracˇun mediane je lahko za velike kolicˇine slik prevecˇ zamuden postopek.
Da ga pohitrimo, lahko izrabimo redundantnost vizualnih informacij. Sliki
ob cˇasu t ter t + 1 sta si v veliko primerih zelo podobni, saj se vsebina v
zaporednih slikah malo spreminja. Kolicˇina sprememb iz slike ob cˇasu t ter
t + 1 je odvisna od hitrosti spreminjanja objektov v okolju, ki ga snemamo
ter sˇtevila slik na sekundo, ki jih lahko posname kamera. Za izracˇun smo
uporabili vsako N
s
sliko. Vrednost s dolocˇa koliko zaporednih slik izpustimo.
3.2 Siamska konvolucijska nevronska mrezˇa
Ko imamo za video sekvenco generiran ozadje, moramo poiskati relevantne
razlike med posameznimi slikami iz sekvence ter sliko ozadja. Preprosto
odsˇtevanje ter nato vpragovanje vrednosti nudi slabe rezultate zaradi velike
kolicˇine sˇuma, ki je lahko prisoten v slikah. Za resˇevanje tega problema
smo razvili siamsko konvolucijsko nevronsko mrezˇo. Naloga mrezˇe je, da ob
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(e) (f) (g) (h)
Slika 3.2: Za generiranje slik (a) in (e) smo uporabili 10 nakljucˇno izbranih
slik iz posamezne video sekvence, za (b) in (f ) 50, za (c) in (g) 100 ter za (d)
in (h) 200 slik. V prvi vrstici lahko opazimo, da z vecˇanjem sˇtevila slik, ki jih
obravnavamo, odpravljamo anomalije, ki jih povzrocˇajo elementi ospredja v
ozadju. V drugi vrstici lahko opazimo, da povecˇevanje sˇtevila slik zmanjˇsuje
kvaliteto ozadja, ki se tekom sekvence giblje.
podani sliki ozadja video sekvence ter posamezni sliki iz sekvence dolocˇi bi-
narno masko relevantnega gibanja, ki se nahaja v sliki. S pomocˇjo nivojev
konvolucijske nevronske mrezˇe VGG-16 [37] semanticˇno opiˇsemo sliko iz vi-
deo sekvence ter generirano sliko njenega ozadja. Tako posamezne slikovne
tocˇke pridobljenih zbirk znacˇilk ne predstavljajo barv v sliki, temvecˇ komple-
ksnejˇse vizualne elemente. Ti so na nizˇjih nivojih robovi, cˇrte, tocˇke, na viˇsjih
tudi sestavljeni objekti. Tako razlike iˇscˇemo med kompleksnejˇsimi vizualnimi
objekti.
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3.2.1 Konvolucijska mrezˇa VGG-16
Konvolucijska nevronska mrezˇa VGG-16 [37] je mrezˇa, katere naloga je kla-
sifikacija objektov, ki so prisotni v slikah. Ucˇena in evalvirana je bila na po-
datkovni zbirki ILSVRC [34], ki vsebuje slike 1000 razlicˇnih objektov. Zbirka
vsebuje slike prevoznih sredstev, zˇivali, ljudi ter drugih objektov. Cilj te po-
datkovne zbirke je testiranje algoritmov, katerih naloga je detekcija vsebine
slik.
Mrezˇa je sestavljena iz 16 nivojev, ki vsebujejo ucˇljive parametre. Upo-
rablja sosledje 13 konvolucijskih nivojev ter 3 polno povezane nivoje. Vsi
konvolucijski nivoji imajo enake, 3 × 3 velike konvolucijske filtre. Mrezˇa
vsebuje 5 nivojev zdruzˇevanja, ki sledijo nekaterim konvolucijskim nivojem.
Naloga teh je zmanjˇsevanje prostorskih dimenzij izhodov konvolucijskih ni-
vojev. Vsaki konvoluciji sledi nelinearna funkcija ReLU. Maksimalna sˇirina
zbirk znacˇilk konvolucijskih nivojev je 512 znacˇilk. Polno-povezani nivoji, ki
sledijo konvolucijskim, sˇtevilo znacˇilk povecˇajo na 4096. Njihova prostorska
velikost je 1, torej predstavljajo vektor 4096 razlicˇnih skalarnih vrednosti. V
zadnjem polno povezanem nivoju se izhod zmanjˇsa na 1000 znacˇilk. Zadnji
nivo mrezˇe je nivo softmax, ki vsako izmed 1000 znacˇilk preslika v klasifika-
cijsko verjetnost za posamezni razred. Mrezˇa VGG-16 na podatkovni zbirki
ILSVRC 2012 dosega tocˇnost 92.8 procentov za 5 najverjetnejˇsih napovedi
(angl. top 5 accuracy) ter 75.6 procentov za 1 najverjetnejˇso napoved (angl.
top 1 accuracy) [28]. V cˇlanku [37] avtorji za doseganje boljˇse tocˇnosti
zdruzˇijo rezultate dveh VGG arhitektur, VGG-16 ter VGG-19. VGG-19 je
verzija mrezˇe VGG-16, ki vsebuje dodatne konvolucijske nivoje.
3.2.2 Siamska konvolucijska nevronska mrezˇa SubNet
Nasˇa konvolucijska mrezˇa, v nadaljevanju mrezˇa SubNet, je mrezˇa, ki smo
jo razvili za opravljanje naloge detekcije razlik med sliko ozadja ter sliko,
v kateri sta prisotna tako ozadje kot ospredje. Za opravljanje te naloge je
mrezˇa sestavljena iz dveh delov. Prvi del mrezˇe SubNet vhodni sliki se-
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manticˇno opiˇse glede na vizualno vsebino slik. To stori s pomocˇjo 7 najnizˇjih
konvolucijskih nivojev mrezˇe VGG-16. Ker je mrezˇa VGG-16 naucˇena kla-
sificirati 1000 razlicˇnih objektov, njeni konvolucijski filtri zajemajo sˇiroko
podrocˇje vizualnih znacˇilk. Te raznolike filtre uporabimo za opisovanje vho-
dnih slik mrezˇe SubNet. Konvolucijski nivoji se istocˇasno izvedejo nad obema
vhodnima slikama s pomocˇjo siamske arhitekture. Prvi del mrezˇe SubNet si
lahko predstavljamo kot dve locˇeni konvolucijski mrezˇi, ki si med seboj delita
parametre. Temu delu mrezˇe pravimo tudi enkoder.
Drugi del mrezˇe SubNet je zadolzˇen za iskanjem relevantnih razlik med
vhodnima slikama ter za generiranje koncˇne verjetnostne segmentacijske ma-
ske. Vhodni podatki tega dela mrezˇe so rezultati sedmega konvolucijskega
nivoja prvega dela mrezˇe. To so pari zbirk znacˇilk istih konvolucijskih fil-
trov nad slikama ozadja ter vhodno sliko sekvence. Pare zbirk znacˇilk nato
odsˇtejemo med seboj ter izracˇunamo absolutne vrednosti razlik. Pridobljene
vrednosti predstavljajo razlike med enakimi vizualnimi elementi v sliki ozadja
ter sliki iz video sekvence. Ker obdrzˇimo razlike iz vhodne slike ter slike
ozadja, lahko detektiramo tudi objekte, ki jih mrezˇa ne more semanticˇno
opisati s svojimi filtri. Da bi detektirali take objekte, se morajo ti nahajati
na povrsˇini, ki jo mrezˇa s svojimi konvolucijskimi filtri lahko opiˇse. Objekte
v ospredju lahko opiˇsemo tudi z vsemi tistimi regijami ozadja, ki jih objekt
ospredja zakriva ter jih mrezˇa lahko semanticˇno opiˇse.
Gibanje je lahko prisotno tudi v objektih ozadja. To lahko privede do
potencialno nezˇelenih detekcij. Da bi se temu izognili, smo nivoju abso-
lutne razlike dodali sˇtiri konvolucijske nivoje. Tako lahko nekatere oblike
gibanja mrezˇa tekom ucˇenja zavrzˇe ter ohrani druge. Izhod teh konvolu-
cijskih nivojev je po velikosti 16 krat manjˇsi kot velikost vhodne slike ter
vsebuje 256 razlicˇnih znacˇilk. Rezultate moramo zato povecˇati do prvotne
velikosti vhoda ter zmanjˇsati sˇtevilo znacˇilk. To storimo z dvema nivojema
transponirane konvolucije s korakom 2. Ta nivo ima ucˇljive konvolucijske
filtre. Ker je naloga transponirane konvolucije povecˇanje vhodnih podat-
kov, njene filtre inicializiramo tako, da tej izvajajo bi-kubicˇno interpolacijo.
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Vsak nivo transponirane konvolucije velikost slike povecˇa 4 krat. Po vsa-
kem nivoju transponirane konvolucije uporabimo nivo navadne konvolucije,
ki postopoma zmanjˇsuje sˇtevilo znacˇilk, dokler to ni enako 2.
V mrezˇi po vsakem konvolucijskem nivoju ter nivoju transponirane kon-
volucije uporabimo normalizacijo skupine, kateri sledi aktivacijska funkcija
ReLU. Izjema je le zadnji nivo konvolucije, kateremu sledi nivo softmax. Ta
vrednosti izhoda zadnjega nivoja mrezˇe normalizira, da je vsota teh po tre-
tji dimenziji enaka 1. Tako sta izhod mrezˇe dve verjetnostni maski vhodne
slike. V prvi vsaka tocˇka predstavlja verjetnost, da istolezˇna slikovna tocˇka
v vhodni sliki pripada staticˇnemu ozadju. V drugi vsaka tocˇka predstavlja
verjetnost, da istolezˇna slikovna tocˇka v vhodni sliki pripada ospredju, ki ga
v vecˇini primerov sestavljajo gibajocˇi se objekti. Pri ucˇenju nevronske mrezˇe






kjer je x posamezna tocˇka v izhodu nevronske mrezˇe. Vrednost M tecˇe cˇez
celotno sˇtevilo razredov, ki jih segmentiramo. V nasˇem primeru je M = 1,
saj imamo dva razreda, kjer je prvi oznacˇen z vrednostjo 0. Vrednost yn
predstavlja oznako, ali posamezna slikovna tocˇka pripada razredu n. Ver-
jetnost pn predstavlja napoved mrezˇe, da slikovna tocˇka pripada razredu n.
Tako moramo oceniti vsako tocˇko v izhodu nevronske mrezˇe, da pridobimo
napako segmentacije. To tekom ucˇenja poskusˇamo zmanjˇsati. Arhitektura
mrezˇe SubNet je orisana v Sliki 3.3.
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(a)
Slika 3.3: Oris arhitekture mrezˇe SubNet. Oznaki I0 ter I1 predstavljata
vhodne podatke v nevronsko mrezˇo. Oznaka O predstavlja izhod nevronske
mrezˇe. P0 ter P1 predstavljata prvi del mrezˇe ter drugi del mrezˇe. Modre cˇrte
brez pusˇcˇic, ki povezujejo nivoje oznacˇene kot VGG-16, nakazujejo deljenje
ucˇljivih parametrov teh nivojev. To je siamski del mrezˇe SubNet. Izhodi
dela P0 vstopijo v drugi del mrezˇe. Tu se znacˇilke v nivojih razlike, ki so
oznacˇeni z Diff, med seboj odsˇtejejo ter nadaljnjo procesirajo. Nivoji v delu
mrezˇe, ki je oznacˇen z oznako Up, povecˇajo vhodne vrednosti na velikost
vhodov mrezˇe ter zmanjˇsajo sˇtevilo znacˇilk.
Poglavje 4
Eksperimentalna evalvacija
V tem poglavju opiˇsemo postopek ucˇenja ter evalvacije siamske konvolucijske
nevronske mrezˇe. V Poglavju 4.1 je predstavljeno programsko ter strojno
okolje, v katerem smo ucˇenje in evalvacijo izvajali. Nato v Poglavju 4.2
predstavimo sam postopek ucˇenja. Opiˇsemo podatkovne zbirke, ki so bile
uporabljene tako za ucˇenje kot evalvacijo. Nato opiˇsemo kako smo ucˇne
slike izbrali ter jih pripravili za postopek ucˇenja. Sledi opis vrednosti ucˇnih
parametrov, ki smo jih uporabili pri ucˇenju. Nato v Poglavju 4.3 predstavimo
kriterije po katerih smo ocenjevali delovanje nevronske mrezˇe. Na koncu v
Poglavju 4.4 predstavimo rezultate, ki jih dosega nevronska mrezˇa.
4.1 Programsko in strojno okolje
4.1.1 MatConvNet
Za razvoj siamske konvolucijske nevronske mrezˇe, ki detektira spremembe in
gibanje, smo uporabili programsko orodje MatConvNet [41]. Integrirano v
razvojno okolje MATLAB [29], MatConvNet nudi hitro prototipiranje ter ek-
sperimentiranje z razlicˇnimi vrstami konvolucijskih nevronskih mrezˇ. Zaradi
podpore izvajanja ucˇenja na graficˇnih procesorskih enotah, lahko s tem orod-
jem ucˇimo kompleksne nevronske mrezˇe na veliki kolicˇini podatkov. Mat-
ConvNet posamezne nivoje konvolucijske mrezˇe prikazˇe kot enostavne gra-
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dnike, ki jih dodajamo celotni strukturi mrezˇe ter jih povezujemo med se-
boj. Ti nivoji predstavljajo optimizirane standardne rutine, kot so konvolu-
cija, ReLu in druge operacije, pogosto prisotne v arhitekturi konvolucijskih
nevronskih mrezˇ. Razlicˇne nivoje definiramo in zdruzˇimo v dveh oblikah
konvolucijskih nevronskih mrezˇ. Ti dve sta simplenn ter dagnn. Simplenn
implementira enostavnejˇse nevronske mrezˇe, ki vsebujejo linearno topologijo
nivojev. Dagnn definicija nevronskih mrezˇ nam omogocˇa sestavo bolj komple-
ksnih topologij, ki niso nujno linearne. V nasˇem delu uporabljamo definicijo
dagnn za implementacijo nevronske mrezˇe.
Dagnn nam omogocˇa objektno orientirano pisanje nevronske mrezˇe, kjer
razred dagnn implementira posamezne nivoje nevronske mrezˇe ter metode,
ki omogocˇajo kreiranje teh nivojev. Ko ustvarimo prazno mrezˇo dagnn, va-
njo dodamo nov operacijski nivo s klicem metode addLayers. Argumenti
te metode so ime nivoja, ki ga definiramo, vrsta operacije, ki jo zˇelimo do-
dati, ime vhoda in izhoda tega nivoja ter imena ucˇljivih parametrov mrezˇe,
da lahko do njih enostavneje dostopamo kasneje. Razlicˇne operacije, ki jih
podamo metodi addLayers, so definirane v razredu dagnn. Primer teh je
dagnn.Conv, ki omogocˇa dodajanje konvolucijskega nivoja. Implementiranih
je sˇe mnogo drugih funkcij, ki so pogosti gradniki konvolucijskih nevronskih
mrezˇ. Cˇe zˇelimo v nevronski mrezˇi med seboj povezati dva nivoja, za vhod
enega podamo ime izhoda drugega nivoja. Paziti moramo, da so dimenzije
podatkov, ki se pretakajo med njima, kompatibilne z velikostmi filtrov ali
drugih ucˇljivih parametrov, ki jih nivoja vsebujeta. Ustvarimo lahko tudi
lastni nivo s poljubno funkcionalnostjo. Da to storimo, je potrebno definirati
njegovo delovanje v cˇasu prehoda podatkov po mrezˇi naprej in nazaj. Podati
moramo izracˇunane odvode operacij nivoja glede na prejete vhodne podatke.
MatConvNet nam s svojo zbirko implementiranih primerov uporabe oko-
lja omogocˇa, da hitro spoznamo enostavnejˇse vidike ustvarjanja ter ucˇenja
nevronske mrezˇe. Prek njihove uradne spletne strani [28] lahko dostopamo
do mnogih prednaucˇenih modelov popularnih arhitektur, kot so VGG ali
AlexNet [25]. Te lahko prenesemo ter uporabimo v lastnih projektih.
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4.1.2 Strojno okolje
Ucˇenje in evalvacija sta potekala na strezˇniku v laboratoriju Vicos FRI. Ta
strezˇnik vsebuje procesor tipa INTEL Xeon E5-1650 v3 3.50GHz. Temu je
na voljo 64 GB sistemskega pomnilnika. Ucˇenje in evalvacijo smo izvajali s
pomocˇjo diskretne graficˇne kartice NVIDIA GeForce GTX 980, ki vsebuje 4
GB graficˇnega pomnilnika.
4.2 Postopek ucˇenja
Med postopkom razvoja konvolucijske nevronske mrezˇe smo uporabili vecˇ
razlicˇnih podatkovnih zbirk. Ucˇenje mrezˇe smo izvajali na podatkovni zbirki
CDNET [43], dostopni na strani [17]. Za testiranje njenega delovanja smo
poleg zbirke CDNET uporabili sˇe zbirki Wallflower [40] in SGM-RGBD [16].
Podatkovna zbirka Wallflower je dostopna na spletni strani [42], zbirka SGM-
RGBD na [36]. Razlog, da je zbirka CDNET uporabljena tako pri ucˇenju
kot evalvaciji, je v tem, da taksˇen protokol evalvacije uporabljajo na strani
CDNET [17] za ocenjevanje objavljenih algoritmov.
Za ucˇenje na podatkovni zbirki CDNET je na voljo le podmnozˇica vseh slik
posameznih video sekvenc. Ucˇenje lahko izvajamo na vseh slikah, ki so na
voljo, ali le na podmnozˇici teh. Nato algoritem objavimo na spletni strani
CDNET, kjer se evalvacija nasˇega algoritma izvede tudi na preostalih slikah
sekvence, ki niso na voljo med ucˇenjem. Tako zˇelijo avtorji preprecˇiti preti-
rano prilagajanje na video sekvence.
Razvite mrezˇe na podatkovnih zbirkah Wallflower ter SGM-RGBD nismo
ucˇili ter ju uporabljamo izkljucˇno za evalvacijo delovanja.
CDNET
Podatkovna zbirka CDNET [43] vsebuje 11 razlicˇnih kategorij, ki so poime-
novane Bad Weather, Low Framerate, Baseline, Dynamic Background, Night
Videos, Camera Jitter, PTZ, Shadow, Turbulence, Intermittent Object Motion
ter Thermal. Vsaka izmed teh kategorij predstavlja problematicˇne okoliˇscˇine,
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ki otezˇujejo detekcijo gibanja. Posamezni primeri izbranih kategorij so prika-
zani na Sliki 4.1 ter Sliki 4.2. V nadaljevanju predstavimo izbrane kategorije
iz podatkovne zbirke CDNET, na katerih smo ucˇili nasˇo konvolucijsko ne-
vronsko mrezˇo.
Kategorija Baseline vsebuje 4 video sekvence. Zaradi preprostosti pri-
merov, ki vsebujejo le manjˇse sˇtevilo zahtevnejˇsih elementov, je detekcija
gibanja lazˇja kot v drugih kategorijah. Dynamic background vsebuje 6 video
sekvenc. V teh sekvencah je prisotno mocˇno gibanje v ozadju. Primer tega
so drevesa, ki se zibljejo v vetru ter valovanje vodne gladine. Shadow prav
tako vsebuje 6 video sekvenc. Pri teh se v ospredju pojavljajo premikajocˇe se
sence. Sence lahko prihajajo iz ozadja. Prav tako jih povzrocˇajo premikajocˇi
se objekti, ki so del ospredja. Thermal vsebuje 5 video sekvenc. Video se-
kvence v tej kategoriji so posnete z infrardecˇo kamero. Bad Weather vsebuje
4 video sekvence, posnete v slabih vremenskih razmerah in slabi vidljivo-
sti. V vseh primerih prikazujejo okolje v snezˇnem metezˇu. Low Frame-Rate
vsebuje 4 video sekvence. Vse sekvence so posnete z internetnimi kamerami
(ang. IP camera), kjer je omejena kolicˇina prenosa podatkov. Sekvence so
posnete z majhnim sˇtevilom slicˇic na sekundo. Zajeto gibanje je sporaticˇno
in nenadno. Night vsebuje 6 posnetkov prometnih okolij. Video sekvence so
posnete ponocˇi, kjer prevladuje predvsem slaba vidljivost. Zˇarometi lucˇi ter
njihovi odboji dodatno otezˇujejo zaznavanje relevantnega gibanja. Zadnja
kategorija Air Turbulence vsebuje 4 video sekvence. Video je posnet z in-
frardecˇo kamero na vrocˇ poletni dan. Za snemanje je uporabljena telephoto
lecˇa. Zaradi teh dejavnikov se v posnetku pojavlja turbulenca, ki mocˇno moti
detekcijo gibanja. Objekti v ospredju se po velikosti mocˇno spreminjajo.
Camera jitter vsebuje 4 posnetke raznolikih okolij. Video sekvence so posnete
s kamerami, ki se tekom snemanja tresejo. Tako nenadno gibanje predstavlja
tezˇaven problem pri segmentaciji relevantnega gibanja.
Kategorije Baseline, Dynamic background, Shadow, Thermal, Bad Wea-
ther, Low Frame-Rate, Night, Air Turbulence ter Camera Jitter smo upora-
bili za ucˇenje nevronske mrezˇe. Za ucˇenje so nam na voljo vse kategorije v
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podatkovni zbirki CDNET. Razlog, da med ucˇenjem nismo uporabili kate-
gorije PTZ je v tem, da se tekom sekvenc kategorije kamera prevecˇ premika.
Tako lahko ta popolnoma zamenja okolje, ki ga opazujemo. Ker ucˇenje izva-
jamo z enim samim ozadjem na sekvenco, bi taksˇni ucˇni primeri predstavljali
povsem ne-reprezentativne razlike med ozadjem in posameznimi slikami se-
kvence. Med ucˇenjem prav tako ne uporabljamo sekvenc kategorije Intermit-
tent Object Motion. Ne uporabljamo jih zato, ker so v nekaterih sekvencah
prisotni objekti, ki so sprva del ozadja ter se nato nenadoma zacˇenjajo premi-
kati. Nasˇa metoda, ki za ucˇenje uporablja staticˇno ozadje, bi v teh primerih
zaznala spremembe tako v ozadju kot ospredju. Ker med njima ne more dis-
kriminirati, bi taksˇne spremembe mrezˇo silile k ucˇenju irelevantnih opisnikov
razlik. Ucˇenja ne izvajamo na problemskih situacijah v kategorijah PTZ ter
Intermittent Object Motion, uporabimo ju le za evalvacijo.
Podatkovna zbirka CDNET le za podmnozˇico slik video sekvenc vsebuje
maske pravilnih segmentacij gibanja. Tako avtorji zbirke zˇelijo preprecˇiti pre-
tirano prilagajanje podatkom. Segmentacijske maske vsebujejo 5 sˇtevilskih
label, ki denotirajo posamezne regije v sliki. Te labele so oznacˇene z vre-
dnostmi 0, 50, 85, 170 in 255, ter so v maski reprezentirane z razlicˇnimi
sivinskimi nivoji. Labela 0 oznacˇuje ozadje, 50 mocˇno senco, 85 regijo, ka-
tere segmentacija nas ne zanima, 170 obmocˇje nedefiniranega gibanja, ki
pogosto obroblja premikajocˇe se objekte ter 255 relevantno gibanje. Vsaki
video sekvenci v podatkovni zbirki je prilozˇena tudi binarna maska regije v
video sekvenci, za katero nas zanima segmentacija gibanja. Tej regiji pra-
vimo regija interesa (angl. region of interest), saj detekcije zunaj te regije
pri evalvaciji zavrzˇemo ter jih tudi ne uposˇtevamo tekom ucˇenja.
Wallflower
Podatkovna zbirka Wallflower [40] je namenjena testiranju algoritmov, ki
iˇscˇejo razlike med ozadjem ter ospredjem video sekvenc. Vsebuje 7 kategorij,
ki pokrivajo razlicˇna problematicˇna podrocˇja. Ta podrocˇja zajemajo pocˇasne




Slika 4.1: Primera kategorije Baseline (a), (b); primera kategorije Dynamic






Slika 4.2: Primera kategorije Thermal (a), (b); primera kategorije Bad Wea-
ther (c), (d); primera kategorije Low Frame-Rate (e), (f ); primera kategorije
Night Videos (g), (h); primera kategorije Turbulence (i), (j ); primera kate-
gorije Camera Jitter (k), (l).
36 Peter Mlakar
ki se nenadoma zacˇnejo gibati po daljˇsem cˇasu mirovanja. Kategorije so
poimenovane Bootstrap, Camouflage, Foreground Aperture, Waving Trees,
Light Switch, Time of Day ter Moved Object. Binarna maska ospredja je na
voljo za eno sliko iz posamezne video sekvence. V binarni maski je gibanje
oznacˇeno z oznako, ki ima vrednost 255, ozadje z labelo 0. Primeri kategorij
podatkovne baze so vidni na Sliki 4.3. Na tej podatkovni zbirki konvolucijske
nevronske mrezˇe ne ucˇimo. Uporabljamo jo zgolj za evalvacijo. Pri evalvaciji
uporabljamo vse kategorije zbirke Wallflower. Izjema je kategorija Moved
Object, ki v binarni maski ospredja ne vsebuje nobenih slikovnih tocˇk, ki bi
pripadale ospredju. Tako ne moremo dolocˇiti nekaterih metrik uspesˇnosti
delovanja algoritma, ki jih uporabljamo za evalvacijo.
SGM-RGBD
Podatkovna zbirka SGM-RGBD [16] [36] je prav tako namenjena testiranju
in evalvaciji algoritmov detekcije relevantnih razlik med ozadjem sekvence ter
posameznimi slikami sekvence. Vsebuje 33 video sekvenc, razdeljenih v 7 ka-
tegorij. Tako kot v ostalih podatkovnih bazah se kategorije razlikujejo glede
na razlicˇne tezˇavne okoliˇscˇine, ki so prisotne v sekvencah. Poleg obicˇajnih
RGB slik so prilozˇene tudi globinske slike okolja, oznacˇene s cˇrko D. Teh
nasˇ algoritem ne uporablja pri delovanju. Nekatere zajete video sekvence
v podatkovni bazi vsebujejo primere sprememb osvetlitve okolja. V drugih
sekvencah so objekti ospredja lahko po barvi ali po oddaljenosti od kamere
podobni ozadju. V sekvencah so lahko prisotne mocˇne sence, ki jih mecˇejo gi-
bajocˇi objekti. Vsi nasˇteti dejavniki otezˇujejo detekcijo relevantnega gibanja.
Vsebovane kategorije se imenujejo Illumination Changes, Color Camouflage,
Depth Camouflage, Intermittent Motion, Out of Sensor Range, Shadows ter
Bootstrapping. Segmentacijske maske ospredja vsebujejo podobne oznake kot
maske podatkovne zbirke CDNET. Tu so prisotne vse oznake 0, 85, 170 ter
255, z izjemo oznake 50. Oznaka 0 predstavlja ozadje, 85 regijo, za katero nas
segmentacija ne zanima, 170 nedefinirano gibanje ter 255 relevantno gibanje.





Slika 4.3: Primer kategorije Bootstrap (a); primer kategorije Camouflage (b);
primer kategorije Foreground Aperture (c); primer kategorije Waving Trees
(d); primer kategorije Light Switch (e); primer kategorije Time of Day (f );
primer kategorije Moved Object (g).
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preprecˇujejo pretirano prilagajanje na ucˇne primere. Primeri kategorij po-
datkovne baze so vidni na Sliki 4.4. Tudi to podatkovno bazo uporabljamo le
za evalvacijo delovanja nevronske mrezˇe in je ne uporabljamo za ucˇenje. Ne-
vronsko mrezˇo evalviramo na vseh kategorijah podatkovne zbirke. Izjema je
kategorija Illumination Changes zaradi enakih razlogov kot kategorija Moved
Object v podatkovni zbirki Wallflower.
4.2.1 Izbor in priprava ucˇnih podatkov
Izbor ucˇnih kategorij
Pri ucˇenju konvolucijske nevronske mrezˇe smo uporabili vse video sekvence
v izbranih 9 kategorijah podatkovne zbirke CDNET. Kategorije, ki smo jih
izbrali za ucˇenje so Baseline, Dynamic Background, Thermal, Turbulence,
Low Framerate, Shadow, Camera Jitter, Bad Weather in Night Videos. S
takim izborom ucˇnih primerov lahko mrezˇo naucˇimo detekcije relevantnih
razlik. V ucˇnih sekvencah se ozadje vizualno ne spreminja prevecˇ, razen v
primerih dinamicˇnega gibanja, kar nam omogocˇa, da lahko nevronsko mrezˇo
ucˇimo na tak nacˇin. Ker za ucˇenje uporabljamo le eno sliko ozadja za celotno
sekvenco, kategoriji PTZ ter Intermittent Object Motion ne uporabimo pri
ucˇenju, ker se ozadje tekom sekvence prevecˇ spreminja. Uporabimo ju le pri
evalvaciji.
Izbor ucˇnih slik
Ucˇne slike smo izbirali nakljucˇno. Za vsako sekvenco smo izbrali N nakljucˇnih
slik, v katerih je poleg ozadja prisotno tudi ospredje. To smo storili zato, ker
je sˇtevilo slikovnih tocˇk, ki predstavljajo ozadje, veliko vecˇje od sˇtevila tocˇk,
ki predstavljajo ospredje. Ker so vizualne informacije v video sekvencah po-
gosto redundantne v zaporednih slikah, je sˇtevilo izbranih slik mnogo manjˇse
od celotnega sˇtevila slik v video sekvenci. V povprecˇju vsebuje posamezna
video sekvenca 3000 slik, najmanj 600 ter najvecˇ 7400. Pri ucˇenju smo upo-





Slika 4.4: Primer kategorije Illumination Changes (a); primer kategorije Co-
lor Camouflage (b); primer kategorije Depth Camouflage (c); primer kate-
gorije Intermittent Motion (d); primer kategorije Out of Sensor Range (e);
primer kategorije Shadows (f ); primer kategorije Bootstrapping (g).
40 Peter Mlakar
Dolocˇanje slike ozadja
Za vsako ucˇno video sekvenco smo generirali eno sliko ozadja. V vecˇini pri-
merov smo v mnozˇici slik poiskali referencˇno sliko, ki ne vsebuje objektov
ospredja. Ta slika je nato predstavljala model ozadja za celotno video se-
kvenco. V nekaterih video sekvencah referencˇne slike brez elementov ospredja
ni bilo mogocˇe najti. V takih primerih smo ozadje generirali z lokalno medi-
ano 100 slik, kjer vsako deseto sliko izpustimo. Slike, ki smo jih uporabili za
dolocˇanje mediane, se nahajajo v tistem delu sekvence, ki vsebuje najmanj
gibanja. Taka mediana se je izkazala za dober priblizˇek ozadja.
Pred-procesiranje ter umetno razsˇirjanje ucˇnih podatkov
Vhodni podatki v nevronsko mrezˇo SubNet so pari nakljucˇno izbranih slik
iz video sekvence ter slika ozadja te sekvence. Ker so prvi nivoji mrezˇe Sub-
Net enaki nivojem mrezˇe VGG-16, podatke centriramo glede na povprecˇne
vrednosti kanalov RGB slik, s katerimi je bila ucˇena mrezˇa VGG-16. Te vre-
dnosti so dostopne v meta podatkih modela mrezˇe VGG-16, ki je dostopen
na strani Matconvnet [28]. Ker so video sekvence v razlicˇnih velikostnih
formatih, v vsaki vhodni sliki izberemo regijo veliko 100× 100 slikovnih tocˇk
ter jo uporabimo za ucˇenje. Enako regijo izberemo tudi v ozadju. Tako ohra-
nimo velikosti ter razmerja vizualnih informacij, ki se nahajajo v sekvencah
ter ne izgubljamo informacij z zmanjˇsevanjem ali rezanjem slik na manjˇse
velikosti. Srediˇscˇe izbrane regije je vedno v obmocˇju interesa video sekvence.
Podatke tekom ucˇenja umetno razsˇirjamo tako, da jih nakljucˇno preslikamo
preko vertikalne osi.
Izenacˇevanje razredov
Ker je slikovnih tocˇk, ki pripadajo ospredju v slikah veliko manj kot tocˇk, ki
pripadajo ozadju, smo funkcijo napake utezˇili glede na razmerje med sˇtevilom
teh tocˇk. Napacˇna segmentacija ospredja je tako povzrocˇila vecˇjo vrednost
napake kot napacˇna klasifikacija ozadja. S tem smo dosegli, da je mrezˇa
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tekom ucˇenja hitreje konvergirala h kvalitetnejˇsi resˇitvi problema.
Parametri ucˇenja
Za ucˇenje smo uporabili napredni optimizacijski algoritem Adam [24]. Pred-
nost uporabe tega algoritma je v tem, da samodejno tekom ucˇenja adaptira
velikost ucˇne hitrosti. Tako nam olajˇsa dolocˇanje zacˇetne ucˇne vrednosti, saj
je zmozˇen hitro popraviti ucˇne vrednosti, ki so prevecˇ optimisticˇne ali prevecˇ
konzervativne. Zacˇetno ucˇno hitrost smo nastavili na 0.001. Vrednost L2
regularizacije utezˇi smo nastavili na 0.00005. Skupina slik (angl. batch size),
s katero smo naenkrat ucˇili nevronsko mrezˇo ter jo uporabili za optimizacijo
utezˇi, je vsebovala 30 nakljucˇno izbranih slik iz celotne ucˇne mnozˇice podat-
kov. Vrednosti teh parametrov smo dolocˇili eksperimentalno s preizkusˇanjem
razlicˇnih kombinacij. Izbrali smo tisto kombinacijo parametrov, s katerimi je
mrezˇa dosegala najboljˇse rezultate na manjˇsi ucˇni mnozˇici. Nevronsko mrezˇo
smo ucˇili 400 epoh. V vsaki epohi mrezˇa enkrat preide cˇez celotno mnozˇico
ucˇnih podatkov.
4.3 Protokol evalvacije
4.3.1 Dinamicˇno prilagajanje ozadja
Delovanje nasˇe konvolucijske nevronske mrezˇe je pogojeno z dolocˇanjem re-
ferencˇne slike ozadja, ki sluzˇi kot model ozadja tekom evalvacije. Celotno
sekvenco bi lahko evalvirali z enim samim ozadjem, ki ga dolocˇimo na enak
nacˇin kot pri ucˇenju. Problem lahko nastane v okoljih, ki se tekom cˇasa
spreminjajo. Spremembe v ozadju, kot so pocˇasna sprememba osvetlitve ali
akumulacija manjˇsih vizualnih sprememb, lahko vodijo v nezˇelene aktivacije.
Da bi v dolocˇenih primerih take nezˇelene posledice sprememb zamejili, mrezˇi
omogocˇimo, da tekom izvajanja prilagaja model ozadja. To storimo tako, da
med evalvacijo video sekvence, na vsakih N + 1 zaporednih slik generiramo
novo sliko ozadja. Nova slika ozadja je kombinacija generiranih slik ozadja
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za vsako izmed N zaporednih slik. Posamezno ozadje pridobimo po predpisu
Mn = dilate(Mn, D), (4.1)
On = RMn + In(1−Mn), (4.2)
On = wnOn + (1− wn)R, (4.3)
wn(n,N) =
N − n+ 1
N
,N >= 1, 1 <= n <= N, (4.4)
kjer je On ozadje posamezne slike In ter R predstavlja referencˇno sliko. Masko
gibanja Mn, ki jo za sliko In ter referencˇno sliko R generira mrezˇa, razsˇirimo
z operacijo dilate s krozˇnim elementom D, katerega polmer je velik 8 sli-
kovnih tocˇk. Ta operacija odebeli binarne elemente v vhodni maski, ter jih
vizualno naredi vecˇje [21]. To storimo zato, da zajamemo tudi nekatere
anomalije okoli objektov ospredja, ki nastajajo zaradi gibanja. Ozadje On je
tako kombinacija dveh slik. Iz referencˇne slike vzamemo slikovne tocˇke, ki so
bile v sliki In oznacˇene kot ospredje v razsˇirjeni maski gibanja Mn. Iz slike
In vzamemo vse ostale slikovne tocˇke, ki niso del gibanja (1−Mn). Nato po-
samezno sliko ozadja On obtezˇimo z utezˇjo wn ter priˇstejemo referencˇno sliko
obtezˇeno z vrednostjo (1− wn). Vrednosti wn zavzemajo interval [ 1N , 1]. To
storimo zato, ker detekcije v dinamicˇnih okoljih tekom cˇasa, z narasˇcˇanjem
vrednosti n proti N , postajajo nestabilne. S tem cˇasovno obtezˇimo detekcije
ter izboljˇsamo delovanje evalvacijskega algoritma v dinamicˇnih okoljih . Ko
dosezˇemo zaporedno sliko N + 1, zamenjamo referencˇno sliko R z mediano
N generiranih ozadji. Nato postopek ponovimo. Novo referencˇno sliko R
uporabljamo za evalvacijo dokler je ponovno ne zamenjamo.
Za vsako sliko, ki je na voljo v podatkovnih zbirkah, generiramo segmen-
tacijsko masko gibanja. Te maske nato primerjamo s pravilnimi segmenta-
cijami gibanja. V primeru podatkovne zbirke CDNET nimamo dostopa do
vseh pravilnih mask segmentacij gibanja za vse slike v video sekvencah. Zato
rezultate nasˇe metode nalozˇimo na strezˇnik strani CDNET [17]. Ta evalva-
cijo opravi na vseh slikah ter metodo ovrednoti glede na dosezˇene rezultate.
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4.3.2 Performancˇne mere
Rezultat nasˇe konvolucijske nevronske mrezˇe je tridimenzionalni tenzor ve-
likosti W × H × C. Prvi dve dimenziji sta enaki sˇirini ter viˇsini vhodne
slike mrezˇe. Tretja dimenzija je po velikosti enaka C = 2. Lahko si ga
predstavljamo kot dvokanalno sliko, v kateri vrednosti slikovnih tocˇk prvega
kanala podajajo verjetnost, da istolezˇne slikovne tocˇke v vhodni sliki pripa-
dajo ozadju. V drugem kanalu se nahajajo verjetnosti, da istolezˇne slikovne
tocˇke v vhodni sliki pripadajo osredju.
Da pridobimo binarno masko ospredja potrebujemo le drugi kanal re-
zultata. To je 2D tenzor Pf . Nato vrednosti v Pf binariziramo glede na
fiksno mejo M . Vse verjetnosti, ki so v Pf >= M postanejo enake 1, ostale,
manjˇse od M , 0. Za dolocˇanje binarne maske smo pri evalvaciji uporabili
M = 0.9. Cˇe bi izbrali manjˇso vrednost M , bi lahko gibanje v ozadjih bolj
dinamicˇnih sekvenc povzrocˇalo nezˇelene detekcije. Mrezˇa lahko taksˇno gi-
banje detektira dalj cˇasa. V taksˇnem primeru tvegamo, da se dolocˇen del
modela ozadja ne posodobi. To bi lahko povzrocˇalo sˇe nadaljnje lazˇne detek-
cije, zato zˇelimo porocˇati le tisto gibanje, za katerega je mrezˇa zelo gotova,
da pripada dejanskemu gibanju objektov ospredja. Pridobljeno masko na-
povedi mrezˇe primerjamo s pravilno masko napovedi za isto sliko. Sˇtevilo
pravilno napovedanih slikovnih tocˇk ospredja oznacˇimo kot TP (angl. true
positives). Z oznako TN (anlg. true negatives) oznacˇimo sˇtevilo slikovnih
tocˇk, ki jih mrezˇa pravilno kategorizira kot ozadje. Sˇtevilu slikovnih tocˇk, ki
jih mrezˇa napacˇno napove kot ozadje pravimo FN (angl. false negatives) ter
obratno, sˇtevilu napacˇnih napovedi gibanja FP (angl. false positives). Te
sˇtiri vrednosti, TP, TN, FN ter FP, sluzˇijo kot podlaga za izracˇun nadaljnjih
kriterijev za ocenjevanje delovanja mrezˇe.
Priklic
Priklic (angl. recall) je mera, ki nam sporocˇi koliksˇen delezˇ vseh slikovnih







Natancˇnost (angl. precision) nam sporocˇi koliksˇen delezˇ slikovnih tocˇk, kla-






Specificˇnost (angl. specificity) je mera, s katero dolocˇimo delezˇ pravilnih






Z mero FPR (angl. false positive rate) dolocˇimo koliksˇen delezˇ ozadja slike






Mera FNR (angl. false negative rate) dolocˇa koliksˇen delezˇ ospredja slike







Mera PWC (angl. percentage of wrong classifications) dolocˇa koliksˇen pro-




TP + FN + FP + TN
. (4.10)
F-mera
F-mera predstavlja harmonicˇno sredino mer natancˇnosti ter priklica. Kjer na-
tancˇnost in preciznost opisujeta razlicˇni lastnosti klasifikacije, F-mera zdruzˇi
ta opisa ter lahko sluzˇi kot samostojna enota za ocenjevanje delovanja klasi-






Mrezˇo SubNet smo primerjali z metodami, ki so objavljene na spletni strani
podatkovne zbirke CDNET [17]. Uposˇtevali smo mere uspesˇnosti, po ka-
terih so algoritmi ocenjeni na spletni strani. Metodo DeepBS [9], ki smo
jo predstavili v Poglavju 1.1, so avtorji evalvirali tudi na podatkovni zbirki
Wallflower. To nam je omogocˇilo, da smo nasˇo mrezˇo primerjali z metodo
DeebBS na tej mnozˇici. Primerjavo na tej mnozˇici smo izvedli le za F mero,
saj s to mero v cˇlanku [9] vrednotijo uspesˇnost svoje metode. Rezultate
nasˇe metode na podatkovni zbirki SGM-RGBD smo predstavili samostojno,
brez primerjave z drugimi metodami. Dodali smo tudi celotne evalvacijske
rezultate mrezˇe SubNet na podatkovnih zbirkah CDNET, SGM-RGBD ter
Wallflower za vsako kategorijo, ki jo podatkovna zbirka vsebuje.
Po kvantitativni analizi rezultatov smo analizirali delovanje mrezˇe na spe-
cificˇnih kategorijah, ki predstavljajo razlicˇna problemska podrocˇja detekcije
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gibanja. Predstavili smo nekaj domen, na katerih mrezˇa deluje dobro ter
domene, na katerih deluje slabo.
4.4.1 Kvantitativna analiza
Mrezˇa SubNet na celotni podatkovni zbirki CDNET dosega rezultate pred-
stavljene v Tabeli 4.1. Mere uspesˇnosti so predstavljene za vsako kategorijo
podatkovne zbirke.
SubNet
CDNET Re Sp FPR FNR PWC Pr F-m
Bad Weather 0.88 0.99 0.0005 0.11 0.2 0.96 0.92
Low Framerate 0.86 0.99 0.0003 0.13 0.14 0.77 0.78
Night Videos 0.86 0.99 0.002 0.13 0.69 0.93 0.89
PTZ 0.92 0.57 0.42 0.07 42.09 0.01 0.03
Turbulence 0.85 0.98 0.001 0.14 0.13 0.78 0.78
Baseline 0.96 0.99 0.0001 0.03 0.09 0.99 0.98
Dynamic Background 0.95 0.99 0.0004 0.04 0.08 0.88 0.91
Camera Jitter 0.96 0.99 0.0009 0.03 0.21 0.98 0.97
Intermittent Object Motion 0.79 0.87 0.12 0.20 11.64 0.68 0.65
Shadow 0.97 0.99 0.0008 0.02 0.16 0.97 0.97
Thermal 0.94 0.99 0.0007 0.05 0.4 0.98 0.96
Tabela 4.1: Rezultati mrezˇe SubNet na podatkovni zbirki CDNET. V skrajno
levem stolpcu se nahajajo imena posameznih kategorij, ki jim sledijo vredno-
sti mer uspesˇnosti.
Mrezˇa SubNet je dosegla rang 11.18. Glede na dosezˇene rezultate se
je uvrstila na 8. mesto izmed 46 objavljenih algoritmov. Range enajstih
najboljˇsih metod na podatkovni zbirki CDNET smo predstavili v Tabeli 4.2.
Tako lahko uspesˇnost nasˇe metode bolje umestimo med druge evalvirane me-




FgSegNet v2 [8] 1.36










Tabela 4.2: Rangi enajstih najboljˇsih metod na podatkovni zbirki CDNET.
Rangi so dolocˇeni s povprecˇjem mer uspesˇnosti algoritmov preko vseh podat-
kovnih zbirk.
V Tabeli 4.3 ter Tabeli 4.4 lahko vidimo range enajstih najboljˇsih me-
tod za posamezno kategorijo podatkovne zbirke CDNET. Opazimo lahko, da
nasˇa metoda v veliki vecˇini kategorij deluje dobro. V kategorijah PTZ ter
Intermitten Object Motion deluje izrazito slabsˇe. Razlog za tem je predvsem
ta, da metode nismo razvijali za delovanje v taksˇnih situacijah.
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CDNET BW LF NV PTZ T B DB
FgSegNet v2 [8] 1.71 1.29 1.29 1.29 1.57 1.43 2.71
FgSegNet S [27] 2.14 2.29 2.14 2.14 3.29 1.57 1.57
FgSegNet [26] 3.43 3.43 2.57 2.57 2.29 3.29 1.71
BSPVGAN [48] 4.43 4.71 4.71 4.00 5.29 4.43 4.00
BSGAN [47] 7.14 6.14 5.71 5.00 8.14 6.00 5.00
Cascade CNN [44] 8.71 7.43 5.71 6.00 9.43 7.00 6.00
IUTIS-5 [10] 15.57 12.57 21.29 17.86 14.43 10.14 11.71
SubNet 6.86 6.29 6.00 34.14 14.57 5.71 8.71
SemanticBGS [14] 14.86 10.71 16.86 13.29 27.57 15.43 8.00
IUTIS-3 [10] 21.14 15.29 25.71 19.71 14.57 12.29 13.14
DeepBS [9] 11.43 24.43 16.86 26.57 10.00 11.00 17.14
Tabela 4.3: Rangi enajstih najboljˇsih metod na podatkovni zbirki CDNET za
kategorije Bad Weather, Low Framerate, Night Videos, Turbulence, Baseline
ter Dynamic Background.
CDNET CJ IOM S Th
FgSegNet v2 [8] 1.00 1.29 1.29 1.57
FgSegNet S [27] 2.43 2.29 2.43 2.00
FgSegNet [26] 2.57 2.43 2.29 3.29
BSPVGAN [48] 4.29 4.86 4.29 5.14
BSGAN [47] 5.14 4.86 5.71 15.43
Cascade CNN [44] 6.43 14.29 7.00 17.86
IUTIS-5 [10] 15.57 14.43 12.14 16.29
SubNet 6.14 28.71 5.29 5.57
SemanticBGS [14] 12.57 10.86 8.57 20.57
IUTIS-3 [10] 18.71 18.29 17.57 18.43
DeepBS [9] 8.86 21.57 9.86 23.86
Tabela 4.4: Rangi enajstih najboljˇsih metod na podatkovni zbirki CDNET za
kategorije Camera Jitter, Intermittent Object Motion, Shadow ter Thermal.
Pri podatkovni zbirki Wallflower lahko v tabeli Tabela 4.5 vidimo, da nasˇa
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Foreground Aperture 0.95 0.66
Light Switch 0.83 0.61
Time Of Day 0.63 0.55
Waving Trees 0.97 0.96
Tabela 4.5: Rezultati metod SubNet ter DeepBS na podatkovni zbirki Wall-
flower. V skrajno levem stolpcu se nahajajo imena posameznih kategorij, ki
jim sledi F-mera za posamezno kategorijo ter posamezno metodo.
V Tabeli 4.6 ter Tabeli 4.7 so prikazani rezultati nasˇe mrezˇe za podat-
kovni zbirki SGM-RGBD ter Wallflower za vsako posamezno kategorijo, ki
jo vsebujeta.
SubNet
SGM-RGBD Re Sp FPR FNR PWC Pr F-m
Bootstrapping 0.76 0.99 0.009 0.23 3.78 0.9 0.82
Color Camouflage 0.42 0.99 0.002 0.57 15.24 0.96 0.50
Depth Camouflage 0.76 0.99 0.001 0.23 2.13 0.96 0.80
Intermittent Motion 0.71 0.96 0.03 0.28 3.84 0.69 0.67
Out Of Range 0.92 0.99 0.0006 0.07 0.38 0.98 0.95
Shadows 0.56 0.99 0.003 0.43 5.33 0.94 0.67
Tabela 4.6: Rezultati mrezˇe SubNet na podatkovni zbirki SGM-RGBD. V




Wallflower Re Sp FPR FNR PWC Pr F-m
Bootstrap 0.69 0.99 0.005 0.3 4.38 0.94 0.80
Camouflage 0.96 0.99 0.008 0.03 2.16 0.99 0.97
Foreground Aperture 0.93 0.99 0.006 0.006 2.22 0.98 0.95
Light Switch 0.90 0.95 0.04 0.09 3.56 0.77 0.83
Time Of Day 0.48 0.99 0.002 0.51 3.66 0.94 0.63
Waving Trees 0.94 0.99 0.001 0.05 1.16 0.99 0.97
Tabela 4.7: Rezultati mrezˇe SubNet na podatkovni zbirki Wallflower. V
skrajno levem stolpcu se nahajajo imena posameznih kategorij, ki jim sledijo
vrednosti mer uspesˇnosti.
4.4.2 Kvalitativna analiza
Pridobljeni rezultati prikazujejo tako mocˇne kot sˇibke tocˇke nasˇe metode.
Navkljub razlicˇnim tezˇavnim primerom kot so dinamicˇno ozadje, nocˇni po-
snetki, posnetki s termalno kamero, tresenjem kamere, slabim vremenom ali
mocˇnimi sencami, nasˇa mrezˇa uspesˇno zaznava ter detektira relevantne raz-
like med ozadjem ter posamezno sliko sekvence. To je razvidno v Tabeli 4.1.
Na Sliki 4.5 ter Sliki 4.6 so prikazani primeri dobrih segmentacij relevan-
tnega gibanja v sekvencah podatkovne zbirke CDNET. Za podatkovni zbirki
Wallflower ter SGM-RGBD so primeri zadovoljivih segmentacij prikazani na
Sliki 4.7. Zanimiv je tudi povrsˇinski vpogled v delovanje nevronske mrezˇe.
Na Sliki 4.8 so prikazani izhodi nivoja razlike ter sˇtirih konvolucijskih ni-
vojev, ki mu sledijo. Ker so izhodi vecˇdimenzionalni tenzorji, smo jih za
lazˇji prikaz sesˇteli po tretji dimenziji ter vrednosti normalizirali na interval
[0, 1]. Rezultat je ena cˇrno-bela slika za posamezni nivo, kot je razvidno na
Sliki 4.8. Tako lahko opazujemo na katerih delih vhodne slike mrezˇa tvori
najmocˇnejˇse aktivacije. S pomocˇjo takega vpogleda lahko ugotovimo, zakaj
na nekaterih kategorijah nasˇa mrezˇa ne deluje dobro.
Dinamicˇno spreminjanje modela ozadja omogocˇa nasˇi mrezˇi, da na dolocˇenih






Slika 4.5: Prikaz vhodnih slik, pravilnih segmentacij ter segmentacij nasˇe
mrezˇe za primere kategorij Bad Weather, Dynamic Background, Camera Jit-
ter ter Night Videos. V prvem stolpcu so prikazane vhodne slike, v drugem
pravilne segmentacije ter v tretjem izhodi nasˇe nevronske mrezˇe. Vidimo,
da so v teh primerih segmentacijske maske zadovoljivo natancˇne ter dajejo
primerne rezultate kljub prisotnosti dinamicˇnih elementov, kot so vremenski




Slika 4.6: Prikaz vhodnih slik, pravilnih segmentacij ter segmentacij nasˇe
mrezˇe za primera kategorij Shadow ter Thermal. V prvem stolpcu so pri-
kazane vhodne slike, v drugem pravilne segmentacije ter v tretjem izhodi
nasˇe nevronske mrezˇe. Vidimo, da so v teh primerih segmentacijske maske
zadovoljivo natancˇne ter dajejo primerne rezultate kljub prisotnosti premi-







Slika 4.7: Prikaz vhodnih slik, pravilnih segmentacij ter segmentacij nasˇe
mrezˇe za primera kategorij Depth Camouflage ter Out Of Range podatkovne
zbirke SGM-RGBD ter kategoriji Camouflage in Waving Trees podatkovne
zbirke Wallflower. V prvem stolpcu so prikazane vhodne slike, v drugem





Slika 4.8: Sliki (a) ter (b) prikazujeta primer vhodne slike ter slike ozadja,
ki vstopata v prvi del mrezˇe SubNet. Slika (c) prikazuje rezultat nivoja
absolutne razlike, ki med seboj odsˇteje zbirke znacˇilk zadnjega siamskega
konvolucijskega nivoja prvega dela mrezˇe. Sledijo slike (d), (e), (f ) ter (g),
ki vsebujejo prikaz aktivacij sˇtirih konvolucijskih nivojev, ki sledijo nivoju
razlike. Iz prikazanega lahko sklepamo, da mrezˇa postopoma vizualnim infor-
macijam dodaja definicijo ter locˇuje relevantne vizualne segmente od sˇuma.
To so le povrsˇinska sklepanja, kaj natancˇno nevronska mrezˇa pocˇne, je tezˇko
intuitivno ugotoviti.
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podatkovne zbirke Wallflower je primer take kategorije. Vsebuje video se-
kvenco, v kateri se pocˇasi ter postopoma spreminja nivo osvetlitve opazova-
nega okolja. Cˇe bi evalvacijo izvajali s staticˇnim modelom ozadja, bi spre-
memba svetlobe povzrocˇala mnogo lazˇnih detekcij. Ker ozadje mrezˇa popra-
vlja glede na lastne detekcije tekom izvajanja, lahko postopne spremembe v
osvetlitvi uspesˇno integrira v novo sliko ozadja. Na Sliki 4.9 lahko vidimo pri-
merjavo med rezultatom evalvacije s staticˇnim modelom ozadja ter ozadjem,
ki ga mrezˇa dinamicˇno spreminja.
Problematicˇna podrocˇja delovanja
V podatkovni zbirki CDNET je kategorija, na kateri mrezˇa SubNet najslabsˇe
deluje, kategorija PTZ. Hitro spreminjajocˇa se ozadja zaradi premikanja ka-
mere so glavni razlog, zaradi katerega mrezˇa na tej kategoriji ne deluje do-
bro. Kljub dinamicˇnemu prilagajanju ozadja, tako hitrih sprememb mrezˇa
ni sposobna modelirati. Posledica tega so deformirane slike ozadja, ki tvorijo
mnogo nezazˇelenih detekcij. Primer teh lahko vidimo na Sliki 4.10. Kljub
temu, da lahko locˇimo spodnji obris avtomobila je poleg tega segmentirana
sˇe velika kolicˇina regij, ki jih je mrezˇa zaradi nagle menjave ozadja zaznala
kot gibanje. Sˇtevilo napacˇnih detekcij lahko zmanjˇsamo z nastavitvijo para-
metra N pri dinamicˇnem modeliranju ozadja na cˇim manjˇso vrednost. Kljub
temu se vecˇine lazˇnih detekcij ne moremo znebiti. Ob razvijanju konvolucij-
ske nevronske mrezˇe se nismo posvetili resˇevanju problematike te kategorije,
a smo mrezˇo vseeno evalvirali na njej.
Kategorija v podatkovni zbirki SGM-RGBD, ki mrezˇi povzrocˇa najvecˇ tezˇav,
je kategorija Color Camouflage. Opazimo lahko, da mrezˇa dosega visoko
natancˇnost a zelo majhen priklic na primerih te kategorije. Tu je glavna
diskriminativna lastnost gibanja razlika v globini med objektom ospredja ter
ozadjem. Nasˇa mrezˇa deluje le na podlagi vizualnih informacij ter tako na
teh primerih deluje slabo. Na Sliki 4.11 lahko vidimo primer, na katerem
nevronska mrezˇa dosega slabe rezultate. Opazimo lahko, da zaradi vizualne




Slika 4.9: Slika (a) vsebuje primer vhodne slike za sekvenco Time Of Day.
Slika (b) vsebuje zacˇetno referencˇno sliko, ki ni osvetljena. Sprememba v
osvetlitvi iz referencˇne slike na vhodno je znatna, a se zgodi postopoma. Na
sliki (c) vidimo rezultat segmentacije brez dinamicˇnega modeliranja ozadja,
na sliki (d) je prikazan rezultat mrezˇe, kjer ozadje dinamicˇno modeliramo.
Vidimo lahko, da v primeru, kjer ozadja ne popravljamo tekom evalvacije,
zaradi spremembe v svetlobi, mrezˇa te spremembe detektira kot gibanje. S




Slika 4.10: Slika (a) predstavlja zˇelen primer segmentacije vhodnih podatkov.
Na sliki (b) vidimo generiran rezultat nasˇe nevronske mrezˇe.
detektirati relevantnih razlik. Ker sta obe povrsˇini opisani z enakimi opi-
sniki, ki se nahajajo na enakem mestu, se vrednosti teh med seboj odsˇtejejo.
Tako na tem mestu slabo detektiramo razlike.
V podatkovni zbirki SGM-RGBD lahko opazimo tudi, da mrezˇa v vecˇini
kategorij dosega visoko natancˇnost. Ta je enaka ali viˇsja kot 0.9. Izjema je
kategorija Intermittent Object Motion, kjer mrezˇa dosega nizko natancˇnost
v vrednosti 0.67. Tu na delovanje mrezˇe zelo vpliva dolocˇanje zacˇetne slike
ozadja. V primeru na Sliki 4.12 lahko vidimo, da nasˇ algoritem detektira spre-
membo tudi na mestu, kjer je bila pred premikom pozicionirana nepremicˇna
sˇkatla. Ta je bila del referencˇne slike, ki opisuje ozadje. Ker nasˇa mrezˇa zaradi
nivoja absolutne razlike enakovredno obravnava spremembe tako v vhodni
sliki kot sliki ozadja, ne more diskriminirati med gibanjem v ospredju ter
gibanjem v ozadju. Tekom razvoja nevronske mrezˇe se na resˇevanje taksˇnih
problemskih podrocˇji nismo osredotocˇali.
Priklic je problematicˇen v mnogih kategorijah podatkovne zbirke SGM-
RGBD, ki je le v eni od kategorij viˇsji kot 0.9. V nekaterih video sekven-
cah, zaradi njihove kratkosti, nismo mogli dolocˇiti kvalitetne referencˇne slike
ozadja. Zaradi prisotnosti objektov ospredja v ozadju se je zmanjˇsal priklic





Slika 4.11: Sliki (a) ter (b) prikazujeta primer vhodne slike iz sekvence ter
ozadja sekvence. Sledi slika (c), ki vsebuje rezultat nivoja razlike. Slika (d)
prikazuje verjetnostno masko gibanja v sekvenci. Na sliki (e) vidimo, da nas
pri segmentaciji zanima le manjˇsi okvir, kjer prihaja do prekrivanja sˇkatle ter
belega ozadja. Ker je segmentacija v tej regiji slaba, je slabo tudi delovanje




Slika 4.12: Slika (a) predstavlja vhodno sliko iz sekvence, kjer se del ozadja,
ki je viden v sliki (b) zacˇne premikati. Slika (c) vsebuje pravilno segmen-
tacijsko masko gibanja, slika (d) vsebuje segmentacijsko masko, ki jo naredi
nasˇa mrezˇa. Zaradi prisotnosti sˇkatle v referencˇni sliki ozadja ta ob premiku




Slika 4.13: Sliki (a) ter (b) prikazujeta primer vhodne slike iz sekvence ter
ozadja sekvence. Sledi slika (c), ki vsebuje rezultat nivoja razlike. Slika (d)
prikazuje verjetnostno masko gibanja v sekvenci. Na sliki (e) vidimo zˇeleno
masko segmentacije.
Kategorija Shadow podatkovne zbirke SGM-RGBD v nekaterih sekvencah
vsebuje objekte, ki jih nevronska mrezˇa slabo vizualno opiˇse. Tako je na-
tancˇnost mrezˇe v tej kategoriji visoka, a priklic majhen. Primer tega lahko
vidimo na Sliki 4.13. Klub temu, da je barvna razlika med objektom ospredja
ter ozadjem velika, ju prvi del mrezˇe SubNet opiˇse s podobnimi opisniki. Te
se v nivoju razlike med seboj odsˇtejejo. Tako drugi del mrezˇe SubNet ne
more dobro detektirati razlik. To je poglavitni razlog za nizek priklic mrezˇe
na tej podatkovni zbirki. Opazimo lahko, da je roka v isti sliki dobro segmen-
tirana, saj je verjetno opisana z drugacˇnimi opisniki kot ozadje. Z drugacˇnim
izborom mrezˇe, katere nivoje si sposodimo za prvi del mrezˇe SubNet, ki bi




V diplomskem delu smo predlagali novo metodo za detektiranje gibanja ter
sprememb v video sekvencah. Metoda temelji na siamski arhitekturi konvo-
lucijske nevronske mrezˇe, ki je sposobna detekcije ter segmentacije gibanja
v mnogih razlicˇnih tezˇavnih okoliˇscˇinah. Za delovanje potrebuje referencˇno
sliko ozadja sekvence, ki jo evalvira. Ta je lahko dolocˇena rocˇno, v nekaterih
primerih avtomaticˇno s filtrom mediane. Ker mrezˇa ne potrebuje ponovnega
ucˇenja za uporabo na razlicˇnih video sekvencah, to izboljˇsa njeno aplikativno
vrednost. Postopek ucˇenja je racˇunsko zelo zahtevna operacija.
Detekcijo gibanja ter sprememb v video sekvencah smo si zastavili kot
problem iskanja razlik med ozadjem video sekvence ter posameznimi slikami
iz te sekvence. Mrezˇo smo naucˇili iskati relevantne razlike ter ji med evalvacijo
omogocˇili, da z detekcijami gibanja popravlja ter posodablja referencˇno sliko
ozadja, ki jo uporablja za detektiranje razlik. Mrezˇa se je na javni podatkovni
zbirki CDNET [43] uvrstila na 8. mesto izmed 46 objavljenih metod. Na tej
podatkovni zbirki dosega povprecˇni priklic 0.9, povprecˇno natancˇnost 0.81
ter povprecˇno F-mero 0.8.
Nasˇo metodo smo evalvirali tudi na podatkovnih zbirkah Wallflower [40]
ter SGM-RGBD [16]. Rezultate smo opisali ter predstavili problemska po-





Med razvojem metode smo razmiˇsljali o mozˇnih izboljˇsavah. Ker nasˇ algo-
ritem ni bil razvit za resˇevanje dolocˇenih problematicˇnih kategorij detekcije
gibanja ter sprememb, je ena od smeri izboljˇsav naslavljanje teh kategorij. Si-
amsko konvolucijsko mrezˇo smo ucˇili z eno samo sliko ozadja za celotno ucˇno
video sekvenco. Taksˇen nacˇin ucˇenja lahko privede do situacij, kjer drasticˇne
spremembe v ozadju povzrocˇajo karakteristicˇno vizualno gibanje, ki ga mora
mrezˇa zavrecˇi. To lahko v sekvencah z dinamicˇnim ozadjem iznicˇuje korela-
cijo med karakteristicˇnim gibanjem ter detektiranim gibanjem, saj zˇelimo, da
mrezˇa karakteristicˇno gibanje oznacˇi kot gibanje. Prav tako zaradi postopka
ucˇenja mrezˇe nismo mogli ucˇiti na video sekvencah, ki vsebujejo premikajocˇe
se kamere. Zaradi tega, mrezˇa zelo slabo deluje na taksˇnih primerih.
Da bi izboljˇsali delovanje nasˇe metode, bi lahko mrezˇo ucˇili sekvencˇno,
kjer bi segmentacijo n−1 iteracije mrezˇe uporabili za dolocˇanje ozadja itera-
cije n. Tako bi omogocˇili mrezˇi, da informacije o spremembah prenasˇa preko
celotne video sekvence ter se naucˇi bolje razlikovati med relevantnim ter ire-
levantnim gibanjem. Tega lahko povzrocˇajo gibajocˇe se kamere ali pocˇasne
ter hitre spremembe v okolici. Vsi zgoraj opisani problemi in smernice bodo
predmet nadaljnjih raziskav.
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