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Abstract
The present thesis focuses on the optimal operation and design of solar-thermal energy
storage systems.
First, optimization of time-variable operation to maximize revenue through selling and
purchasing electricity to/from the grid is presented for a thermal energy storage system.
Time-variable electricity prices and electricity buy-back from the grid to re-charge the energy
storage is considered. The concentrated solar power on demand (CSPonD) concept, in which
a salt pond receives solar energy, stores thermal energy, and delivers thermal energy to the
power cycle is considered. Electric heaters are added to the CSPonD concept, allowing
for periods of electricity buy-back from the grid to re-charge the energy storage. System-
level models are developed and optimization of the design and operation is performed with
local solvers. Three main case studies are considered: the first case study investigates
the optimization of time-variable operation without electrical heating under time-invariant
electricity price; the second case study optimizes the operation under time-variant electricity
price without electric heaters; the third case study optimizes the operation under time-variant
electricity price allowing charging of the pond using the grid electricity. The first case study
reflects the time-invariant tariff model, whereas the second and third case studies consider
a time-of-use feed-in-tariff. Two hourly price profiles are considered in order to assess the
influence of it on the optimal design and operation of the thermal energy storage. The
first electricity profile consists of a price profile that fluctuates moderately, and the second
price profile fluctuates highly, including negative prices. The results show significant increase
in the revenue when adding electric heaters. Under the moderately fluctuating electricity
price, the use of heaters increases the revenue significantly, compared to the same case with
no electric heaters considered. Under the highly fluctuating electricity price, the use of
heaters more than doubles the revenue, compared to the same case with no electric heaters
considered.
Also, the performance analysis of a regenerative thermal energy storage system with en-
hancement heat transfer structures is presented. In a regenerative thermal storage system,
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thermal energy is transferred from a hot heat transfer fluid to the storage unit core elements
during charge, and from the core elements to the cold heat transfer fluid during discharge.
Herein, concrete as the solid storage material, nitrate solar salt as the heat transfer fluid,
and aluminum plates as the heat transfer structures is considered. The discharge process
from uniform initial temperature is studied with different configurations (pure concrete and
concrete enhanced by transfer structures), operation strategies (laminar versus turbulent
flow regimes), and dimensions. Results show a significant decrease in the cost of the thermal
energy storage system when heat transfer structures are added, as well as a better perfor-
mance in terms of discharge efficiency and discharge time period. The amount of solar salt
needed for this configuration is approximately one fourth that required for a nitrate two-tank
system operating with the same temperature difference.
Thesis Supervisor: Alexander Mitsos
Title: Rockwell International Assistant Professor
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Chapter 1
Introduction
Concentrated Solar Power (CSP) offers a clean alternative to traditional electricity sources.
However, electricity demand and solar insulation curves do not always match. This feature is
observed in Figures 1-1 to 1-3, where the Direct Normal Radiation (DNI) [43], the electricity
price [46], and the electricity demand [54] for January 1 4 th, April 1 5 th and July 3 0 th 2011,
respectively, in Seville, Spain, is shown.
One of the key concerns with the use of renewable energy sources (RES) in general, and
CSP in particular, to produce electricity at a large scale are the low capacity factor, defined as
the ratio of the actual output of a power plant over a period of time and its potential output
if it had operated at full nominal capacity the entire time. In CSP, its low capacity factor
comes from the inherent intermittent nature of the high temperature source, the sun light,
with variability in at least three time scales (seasonal, hourly and weather-related). Another
key concern is the high levelized cost of electricity (LCOE). Inclusion of energy storage
with RES may increase the capacity factor and decrease LCOE. However, when comparing
different RES technologies with and without energy storage, LCOE is not a suitable metric
since it ignores dispatchability and the time of day (TOD) the electricity is generated, two
of the key characteristics for asset generation [51]. The objective of the thermal energy
storage system inclusion is to match the electricity demand curve, and produce electricity
during no-sun periods where the electricity price is higher than during the periods when sun
17
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Figure 1-1: Direct Normal Radiation (DNI) [43], the electricity price [46], and the electricity
demand [54] for January 1 4 th 2011 in Seville, Spain
Figure 1-2: Direct Normal Radiation (DNI) [43], the electricity price [46], and the electricity
demand [54] for April 1 5 th 2011 in Seville, Spain
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Figure 1-3: Direct Normal Radiation (DNI) [43], the electricity price [46], and the electricity
demand [54] for July 30th 2011 in Seville, Spain
is shining. For example, in Figure 1-3, it might be more profitable to produce electricity
from 10 pm to 12 am, than in the periods from 8 to 10 am, and 6 to 8 pm, even though the
solar-thermal power plant is not receiving solar radiation at that time.
Since energy storage us important, two studies are considered herein. In Chapter 2,
optimal operation of a solar-thermal power plant with thermal energy storage and electricity
buy-back from the grid is presented. Revenue maximization through selling and purchasing
electricity to/from the grid is sought. The concentrated solar power on demand (CSPonD)
concept, in which a salt pond receives solar energy, stores thermal energy, and delivers
thermal energy to the power cycle is considered.
In Chapter 3, a mixture of solid and liquid thermal energy storage system is analyzed.
Therein, the effect of enhancement heat transfer structures on the performance of a regen-
erative thermal energy storage system is analyzed. Concrete as the solid storage material,
nitrate solar salt as the heat transfer fluid, and aluminum plates as the heat transfer struc-
tures are considered.
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Chapter 2
Optimal Operation of a
Solar-Thermal Power Plant with
Thermal Energy Storage and
Electricity Buy-Back from Grid
2.1 Introduction
Two key concerns with the use of renewable energy sources (RES) to produce electricity
at a large scale are the low reliability and high levelized cost of electricity (LCOE). Inclusion
of energy storage with RES may increase reliability and decrease LCOE. However, when
comparing different RES technologies with and without energy storage, LCOE is not a
suitable metric since it ignores dispatchability and the time of day (TOD) the electricity is
generated, two of the key characteristics for asset generation [51]. E.g., photovoltaics (PV)
without tracking versus concentrated solar power (CSP) with storage, lower LCOE does not
imply higher revenue. Thus, time-variable production of renewable electricity systems is an
important issue as both the energy source and the electricity demand are time-variable. This
article addresses some key questions with respect to the time-variable operation of renewable
21
systems. First and foremost, is time-variable operation of renewable energy systems feasible?
Assuming so, can a renewable system be operated in an on-demand way? Will time-variable
operation result in an appreciable increase in revenue, or the ability to meet a time-variable
demand and the peak electricity load? Is it economic to purchase electricity back from the
grid at times of low prices and use it to recharge the storage? System-level models and
nonlinear programming (NLP) with dynamics embedded is used to optimize the revenue of
a solar-thermal energy system under alternative simulated market conditions. Optimization
of operation is considered in the field of conventional power producers [10, 49, 75]. In
solar-thermal power plants, operation strategies have been employed to increase the average
thermal efficiency [13, 22, 55] and also to maximize revenue under a fixed plant design,
so that the power plant is consequently run with a price-driven strategy [74]. Therein, a
methodology based on electricity pricing and weather forecasting is shown on how to set up
an economically optimized bidding strategy at the energy exchange, which takes the solar
resource and the price information into account.
There are a number of thermal energy concepts tested in solar energy plants around
the world. Two-tank system with molten salt mixtures [2, 18, 20, 47] is among the most
developed and tested concepts. Although the collector cost is the single largest cost of solar-
thermal plants, the additional cost of two-tank thermal energy storage system is significant.
As such, alternative designs such as thermocline and rafted thermocline [19, 73] have been
investigated. Herein the concentrated solar power on demand (CSPonD) concept is consid-
ered, an integrated volumetric solar energy receiver and thermal storage system proposed by
Slocum et al. [60].
The use of CSPonD for cogeneration concepts (e.g., power production and water de-
salination) was investigated in [17, 16]. Therein, systematic optimization predominantly of
design and constant power generation strategies was considered. Herein, optimization of
time-variable operation is considered for electricity generation that uses the solar energy
collected by CSPonD. More specifically, the main purpose of the present study is to assess
the potential of a solar-thermal generation system considering fluctuating electricity prices.
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The nominal power output is 35 MWe, with a thermal energy storage capacity of 15 hours.
In addition, the usage of 20 MW electric heaters to charge the thermal energy storage when
electricity prices are negative or sufficiently low, i.e., purchasing back the electricity from
the grid is considered. Negative electricity prices have occurred recently in many places
including Germany, for instance, with prices as low as -0.5 E/kWh [41], or in West Texas
where the real time price of electricity was negative for 23% of April 2009 [31]. Herein, two
electricity profiles are considered. The first one is a fictitious electricity price distribution
that fluctuates moderately. The second price profile fluctuates highly, including negative
electricity prices, and is obtained from the actual electricity prices on the 2 2 nd of April 2009
in West Texas [52]. The day chosen is by no means an average day; however, there are days
of more fluctuating electricity prices including days with negative average price.
2.2 System Description and Models
A system-level schematic of the design considered herein is shown in Fig. 2-1. The heat
withdrawn from the CSPonD is used in the steam generator of a steam cycle. The models
calculate the time-variable operating conditions including solar energy input to the system,
salt temperature within the cold and hot tanks, and the heat transfer rates between various
components of the design (e.g., tank walls, the lid, the moving thermal barrier, etc.) via
radiation and conduction. Decision variables, described in Section 2.4, are calculated by the
optimizer.
The models are based largely on [17, 16, 15], with modifications to include electric heaters.
The steam cycle is not modeled herein, and instead a constant power block efficiency of 0.35
is assumed. This is a substantial approximation; however, it is noteworthy that the isentropic
efficiency of some turbines with regulation stage added is found to be approximately constant
for a part load of more than -50% [69].
23
field QL
Radiation
fetion
n
Wurch
out
r
Figure 2-1: Physical models of the solar-thermal power plant: radiation model, heliostat
field model, and virtual two-tank model
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2.3 Computational Infrastructure
The physical model is written in JACOBIAN (v4.0) [44], and optimal operation is ob-
tained employing the simultaneous method of dynamic optimization using collocation [3] with
GAMS (v23.7.3 and v23.8) [4] as the modeling system and IPOPT [72] as the local solver.
The model is automatically translated from JACOBIAN to GAMS with an in-house code.
Additionally, the sequential method [3] using control vector parameterization is employed
with IPOPT as the local solver, and JACOBIAN as the simulator. To overcome nonconvex-
ity, heuristic global optimization is performed in the sequential approach via multistart in
a parallel computing environment. Moreover, the sequential method is used to obtain the
start-up and shutdown optimized values, which are taken fixed in the simultaneous approach.
In the simultaneous method, full discretization of the differential algebraic equations
(DAEs) is implemented. Considering a multi-period dynamic optimization problem, each
period is represented by finite time elements, and state and control variables are represented
by piecewise polynomials in each of the elements. This results in a large NLP without an
embedded DAE solver. This approach is suitable for problems with a large number of degrees
of freedom. Differential and algebraic equations are solved at selected points in time, which
is discretized in two levels. The main discretization gives the main finite time elements.
Their length, he, i=1,...,L, can be different from each other. Within each finite element,
state and control variables are represented based on Lagrange interpolation polynomials of
order K+1. The choice of the K+1 interpolation points, rk, k=O,...,K, the second level of
time discretization, is made following the suggestion of [3]. These polynomials belong to the
Gauss-Jacobi class. Herein, these points are the roots of Gauss-Radau polynomial of degree
K=3. The control profiles are enforced to be piecewise constant within the main finite time
elements. In this case, the start-up/shutdown times are not decision variables, since their
values are needed to calculate the radiation input. As a consequence, their values are fixed,
and come from the sequential approach results. The number of main finite elements, L, for
each case study is shown in Table 2.1. The case studies listed in the table are described in
the following section.
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Table 2.1: Number of main finite time elements, L, of each case study
Case study L
Constant moderately fluctuating price 36
Variable moderately fluctuating price 26
Electrical heating moderately fluctuating price 34
Constant highly fluctuating price 36
Variable highly fluctuating price 31
Electrical heating highly fluctuating price 40
2.4 Optimal Operation of CSPonD
Optimal operation of the virtual two-tank for a day is investigated in this section, con-
sidering several conditions including electrical heating of the hot part of the tank. For the
heaters, a total of 20 MW electric heating power is considered. To reach it, a set of small
scale high temperature Hopper heaters of 4.032 kW power could be added, with a capital
cost of 180 $ each [70]. These heaters would be attached to the wall. With a wattage per
unit area of 10 W/in2, a total surface area of approximately 1,290 m 2 is needed. Considering
the pond diameter is 25 m, and the interference with the moving thermal barrier in the
hot/cold salt separation, the best way to reach this area would be adding internal vertical
walls in the hot tank, hanging from the roof of the tank. Moreover, this feature would help
to distribute the heat more uniformly. In order to implement this, salt is always required in
the hot side. Herein, the smallest height of hot salt reached is 5.7 m, enough to allow the
electrical heating design.
2.4.1 Case Studies
Previous optimization studies on CSPonD [17, 16] have focused on optimal operation,
assuming a constant power generation and electricity price. The present work focuses on
optimizing the operation considering economical parameters, including hourly fluctuations
of the price, if any. More specifically, the main goals are investigating the feasibility and
optimality of a time-variable operation for the concept described in Section 2.1 (Fig. 2-1).
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Figure 2-2: Normalized electricity price profiles used herein: solid blue line shows the mod-
erately fluctuating price profile (case a); dashed green line shows the highly fluctuating price
profile, including negative electricity prices (case b)
Three main case studies are considered:
" Constant price considers variable operation under average electricity price
" Variable price considers variable operation under time-variable electricity price
" Electrical heating considers variable operation with electric heaters included in the
pond under time-variable electricity price
Two hourly electricity price distributions are considered for the case studies constant price,
variable price, electrical heating: (a) Moderately fluctuating electricity price. (b) Highly
fluctuating electricity price. Fig. 2-2 shows the normalized electricity price profiles used,
that is, the electricity price profile divided by its respective average value over the day.
Hence, a total of six case studies is considered in the following.
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Figure 2-3: Optimization variables
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Constant price case study uses time-weighted averaged prices, 2, found from:
1 2 h
- I c(t)dt.
24 o (2.1)
The constant electricity price, 2, found from the time-weighted averaged of the electricity
price profiles (a) and (b) are equal to 0.260 $/kWh and 0.00175 $/kWh, respectively.
2.4.2 Optimization Variables and Objectives
Optimization Variables
The optimization variables and their bounds are shown in Table 2.3, and Figure 2-3.
These are the initial temperatures of the hot tank, the cold tank, and the lid, the initial
mass of salt in the hot tank, the mass flow rate from the hot tank to the cold tank, the mass
flow rate from the cold tank to the hot tank, the heat transfer rate out from the lid, and the
electricity purchased from the grid (only for the case study of electric heaters). The initial
time is the sunrise time, t,. Additionally, the optimal start-up and shutdown time values
are obtained in the sequential method, and kept fixed in the simultaneous approach.
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Objectives
The objective of the optimization in all six case studies considered is maximizing the
revenue over 24 hours of continuous operation. The objective function in its most general
form is:
.. t.+24h
Obj(c(t), Qaotput(t), Wrchased(t)) = J C(t)-{Qoutput(t)-power-Wpurchased(t)}-dt (2.2)
where c(t) is the electricity price at time t, QaOtpt(t) is the total heat transfer rate out of
the thermal storage system at time t, r7power is the power block efficiency, and Wpurchased(t)
is the electric power purchased from the grid to run the electric heaters at time t. Clearly,
some of the terms in the objective function are set to zero or a constant value depending on
the conditions considered in the case study, e.g., for case studies constant price and variable
price, Wpurchased(t) = 0. Moreover, for case studies constant price, the corresponding ^ is
used for c(t) in the objective function.
The total heat transfer rate out of the thermal storage system and, thus, into the power
cycle Q(otput, is the heat transfer rate extracted from the hot tank through the mass flow
rate from the hot to the cold salt tank, rhot tocold,
hot tocold * Cp ' (Thot tank - Treturn) = (tput 2.3)
where C, is the specific heat capacity of salt (assumed constant), and Treturn is the temper-
ature of the salt flow to the cold salt tank from the power cycle heat exchanger.
Constraints
Table 2.2 provides the constraints considered for the case studies. Four final-point con-
straints are included to ensure cyclic operation, e.g., the final temperature in the hot tank
must equal the initial temperature. The path constraints are due to technological and ther-
modynamic limitations: the maximum and minimum allowable temperatures of the salt due
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Table 2.2: Constraints of optimization
to chemical stability and desired steam temperature produced by the steam generator plus
the pinch, respectively; the minimum allowable temperature of the lid, being higher than
the preheated water temperature at all times so that the second law of thermodynamics is
not violated; and the maximum and minimum heat transfer rate into the power cycle, cor-
responding to full load operation and partial load operation of 50%, respectively. Also, only
one plant start-up/shutdown is permitted through the day in order to reduce the thermal
stresses suffered by the steam turbine.
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Constraint Lower Bound Upper Bound Description of the
Constraint
Thottank(ts + 24h) [K] Thottank(ts) Thot tank(ts) + 1 Minimum and maxi-
mum allowable final
temperature of the hot
salt tank
Tcodtank(ts + 24h) [K] Teoldtank(ts) Tcoldtank(ts) + 1 Minimum and maxi-
mum allowable final
temperature of the
cold salt tank
Tid(t, + 24h) [K] Tlid(ts) TIMd(t 8 ) + 1 Minimum and maxi-
mum allowable final
temperature of the lid
mhottank(ts+24h) [kg] 0.99 mhottank(ts) 1.01 mhottank(ts) Minimum and maxi-
mum allowable final
content of salt in the
hot salt tank
Tqa8 [K] 823 873 Minimum and maxi-
mum allowable tem-
perature of the salt
Tud [K] 533 - Minimum allowable
temperature of the lid
QOutpt [MW] 50 100 Minimum and maxi-
mum allowable heat
transfer rate into the
power cycle during op-
eration
2.5 Results
The optimal conditions for the case studies are given in Table 2.3. Figure 2-4 shows the
control variable profiles, that is, the profiles of the mass flow rate from the cold tank to the
hot tank, and that of the mass flow rate from the hot tank to the cold tank through the
power block heat exchanger for the six case studies. In general, ?incoadtoot follows the heat
transfer rate shape collected from the sun to the hot tank, that is, as more heat transfer rate
input is available, more salt mass can be heated up. The heat transfer rate collected by the
heliostat field into the hot tank, the electric power produced by the power block, and, for
the electrical heating cases, the electric power purchased from the grid can be seen in Figure
2-5.
2.5.1 Moderately Fluctuating Electricity Price Profile
Under the moderately fluctuating electricity price, the operation strategy where electric
heaters are included in the pond gives higher revenue. If the variable price case revenue is
considered as the base case (100%), electrical heating case revenue is 107%, whereas constant
price case revenue is 57%. As expected, the electric power produced reaches the two limits
imposed: maximum power generation when the electricity prices are highest (0.517 $/kWh),
and minimum when the electricity prices are lowest (0.224 $/kWh). In electrical heating
case, the optimizer chooses to purchase electricity from the grid when the price is the lowest.
Also, the operation time is higher, 8:30 hours compared to the 6:30 hours of variable price
case owing to the higher energy transfer into the pond.
2.5.2 Highly Fluctuating Electricity Price Profile
Under the highly fluctuating electricity price, the operation strategy where electric heaters
are included in the pond gives higher revenue. If variable price case revenue is considered as
the base case (100%), electrical heating case revenue is 255%. Constant price case revenue
is extremely low (7%), since the average electricity price is almost zero for the selected day.
31
Table 2.3: Optimal values for the decision variables mhottank(ts), Thottank(ts), Tcoldtank(ts),
Tua(t,), start-up time, shutdown time, Nahottocold,r, and rncoldtohot,I, and the revenue value
Variable Lower Bound Upper Bound
mhotttank(t,) [Gg] 0.58 11
Thottank(t,) [K] 823 873
Tcoldtank(t,) [K] 533 800
Tlid(t,) [K] 533 873
Start-up time [h] N/A N/A
Shutdown time [h] N/A N/A
Thhot to cold, I [kg/s] 0 250
rncold to hot, I [kg/s] 0 250
Variable Constant moderately Variable moderately Electrical Heating
fluctuations fluctuations moderately fluct.
mhottank(t,) [Gg] 7.84 8.98 9.59
Thot tank(t) [K] 823 823 823
Tcoldtank(t,) [K] 534 534 534
Tld(t,) [K] 786 786 785
Start-up time [h] fixed to 15.1 fixed to 13.4 fixed to 11
Shutdown time [h] fixed to 21 fixed to 20 fixed to 19.4
rhot to cold, I [kg/s] Figure 2-4 Figure 2-4 Figure 2-4
Mcoldtohot, I[kg/s] Figure 2-4 Figure 2-4 Figure 2-4
Revenue [$] 51,100 91,800 98,400
Variable Constant highly fluc- Variable highly fluc- Electrical Heating
tuations tuations highly fluct.
mhot tank(t) [Gg] 4.48 8.87 9.9
Thottank(t,) [K] 824 823 823
Tcoldtank(t,) [K] 534 534 534
Tld(t,) [K] 788 786 785
Start-up time [h] fixed to 13.4 fixed to 13.7 fixed to 13.8
Shutdown time [h] fixed to 21.2 fixed to 20.1 fixed to 0.5
rhot to coldI [kg/s Figure 2-4 Figure 2-4 Figure 2-4
rncoldto hot, I[kg/s] Figure 2-4 Figure 2-4 Figure 2-4
Revenue [$] 340 5,050 12,900
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Maximum electric power output limit is reached during the higher electricity price periods.
In the electrical heating case, the optimizer chooses to operate the power plant during a
negative electricity price period in order to take advantage of the peak electricity price at
6pm which occurs afterwards.
2.6 Discussion
The results clearly demonstrate the significant effect of electric heaters and systematic
optimization of time-variable operation on revenue. This can be looked at from two per-
spectives: 1) the effect of time-variable operation on the revenue. 2) The effect of electricity
buy-back from the grid to charge the pond.
In order to assess the economic value added, a comparison of the final revenue in all case
studies is considered. The results show that the revenue depends strongly on the operation
strategy and electricity price profile. Adding the electric heaters described in Section 2.4,
would have an estimated cost of $982,000, allowing for an installation cost of 10% the capital
investment. Under highly fluctuating price the revenue difference between variable price and
electrical heating operation strategy is $7,850 per day. An increase in revenue as much
as 155% is achieved by adding electric heaters. Under moderately fluctuating price, the
difference between both strategies is $6,600. Although the absolute difference is similar to
the highly price fluctuations case, the percentage difference is much lower, only 7.2 %, as
expected. Consequently, the payback time for both electricity price profiles would be of the
order of half a year.
2.7 Conclusions
Herein, optimization case studies were presented for the time-variable operation of the
CSPonD solar energy receiver and thermal energy storage, considering time-variable electric-
ity prices and electricity buy-back from the grid. The results show that power production
from the CSPonD can be successfully scheduled, assuming the downstream process (i.e.,
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the power block) can handle a variable thermal input without drastic losses. Also, revenue
maximization is done via scheduling production for time-variant electricity price case stud-
ies, while for time-invariant electricity price case studies, the revenue is maximized through
minimizing heat losses to the environment. Moreover, herein the competitive advantage of a
solar-thermal power plant with thermal energy storage is pointed out, which allows shifting
electricity production from low-demand to high-demand times when run in a liberated mar-
ket. Furthermore, the economic viability of including electric heaters in the thermal energy
storage system is shown allowing buying-back electricity from the grid during low-demand
times and selling it during high-demand times. Herein, under the moderately fluctuating
electricity price profile, the usage of electric heaters increases LCOE because of higher capital
cost and lower net electricity output. Under the highly fluctuating electricity price profile,
LCOE may also increase (unless the revenue from purchasing electricity at a negative price
is accounted for as negative operating cost). Despite the LCOE increase, this strategy is
shown to be profitable. Thus, LCOE is misleading not only for different renewable technolo-
gies with and without storage, but also for different strategies using the same technology as
it does not capture the value of electricity as a function of the TOD. Finally, maximizing
revenue via scheduling production is more profitable under highly fluctuating electricity price
than under moderately fluctuating electricity price, as expected. Based on these results, a
variable FiT is recommended to encourage power production during peak electricity demand
hours to avoid power grid overloads. This would give an incentive for energy storage systems,
and, thus, for solar-thermal power plants, where inclusion of energy storage systems is more
economic than other RES.
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Figure 2-4: Optimal mass flow rate results over the day: solid blue line shows the mass
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Chapter 3
Performance Analysis of a
Regenerative Thermal Storage
System with Enhancement Heat
Transfer Structures
3.1 Introduction
Several thermal energy storage (TES) concepts have been proposed in solar-thermal
energy power plants [18]. This chapter is focused on the design of a regenerative thermal
storage system. The regenerator configuration studied is a matrix solid material with an
embedded tube heat exchanger (Figure 3-1). The operation in these systems is the following:
during charging, thermal energy is transferred from the heat transfer fluid (HTF) to the
storage system. At discharging, thermal energy is transferred from the storage system to
the HTF, heating up the latter. Herein, an analysis of the discharge process is carried out,
with different designs (plain design with no heat transfer structures added, and for different
percentages of heat transfer structures added), operation strategies (laminar versus turbulent
flow regimes), and dimensions.
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Two main types of solid storage concepts without phase change are studied in literature:
packed bed, and tube heat exchanger-type thermal energy storage system. A series of ar-
ticles analyzes the behavior of an oil-pebble bed thermal storage system for a solar cooker
computationally [34, 36] and experimentally [35, 37, 33]. In [12], a regenerative thermal
storage system with air as the heat transfer fluid and different core geometries and mate-
rials for the packed bed is analyzed. [79] analyzes the discharge process of a thermocline
thermal energy storage system using molten salt as the heat transfer fluid and rock as filler.
Also for the tube heat exchanger type, several studies can be found in literature. In [67]
for example, a simulation tool for the analysis of the transient performance of the tube-type
storage system with varying material properties and geometries is presented. [27] studies the
performance of two new storage materials, high temperature concrete and castable ceramic,
with oil as the heat transfer fluid and a tubular heat exchanger integrated into the storage
system. [26] presents different strategies to improve storage performance, such as additional
structures to enhance heat transfer, and modular storage integration and operation into the
solar-thermal power plant concepts. [53] presents a thermal energy storage system with solid
as the storage material and gases as the heat transfer fluid. In [29], a similarity analysis of
efficiencies of thermal energy storage systems is presented in order to generalize the study
of regenerative thermal storage systems. Therein, analysis of a packed bed configuration of
solid filler material, and of a thermal storage material with tubes embedded in it where the
HTF flows is performed. In the latter case, the storage material considered is liquid, solid,
or a mixture of the two.
In the present work, concrete as the solid storage material is studied. Its ease of handling,
low cost, and high availability of its raw material all over the world are its main advantages
over liquid sensible storage systems. A significant disadvantage is its relatively low thermal
conductivity, which makes the charge and discharge processes heat transfer limited. Thus,
the time required to use the storage capacity of the system, that is, the complete charge-
discharge cycle time, is usually one of the critical features of the system. In solar-thermal
power plants, this charge-discharge duration varies from 4 hours to 2 days typically, and
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HTF Flo
Figure 3-1: Schematic of a solid thermal storage system with an embedded tube heat ex-
changer
it could go to seasonal time scale. This study focuses on a thermal storage system with a
24-hour operation cycle. To overcome the aforementioned heat transfer limitation, struc-
tures to enhance heat transfer have been proposed: fins [27], reinforced bars [8], and plates
[58]. These are made of high thermal conductivity materials that speed up the charge and
discharge process by decreasing the conductive thermal resistance of the system. The main
effect of these heat transfer structures is the decrease of the tube length needed for a fixed
thermal energy storage capacity. However, these high thermal conductive materials are more
expensive than the matrix material, accounting for a significant share of the system capital
cost [67].
Herein, a concrete regenerative thermal storage system is analyzed at the discharge pro-
cess from a constant uniform initial temperature. The system includes tubes embedded in it
where the heat transfer fluid flows through. Different configurations with and without plates
as the heat transfer structures, under different flow regimes and storage system dimensions
are considered. The specific contribution is a thorough analysis of these different operation
strategies and configurations in terms of efficiency, discharge time and specific cost per useful
thermal energy capacity.
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Figure 3-2: Schematic of the solid thermal storage system model as one cylindrical block
3.2 Study Description
The discharge process of a concrete thermal storage system is studied. As depicted in
Figure 3-1, the system consists of a voluminous block of concrete, lined with metal tubes
through which the heat transfer fluid flows. Initially, the system is at the highest operating
temperature Th, but as the fluid flows through it gradually cools down from T to the lowest
operating temperature T. Because the fluid heats up as it flows through the storage system,
the cooling of the concrete is faster at the fluid inlets and slower towards the end, resulting
in a temperature gradient throughout the concrete. As it will be explained later in Section
3.3, the materials used are concrete as the matrix material, HITEC solar salt as the HTF,
and aluminum for the heat transfer structures. Also, the heat transfer structures are plates.
Based on the material properties, the highest operating temperature is Th = 6000C, and the
lowest is Tc = 2500C. These temperatures are based on the limits of solar salt: chemical
stability in the upper temperature, and freezing temperature (~ 2200C) in the lower one [5].
In the present study, the storage system is analyzed by a cylindrical approximation of one
of its blocks (Figure 3-2). As will be explained in Section 3.4, a 2-dimensional model with
material properties independent of temperature is used.
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3.2.1 Parameters description
Before addressing the material selection and model description and assumptions, the
current section provides the equations of several important quantities used in the remainder
of the thesis.
The dimensional parameters that characterize each storage configuration are the tube
diameter, d, the external diameter, D, and the length of the storage device, L (Figure 3-3).
The heat transfer structures are added in the form of plates with thickness oplate. The relative
amount of heat transfer structures added b, is calculated based on the volume percentage
with respect to the total solid volume, that is,
Heat transfer structures volume _ 7 (D 2 - d2 )J6 ,iateN 6 piateN
b = Total solid material volume 4 (D 2 - d2 ) L L (3.1)
where 6plate is the plate thickness, and N is the number of plates used. The total thermal
energy capacity of each block is calculated as
Uth = (Pcp)HTF d2L + (pcp)metal (D2 - d2 )6iateN
+ (ppc)concrete (D2 -d2(L - 6jpiateN) ) (Th - T), (3.2)
where pi is the density of material i, and and c,, is its specific heat capacity, for i = HTF
(solar salt herein), metal (aluminum herein), and concrete. It is worth noting that the
operation temperatures difference is included in the calculation of Uth to obtain the actual
capacity of the storage system. The design system heat transfer output of each block is
calculated as
Q ='thHTFCp, HTF(Th - Tc)1 (3-3)
where rhHTF is the design HTF mass flow rate, calculated as
rhHTF = -d2pHTFUin, (3.4)4
41
(d/2, L)
(0, L) D/2, L)
Tube
Concrete
Axisymmetric
centerline
Flo0
(0, 0)" r(/ 0
(_ d/2, 0)
(d/2, L)(0, L) ....
Tube
Axisymmetr c
centerline:
Flow
(0,0) 0)
ld/2, 0)
Figure 3-3: 2-D axisymmetric model: without heat transfer structures
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where uma is the design average inlet velocity. The system heat transfer output at time t is
calculated as
$(t) = 7IHTF(t)Cp,HTF(Tbulk(L, t) -Tc), (3.5)
where rnHTF(t) is the HTF mass flow rate at time t, and TbJk(L, t) is the fluid bulk tem-
perature at length L and time t. ThHTF(t) is calculated as
ThHTF(t) = 7dPHTFfz(t)4
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where itz(t) is the average velocity in the z direction at time t
uz(t) f= 27rruz(r, z, t)dr (3.7)f 27rrdr(37
uz(t) is independent of z by mass continuity because the HTF is incompressible. The fluid
bulk temperature T&Ik(z, t) at length z and time t is calculated as
T~lk (Z~ = 0 f 27rruz(r, z, t)T(r, z, t)drf 27rruz(r, z, t)dr
The non-dimensional bulk temperature O&buk(Z, t) at length z and time t is calculated as
T,,Uz(z,t ) - T
Oube(Z, t) = T,-Tc (3.9)Th - Te
and thus Obulk(Z, t) E[0,1]. The total thermal energy output for the entire discharge period is
calculated as
Qoutput = f Tdischarge mHTF tcp,HTF (Tbulk(L,t ) - Te)dt, (3.10)
where rTdiscarge is the discharge time period, calculated as the time period where the non-
dimensional bulk outlet temperature Obulk(L, t) (monotonically decreasing in time) is equal
to a certain coefficient 0o,
Obulk(Ldraischarge) = 00. (3.11)
This calculation reflects the need of Tilk(L, t) to be at a high temperature so that it is useful
for the consequent power block. In the present study, 0o = 0.9, that is, HTF delivers useful
energy while its bulk temperature is higher than 5650C, an appropriate value for Rankine
cycles, the thermodynamic cycles typically used in solar-thermal power plants. The discharge
efficiency is calculated as the ratio of the total thermal energy output during the discharge
period to the total thermal energy capacity
77discharge - (312)Uth
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The discharge efficiency quantifies the system capacity to deliver useful thermal energy to
the power block. A high discharge efficiency is also desirable for the discharge-charge cycle.
Firstly, the storage system temperature has to be close to Tc after the discharge process
so that the system capacity available to store thermal energy is close to its design one Uth
for the charge process. Secondly, the temperature difference (which is the driving force of
heat transfer processes) between the cold storage material and the hot solar salt is higher
favoring the heat transfer process. The same applies for the charge efficiency. It is worth
noting that the values sought for the discharge time and efficiency are interdependent for
the decision of the storage configuration design: high efficiency is sought together with low
discharge time. For example, a storage system where the heat losses are of similar order of
magnitude of Qatp, would have a lower discharge time than the same system with no heat
losses. However, the discharge efficiency will be at most 0.5, a bad design value, and lower
than for the second system, making it a bad storage configuration design.
The ratio of the tube cross sectional area to the total cross sectional area is calculated
by
Atube d2 = d (Atotat zD 2  D2  (3.13)
This is an important metric used to present the results. It reflects the ratio of HTF volume to
total volume of the regenerator. Also, c is an indirect measurement of the amount of piping
used. For equal tube diameter d, low c implies high block diameter D, which implies high
distance between tubes. As a consequence, for two storage configurations with equal Uth and
7 ldischarge operating with the same rhHTF (that is, for two storage configurations with the same
performance specifications Q and Qutpu), less tube length L is needed (Figure 3-4). Tube
length accounts for some important capital costs, such as piping material, and HTF, and
operating costs, such as pumping power. The main effect of the heat transfer structures is the
decrease of the conductive thermal resistance allowing for designs with higher D (lower E).
In order to analyze the economic advantage of the high conductive added material, different
configurations are compared. High discharge efficiency can be sought through the addition
of heat transfer structures, and also by the increase of storage length. For a fixed tube
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diameter and mass flow rate, the counterpart of the latter is that the discharge time is also
higher because both there is more heat transfer area and the time to reach the storage outlet
is higher, limiting the viability of using it in a solar-thermal power plant. These trade-offs
are studied in the presented study, and shown later in Section 3.7, where the cost per kWhth
versus discharge time and versus efficiency is plotted.
Figure 3-4: Two blocks of equal total thermal capacity Uth and tube diameter d: one obtained
with short L1 and large D 1, the other with larger L2 and shorter D 2 (not on scale)
3.2.2 Motivation
The objective of adding the high thermal conductive material is to decrease the ther-
mal resistance of the storage material in the radial direction. This favors the heat transfer
from the HTF to the solid material during the charge process, and vice versa during the
discharge process. At the same time, heat transfer within the solid material in the longitu-
dinal direction affects negatively the performance of the regenerator since it decreases the
storage maximum temperature at the outlet and increases the storage lowest temperature at
the inlet, decreasing its exergy. Thus, the heat transfer structures should not decrease the
longitudinal thermal resistance significantly. Moreover, the convective thermal resistance of
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the fluid flow has to be also taken into account. One way to decrease it is operating in the
turbulent regime, where the heat transfer coefficient is increased significantly compared to
the laminar regime. The parameter that determines the laminar or turbulent regime is the
Reynolds number based on the tube diameter
Red = PITFUind (3.14)
PHTF
where pHTF is the dynamic viscosity of the HTF. For Red <2,300, the flow is in the laminar
regime. For Red > 10, 000, the flow is in the turbulent regime. Between 2,300 and 10,000 is
the transition regime, where the operation is not recommended since the heat transfer can
not be calculated. For a fixed tube diameter d, the counterpart of operating at the turbulent
regime is that the mass flow rate is higher than in the laminar regime, so the required heat
transfer rate to increase the fluid temperature is also higher.
For cylindrical coordinates, the radial conductive thermal resistance between two radii r
and ro for a length 1 is
Rr = log(r/ro) (3.15)21r kl
and the longitudinal thermal resistance for a cross sectional Ac,,, and a length 1 is
__1
z =A .08  (3.16)
For a cylindrical tube with a inner diameter di, and outer diameter dout, Aco,0  = z(da -d? ).
The convective thermal resistance for a convective heat transfer coefficient h and a surface
area Asurface is
1
Rh - h Asurface (3.17)
For a cylinder of diameter din and length 1, Asurface = 7rdinl.
The best arrangement to obtain this is to add the high conductivity material in the form
of thin plates, instead of reinforced bars, as it is shown later. After a detailed description
of the model and an analysis of the different model possibilities and assumptions, several
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configurations of the thin plate model will be investigated with respect to the discharge
efficiency, discharge time, and storage cost.
3.3 Selection of Structure Materials
As stated above, the thermal storage system studied herein is based on materials which
do not experience phase change over the temperature range of operation. In literature, this
group of materials are called sensible heat storage materials. The desirable characteristic of
any TES material are longevity, inexpensiveness, high volumetric capacity pcp, high thermal
diffusivity a = kg, easy start-up, chemical stability at the operating temperature range, sim-
ilar coefficient of thermal expansion (CTE) to other materials that are part of the system
such as heat transfer structures or piping. High volumetric capacity reduces storage volume
for the same thermal energy capacity and operation temperature range. High thermal diffu-
sivity increases the dynamics of the process speeding up the transients by increasing the heat
transfer rate. For some sensible liquid TES such as solar salt, the start-up is troublesome
due to its high freezing temperature (2200C, Table 3.3) and low thermal conductivity in the
solid phase (~ 0.5 W/(m.K)), which make the melting process from ambient temperature
complicated. A similar CTE among the materials that form the system reduces thermal
stresses that can reduce its operational life.
Table 3.1 shows the principal characteristics of the most common solid thermal storage
materials. Laing et al. [27] recently developed two new storage materials, a castable ceramic
based on a binder containing A120 3, and a high temperature concrete to improve the soft
characteristics of concrete. According to [27], high temperature concrete seems to be more
favorable to use over castable ceramic due to the lower cost and easier handling of the pre-
mixed material. The high temperature concrete mixture is similar to regular concrete used
in construction: mainly blast furnace cement as a binder system, aggregates (temperature
resistant gravel and sand), and a small amount of polyethylene fibers [25]. Thus, in the
present study its the cost is approximated by 0.05 $/kg, the same as reinforced concrete. As
explained later on, high temperature concrete is chosen as the TES material in the study.
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The main disadvantage of this material for application as the thermal storage medium is its
low thermal conductivity (1.3 W/(m.K)), which limits the heat transfer rate, slowing down
the dynamics of the system.
To overcome this issue, high conductivity materials are considered to be added to the
system to enhance heat transfer. Table 3.2 shows possible materials. The desirable char-
acteristics of the high conductivity material are high thermal conductivity and low cost
per volume (so that more heat transfer structure volume can be included at a same price).
Among the materials of Table 3.2, aluminum is the cheapest in $ per volume. Also, it has
the same order of magnitude thermal conductivity as copper, which accounts for the highest
thermal conductivity among the materials considered, whereas aluminum is 10 times cheaper
than the latter. Thus, aluminum is the best option.
Regarding the heat transfer fluid choice, several aspects are to be taken into account. In
this application, the volume of the regenerator tubes is not negligible, thus, it is desirable
that the fluid has not only good heat transfer properties and low cost, but also good thermal
energy storage properties. Table 3.3 shows the principal characteristics and costs of different
sensible heat storage liquid materials [23], with similar values reported in [18, 48].
The selection of the TES and HTF material is interdependent since their operating tem-
peratures should match. High maximum storage temperature is desirable in order to have
high exergy storage system. Also, a wide operation temperature range saves TES material
for the same thermal energy capacity for constant volumetric heat capacity pcp. At the same
time, material cost is also important. Looking at Table 3.3, HITEC solar salt can reach
higher temperatures than oil and other salts, and its cost is also lower. Its principal disad-
vantage is the high melting temperature. The average solar salt properties used are taken
from [5]. Looking at Table 3.1, the materials that withstand up to 6000 C are cast steel, sil-
ica fire bricks, and magnesia fire bricks. Also, high temperature concrete has be successfully
tested up to 5000C recently [25]. Herein, it is assumed that high temperature concrete can
operate up to a temperature of 6000C (current research is projected in this direction [57]).
These materials have similar storage capacity. However, the high temperature concrete cost
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per kg is about two orders of magnitude less than that of the other materials. Thus, the
combination of high temperature concrete as the TES material and HITEC solar salt as the
HTF is selected in this study.
The corrosion rate of the piping material needs to be low over the operation temperature
range. Although the nitrate salt is relatively benign in terms of corrosion potential, the
industrial grade of the salt does contain impurities, of which the most chemically active are
the chlorides and perchlorates [23]. According to [6], cast steels are the materials that better
resist corrosion. The same is also reported in [24, 23]. In the current design, cast steel has
therefore been selected as the piping material.
3.4 Mathematical Model
The physical problem of the thermal energy storage system discharge is transient conju-
gate heat transfer. The conjugate nature is inherent to any passive TES, since the intention
of heat transfer is an interaction between at least two mediums. Also, it is transient due to
the nature of the thermal storage system: storage charge and discharge imply non-steady
state periods of time.
3.4.1 Literature Review and Historical Perspective
Herein, a brief literature review of the transient forced convection analytical and numeri-
cal studies in ducts is presented. In early works, approximate analytical methods were used.
The main methods are self-similar solutions of the boundary layer equations, solutions of
the boundary layer equations in the power series, integral methods, the method of super-
position, and solutions of the boundary layer equations in the series of shape parameters
[9]. Sucec used similar methods to solve the unsteady conjugated forced convection heat
transfer problem in a parallel plate duct with inlet fluid temperature varying periodically
in time [66], in the thermal entrance region of a duct where the unsteadiness is caused by
a sudden change in ambient temperature [63], and in a parallel plate duct where there is
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Table 3.1: Characteristic of thermal energy storage solid materials
ReinforcedNaC1
concrete (solid)
[14] [14]
Cast Cast Silica
iron [14] steel [14] fire
bricks
[14]
Magnesia High
fire
bricks
[14]
temper-
ature
concrete
@3700 C
[26, 27,
25]
Lower T [-C] 200 200 200 200 200 200 200 250 250
Higher T ["C] 300 400 500 400 700 700 1,200 500 400
Average p [kg/m 3] 1,700 2,200 2,160 7,200 7,800 1,820 3,000 2,250 3,500
Average k [W/(mK)] 1.0 1.5 7.0 37.0 40.0 1.5 5.0 1.3 1.35
Average c, [J/(kgK)] 1,300 850 850 560 600 1,000 1,150 1,100 866
Capacity [kWht/(m3 -K)] 0.6 0.5 0.5 1.12 1.3 .55 0.95 0.68 0.84
Volume specific heat ca- 60 100 150 160 450 150 600 170 126
pacity [kWht/m 3]
Cost per kg [$/kg] 0.15 0.05 0.15 1.00 5.00 1.00 2.00 0.05 n.a.
Storage cost [$/kWht] 4.2 1.0 1.5 32.0 60.0 7.0 6.0 0.66 n.a.
Material Sand-
rock-
mineral
oil [14]
Castable
ceramic
@350 0 C
[26, 27]
Table 3.2: High thermal conductivity materials [39, 42]
Material Steel Aluminum Iron Copper
p [kg/m 3 ] 7,850 2,700 7,900 8,960
c, [J/(kg.K)] 475 900 452 422
Capacity [kWht/(m3 .K)] 1.04 0.675 1.65 1.05
a [m2 /s] 1.19-10-5 8.27-10-5 2.25-10-5 9.92-10-5
k [W/(m.K)] 44.5 201 80.4 375
CTE [pm/(m.K)] 12.3 23.4 11.8 17
Cost per kg [$/kg] 5 2.3 1 8.7
Cost per m3 [$/m 3] 39,250 6,291 7,900 77,952
sinusoidal wall heat generation along the axial position [65]. In his work, Sucec used the
so-called improved quasi-steady approach [62], taking into account the thermal history and
thermal energy storage capacity of the flowing fluid. As an example of a solution in asymp-
totic series in eigenfunctions, [45] analyzes the transient conjugated heat transfer problem in
the hydrodynamically and thermally fully developed region of a laminar pipe flow under a
constant wall temperature and constant wall heat flux. Also, several researchers use the plug
flow approximation to study transient coupled heat transfer when unsteadiness is caused by
flow with time-varying inlet temperature, by step inlet temperature change, or by unsteady
boundary conditions in the wall: [61] analyzes the unsteady laminar heat transfer in a duct
with periodically varying inlet temperature and time- and space-dependent wall tempera-
ture, using the quasi-steady assumption which leads to an eigenvalue problem in which the
eigenvalues are complex. In [59], laminar heat transfer in a channel with unsteady flow and
wall heat flux varying with position and time. [50] shows the analysis of a laminar flow in
a duct with unsteady heat addition where the transient processes are caused by changing
the fluid pumping pressure and either the wall temperature or the wall heat flux. In [21],
response to a step increase in wall temperature is analyzed. In the latter three articles,
thermal conditions at the wall are specified and the fluid inlet temperature is constant. [68]
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Table 3.3: Characteristic of heat transfer fluids [23]
Material Solar Salt Hitec Hitex XL LiNO 3  Therminol
(Calcium VP-i
Nitrate
Salt)
Composition, % biphenyl/
diphenyl
oxide
NaNO 3  60 7 7
KNO 3  40 53 45
NaNO 2  40
Ca(N0 3)2  48
Freezing T [OC] 220 145 120 120 13
Max. T [OC] 600- 535 500 550 400
p@3000 C [kg/m 3] 1,899 1,640 1,992 n.a. 815
p@300*C [cp] 3.26 3.16 6.37 n.a. 0.2
c,@3000 C [J/(m3 .K)] 1,495 1,560 1,447 n.a. 2,319
Cost per kg [$/kg] 0.49 0.93 1.19 1.19 2.2
Storage cost [$/kWht] 5.8 10.7 15.2 15.0 28.75
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analyzes the transient laminar forced convection in the thermal entrance region of a circular
duct with a periodically varying inlet temperature and convection from the ambient medium
with a constant heat transfer coefficient. Duct wall heat capacity is taken into account. The
problem is solved applying the Laplace transform so that complex eigenvalues are avoided.
With randomly varying boundary conditions, or when more features are included in the
study, such as the thermal capacity of the fluid and the wall, numerical methods are used.
[28] analyzes the transient conjugated forced convection heat transfer with fully developed
laminar flow in a pipe with a constant wall temperature at the external surface for a certain
length. Lee and Yan [28] use a finite-difference scheme to solve the problem. The same
problem under different boundary conditions is found in the following four articles: in [30],
uniform wall heat flux is applied, whereas in [78] constant wall temperature is considered.
The case of an ambient temperature step change is analyzed for laminar [76], and turbulent
flow regime [77]. In [64], the unsteadiness comes from the sudden exposure of the outside
of the duct walls to an ambient fluid with a constant heat transfer coefficient. In [1, 56]
the effects of both the heat transfer and laminar flow transients are analyzed using a finite-
different scheme for the former case, and a control volume approach for the latter study. In
[7], a second-order finite-difference scheme is used to solve a inlet temperature step change
for a parallel-plate duct.
In research related to solid thermal storage systems, a finite difference scheme method is
used in a series of articles [27, 67, 26]. In [26], a finite element method analysis is also used
for a segment of a storage pipe embedded in concrete with and without axial fins. In [53], the
authors develop a two-dimensional simulation model to numerically determine the dynamic
temperature and velocity profiles of gases and solid heat-storing materials in a composite
material honeycomb regenerator.
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3.4.2 Mathematical Model: Description and Assumptions Valida-
tion
Herein, the thermal energy storage system is reduced to the approximation of one block
as a cylinder, shown in Figure 3-2. An axisymmetric 2-dimensional transient finite ele-
ment model (FEM) is used. COMSOL Multiphysics@ [39] is used as the modeling software.
MATLAB@ [32] is used for the results post-process. As explained above, properties are
independent of temperature. Thus, the fluid flow and the heat transfer problems are un-
coupled. Also, as will be shown in Section 3.4.2, plug flow is a good approximation for this
study reducing the conjugated problem to a heat transfer one. The problem is not thermally
fully developed. To characterize the discharge time and efficiency, the system is assumed to
be completely charged. That is, its temperature is uniform and corresponds to the highest,
T,y,,tem(t = 0) = Th. HITEC solar salt enters the block at the lowest temperature allowable,
Tinet = Tc = 250 0C. The inlet velocity uin is calculated by Red and d of each case study.
Herein, Red = 500, 1,000, and 10,000 are considered, as will be shown later. Also, the system
is considered thermally insulated. Figure 3-5 shows the initial and boundary conditions.
In order to avoid numerical artifacts due to conflict between the initial and the boundary
condition temperatures, the inlet temperature is approximated using the built-in smooth
step function in COMSOL. The extent of this step function, 50 s, has negligible effect on
the discharge process.
Viscous dissipation is not considered. The equation to be solved is the energy balance for
both the fluid and the solid. In cylindrical coordinates, the energy equation for axisymmetric
plug flow is reduced to
(dT OT k &T + 2T (3.18)
pc, -+Uz- - =- r-- +k (.8
at az ror( or) az2
and for the solid material
9T k OI&T\ 92 Tpc- = --- r- + k - (3.19)Pt r or or az 2
The model assumptions and values of physical properties used are:
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(0, L) (D/2, L)
Flot
: I ITherma
Velocity Flow: 
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uz(r, z, t > 0) = ui,
Inlet Temperature:
Tbuk(0, t > 0) = Te
(0, 0)
[d/2, 0)
Initial T
T(r,
(D/2, 0)
l Insulation:
kvT) = 0
'emperature:
z, 0) = Th
r
Figure 3-5: 2-D axisymmetric model initial and boundary conditions: initially at the maxi-
mum temperature (T(r, z, 0) = Th), and thermally insulated at every boundary (-n (-kvT) =
0) besides at the inlet, where the inlet temperature is the minimum (Tnik(0, t) = Tc).
" A structured mesh is used.
" The piping material is not included in the model, although it is accounted in the storage
cost calculation.
" The pipe flow is modeled as a plug flow.
" The discharge process is analogous to the charge process.
" Equivalent material properties model with the cases with heat transfer structures
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added.
" Three configurations for the heat transfer structures are tested for a case configuration,
for the final parametric studies only plates are studied as they perform best.
" The thermal conductivity of the HTF fluid has been adjusted from the material value
0.54 to 0.36 W/(m.K) for d = 0.1 m laminar flow, and to 30 W/(m.K) for d = 0.05 m
turbulent flow, and 15 W/(m.K) for d = 0.1 m turbulent flow.
The derivation of the given values as well as a detailed validation of the listed assumptions
is given in the following sections.
Structured Mesh
A structured or mapped mesh with rectangles elements is used due to its ease parameter
specification. The maximum element size is set to 0.03 m for laminar flow cases, and 0.3
m for turbulent flow cases. The difference is explained because the length needed to obtain
good discharge efficiencies is higher for the turbulent cases than that ones in the laminar
regime. The minimum element size is set to 0.01 m. Also, the fluid cross sectional length
is divided in 4 elements, given that the resultant elements' size is between the previous
specified values 0.01-0.03/0.3 m. In the case of the solid domain, the cross sectional length
is divided into 6 elements, given that the resultant elements' size is between the previous
specified values 0.01-0.03/0.3 m. In the longitudinal direction, the element size is equal to the
maximum value, 0.03/0.3 m, besides in the aluminum plates domains, where the longitudinal
element size is equal to 0.01 m to match the plate thickness 6pate. Table 3.4 shows the mesh
general parameters. Theses values are obtained in the following manner: starting from a
coarse mesh, refine it until no changes are observed. In the radial direction, no change is
obtained with the mesh with 4 elements in the fluid domain and 6 in the solid domain from
a mesh divided by 3 and 5 elements, respectively, for E = 0.1. In the longitudinal direction,
for turbulent flow, same discharge time and a discharge efficiency that differs in 0.01% is
calculated for two meshes with maximum length 0.3 m and 0.01 m, respectively, for a storage
56
Table 3.4: Mesh features
Size parameter Plug flow Red < Plug flow Red >
2,300 and laminar 10,000
flow
Max. element size [m] 0.03 0.3
Min. element size [m] 0.01 0.01
Element shape Rectangle Rectangle
length of 500 m, the lowest among the ones studies in the turbulent regime. A coarser mesh
could have been used. Similar results for the mesh parameters in the laminar cases.
Convective heat transfer coefficient calculation
The Nusselt number based on the tube diameter is defined as
Nud = hd (3.20)
kHTF'
where h is the convective heat transfer coefficient, and kHTF is the HTF thermal conductivity.
The results of the FEM code have been validated under constant boundary conditions for
which Nud is constant, by comparing the Nud calculated based on the simulations results
with analytical values found in literature. The convective heat transfer coefficient between
the fluid flow and the solid storage at a length z and time t is calculated by
h(z, t) = 4(Z t) (3.21)
TbuIk z, t) - Twai (Z, t'
where q(z, t) is the wall heat flux at length z and time t [W/m 2], T&,ik(z, t) is the fluid
bulk temperature at length z and time t, and Twiaj(z, t) is the wall temperature at length z
and time t. In order to calculate the three terms of equation (3.21), a rigid control volume
(CV) study is performed (Figure 3-6). The CV is placed inside the tube with a length I
small in comparison with the total tube length L (L 10-3). T&zk(z, t) is approximated
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by the arithmetic average Tbulk (Z, t) at the inlet and outlet of the CV. On the other hand,
TwjIu(z, t) is taken as the average wall temperature along the CV length 1, TWau(z, t). To
calculate 4(z, t), the first law of thermodynamics is applied:
d E(t )
dt = Q(t) - W(t) + (ThHTF(t) h(t))in - (rHTF(t)h(t))ou, (3.22)
where E(t) is the internal energy of the material inside the CV at time t [J], Q(t) is the
heat transfer rate into the CV at time t [W], WV(t) is the work rate done by the CV at time
t [W], and (rHTF(t)h(t))in and (rHTF(t)h(t)out is the energy rate into and out of the CV
carried by the fluid flow at time t [W]. Herein, W(t) is zero. Also,
(riHITF(t)h(t))Z = ThHTF(Zt)cpsaltTbulk(Z7 t) f 2 7rrpsaltuz(r z,t)cp,saitT(rz,t)dr. (3.23)
dE(D. is approximated by
dE(t) E(t) - E(t')
dt t (3.24)
where t' = t - At, At = 100s, and
E(t) = f CV 2,rpsatcp,saitT(r, z,t)drdz. (3.25)
From equation (3.22), and by calculating integrals (3.23) and (3.23), Q(z, t) is obtained, and
4(z,t) follows from
.Q(z, t)q(z,t) = . (3.26)
rld
Thus, with (z, t), and calculating Tklk(in, t), Tbulk(out, t) and Twaul(Z, t) from simulation
results, the only remaining unknown in equation (3.21) is h(z, t).
Following this procedure Nud of laminar and plug flow stationary problems with constant
wall temperature and constant heat flux at the hydrodynamically and thermally fully devel-
oped regions is calculated. Therein, Nud is constant and known (values shown in Table 3.5).
The calculated values match completely the analytical ones. Thus, the method is validated,
with the exception of the time differential term.
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Figure 3-6: Schematic of the rigid Control Volume (CV) used to calculate the convective
heat transfer coefficient, h
Tube pipe
As discussed in Section 3.3, cast steel is used as the piping material. Although it is
accounted in the storage cost calculation, its effect on heat transfer and storage capacity
is not modeled. Its thermal resistance is negligible in the radial direction, and high in the
longitudinal direction. In the radial direction, the pipe thermal resistance is in series with
the concrete thermal resistance,
Radial resistance: Rr,eq = Rr,steel + Rr,concrete. (3.27)
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Table 3.5: Nud for laminar and plug flow under constant boundary conditions at hydrody-
namically and thermally fully developed flow: analytical and calculated values
Analytical value Calculated value
Case Laminar (Red < Plug flow [40] Laminar Plug flow
2, 300) [38] Red = 1,000 Red= 1, 000
Const. Twan 3.66 5.783 3.7 5.8
Const. q 4.364 8 4.4 8
The pipe wall thickness 6pipe, depends on the tube diameter. In literature, for a tube diameter
of 2.06 cm, a wall thickness of 1.2 mm is used for nitrate salt [71]. Assuming a relation
between the diameter and thickness, herein opipe = 2 mm is assumed, since the tube diameters
considered are larger: d = 0.05, 0.1 m. kteei = 40 W/(m.K), and the lowest value of D/d
considered is 1.4. Thus, in the radial direction, the respective thermal resistances orders of
magnitude, calculated from (3.15), are:
" Cast steel radial resistance by unit length: Rr,steel = *d 2Q) 10- [(K-m)/W]
" Concrete radial resistance by unit length: Rr,concrete 
- ~ 10-2--10-1 [(K-m)/W]
Thus, Rr,steei <<Rr,concrete, validating the approximation. In the longitudinal direction, pipe
and concrete thermal resistances are in parallel
1 1 1Longitudinal resistance: = + . (3.28)
Rz,eq Rz,steel Rz,concrete
Herein, their range values are:
" Cast steel longit. resistance/unit length: Rz,,teei = i(-(d-2t)2 )k.t., 80 [K/(W-m)]
" Concrete longit. resistance/unit length: Rz,concrete = 7(D2 -d 2 )kconcrete ~ 1-100 [K/(W.m)]
Thus, at some configurations Rz,steei ~ Rz,concrete, which might conflict with this assumption.
However, it is worth noting the high longitudinal conductive resistance, whose values divided
by two is not expected to affect the final results. An approximated model for the piping
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conduction would be to multiply the concrete axial thermal conductivity by the proper value
to include the pipe conductivity in the overall conductivity; this option is not considered
herein.
Regarding the steel storage capacity, the ratio of the storage capacity with the pipe
included to the storage capacity without it is 0.95. The ratio at the optimal case among the
configurations studied herein (shown in Section 3.7) is 0.98. Thus, the steel storage capacity
effect on the performance parameters is considered small enough to neglect it.
Fluid laminar flow model versus plug flow model
At a first step, the assessment of the plug flow assumption is studied. A plug flow is a
flow with uniform velocity along the tube sectional area. In the laminar flow, a parabolic
velocity profile with zero at the tube wall and maximum at the centerline is obtained due
to viscosity of the fluid. The conjugated convective heat transfer problem is solved through
the conservation of mass for incompressible fluid equation, the Navier-Stokes equation (solar
salt is assumed to be a Newtonian fluid), and the energy equation for both the fluid and
the solid. No heat generation in the fluid flow due to viscous dissipation is considered. The
axisymmetric equations are the mass conservation equation
1 a 9Uzr (rur) + =0, (3.29)
r Dr eDz
the Navier-Stokes radial equation
P - + Ur,-r+ UZ--u =--+ pLa( (rUr)) + ar(3.30)at r az ar 5r 5r ar oz2
the Navier-Stokes longitudinal equation,(0u oz 0uz Op 1 0 &uz _0 2 .
-+U +U - =a-+pI -- r + 21' (3.31)
at 'or -5 oz z rr or oz2
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the energy equation in the fluid,
( T OT= k a 0T 82Tp ' + U =-- r-- +k (3.32)kt Or + z rOr Or Oz2 '
and the energy equation in the solid
0T k 0 (0T k 2T
pc- =--Ir-- +k-. (3.33)PC t ror or "z 2 (
The problem is neither hydrodynamically nor thermally fully developed. In this conju-
gated convective heat transfer problem, another boundary condition and initial condition is
added to the model: no-slip condition at the tube wall, and at the initial time velocity is
zero in the tube. To avoid numerical artifacts due to conflict between both velocity bound-
ary conditions at the inlet (set to the inlet velocity) and at the wall (no-slip condition), a
parabolic profile is imposed for the inlet velocity to satisfy the no-slip wall boundary condi-
tion at the point (r, z) = (d/2, 0). Following the same purpose of avoiding numerical artifacts,
the conflict between the initial and the boundary condition temperatures and velocity, the
inlet temperature and velocity are approximated by a smooth step function, already built
in COMSOL. The extent of this smooth step function, 50 s, has negligible effect on the
discharge process.
The Nusselt number under constant boundary conditions at hydrodynamically and ther-
mally fully developed flow for the laminar regime and plug flow is shown in Table 3.5.
Herein, the characterization of the Nud number for laminar and plug flow under varying
boundary conditions is performed. Figure 3-7 shows the Nusselt number value as a function
of the absolute difference between the fluid bulk temperature and the wall temperature at a
length higher than the entrance length for a Red = 1,000 under laminar and plug flow with
d = 0.1 m, L = 500 m, and four f values. Nud is calculated as described in Section 3.4.2. The
CV is located at a length zCV higher than the entrance length. The temperature difference
varies during the discharge cycle. At the beginning, it is zero. For some period of time,
the temperature difference remains zero, until the HTF that enters at T buik(0, t > 0) = Te is
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not heated up until Th at the moment it reaches the CV position. At this point, thermal
energy is transfered from the core solid material to the HTF, lowering the temperature of the
storage system at the CV point. However, the rate of decrease of the Tb,,k(zcv, t) is higher
than the rate of decrease of the Twau(zov, t), thus, the temperature difference increases until
a maximum. At the maximum, the inflexion point occurs, where the rate of decrease of
TIk (ZCV, t) is lower than the rate of decrease of the Twajin(zCV, t). After this moment, the
temperature difference decreases, approaching zero. In the limit of the temperature difference
to zero, NUd number goes to infinity and the heat transfer rate from the storage system to
the fluid also goes to zero. Figure 3-11 shows a perfect overlap of Nud as a function of
AT for different values of E. c affects the time needed for AT to go to zero, that is, the
discharge time period rdischarge, but not the actual values that the convective heat transfer
coefficient h acquires during the discharge process. It can be seen that Nud for plug flow
is approximately 1.5 times higher than laminar flow. Thus, the performance analysis under
plug flow assumption gives an upper bound performance of the real conjugated problem.
However, in order to obtain a more accurate approximation, the thermal conductivity of the
solar salt is artificially changed, so that the convective heat transfer coefficient is similar to
the laminar flow one. Thus, for this case study, in the plug flow simulations the solar salt
thermal conductivity is set to 0.36 W/(m.K). Using this approximation, the plug flow results
show a better agreement with the results of the laminar flow model, as shown in Table 3.6.
Therein, ldischarge, discharge time rdicarge, and the CPU time is shown for the laminar flow
model, the plug flow model without changing kHTF, and plug flow model with kHTF changed
to match the convective heat transfer coefficient calculated for the laminar flow model case.
The base case comparison is the laminar flow model. It is shown that the computational time
is around 40% lower for the plug flow models, and that discharge and Tdischarge are similar for
both the laminar flow model and the plug flow model with kHTF changed.
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Figure 3-7: Nud - AT: relation of the Nusselt number versus the absolute difference between
the fluid bulk temperature and the wall temperature at a length higher than the entrance
length for a Red = 1, 000 under laminar and plug flow for different tube cross sectional area
to total storage system cross sectional area, E. The plug flow Nud is above the laminar flow
Nud.
Discharge study versus charge study
Herein, only the discharge process is analyzed. However, since the material properties
are independent of temperature, the results from the charge process are exactly the same,
assuming the charge process at the same conditions as the discharge process, that is, uniform
initial temperature, no heat losses to the ambient, lowest inlet temperature Tc, etc (Section
3.2). Charge time, heat transfer into the storage system, and charge efficiency are calculated
analogous as the ones at the discharge process. Charge time period reharge is calculated as the
time period where the non-dimensional bulk outlet temperature 9 bu1k(L, t) (monotonically
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Table 3.6: Laminar flow versus plug flow results for Red = 1, 000 under plug flow with d = 0.1
m, D = 0.2236 m, and L = 500 m: laminar flow model is the base case for the calculation of
the differences in 'aischarge, Tdischarge, and CPU time
Case study Laminar flow Plug flow, kHTF Plug flow, kHTFchanged
7ldischarge [%] 47.7 56.6 50.9
77discharge difference [%] - 15.7 6.3
Tdischarge [h] 16.1 18.7 16.9
Tdischarge difference [%] - 19.2 4.7
CPU time [s] 811 470 462
CPU time difference [%] - 42 43
increasing in time) is equal to a certain coefficient 01,
Obulk (L,Tcharge) = 0oi (3.34)
where 6 is set to 0.1. The total thermal energy input the storage system is
Qinpe = nicarge rHTF(t)Cp,HTF(Th -Tbulk(L,t))dt. (3.35)
Finally, the charge efficiency is calculated as the ratio of the total thermal energy input
during the charge period to the total thermal energy capacity
(3.36)?charge - "ip
Uth
Table 3.7 shows the results for charge and discharge for d = 0.1 m, D = 0.2236 m, and L = 500
m, Red = 1, 000 for no plates and b = 10% plates added. Herein, a good block performance is
not sought. Rather, the purpose of this section is to show that charge and discharge process
are analogous and therefore, the parameters calculated in the present study can be extended
to the complete charge-discharge cycle, even though only discharging is analyzed.
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Table 3.7: Charge and discharge process performance comparison for d = 0.1 m, D = 0.2236
m, and L = 500 m, Red = 1, 000 for no plates and b = 10% plates added: charge and discharge
process are analogous and therefore, the parameters calculated in the present study can be
extended to the complete charge-discharge cycle, even though only discharging is analyzed.
Case study No plates b= 10% plates
77discharge [%] 56.61 62.46
7 lcharge [%] 56.61 62.46
Tdischarge [h] 18.7 20.6
Tcharge [h] 18.7 20.6
Equivalent material properties when the high conductive material is added
At Red = 10,000, the storage length L needed to obtain a good efficiency is found to be
of the order of 1,000 m for both the plain design (no aluminum added), and the design with
heat transfer structures, based on the simulations studied. When adding the high conductive
material, the high number of plates (best heat transfer structure arrangement as will be soon
in Section 3.5.1) needed to simulate the block makes the problem intractable. In order to
obtain an approximation of its performance, the material combination equivalent properties
are calculated. Properties p, and cp are calculated as a volume weighted average
Peq = Pconcrete(1 - b) + pmetab (3.37)
Cp,eq = Cpconcrete(1 - b) + cp,metoib, (3.38)
where b is the percentage volume of aluminum added. The equivalent longitudinal thermal
conductivity is found using the series equivalent thermal resistance equation (3.27),
1-b b 1
kconcetei(D 2 - d2 ) k e7(D 2 -d 2) ~ keqi(D2 - d2)-
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Table 3.8: Equivalent material versus plates performance
IRed = 500 Red = 1000
?ldischarge plates modeled [%] 67 54.7
?ldischarge equivalent material [%] 68 56.8
Tdischarge difference [%] 1.5 3.7
Tdischarge plates modeled [h] 29.4 12.1
rdischarge equivalent material [h] 30.2 12.6
Tdischarge difference [%] 2.6 3.9
CPU time plates modeled [s] 2,105 2,536
CPU time equivalent material [s] 780 950
CPU time difference [%] 63 62.5
The equivalent radial thermal conductivity is
resistance equation (3.28),
1 27rkconcrete(1 - b) +
Rr log(D/d)
found using the parallel equivalent thermal
2lekmetaib 27rkeq l
log(D/d) log(D/d)~ (3.40)
Table 3.8 compares the results for the same block configuration, d = 0.1 m, D = 0.2236 m,
e = 0.2, and L = 200 m, under two different operation regimes, Red = 500, and Red = 1, 000,
modeling the plates and concrete separately versus modeling the system using the equivalent
material properties. Tdischarge and 77discharge shows a good agreement. Also, the computational
time is significantly lower.
The temperature profiles of the two configurations (plates modeled versus equivalent
properties material) is shown in Figure 3-8 for Red = 10, 000, b = 10%, d = 0.1 m, D = 0.4472
m, c = 0.05, and L = 60 m at two different times (t = 6, 000 s left, and t = 10, 000 s right). It
shows the center line tube temperature (at r = 0), the tube wall temperature (at r = d/2), and
the storage external wall temperature (at r = D/2) for the case where the aluminum plates
are modeled (colored curves), and the case where equivalent properties are assumed (black
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curves overlapping on the others). A good agreement between the two is shown. Looking
closer at the tube wall temperature and specially at the storage external wall temperature
of the model with the plates, their thickness is higher than the other curves. This feature is
explained in detail in Section 3.7.1.
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Figure 3-8: Center line tube temperature (at r 0), tube wall temperature (at r = d/2), and
storage external wall temperature (at r = D/2) versus the longitudinal length at t = 6, 000 s
(left) and t = 10, 000 s (right) after the discharge process started, for Red = 10, 000, d = 0.1 m,
D = 0.4472 m, and E = 0.05. Colored curves are the case study where the plates are modeled,
black curves are the case study where the material with equivalent properties is modeled.
3.5 Heat Transfer Structures Design and Turbulent
Regime Operation
3.5.1 Heat Transfer Structures: plates versus reinforced bars
The objective of adding the high thermal conductive material is to decrease the thermal
resistance of the storage material in the radial direction, without decreasing it significantly
in the longitudinal direction. Thus, the more high conductivity material disposed in the
radial direction the better. Reinforced bars and fins are reported in literature [8, 27], as
well as plates [58]. In the present study, a plate configuration is claimed to be better, since
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Figure 3-9: Three different distributions of the heat transfer structures with equal amount
of added material b = 10%: reinforced bars (i) (left), reinforced bars (ii) (middle), and plates
(right)
its arrangement decreases the radial conductive thermal resistance more and increases the
longitudinal thermal resistance less than the reinforced bars configuration, by construction.
Three different heat transfer structure configurations with equal amount of added alu-
minum b = 10% are analyzed (Figure 3-9), for Red = 1, 000, d = 0.1 m, D = 0.2236 m, C = 0.2,
and L = 100 m. In the first configuration, the aluminum is arranged as reinforced bars with
only one element at each height in the concrete, (i). In the second configuration, the alu-
minum is arranged as reinforced bars with two elements at each height in the concrete (ii).
Finally, aluminum is added in the form of plates. Plate thickness and side length of the bar
are the same, 0.01 m. Table 3.9 shows the results obtained from the simulations. The plate
configuration accounts for an qdachage of 46.24%, versus the 44% of the reinforced bar con-
figuration (i), and 43.29% of the reinforced bar configuration (ii). Although the efficiencies
are low since the storage length is far from optimal, it is seen that the plate configuration is
favorable, confirming the theory.
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Table 3.9: Results for three different distributions of the heat transfer structures with equal
amount of added material b = 10%: reinforced bars (i), reinforced bars (ii), and plates
Configuration Reinforced bar (i) Reinforced bar (ii) Plate
r/discharge 143.29% 44% 46.24%
3.5.2 Turbulent Regime Operation Model
The advantage of adding plates to the thermal storage is the decrease in the radial
conduction thermal resistance. However, the convective thermal resistance has also to be
taken into account. Due to the solar salt low thermal conductivity, the convective thermal
resistance is significant. In order to lower this value, the HTF flow operates in the turbulent
regime. The onset of the turbulent regime happens at a Reynolds number of 10,000. Nusselt
number in the turbulent regime is based on the Gnielinski experimental relation, where the
friction factor is calculated with Petuchov's formula [38]:
Petuchov's, f = (0.790logRed - 1.64)-2 (3.41)
(f /8)(Red - 1000)Pr
1 + 12.7(f/8)1/ 2 (Pr 2/3 - 1) 
-
Based on equations (3.41) and (3.42), the Nud - Red curve's slope is lower than one
at any point and decreases with Red (Figure 3-10). Thus, at a fixed tube diameter d, as
Red increases, Nud increases at a rate lower than linearly at the turbulent regime. Also,
at a fixed tube diameter d, as Red increases, the HTF mass flow rate rhHTF which needs
to be heated up, increases linearly. Thus, as Red increases, rnHTF increases more than the
convective heat transfer coefficient h. Since the discharge process is heat transfer limited,
the maximum benefit of the convective thermal resistance decrease in discharge efficiency
terms occurs at the onset of the turbulent regime Red. That is, at Red = 10, 000.
In order to approximate the turbulent regime flow by a plug flow model, the HTF thermal
conductivity is artificially increased so that the heat transfer convective coefficient matches
the turbulent regime value calculated with equations (3.41) and (3.42), since the heat transfer
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Figure 3-10: Nud-Red turbulent regime relation: solid green line shows the Nusselt-Reynolds
Gnielinski experimental relation where the friction factor is calculated based on Petuchov's
relation, dashed blue line shows the tangent line at the onset turbulent regime Reynolds
number, 10,000. This plot shows that the steepest slope of this relation is at the onset
turbulent regime Reynolds number, 10,000, and that this slope is lower than one.
convective coefficient is independent of the boundary conditions. Figure 3-11 shows the
Nusselt number as a function of the absolute difference between the fluid bulk temperature
and the wall temperature for a Red = 10,000 under plug flow with d = 0.1 m. Nud is
calculated as described in Section 3.4.2. The CV is located at a length zCy higher than
the entrance length. The temperature difference varies during the discharge cycle. At the
beginning, it is zero. For some period of time, the temperature difference remains zero, until
the HTF that enters at T&tWk(0, t) = Tc is not heated up until Th at the moment it reaches
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the CV position. At this point, thermal energy is transfered from the core solid material to
the HTF, lowering the temperature of the storage system at the CV point. However, the
rate of decrease of the Tulk (zcv, t) is higher than the rate of decrease of the Twaui(ZCy, t),
thus, the temperature difference increases until a maximum. At the maximum, the inflexion
point occurs, where the rate of decrease of ToIk (zcv, t) is lower than the rate of decrease
of the Twall(ZCV,t). After this moment, the temperature difference decreases, approaching
zero. In the limit of the temperature difference to zero, Nud number goes to infinity and the
heat transfer rate from the storage system to the fluid also goes to zero. Figure 3-11 shows a
perfect overlap of Nud as a function of AT for different values of E. c affects the time needed
for AT to go to zero, that is, the discharge time period rdischarge, but not the actual values
that the convective heat transfer coefficient h acquires during the discharge process. Figure
3-12 shows the case for the case with d = 0.05 m.
For d = 0.1 m, the averaged Nusselt number NUd is considered equal to 2.75. At Red =
10, 000 and under turbulent regime, using equations (3.41) and (3.42), the theoretical heat
transfer convective coefficient in the turbulent regime is equal to 405.6 W/(m2.K). Thus, in
the plug flow simulations the solar salt thermal conductivity is set to 15 W/(m.K). For d =
0.05 m, following the same procedure, solar salt thermal conductivity is set to 30 W/(m.K)
3.6 Cost Calculation
In order to calculate the cost of the thermal energy storage system, the materials and
the parasitic losses from the pumping power are taken into account. The materials used are
the matrix material, the high thermal conductivity material, the piping material, and the
heat transfer fluid. Pumping power to account for the pressure drop is considered. Herein,
the pressure drop is calculated analytically from the Darcy friction factor fd:
L 2
Ap = fd pHTF - (3.43)d D
The Darcy friction factor depends on the flow regime:
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Figure 3-11: Nud -AT: relation of the Nusselt number versus the absolute difference between
the fluid bulk temperature and the wall temperature at a length higher than the entrance
length for a Red = 10,000 and d = 0.1 m under plug flow for different tube cross sectional
area to total storage system cross sectional area, E.
Laminar (Red < 2,300): fd = Re (3.44)
Red
Turbulent (Red > 10, 000): Petuchov's, fd = (0.790 log Red - 1.64)-2 (3.45)
The electric power consumed by the pump is calculated by
Vpump = Ap -Uz d21m (3.46)
4 i ereeyy
where ?7,u,, is the pump isentropic efficiency. The electric energy consumed by the pump is
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Figure 3-12: Nud - AT: relation of the Nusselt number versus the absolute difference between
the fluid bulk temperature and the wall temperature at a length higher than the entrance
length for a Red = 10,000 and d = 0.05 m under plug flow for different tube cross sectional
area to total storage system cross sectional area, E.
calculated by
Epump = Wpump'r. (3.47)
The economic impact of the pressure drop is calculated by
Costpump = Epump -E, (3.48)
where E is a representative constant electricity price, assumed 0.05 $/kWh herein to estimate
the cost within an order of magnitude. Molten salt pumps are quite inefficient, of the order
of 45% at best [11]. Herein, 40% efficiency is considered.
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Thus, the total cost of each storage block is calculated by
COStblock = COStpump + COStconcrete + COStpipe + Costmetal + COSt HTF. (3-49)
3.7 Results of the Discharge Process for Different Stor-
age Configurations
Herein, the study is focused on a thermal storage system to overcome the hourly vari-
ability nature of the incoming solar energy in a solar-thermal power plant. That is, a daily
time scale with 24-hour operation cycles is considered. Thus, a discharge time lower than
12 hours is needed. Also, a high discharge efficiency is sought.
First, a qualitatively analysis of the convective and conductive thermal resistances of the
storage system for laminar and turbulent regimes, and for the plain design and with heat
transfer structures added is shown. Later, a more rigorous analysis of different configurations,
designs, and operation regimes is presented. Therein, two different tube diameters d = 0.1
m, and d = 0.05 m, based on [11, 6], are considered. Firstly, laminar operation regime is
analyzed through two Reynolds numbers, Red = 500, and Red = 1,000, for two different
material configurations: (i) plain design without heat transfer structures added, (ii) b = 10%
aluminum plates added. The calculated performance parameters show that this operation
strategy is not useful for the application sought herein. Secondly, the thermal energy storage
system is analyzed under turbulent regime operation at Red = 10,000 (Section 3.5.2) for four
different material configurations: (i) plain design without heat transfer structures added,
(ii) b = 5% aluminum plates added, (iii) b = 10% aluminum plates added, and (iv) b = 20%
aluminum plates added. Under these configurations, a number of case studies with different
storage system length L, and ratio of tube cross sectional area to block cross sectional c,
which determines the block external diameter D, are analyzed. In the following results the
case studies are referred by the numbers in Table 3.10.
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Table 3.10: Case study numbering for d = 0.1 m
Case study Red =500, 1000 1 Red = 10,000
d=0.1 m d= 0.05 m I d=0.lm d = 0.05 m
- _ L [m] D [m] D [m] L [m] e D [m] D [m]
1 50 0.01 1 0.5 500 0.01 1 0.5
2 100 0.01 1 0.5 1000 0.01 1 0.5
3 150 0.01 1 0.5 2000 0.01 1 0.5
4 200 0.01 1 0.5 3000 0.01 1 0.5
5 300 0.01 1 0.5 5000 0.01 1 0.5
6 400 0.01 1 0.5 7000 0.01 1 0.5
7 500 0.01 1 0.5 8000 0.01 1 0.5
8 600 0.01 1 0.5 9000 0.01 1 0.5
9 50 0.05 0.4472 0.2236 500 0.05 0.4472 0.2236
10 100 0.05 0.4472 0.2236 1000 0.05 0.4472 0.2236
11 150 0.05 0.4472 0.2236 2000 0.05 0.4472 0.2236
12 200 0.05 0.4472 0.2236 3000 0.05 0.4472 0.2236
13 300 0.05 0.4472 0.2236 5000 0.05 0.4472 0.2236
14 400 0.05 0.4472 0.2236 7000 0.05 0.4472 0.2236
15 500 0.05 0.4472 0.2236 8000 0.05 0.4472 0.2236
16 600 0.05 0.4472 0.2236 9000 0.05 0.4472 0.2236
17 50 0.1 0.3162 0.1581 500 0.1 0.3162 0.1581
18 100 0.1 0.3162 0.1581 1000 0.1 0.3162 0.1581
19 150 0.1 0.3162 0.1581 2000 0.1 0.3162 0.1581
20 200 0.1 0.3162 0.1581 3000 0.1 0.3162 0.1581
21 300 0.1 0.3162 0.1581 5000 0.1 0.3162 0.1581
22 400 0.1 0.3162 0.1581 7000 0.1 0.3162 0.1581
23 500 0.1 0.3162 0.1581 8000 0.1 0.3162 0.1581
24 600 0.1 0.3162 0.1581 9000 0.1 0.3162 0.1581
25 50 0.2 0.2236 0.1118 500 0.2 0.2236 0.1118
26 100 0.2 0.2236 0.1118 1000 0.2 0.2236 0.1118
27 150 0.2 0.2236 0.1118 2000 0.2 0.2236 0.1118
28 200 0.2 0.2236 0.1118 3000 0.2 0.2236 0.1118
29 300 0.2 0.2236 0.1118 5000 0.2 0.2236 0.1118
30 400 0.2 0.2236 0.1118 7000 0.2 0.2236 0.1118
31 500 0.2 0.2236 0.1118 8000 0.2 0.2236 0.1118
32 600 0.2 0.2236 0.1118 9000 0.2 0.2236 0.1118
33 50 0.3 0.1826 0.0913 500 0.3 0.1826 0.0913
34 100 0.3 0.1826 0.0913 1000 0.3 0.1826 0.0913
35 150 0.3 0.1826 0.0913 2000 0.3 0.1826 0.0913
36 200 0.3 0.1826 0.0913 3000 0.3 0.1826 0.0913
37 300 0.3 0.1826 0.0913 5000 0.3 0.1826 0.0913
38 400 0.3 0.1826 0.0913 7000 0.3 0.1826 0.0913
39 500 0.3 0.1826 0.0913 8000 0.3 0.1826 0.0913
40 600 0.3 0.1826 0.0913 9000 0.3 0.1826 0.0913
41 50 0.4 0.1581 0.0791 500 0.4 0.1581 0.0791
42 100 0.4 0.1581 0.0791 1000 0.4 0.1581 0.0791
43 150 0.4 0.1581 0.0791 2000 0.4 0.1581 0.0791
44 200 0.4 0.1581 0.0791 3000 0.4 0.1581 0.0791
45 300 0.4 0.1581 0.0791 5000 0.4 0.1581 0.0791
46 400 0.4 0.1581 0.0791 7000 0.4 0.1581 0.0791
47 500 0.4 0.1581 0.0791 8000 0.4 0.1581 0.0791
48 600 0.4 0.1581 0.0791 9000 0.4 0.1581 0.0791
49 50 0.5 0.1414 0.0707 500 0.5 0.1414 0.0707
50 100 0.5 0.1414 0.0707 1000 0.5 0.1414 0.0707
51 150 0.5 0.1414 0.0707 2000 0.5 0.1414 0.0707
52 200 0.5 0.1414 0.0707 3000 0.5 0.1414 0.0707
53 300 0.5 0.1414 0.0707 5000 0.5 0.1414 0.0707
54 400 0.5 0.1414 0.0707 7000 0.5 0.1414 0.0707
55 500 0.5 0.1414 0.0707 8000 0.5 0.1414 0.0707
56 600 0.5 0.1414 0.0707 9000 0.5 0.1414 0.0707
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3.7.1 Qualitatively analysis of the conductive and convective ther-
mal resistances
Figures 3-13 to 3-15 reflect the radial conductive and convective thermal resistances,
for laminar and turbulent regimes, and for configurations where the storage has plates of
thickness 6plate = 0.01 m added as in Figure 3-3, and without them. The block dimensions
are d = 0.1 m, D = 0.4472 m, and c = 0.05. Therein, the center line tube temperature (at
r = 0), the tube wall temperature (at r = d/2), and the storage external wall temperature
(at r = D/2) is shown versus the longitudinal length at a certain time during the discharge
process. Figure 3-13 shows the laminar regime case with Red = 1,000 after t = 10,000 s,
without and with b = 10% aluminum. It is clear that the plates decrease the conductive
thermal resistance in a significant amount. However, the heat transfer is still limited by the
high thermal convective resistance of the flow. The latter is decreased in the turbulent regime
at Red = 10, 000, shown in Figure 3-15 at t = 6, 000 s. Figure 3-14 zooms in the laminar case
with plates added, showing the details of the temperature profile: where the plates exist
(marks at z =8.012, 10.015, 12.18 m), the difference between the tube wall temperature and
the storage external wall temperature is significantly lower than in the regions fulfill with
concrete. This difference is even higher in the Red = 10, 000 case. The conclusions extracted
from this plots with this configuration are the following:
" In the laminar regime for the plain design (no heat transfer structures added), the
conductive and convective thermal resistance are similar in magnitude.
" In the laminar regime with b = 10% aluminum added, the convective thermal resistance
is higher than the conductive thermal resistance, being the factor that limits the heat
transfer.
" In the turbulent regime for the plain design (no heat transfer structures added), the
conductive thermal resistance is much larger than the convective thermal resistance,
that is, the conductive thermal resistance dominates the convective one.
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e In the turbulent regime with b = 10% aluminum added, the conductive and convec-
tive thermal resistance are similar in magnitude. A separate analysis shows that the
magnitude of these thermal resistances is lower than in the laminar with plain design
case.
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Figure 3-13: Center line tube temperature (at r=0), tube wall temperature (at r=d/2), and
storage external wall temperature (at r=D/2) versus the longitudinal length at t = 10,000 s
after the discharge process started, for laminar regime (Red = 1, 000), d = 0.1 m, D = 0.4472
m, and f = 0.05 without (left) and with (right) b = 10% aluminum plates with 6 plate = 0.01
m. Where the plates exist (right) the difference between the tube wall temperature and
the storage external wall temperature is significantly lower than in the regions fulfill with
concrete (see Figure 3-14).
3.7.2 Laminar regime operation
Two different studies in the laminar regime are analyzed (Red = 500, and Red = 1, 000) for
two different material configurations: (i) without heat transfer structures added, (ii) b = 10%
aluminum plates added. Under these configurations, a number of case studies with different
storage system length L, and ratio of tube cross sectional area to block cross sectional e,
which determines the block external diameter D, are analyzed.
The discharge efficiency for a constant tube diameter d = 0.1 m versus the storage system
length for the cases where aluminum is added are shown on the left of Figures 3-16 and
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Figure 3-14: Zoomed in of (right) Figure 3-13 shows the temperature profile details: where
the plates exist (marks at z =8.012, 10.015, 12.18 m), the difference between the tube wall
temperature and the storage external wall temperature is significantly lower than in the
regions fulfill with concrete.
3-17 for Red = 500 and Red = 1,000, respectively. The discharge efficiency difference between
the case of aluminum added minus the discharge efficiency of the case of no plates added is
shown on the right. The discharge efficiency as the length L of the storage system increases,
because the relative value of the length where the temperature of the HTF changes from T,
to Th to the total length of the system L decreases. Also, as the thickness of the thermal
storage decreases (D decreases, c increases), the efficiency increases since the conductive
thermal resistance decreases. Furthermore, it is shown that the effect of adding heat transfer
structures is higher when E is lower (D higher). This is expected, since from equation (3.40),
the decrease in the equivalent thermal resistance is higher when c is lower (D higher).
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Figure 3-15: Center line tube temperature (at r=O), tube wall temperature (at r=d/2), and
storage external wall temperature (at r=D/2) versus the longitudinal length at t = 6,000 s
after the discharge process started, for turbulent regime (Red = 10, 000), d = 0.1 m, D = 0.4472
m, and e = 0.05 without (left) and with (right) b = 10% aluminum plates with 6pate = 0.01
m. Where the plates exist (right) the difference between the tube wall temperature and
the storage external wall temperature is significantly lower than in the regions fulfill with
concrete (see Figure 3-14).
For each case study, the storage cost C [$/kWht] is calculated by
- COStblock 3.50)
where Coste bkois calculated by equation (3.49), and Qutput by equation (3.10). The materials
used (matrix material, heat transfer structures, heat transfer fluid, and piping) and the
pumping power are considered. As stated above, the storage desirable characteristics are
high efficiency, and discharge time lower than 12 hours. Figure 3-18 shows the storage
cost [$/kWht] versus discharge time and efficiency, for the case studies where heat transfer
structures are added with tube diameter d = 0.1 m. In the left, it can be seen that as the
length increases, the efficiency increases. In order to filter the results, a discharge time period
lower or equal than 12 hours and a efficiency higher or equal than 0.8 is required as a first
estimate. These lines are plotted in the graphs. It can be seen that none of the laminar
regime case studies passes this filter.
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Figure 3-16: Discharge efficiency versus storage length for different c with b = 10% plates
added (left), and discharge efficiency difference between the plates case and the no-plates
case (right) for Red = 500
3.7.3 Turbulent regime operation
Herein, the thermal energy storage system is analyzed under turbulent regime operation
at Red = 10,000 (Section 3.5.2) for four different material configurations: (i) without heat
transfer structures added, (ii) b = 5% aluminum plates added, (iii) b = 10% aluminum plates
added, and (iv) b = 20% aluminum plates added. Under these configurations, a number of
case studies with different storage system length L, and ratio of tube cross sectional area to
block cross sectional area c, which determines the block external diameter D, are analyzed.
Table 3.10 enumerates them. This notation is used in the section's plots to indicate each
case study.
The discharge efficiency for d = 0.1 m versus the storage system length for the cases with
b = 5%, b = 10% and b = 20% of aluminum added are shown on the left of Figures 3-19,
3-20 and 3-21, respectively. On the right of these Figures, the discharge efficiency difference
between the case of aluminum added minus the discharge efficiency of the case of no plates
added is shown. As in the previous section, the effect of adding heat transfer structures is
higher when e is lower (D higher). It is shown that adding heat transfer structures is more
beneficial at the turbulent regime. Again, this is expected based on the relative values of
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Figure 3-17: Discharge efficiency versus storage length for different E with b = 10% plates
added (left), and discharge efficiency difference between the plates case and the no-plates
case (right) for Red = 1,000
conductive and convective thermal resistances. In the laminar regime, the convective thermal
resistance has about the same order of magnitude as the conductive one:
" Conductive radial resistance by unit length: R,. ~ 10-2 - 10-1[(K-m)/W]
" Convective resistance by unit length: Rh ~10-1 [(K.m)/W]]
Thus, although the conductive thermal resistance is decreased by adding the heat transfer
structures, the performance does not improve as much because the convective thermal re-
sistance is still limiting the heat transfer. However, in the turbulent regime the convective
thermal resistance is decreased significantly , Rh ~ 8. 10-3[K.m)/W]. Thus, the conduc-
tive thermal resistance becomes the dominant factor for the heat transfer process, and its
decrease after adding the heat transfer structures affects significantly the thermal energy
storage system performance. Also, from equation (3.40), the highest decrease in the radial
conductive thermal resistance occurs between the no plates added case and the b = 5% of
aluminum plates added. This difference is lower from b = 5% to b = 10%, and even lower from
b = 10% to b = 20%. This feature can be seen in the results, where no significant difference
can be found between the right plots of Figures 3-19 to 3-21. Results are similar for tube
diameter d = 0.05 m.
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Figure 3-18: Storage cost [$/kWh] versus discharge efficiency (left) and discharge time
(right) for the b = 10% plates added case studies at Red = 500 for d = 0.1 m. Numbers are
referred to Table 3.10.
For each case study, the storage cost C [$/kWht] is calculated. As stated above, the
storage desirable characteristics are high efficiency, and discharge time lower than 12 hours.
Figure 3-22 shows the storage cost C [$/kWht] versus discharge time and efficiency, for the
case studies where heat transfer structures are added with tube diameter d = 0.1 m and
b = 10%. A better performance than in the laminar case can be seen.
For a fixed c, as the storage length L increases, the discharge time also increases, becoming
the limiting factor for the storage system, as shown in Figure 3-22 (right). Also, as L
increases, 7/discharge increases, as shown in Figure 3-22 (left). For a fixed L, as e increase,
rdiscarge decreases and 7aicharge increases. The addition of heat transfer structures to the
storage system increases 77discharge (pushes the curves of Figure 3-22 (left) to the right), and
also decreases rdi,charge (pushes the curves of Figure 3-22 (left) to the left). That is, from a
thermal storage performance, its addition has only positive effects. Again, in order to filter
the results, a discharge time period lower or equal than 12 hours and a efficiency higher or
equal than 0.8 is required. These lines are plotted in the graphs. The configurations that
satisfy both conditions are, for d = 0.1 m, b = 0% 43, 51, and 52; b = 5% 34, 42, 43, 50, and
51; b = 10% 26, 34, 42, 43, 50, and 51; and the same for b = 20% (26, 34, 42, 43, 50, and 51).
Looking at Table 3.10, it can be seen that the suitable storage length L is between 1,000 and
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Figure 3-19: Discharge efficiency versus storage length for different e with b = 5% plates
added (left), and discharge efficiency difference between the b = 5% plates case and the
no-plates case (right) for Red = 10, 000, d = 0.1 m
2,000 m. As b increases, more storage configurations pass the filter. For the tube diameter
d = 0.05 m, the configurations that pass the filter are b = 0% 35, 36, 43, 44, 51, 52, and 53;
b = 5% 18, 26, 27, 35, 36, 43, 44, 51, 52, and 53; the same for b = 10% (18, 26, 27, 35, 36, 43,
44, 51, 52, and 53); and for b = 20% 9, 17, 18, 26, 27, 35, 36, 43, 44, 51, 52, and 53. In this
case, the appropriate storage lengths is around 2,000 and 3,000 m. It is higher due to the
higher inlet velocity (same Red for half tube diameter). To do a finer filter, configurations
with gaidc,ge > 0.9 is sought. No configuration satisfies these conditions for d = 0.1 m. For
d = 0.05 m, b = 0% 53; b = 5% 36, and 53; same for b = 10% (36, and 53); and for b = 20%
27, 36, and 53. Figure 3-23 shows these case studies in a 3D plot where storage cost C
is in the z axes, discharge time qdca,,e is in the y axis, and discharge efficiency T7dchage
is in the x axes. The amount of aluminum added is differentiated by the color. The case
numbers are labeled next to each point. Case study 36 for b = 5% has the lowest storage
cost, 6.691 $/kWht (optimal C). Case study 27 for b = 20% has the lowest discharge time,
9.8 h (optimal Tdidchge). Case study 53 for b = 20% has the highest efficiency with 92.15%
(optimal 7discharge). Table 3.11 shows the characteristic of the three configurations. Within
the three, the highest 7dicha,,e has the highest L, and lowest E, whereas the lowest Tdicharge
has the lowest L and the highest E. Also, both have the highest percentage of heat transfer
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Figure 3-20: Discharge efficiency versus storage length for different E with b = 10% plates
added (left), and discharge efficiency difference between the b = 10% plates case and the
no-plates case (right) for Red = 10, 000, d = 0.1 m
structures studied, b = 20%. The option with the lowest cost is in between the latter two in
terms of 7ldischarge, Tdischarge, L, and E.
Finally, the Pareto frontier is shown in Figure 3-24 in 3-dimensions, and in Figures 3-25
to 3-27 in the projection planes. It is shown that points (a), (b), and (c) have among the
best combinations of low storage cost, low discharge time, and high efficiency within the
configuration analyzed for the application consider herein.
3.7.4 Comparison with other TES
Values in the range of 25 $/kWht to 40 $/kWht are reported for concrete [20], whereas
a two-tank nitrate salt energy storage system costs approximately 31 $/kWht [48] to 35
$/kWht [20].
The quantity of solar salt required is for optimal C 2.38 kg/kWht, for optimal Tdischarge
1.61 kg/kWht, and for optimal gaischarge 3.83 kg/kWht. In a two-tank nitrate salt thermal
energy storage system, the amount of salt per kWht needed for the same operating temper-
atures is approximately 6.64 kg/kWht. In the CSPonD concept the amount of salt is about
7.745 kWht. Thus, although the quantity is substantially smaller than in two-tank systems,
85
0.3r
Table 3.11: Principal features of the optimal case study found: lowest C, (a); lowest rdischarge
(b); and highest 7ldischarge (c). (a), (b), and (c) are used to represent these points in the Pareto
frontier, Firgures 3-24 to 3-27
Case study Lowest C, 36 (a) Lowest Tdischarge, Highest 7 7discharge,
27 (b) 53 (c)
C [$/kWheh] 6.7 8.5 11.5
l7discharge [%] 90.52 90.3 92.15
Tdischarge [h] 10 9.8 10.4
d [m] 0.05 0.05 0.05
b[%] 5 20 20
L [m] 3,000 2,000 5,000
D [m] 0.0913 0.1118 0.0707
0.3 0.2 0.5
Uth [MWht] 4.9 4.83 5
Qoutp [MWht] 4.43 4.36 4.6
Q [kW] 447 447 447
Cost concrete [$] 1,500 1,400 883
Cost aluminum [$] 4,300 19,500 12,000
Cost salt [$] 5,200 3,450 8,600
Cost piping [$] 18,700 12,500 31,200
Cost pumping [$] 0 0 0
Total cost [$] 29,700 36,850 52,700
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Figure 3-21: Discharge efficiency versus storage length for different f withb = 20% plates
added (left), and discharge efficiency difference between the b = 20% plates case and the
no-plates case (right) for Red = 10, 000, d = 0.1 m
the storage system still needs big quantities of HTF.
3.8 Conclusions
In the presented work, a regenerator type thermal storage system is analyzed in terms of
discharge efficiency, discharge time period, and storage cost. Two different tube diameters
d = 0.1 m, and d = 0.05 m are studied under laminar and turbulent regime operations, and
plain design and added heat transfer structures.
It is demonstrated that cross-sectional plates are significantly better heat transfer en-
hancement structures compared.to reinforced bars.
In the laminar regime, the convective thermal resistance dominates the conductive, and
is the limit factor for heat transfer. Therein, the addition of heat transfer structures does
not improve the system performance, making it unsuitable for a regenerative thermal storage
system.
In the turbulent regime, the conductive thermal resistance becomes the dominated factor.
Therein, the addition of heat transfer structures lowers the conductive thermal resistance in
one order of magnitude is found to be beneficial in terms of discharge efficiency, discharge
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Figure 3-22: Storage cost [$/kWht] versus discharge efficiency (left) and discharge time
(right) for the b = 10% plates added case studies at Red = 10, 000 for d = 0.1 m
time, and storage cost.
Comparing with sensible solar salt thermal energy storage systems, like the two-tank
type, or the CSPonD, significant reduction of solar salt has been obtained. However, the
storage system still needs big quantities of HTF.
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Nomenclature
Latin Letters
Storage cost
Mass flow rate
Heat transfer rate
Power
Time-weighted average electricity price
Area
Volume percentage of heat transfer structure
added
Electricity price
Specific heat capacity
Cost
Storage block outer diameter
Storage block tube diameter
Convective heat transfer coefficient
Storage block length
Number of plates as heat transfer structure
added
Nusselt number based on the tube diameter d
Cylindrical radial coordinate
[$/kWht]
[kg/s]
[W]
[W]
[$/kWh]
[m2]
[%]
[$/kWh]
[J/(kg - K)]
[$]
[im]
[im]
[W/(m 2.K)]
[im]
[in]
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A
b
C
Cp
Cost
D
d
h
L
N
Nud
r
Rh Convective thermal resistance
Rr Conductive thermal resistance in the radial di-
rection
RZ Conductive thermal resistance in the longitu-
dinal direction
Red Reynolds number based on the tube diameter
d
CS
L
T Temperature
t Time
Tc Coldest temperature of the thermal
system
Th Highest temperature of the thermal
system
Uth Total thermal energy capacity
z Cylindrical longitudinal coordinate
m Mass
CSP Concentrated solar power
PonD Concentrated solar power on demand
CTE Coefficient of thermal expansion
)AE Differential algebraic equation
HTF Heat transfer fluid
COE Levelized cost of electricity
N;LP Nonlinear programming
PV Photovoltaics
RES Renewable energy sources
storage
storage
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[K/W]
[K/W]
[K/W]
[K]
[s]
[K]
[K]
[kWh]
[im]
[kg]
[pm/m]
TES Thermal energy storage
TOD Time of day
Greek Letters
a Thermal diffusivity
6 Thickness
f Ratio of the tube cross sectional area to the
total block cross sectional area
Efficiency
y Dynamic viscosity
p Density
Ir Time period
9 Non-dimensional temperature
Subscripts
cold tank
field
hot tank
lid
of f
on
power
aluminum
block
bulk
Cold salt tank
Collector field
Hot salt tank
Lid
Shutdown of the power block
Start-up of the power block
Power block
Aluminum
Single storage block
Bulk fluid
[m2/sl
[m]
[Pa.s]
[kg/m 3]
[s]
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charge Charge process of the thermal energy storage
system
cold to hot From the cold to the hot salt tank
concrete High temperature concrete
cross Cross section
discharge Discharge process of the thermal energy stor-
age system
hot to cold From the hot to the cold salt tank
HTF Heat transfer fluid
loss Thermal losses of the thermal storage system
metal Metal
output Out of the thermal storage system into the [MW]
power cycle
plate Plate shape
purchased Purchased from the grid
return Solar salt back to the cold salt tank from the
power cycle heat exchanger
s Sunrise
salt Nitrate solar salt
surface Lateral surface
pipe Pipe material
pump Pumping of the HTF
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