We introduce and study a topological structure over vectorial and Riesz MV-algebras, similar to metric spaces. Continuous functions with values in these spaces are studied and a fix point theorem is obtained. Moreover we introduce the concept of derivative and integral of MV-valued functions; i.e. functions with values in a Riesz MV-algebra. Finally we present two applications.
Introduction
The first steps in Mathematical Analysis in MV-algebras setting were made in [1, 13] . In [13] is introduced the concept of a vectorial MV-algebra and in [9] are introduced MV-modules. The applications of MV-algebras to image processing (see [11] [12] [13] [14] ) motivate the study of mathematical analysis in MV setting.
The applications of classical Approximation Theory to image processing are well known. For example, Fourier transforms, Bi-cubic splines are widely used for image file compression. Also, computer aided design uses approximation theory.
Another approach to image processing which uses MV-algebras can be found in [11, 12] . In this setting, using logical operators and fuzzy sets, image file compression is also possible.
The aim of this paper is to provide a theoretical background for combining these techniques. So it will be possible to obtain better compression rates and better quality of the decompressed image.
We will use logical operators and fuzzy sets to obtain a compressed file (as in [11] or [12] ) and approximate the image by some polynomials, rational functions, trigonometric polynomials or splines, for decompression. Since compression uses MV-algebra structure of RGB space of colors and since decompression is based on approximation theory, we need to develop analysis in MV-algebras setting. Also, if we want to obtain approximation properties such as error estimates for different compression methods, in the same expression will occur logical operators, fuzzy sets, and approximation operators. This motivates to develop Mathematical Analysis in MV setting.
After a preliminary section, where we recall some properties of (vectorial and Riesz) MV-algebras, we introduce and study (in Section 3) the topological structure of vectorial MV-algebras. In Section 4 we study the vectorial MValgebra of continuous functions and we give a fix point theorem, similar to Banach fix point theorem in metric spaces. In Section 5 we introduce and study the derivative and integral of a function with values in a Riesz MV-algebra. We apply the above mentioned derivatives and integrals to interpret some linguistic expressions. The second application concerns image file compression. In this application we point out a method for image file compression in the setting of Riesz MV-modules.
Preliminaries
Let us recall some definitions and properties needed in what follows. We denote R þ ¼ fx 2 R : x P 0g and R On each MV-algebra A is defined the constant 1 A and the operations and É as follows:
ii(i) 1 A ¼ def :0 A ; i(ii) x y ¼ def :ð:x È :yÞ; (iii) x É y ¼ def x :y.
Let A be an MV-algebra and x; y 2 A. We say that x 6 y if and only if x and y satisfy one of the following equivalent conditions:
ii(i) :x È y ¼ 1 A ; i(ii) x :y ¼ 0 A ; (iii) y ¼ x È ðy É xÞ; (iv) there is an element z 2 A such that x È z ¼ y.
It follows that 6 is a partial order, called the natural order of A. On each MV-algebra A the natural order determines a bounded distributive lattice structure.
The distance function d : A Â A ! A is defined by dðx; yÞ ¼ def ðx É yÞ È ðy É xÞ:
In every MV-algebra A we have:
ii(i) dðx; yÞ ¼ 0 A if and only if x ¼ y; i(ii) dðx; yÞ ¼ dðy; xÞ; (iii) dðx; zÞ 6 dðx; yÞ È dðy; zÞ; (iv) dðx; yÞ ¼ dð:x; :yÞ; i(v) dðx È s; y È tÞ 6 dðx; yÞ È dðs; tÞ.
Definition 2.2 (see [13] ). We say that an MV-algebra A, is a vectorial MValgebra, if there is defined a multiplicative, external operation Á : R þ Â A ! A having the following properties:
(iii) a Á ðb Á xÞ 6 ða Á bÞ Á x for any x 2 A and a; b 2 R þ ; (iv) dða Á x; a Á yÞ 6 a Á dðx; yÞ, for any x; y 2 A and a 2 R þ .
We recall the definition and some properties of truncated modules (see [9] ). Definition 2.
3. An MV-algebra A is a truncated module over a unital lattice ordered ring ðR; vÞ if there is defined an external operation Á : R þ Â A ! A such that the following properties hold for any a; b 2 R þ and x; y 2 A.
If moreover holds (4) v Á x ¼ x then A is called a unital MV-module over ðR; vÞ.
Definition 2.4. An MV-algebra A will be called a Riesz MV-algebra if it is a unital truncated module over ðR; 1Þ. The following properties will be helpful in what follows.
In a Riesz MV-algebras we have (see [9] ):
iii(i) a Á ðb Á xÞ 6 ða Á bÞ Á x for any x 2 A and a; b 2 R þ ; ii(ii) dða Á x; a Á yÞ 6 a Á dðx; yÞ;
In [9] is proposed the question whether any vectorial MV-algebra is a Riesz MV-algebra, the converse being true. The answer is negative. A simple example can be obtained if over a boolean MV-algebra A we define a Á x ¼ x, for all x 2 A and a 2 R þ . Indeed, it is easy to check the properties defining a vectorial MV-algebra hold true, but 0 Á x ¼ x which contradicts the above property (iii) of Riesz MV-algebras. We observe that this example is strange and all examples which appear in applications (RGB model, fuzzy sets) form a Riesz MValgebra.
Recall also the definition and some properties of the modulus of oscillation associated to a function, the concept of continuous function with values in a vectorial complete MV-algebra. (see [13] ). Observe that these are slightly modified: instead of the interval ½a; b we have a metric space. Definition 2.5. Let A be a vectorial complete MV-algebra, ðX ; DÞ a metric space and let f : X ! A be a mapping. Then the function xðf ; ÁÞ : R þ ! A defined by xðf ; dÞ ¼ _ fdðf ðxÞ; f ðyÞÞ; x; y 2 ½a; b; Dðx; yÞ 6 dg is called the modulus of oscillation of f on X , where W represents the supremum of a subset of A. Theorem 2.6 ii(i) dðf ðxÞ; f ðyÞÞ 6 xðf ; Dðx; yÞÞ for any x; y 2 X ; i(ii) xðf ; dÞ is a nondecreasing mapping in d;
xðf ; ndÞ 6 n Á xðf ; dÞ for any d 2 R þ with n 2 N; (vi) xðf ; kdÞ 6 ðk þ 1Þ Á xðf ; dÞ for any d; k 2 R þ .
Some further properties are given in the following Lemma 2.7. Let A be a vectorial MV-algebra and ðX ; DÞ a metric space. If xðÁ; ÁÞ : A X Â R þ is the modulus of oscillation of a function, then the following properties hold true:
Proof. Let x; y 2 A such that Dðx; yÞ 6 d. The following lemma shows some properties of (Riesz) MV-algebras, that will be helpful in what follows.
which is a contradiction. h
Topological structure of vectorial MV-algebras
Let A be a vectorial MV-algebra. Let us define Bðx; rÞ ¼ fy 2 A : dðx; yÞ < rg, r > 0 the open ball with center x and radius r. Let VðxÞ ¼ fV A : there exists a ball Bðx; rÞ V g. The following theorem gives the existence of a topology on the vectorial MV-algebra A such that a basis of neighborhoods to be the open balls defined above. We observe the similarity with classical metric spaces. Proof. First we verify the four conditions in e.g. [4, p. 20] (1) The first condition is obvious since there exists Bðx; rÞ with x 2 Bðx; rÞ V for all V 2 VðxÞ. (2) Let U ; V 2 VðxÞ. Then there exist Bðx; r 1 Þ U and Bðx; r 2 Þ V . Let y 2 Bðx; r 1^r2 Þ. Then dðx; yÞ < r 1^r2 6 r 1 and we have Bðx; r 1^r2 Þ Bðx; r 1 Þ U and Bðx; r 1^r2 Þ Bðx; r 2 Þ V . It follows that Bðx; r 1^r2 Þ U T V and this means that U T V 2 VðxÞ. (3) Let U 2 VðxÞ and U V then it is obvious that V 2 VðxÞ. Á rÞ and y 2 W . We prove that V 2 VðyÞ. It is easy to see that for z 2 Bðy; 1 2 Á rÞ and by Lemma 2.8, (i) we have dðx; zÞ 6 dðx; yÞ È dðy; zÞ < Á r ¼ r. This leads to z 2 Bðx; rÞ V . It follows that Bðy; 1 2 Á rÞ V which means that V 2 VðyÞ.
By the above cited theorem and conditions (1)- (4) follows the assertion of the theorem. h Remark 3.2. Riesz MV-algebras can be endowed with the same topology, being vectorial MV-algebras too. The topology described in the previous theorem will be called in what follows the ball topology. Let ðX ; sÞ be a topological space and A a vectorial MV-algebra. An MV-valued function will be a function f : X ! A. Also, continuity can be considered as continuity of functions between topological spaces i.e. f : X ! A is continuous iff for all V 2 Vðf ðxÞÞ there exists U 2 VðxÞ such that f ðU Þ V . Proof. Let I ¼ ða; bÞ be an open interval in the Riesz MV-algebra A. Let x 2 I. Then it follows that a < x < b and
Since dðx; bÞ 6 b É a and dðx; aÞ 6 b É a it follows that
So, we have obtained I Bð
Á ðb È aÞ; b É aÞ, where Bðx; rÞ ¼ fy 2 A : dðx; yÞ 6 rg. We are going to prove that dðx; Á ðb É aÞ it follows that x ¼ b, which is a contradiction. Reciprocally, let us consider Bðx; rÞ and y 2 Bðx; rÞ. Then dðx; yÞ 6 r. By the definition of the distance function ðx É yÞ È ðy É xÞ 6 r. Then y É x 6 r and y 6 r È x.
Also, since the negation is order reversing, by de Morgan law we have :r 6 :ðx :y È y :xÞ ¼ ð:x È yÞ ð:y È xÞ. By multiplying this inequality by x we obtain: :r x 6 x ð:x È yÞ ð:y È xÞ 6 ðx^yÞ ð:y È xÞ 6 y, which means that x É r 6 y. The equality x É r ¼ y leads to contradiction as in the previous case and so y 2 ðx É r; x È rÞ.
The above consideration leads to the existence of intervals I 1 , I 2 such that I 1 Bðx; rÞ I 2 i.e. the ball topology coincides with the interval topology. h Let R be a Riesz space (i.e. vector lattice over the reals) endowed with the interval topology. Then by [9, Prop. 5.5] it follows that a Riesz MV-algebra is a topological subspace of a Riesz space R. If a mapping is continuous in R then it is continuous in A too.
Theorem 3.4. Any vectorial MV-algebra is a topological MV-algebra (i.e. the operations È and : are continuous see [6] ).
Proof. Firstly we observe that we are allowed to talk about continuity of the operations since already we have a topology on any vectorial MV-algebra.
To prove the continuity of ''È'' firstly we observe that dðx È y; s È tÞ 6 dðx; sÞ È dðy; tÞ. Let us suppose that s È t 2 Bðx È y; rÞ. Then for s 2 Bðx; Á rÞ we have dðx È y; s È tÞ 6 dðx; sÞ È dðy; tÞ < 1 2
Since dðx; yÞ ¼ dð:x; :yÞ then the continuity of negation is easily seen and the theorem is proved. h Theorem 3.5. Let A be a Riesz MV-algebra. Then the external multiplication is continuous in its arguments.
Proof. Since dða Á x; a Á yÞ 6 a Á dðx; yÞ it easily follows that for y 2 Bðx; 1 a Á rÞ. Hence, we have, by Lemma 2.8, (iv) dða Á x; a Á yÞ < a Á ð 1 a Á rÞ 6 r. This means that a Á y 2 Bða Á x; rÞ, i.e. the external multiplication is continuous. Since any Riesz MV-algebra is a topological subspace of a Riesz space endowed with the interval topology, by [2] it follows that the external multiplication in Riesz MValgebras is continuous in both of its arguments. h
In the following theorem we list some topological properties of Riesz MValgebras. These results are analogous to some classical results in metric spaces. Theorem 3.6 (1) Every Riesz MV-algebra is a Haussdorff topological space. (2) If x n 2 A, n 2 N is a sequence from a Riesz MV-algebra, then
A is a compact subset of a Riesz MV-algebra and Y is an arbitrary topological space, then f ðX Þ is compact. (4) If f : X ! R, X A is a compact subset of a Riesz MV-algebra then f is bounded (i.e. there exists M 2 R such that jf ðxÞj 6 M for all x 2 X ) and attains its supremum and infimum on X . (5) If X A, is a compact subset of the Riesz MV-algebra A then it has the Bolzano-Weierstrass property (i.e. every infinite subset has an accumulation point). (6) If X A is a subset of a Riesz MV-algebra having the Bolzano-Weierstrass property, then X is sequentially compact. (i.e. every sequence has a convergent subsequence). (7) If X A is a sequentially compact subset of a Riesz MV-algebra A then it is totally bounded (i.e. there exists a finite set of open balls which cover X ). (8) A compact set X of a Riesz MV-algebra A is separable (i.e. there is a countable, everywhere dense subset in X ). (9) A sequentially compact set X A of the Riesz MV-algebra A is topologically complete (i.e. every Cauchy sequence converges).
(10) If X A is a totally bounded, topologically complete subset of a Riesz MValgebra A, then it is compact. (11) If X A is sequentially compact subset of the Riesz MV-algebra A then it is compact. (12) If A is a topologically complete Riesz MV-algebra, then X A is compact, iff it is closed and totally bounded.
Á dðx; yÞÞ ¼ ;. (2) Let r n 2 A be such that lim n!1 r n ¼ 0. Then the balls Bðx; r n Þ form a neighborhood base at the point x (i.e. any neighborhood V of x contains a ball Bðx; r n Þ). Then the limit of the sequence x n is x iff x n 2 Bðx; r n Þ which is equivalent to dðx n ; xÞ 6 r n ! 0 for n ! 1.
Assertions (3)- (5) are restatements in vectorial MV-algebras of classical topological results (see [3] ).
(6) Let ðx n Þ n2N X and E ¼ fx n 2 X : n 2 Ng. If E is finite then it has obviously a convergent subsequence. If E is infinite then it has an accumulation point x 2 A. Then every open ball Bðx; 1 j Á 1Þ, j ¼ 1; 2; . . . contains a point x nj 2 E where n jÀ1 6 n j . Since multiplication is continuous in both arguments Riesz MV-algebras and 1 j Á 1 ! 0 for j ! 1, by (2) it follows that x nj ! x for j ! 1.
(7) If X is not totally bounded then there exists r 2 A, r 6 ¼ 0 such that no finite set of balls of radius r covers X . Chose x 1 2 X . Then Bðx 1 ; rÞ does not cover X . Hence, there exists x 2 6 2 Bðx 1 ; rÞ. By the above assumption fBðx 1 ; rÞ; Bðx 2 ; rÞg does not cover X , so there exists x 3 2 X such that dðx 1 ; x 3 Þ P r and dðx 2 ; x 3 Þ P r. Proceeding in this way we obtain a sequence ðx n Þ n2N such that dðx n ; x m Þ P r for each pair of points. This is in contradiction with (2) since for any convergent sequence x n one must have dðx n ; xÞ ! 0 and then r 6 dðx n ; x m Þ 6 dðx n ; xÞ È dðx m ; xÞ ! 0 for n; m ! 1.
(8) For every n 2 N we have S x2X Bðx;
1 n Á 1Þ ¼ X . Since X is compact, there exists a finite family B n which covers X . Then the union of all B n covers X and is countable. By axiom of choice there exists x i in each ball from [B n . Then the set E ¼ fx i g is dense and the closure of E is X (E ¼ X ).
(9) Let ðx n Þ n2N be a Cauchy sequence of X . Then there exists a subsequence ðx ni Þ i2N converging to x 2 X . Since dðx i ; xÞ 6 dðx i ; x ni Þ È dðx ni ; xÞ the assertion easily follows.
We observe that by (7) and (9) a sequentially compact subset of a vectorial MV-algebra is totally bounded and complete.
(10) Let ðx n Þ n2N be a sequence in X , with X totally bounded and complete subset of a Riesz MV-algebra A. Then for every e 2 X , e > 0 there exists B xðeÞ; . Then it converges by (2) and by the continuity of the multiplication which holds in its first argument in every Riesz MV-algebra.
(11) The proof is the same as the classical one (see e.g. [3] ).
(12) Is a direct consequence of the preceding results. Ã
The following corollary is a compactness criterion for Riesz MV-algebras which are obtained by truncation of some normed vector space. Observe that all representative examples in [9, 13] are obtained this way.
Corollary 3.7. A Riesz MV-algebra which is the truncated modulus of a normed vector space is compact iff it is a parallelepiped in R n .
Proof. Let A be a Riesz MV-algebra. Then A is a truncated modulus of a vector lattice V over the reals, being also topological subspace. A classical result of analysis states that V is locally compact normed vector space iff it is finite dimensional. Then A is compact iff V is locally compact iff it is finite dimensional i.e. it is R n . By the preceding theorem it is enough to prove that [0,1] is totally bounded in the ball topology. Since in this case the distance function coincides with the euclidean distance and the ball topology is the usual topology over [0,1] the assertion holds true. h Let us mention that under the assumption of the preceding corollary a Riesz MV-algebra is locally compact iff. it is compact. It would be interesting to extend this compactness criterion to all Riesz MV-algebras. 
The vectorial MV-algebra of continuous functions
xðf ; dÞ ¼ 0 A ; (iii) for all e 2 A, e 6 ¼ 0, there exists some d 2 R Ã þ such that xðf ; dÞ 6 e; (iv) for all e 2 A, e 6 ¼ 0, there exists some d 2 R Ã þ such that dðf ðxÞ; f ðyÞÞ 6 e, 8x; y 2 A with Dðx; yÞ 6 d; (v) if ða n Þ n2N , is a sequence convergent to 0 such that for all n 2 N there exists some m P n such that a m 6 ¼ 0, then xðf ; a n Þ converges to 0.
Proof. Let f : X ! A, and xðf ; ÁÞ the modulus of continuity of f . Suppose that f is continuous. Then^d 2R Ã þ xðf ; dÞ ¼ 0. Indeed for any neighborhood V of f ðxÞ there exists a ball Bðf ðxÞ; eÞ V and by continuity there exists a ball Bðx; dÞ in the metric space X such that f ðBðx; dÞÞ Bðf ðxÞ; eÞ i.e. for Dðx; yÞ < d it follows that dðf ðxÞ; f ðyÞÞ < e. This shows that (iv) holds. Assume (iv) holds. Then it is easy to see that f ðBðx; dÞÞ Bðf ðxÞ; eÞ, i.e. f is continuous. This proves (i) is equivalent to (iv).
Let e > 0 and suppose that xðf ; dÞ P e for all d 2 R Ã þ . Then it follows that d2R Ã þ xðf ; dÞ 6 ¼ 0, contradiction which proves (ii) ) (iii). Suppose now that (iii) is true and that u ¼^d 2R Ã þ xðf ; dÞ. Then it is easy to see that u and 0 are first elements in the underlying lattice of the MV-algebra A. Then u ¼ 0, which proves (ii).
The equivalence between (iii) and (iv) is obvious by the definition of the modulus of continuity.
To prove (iii) ) (v) let us consider a sequence ða n Þ n2N , convergent to 0. Then by [ Ã þ such that xðf ; dÞ 6 e. Since x is nondecreasing, then for any n P N ðdÞ we have xðf ; a n Þ 6 xðf ; dÞ and W 1 k¼N ðdÞ xðf ; a k Þ 6 e. Taking the infimum we obtain
k¼N ðdÞ xðf ; a k Þ 6 e. Hence we get that L lim n!1 xðf ; a n Þ 6 U lim n!1 xðf ; a n Þ 6 e:
Since e is arbitrary, we must have L lim n!1 xðf ; a n Þ ¼ U lim n!1 xðf ; a n Þ ¼ 0, and then xðf ; a n Þ converges to 0.
To prove (v) ) (iii) let us consider ða n Þ n2N a sequence which converges to 0. Then for all d 2 R Ã þ there exists some N ðdÞ such that d 6 a n for n P N ðdÞ. Then since x is nondecreasing, we have V
Some similar assertion holds for functions defined on vectorial MV-algebras with values in vectorial MV-algebras. ii(i) f is continuous; i(ii) V d2A xðf ; dÞ ¼ 0 (here xðf ; dÞ ¼ supfdðf ðxÞ; f ðyÞÞ : dðx; yÞ 6 dgÞ; (iii) for all e 2 B, e 6 ¼ 0, there exists some d 2 A such that xðf ; dÞ 6 e; (iv) for all e 2 B, e 6 ¼ 0, there exists some d 2 A such that dðf ðxÞ; f ðyÞÞ 6 e, 8x; y 2 A with dðx; yÞ 6 d;
, is a sequence convergent to 0 such that for all n 2 N there exists some m P n such that a m 6 ¼ 0, then xðf ; a n Þ converges to 0.
As it is well known, given an MV-algebra A, and a set B, the set A B of all functions f : B ! A becomes an MV-algebra if the operations È, : and the element 0 are defined pointwise (see e.g. [6] ). Let us define the external multiplication ''AE'' pointwise (i.e. ða Á f ÞðxÞ ¼ a Á f ðxÞ) for all x 2 B. It is easy to check that A B is a vectorial MV-algebra. Also, a subalgebra Y of a vectorial MV-algebra A will be called a vectorial subalgebra if a Á x 2 Y for all a 2 R þ and x 2 Y . Proof. First observe that dð0; 0Þ ¼ 0 leads to the continuity of the function 0. We observe also that any constant function is continuous. Since dðf ðxÞ È gðxÞ; f ðyÞ È gðyÞÞ 6 dðf ðxÞ; f ðyÞÞ È dðgðxÞ; gðyÞÞ the continuity of f È g follows.
Since dðx; yÞ ¼ dð:x; :yÞ for all x; y 2 A easily follows that f is continuous iff :f is continuous.
The above assertions prove that C A ðX Þ is subalgebra of the MV-algebra A.
All we have to prove is that k Á f is continuous for all f 2 C A ðX Þ and k 2 R þ . Since dða Á f ðxÞ; a Á f ðyÞÞ 6 a Á dðf ðxÞ; f ðyÞÞ then the function a Á f is continuous. h Remark 4.4. The vectorial MV-algebra C A ðX Þ is not necessarily complete, even not r-complete and not topologically complete so it is not necessarily compact and also not necessarily sequentially compact. This is shown by the following simple example. Let us define for any n P 1, the functions f n : ½0; 1 ! ½0; 1:
Since the distance function in this case coincides with the Euclidean distance on R, it is easy to see that f n are continuous for all n 2 N, but f is not continuous.
As an application of the above developed theory we present the following fix point theorem, which is an analogous to Banach fix point theorem.
Theorem 4.5. Let A be a Riesz MV-algebra which is also a complete topological space. Let g : A ! A be a contraction (i.e. dðgðxÞ; gðyÞÞ 6 a Á dðx; yÞ, a < 1). Then g has a unique fix point i.e. there exists a unique x 2 A with gðxÞ ¼ x.
Proof. Let us consider the sequence x m ¼ gðx mÀ1 Þ, x 0 2 A. Then we have dðx nþp ; x n Þ ¼ dðgðx nþpÀ1 Þ; gðx n ÞÞ 6 a Á dðx nþpÀ1 ; x nÀ1 Þ 6 Á Á Á 6 a n Á dðx p ; x 0 Þ; for any n; p 2 N. Also we get
and finally
Observe that since A is a Riesz MV-algebra, multiplication is continuous in its arguments, so it follows that x n is a Cauchy sequence, and since A is topologically complete, it follows that x n converges to some x 2 A. It is easy to see that x is a fix point. Indeed we have:
dðx; gðxÞÞ 6 dðx; x n Þ È dðx n ; gðx n ÞÞ È dðgðx n Þ; gðxÞÞ 6 dðx; x n Þ È dðx n ; x nþ1 Þ È a Á dðx n ; xÞ:
Since all the terms can be made arbitrarily small we obtain that dðx; gðxÞÞ ¼ 0 and so gðxÞ ¼ x.
To prove the uniqueness of the fix point, assume that y 2 A is a fix point of g. Then we have dðx; yÞ ¼ dðgðxÞ; gðyÞÞ 6 a Á dðx; yÞ:
By Lemma 2.8, (iii) and (iv) we obtain dðx; yÞ ¼ 0. h
The following corollary illustrates the applicability of the results developed above, in fuzzy analysis. This corollary is a fix point Theorem for fuzzy setvalued functions.
Corollary 4.6. Let C F ðX Þ be the set of all continuous fuzzy subsets of a given topological space X . Then any contractive mapping g : C F ðX Þ ! C F ðX Þ has a fix point.
Proof. We observe that C F ðX Þ is the truncated modulus of the Riesz space CðX Þ ¼ ff : X ! R; f continuousg and so it is a Riesz MV-algebra. h
Derivatives and integrals of MV-valued functions
In this section we define and study derivatives and integrals of MV-valued functions. The main ideas are analogous to fuzzy concepts of Hukuhara differentials and Henstock integrals of fuzzy-number-valued functions (see e.g. [10, 15] ). In this section A denotes a Riesz MV-algebra.
exist and are equal. In this case the common value of these limits is denoted by f 0 ðxÞ and is called the differential of f . At a and b only onesided derivatives are considered.
Let u 2 A be such that f ðx þ hÞ ¼ f ðxÞ È u. Then by the properties of the distance function we have 
Proof. Since f and g are differentiable at x, the H-differences f ðx þ hÞ À f ðxÞ ¼ u and gðx þ hÞ À gðxÞ ¼ v exist for sufficiently small h > 0. Then which completes the proof. h Definition 5.5. Let f : ½a; b ! A be an MV-valued function. Then f is said to be integrable to I 2 A iff for all e 2 A, e > 0, there exists d 2 R such that for any division D ¼ fa ¼ x 0 < x 1 < Á Á Á < x n ¼ bg and points n i 2 ½x iÀ1 ; x i with mðDÞ ¼ max i¼1;...;n fjx i À x iÀ1 jg < d we have
We set I ¼ R 
The first and the last term, by the definition of integrability can be made arbitrarily small. Then by the properties of the distance function we obtain
Passing to limit with mðDÞ ! 0 we have the required inequality.
(viii) follows from (vii).
(ix) follows from a theorem of approximation of MV-valued functions (see [13] ) and (viii) of this theorem. Indeed since f is continuous, it is uniformly approximable by polynomials. Let B n ðf ; xÞ ! f ðxÞ. But any polynomial is integrable by (ii) and (v). h
We prove next the Leibniz-Newton formula in Riesz MV-algebras. But we have
By (iv) and (vii) of the previous theorem we have: By the continuity of f and Theorem 4.1 the required result is proved. h
Two applications
In what follows we give an example to illustrate possible use of the derivative and integral introduced above, in the Riesz MV-algebra of fuzzy subsets of a given set. This simple application proves also possible use of the techniques developed above, to interpret some linguistic fuzzy expressions.
Let A ¼ F N the set of all fuzzy subsets of N. Let f : ½a; b ! F N , defined pointwise: f ðrÞ : N ! ½0; 1, f ðrÞðnÞ ¼ rÀa bÀa À Á n , for any r 2 ½a; b, n 2 N. This function models e.g. the expression ''r is much greater than a, but less then b'' of order n. Indeed, if r is near to b the membership value of f ðrÞðnÞ is almost 1, for fixed n 2 N. When r is near to a then the membership value is almost 0. If we refer to the example of fuzzy sets, the derivative introduced in this section is somehow the variation of the membership value, so it can model the expression ''becomes''. Now it models the expression ''r becomes much greater than a but r is less then b''. Then we have f 0 ðrÞðnÞ ¼ min The next application refers to image processing. We apply fuzzy logic and approximation theory to image file compression-decompression.
Firstly, let us construct some approximation operators with values in a Riesz MV-algebra. The following operators of approximation are obtained from the crisp univariate ones by taking tensor product and then, instead of usual sum and integral, we use the sum with respect to È and the integral defined in the previous section. For the definitions in the univariate case see e.g. [7] . Let g be a bivariate function defined on some rectangle with values in a Riesz MV-algebra.
The bivariate Bernstein polynomial in the Riesz MV-algebra A is Let 0 < t 1 6 Á Á Á 6 t n < 1 be the basic knots and t Àrþ1 6 Á Á Á 6 t 0 ¼ 0, 1 ¼ t nþ1 6 Á Á Á 6 t nþr some auxiliary knots. Let n j 2 ½0; 1 \ suppN j , j ¼ Àr þ 1; . . . ; n. The bivariate B-spline associated to g is Sðg; x; yÞ ¼ È ðt r À t 0 ÞMðx; t 0 ; . . . ; t r Þ denote the B-splines M and N (½t 0 ; . . . ; t r g denotes the divided differences of the function g). We consider these approximationdimension of the block is not correlated with the number of interpolation points.
Step 2: Compute the value P ðx; yÞ given above.
Step 3: Store the values hði; jÞ ¼ P i kÁm ; j lÁn À Á , i ¼ 0; . . . ; k Á n, j ¼ 0; . . . ; l Á n.
The file in which we stored all the values hði; jÞ for all blocks is the decompressed file.
If different t-norms and different approximation polynomials are used, different image file compression-decompression methods are obtained. Also, let us observe that this is a generalization of existing methods based only on approximation theory, since if the fuzzy set A is a crisp set consisting only of one element i 0 , i.e. AðiÞ ¼ d i;i 0 (Kronecker d) and so is also B, BðjÞ ¼ d j;j 0 , then gðu; vÞ ¼ f ðx i 0 ; y j 0 Þ, i.e. a single value of the function f . The use of fuzzy logic allows a better choice of the values that should be approximated. For example, since approximation makes more uniform the decompressed image. If we sharpen the colours of approximation points this effect can be diminished. So, depending on the choice of the membership functions of the fuzzy sets A and B we can have a better control on the interpolation points. For example, in [12] these membership functions are of gaussian-type. In our interpretation this means to chose a ''maximum value'' of f , around the middle point of a given block, value which is influenced by the values of the function f at points in the same block.
