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We develop a comprehensive Renormalisation Group (RG) approach to criticality in open Floquet
systems, where dissipation enables the system to reach a well-defined Floquet steady state of finite
entropy, and all observables are synchronized with the drive. We provide a detailed description
of how to combine Keldysh and Floquet formalisms to account for the critical fluctuations in the
weakly and rapidly driven regime. A key insight is that a reduction to the time-averaged, static
sector, is not possible close to the critical point. This guides the design of a perturbative dynamic
RG approach, which treats the time-dependent, dynamic sector associated to higher harmonics of
the drive, on an equal footing with the time-averaged sector. Within this framework, we develop
a weak drive expansion scheme, which enables to systematically truncate the RG flow equations in
powers of the inverse drive frequency Ω−1. This allows us to show how a rapid periodic drive inhibits
scale invariance and critical fluctuations of second order phase transitions in rapidly driven open
systems: Although criticality emerges in the limit Ω−1 = 0, any finite drive frequency produces a
scale that remains finite all through the phase transition. This is a universal mechanism that relies
on the competition of the critical fluctuations within the static and dynamic sectors of the problem.
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I. INTRODUCTION
Critical dynamics is well-known to emerge at second
order phase transitions of equilibrium many-body sys-
tems [1–7]. Out of equilibrium, the situation is even
richer, giving rise to novel universal effects without equi-
librium counterparts. Forms of genuine non-equilibrium
criticality are realized in diverse physical systems, and
range from turbulence in quantum [8–11] and classical
[12–15] systems, over interface dynamics [16] like the
spreading of fire fronts [17], to reaction-diffusion dynam-
ics governing chemical reactions [18]. Non-equilibrium
driving conditions can even lead to full blown self-
organized criticality [19], where the system exhibits crit-
ical dynamics without a need for fine-tuning.
A particular class of non-equilibrium systems that
moved into the focus of intense research recently are
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2many-body Floquet ensembles [20, 21]. These are ther-
modynamically large systems of interacting particles sub-
jected to a periodic drive. They have recently gained a
lot of interest, because of their fundamentally new prop-
erties. or example, periodic drives can be used to gen-
erate artificial gauge fields for ultracold atoms [22–26],
time crystals in atomic [27], ionic [28] or dissipative [29–
33] systems, novel topological states without equilibrium
counterparts [26, 34–45], driven analogs of many-body
localization [46–49] or Floquet spinor Bose gases [50–52].
In the present work, we focus on the nature of crit-
icality in open Floquet systems. To this end, we in-
vestigate the interplay of critical dynamics with a drive
implemented through periodically time-dependent cou-
plings within a Keldysh-Floquet Renormalisation Group
(RG) approach. As main physics result, already exposed
in our previous letter [53], we uncover a new universal
mechanism specific to Floquet systems: The drive gen-
erates a scale that remains finite even when the system
approaches a symmetry breaking phase transition. This
means that criticality is effectively suppressed by a rapid
(although not infinitely rapid) periodic drive. Here, we
present the broader field-theoretical framework behind
these results, which may also be applied to other many-
body Floquet problems, and include several new results
and refinements (see Sect. I A).
In particular, we are interested in Floquet steady
states. I.e. the dynamics at asymptotically long times,
where the memory of initial conditions is lost, and ob-
servables are synchronized with the drive1. In the ab-
sence of dissipation, a generic periodically driven system
typically heats up to infinite temperature, since the sys-
tem has no means to evacuate the energy that it gains.
Nontrivial Floquet steady states can however be reached
when such heating dynamics is hindered. This scenario
can emerge, e.g. in the presence of integrability [54–57],
disorder [40, 47] or many-body scars [58–60] or at large
drive frequencies when a ’prethermal’ state emerges on
intermediate time scales [61–80]. Another option, which
is the one we investigate here, is to append a dissipa-
tion mechanism to the system. Baths occur quite nat-
urally in quantum systems [81–87] such as phonons in
solid state superfluids [88–93], for example. Such open
Floquet systems are realized as, e.g. quantum dots and
optical cavities [94–98], Brownian motors [99–101], spin
chains [102–106] or cold atoms in optical lattices [107–
112].
To embed our work in a broader perspective on driven
systems, consider Fig. 1, where the vertical line signals
driving frequency. Critical physics can only emerge in
the two extreme limits of a vanishing (Ω = 0) and in-
finite (Ω−1 = 0) drive frequencies. The system is at
1 For an observable to be ’synchronized with the drive’, means
that it has a periodic time dependence with the same period as
the drive. The observable may however have harmonics (Fourier
modes with frequencies given by integer multiples of Ω) that are
not explicitly included in the drive.
Ω = 0 Ω−1 = 0
FIG. 1. Embedding of the present work in the spectrum of
driven systems. Shown is the driving frequency range, with
undriven (equilibrium) and infinitely rapidly driven (IRD,
non-equilibrium) limits. Both extremes exhibit criticality.
In their vicinity, criticality is masked: A slow drive cuts off
asymptotic scaling via the Kibble-Zurek mechanism, a fast
drive via the mechanism elaborated on in this work.
thermal equilibrium when Ω = 0 (left-hand side), and
exhibits equilibrium criticality at a temperature T = Tc.
When Ω is small but finite, the drive is adiabatic far
away from the critical point, but introduces a new scale
leading to the breakdown of criticality once the latter
is approached: this is the essence of the Kibble–Zurek
mechanism [113, 114]. In the opposite Ω−1 = 0 limit,
Infinitely Rapidly Driven (IRD) criticality takes place
[115–117]. This limit is distinct from the opposite one
physically by the absence of detailed balance, and opera-
tionally by a different universal speed at which the system
looses coherence at the critical point. Here we explore the
vicinity of this opposite extreme case, close to the IRD
critical point. We find that, phenomenologically similar
to the slowly driven regime, a finite scale emerges, sup-
pressing scaling behavior. Despite this phenomenological
similarity at first sight, the mechanism is vastly different,
including on the level of observable consequences. In par-
ticular, while the Kibble–Zurek mechanism only probes
the set of equilibrium critical exponents, the opposite
limit hosts new and independent universal exponents, as
we will demonstrate.
A. Key results
In this work, we develop a comprehensive RG approach
to capture near critical, open Floquet systems. In par-
ticular, the peculiarities of such systems lead us to the
construction of a dynamic version of the RG applied to
Floquet systems [53]. By this, we refer to the follow-
ing: Common static renormalization methods account
for the rapid periodic drive through a renormalization of
the static, time-independent description, such as the Flo-
quet Hamiltonian (see e.g. [50, 118–121]). These power-
ful methods are able to capture fundamental phenomena,
like the stabilization of the Kapitza pendulum [122, 123].
A main technical insight of this work is, however, that
while this scheme is appropriate far away from the crit-
ical point, it necessarily breaks down once pushing an
open Floquet system close criticality: A reduction to an
effective static, time-averaged description is not possi-
ble, and we crucially need to include the renormalization
of the dynamic components and their interplay with the
static parts, accounting for the coupling between the dif-
3ferent Floquet–Brillouin zones (FBZ). Such a dynamic
RG scheme is developed here, which affords a controlled
expansion for large drive frequencies exceeding the other
scales in the problem. In this framework, and combining
it with the -expansion in RG, we confirm and refine our
previous results [53], most notably the fact that a finite
drive frequency cuts off the divergence of the correlation
length as the system crosses the phase transition.
We implement this scheme for a d-dimensional gas of
interacting bosons in contact with a bath that induces
loss and gain of particles. The system is equipped with
the usual bosonic U(1) symmetry that breaks sponta-
neously as the system is tuned through its critical point.
We include the drive by allowing the couplings of this the-
ory to periodically depend on time, and let the system
undergo the phase transition with this drive switched on.
1. Basic physical picture
A hint of the main physics result is found by inspect-
ing the form of the mass or gap term, which measures
the distance from the critical point, and now is time de-
pendent. A more thorough consideration shows that the
relevant mass term is the imaginary part of this quantity,
describing damping, see Sect. III B and Fig. 4a. In the
notation below, it reads
µI(t) = µI0 +
∑
n 6=0
µIn e
−iΩt . (1)
The time dependence of this coupling signals synchro-
nization in the Floquet steady state. There are two lim-
iting cases where the driving scale drops out: the un-
driven equilibrium limit Ω = 0, but also the IRD non-
equilibrium regime Ω−1 = 0, where the higher Fourier
modes average out, and the rotating wave approximation
becomes exact. Formally, both cases are then character-
ized by a continuous time-translation invariance. Impos-
ing this symmetry in the undriven equilibrium and the
driven IRD limit then rules out mass terms other than
µI0. In contrast, giving up this symmetry allows for more
mass terms, i.e. RG relevant couplings with the poten-
tial to modify and hamper the critical physics. From an
RG viewpoint, this leads to Kibble–Zurek physics at slow
drive, and our result at rapid drive. We come back to the
fundamental difference between these cases at the end of
this section.
Our result at rapid drive lends itself to the follow-
ing simple picture: Even when the system is critical,
i.e. µI0 → 0, the synchronized mass still oscillates, as µI(t)
only vanishes on period average. The mass is then being
rapidly dragged across the phase transition periodically.
We find that this induces a finite scale even when µI0 = 0.
We can think of this as a blurring of the phase bound-
ary as a result of the non-vanishing µIn 6=0 (see Fig. 7a,
light red area). The importance of the mass oscillation
also emphasizes the dynamic nature of the effect, not
captured by a renormalization of the static sector alone.
2. Weak drive expansion scheme
We assume that the drive frequency Ω, is larger than
all the other scales involved in the dynamics (but not in-
finite). We capture the limit of a rapid drive through an
asymptotic expansion in powers of Ω−1 (see Sect. III C).
This expansion reproduces the rotating wave approxima-
tion as the order zero contribution (or at Ω−1 = 0), and
provides access to the effects of a large but finite drive
frequency. The non-equilibrium critical physics in the
IRD limit Ω−1 = 0 [115–117] is then recovered. Our re-
sult emerges from the inclusion of the Ω−1-corrections.
In the present work, we consolidate the previous picture
[53] by pushing this expansion up to O(Ω−2).
A direct expansion of the loop integrals that emerge
in perturbation theory involves inverting Green func-
tions that are not time-translation invariant. Even if
the Floquet formalism turns this task into inverting non-
diagonal infinite-dimensional matrices, this remains a
formidable task that we circumvent in Sect. III B. Instead
we find that a systematic weak drive asymptotic expan-
sion in powers of Ω−1 can be obtained via a preliminary
expansion in powers of the drive amplitude. Indeed, we
show that the loop integrals actually depend on the drive
amplitude E, through the ratio E/Ω. In the weak drive
limit E/Ω = 0, the system is undriven and the loop in-
tegrals are easily computed. A systematic expansion in
powers of Ω−1 then emerges by first expanding in powers
of E/Ω, computing the expanded loop integrals, and fi-
nally re-expanding the obtained result in powers of Ω−1.
This procedure, provides an algorithm that can be ap-
plied to reach any order in an Ω−1-expansion, and this
order is directly tied to the order of the underlying weak
drive E/Ω-expansion [see Sect. IIID and App. C, where
we go up to O((E/Ω)2) and Sect. IVB, where include
terms up to O(Ω−2) in the RG flow equations].
3. Dynamic RG
In order to access the critical physics, we generalize
the usual momentum shell 1-loop RG [124–126] to peri-
odically driven systems. We develop a dynamic version of
the RG, where all the Fourier modes of the periodic cou-
plings are renormalized together. This means that not
only the time-averaged static description is renormalized
by the drive, but also the time-dependent parts (n 6= 0
Fourier modes) are renormalized. Our RG approach is
constructed by introducing a running cut off scale k, and
integrating out fluctuations on k-dependent momentum
shells (see Figs. 2 and 5). The absence of energy con-
servation inherent to the periodic drive induces a direct
coupling between the different FBZs. This leads to a
tower of coupled momentum shells (as opposed to a single
shell in the absence of drive) in momentum and frequency
space, with the rungs separated by integer multiples of
Ω, Fig. 2. This implies that, for any choice of rotating
frame, there are rapid fluctuations that still contribute
4p1
p2
ω
Ω
k − dk
k + dk
FIG. 2. Momentum shells in the dynamic RG. Similarly to
traditional RG, we integrate out fluctuations on k-dependent
momentum shells (represented here as gray hoops and for d =
2). In the absence of drive, there is a single momentum shell
and the frequency is fixed to be ω ∼ k2 (middle shell). The
drive induces a coupling between different Floquet Brillouin
Zones (FBZ) (i.e. frequencies that are separated by integer
multiples of Ω), and forces us to include an a priori infinite
tower of momentum shells. The choice of the zeroth FBZ
(p1− p2-plane) corresponds to the choice of a rotating frame.
even when all but the large spatial scales are integrated
out. This plays an especially important role at criticality,
where the large-scale (and usually slow) modes take over.
Our result is rooted in the fact that the system contin-
uously absorbs and emits energy at frequencies that are
integer multiples of Ω. Modes within different FBZs eas-
ily interact with each other. The periodic drive enables
modes with frequencies being multiples of Ω to enter on
an equal footing, in what concerns large scale fluctua-
tions, with the slow fluctuations, and dramatically affect
the critical physics even though the drive period is very
short.
In Sect. IVA we compute the RG flow of the peri-
odically time-dependent couplings. We use a real-time
representation of the flow equations [Eqs. (39) and (40)],
where the entire time dependence of the couplings is
renormalized. The periodicity of the drive is then in-
cluded by making use of the Floquet formalism for the
Green functions. This provides RG flow equations for
all the Fourier modes of the periodically time-dependent
couplings which are expressed in terms of loop frequency
integrals [Sect. IVA2 and Eq. (41)].
Although we work at large drive frequencies, we go
beyond the common approaches based on the Floquet
Hamiltonian and/or variants of the Magnus expansion
(see e.g. [50, 118–121]) in two distinct ways: First, we in-
clude loop integrals (as opposed to tree-level processes)
to account for fluctuations, and second, we include the
renormalization of the dynamic sector, i.e. higher Fourier
modes n 6= 0, without integrating them out. Indeed, fo-
cusing on the Floquet Hamiltonian alone (without includ-
ing an analysis of the kick operators [118–120] and fluctu-
ations on top of this Hamiltonian) only provides mean-
field stroboscopic information on the system. Without
further treatment, this is a tree-level approximation, that
exclusively includes static renormalization effects. For
example, the famous analysis of the Kapitza pendulum
[122, 123] provides an effective Floquet potential with a
new local minimum when the drive is strong enough. The
static potential is renormalized as a result of the drive.
Including fluctuations into this analysis would enable one
to ask which minimum is actually stable against fluctu-
ations. The kick operators in turn provide a dynamic
renormalization effects through the full periodic time de-
pendence of the pendulum as it rests in each of these
minima. Our approach includes both of these features
combined. Indeed, loop perturbation theory is specifi-
cally designed to include such fluctuations and, although
we do not resolve the time-dependent order parameter,
we do not integrate out any of the periodic degrees of
freedom.
4. Absence of criticality
Our main physics result is obtained by analyzing the
RG flow in the presence of the periodic couplings close
to the critical point. In the absence of drive, and also
in the IRD limit, the critical physics is governed by the
well-known Wilson–Fisher (WF) RG fixed point. This
fixed point characterizes all the critical exponents to-
gether with the divergence of the correlation length. In
the presence of the drive, additional couplings (propor-
tional to Ω−1) become available and have to be included
in the RG flow. Our result is a consequence of the fact
that some of these couplings are relevant and thus desta-
bilize the WF fixed point (see Fig. 6). This means that it
is impossible to observe a diverging correlation length ex-
perimentally in a rapidly driven system, because this can
only happen when the RG flow reaches its fixed point. In
practice, we find that the correlation length grows (as it
would without the drive) as the system approaches the
phase transition, but then saturates at a value that de-
pends on the ratio of the drive amplitudes and frequency
(see Fig. 7a). As Ω−1 → 0, this emergent cut-off scale
is removed, and we recover IRD criticality. On a more
technical note, this shows that the rotating wave approx-
imation – setting Ω−1 = 0 and thus discarding the dy-
namic effects of a rapid drive from the outset – necessarily
breaks down in the vicinity of a critical point.
Although we consider purely relaxational dynamics
5with a monochromatic drive Eq. (51) for simplicity, we
show that this is a universal mechanism. Indeed, we ex-
pect that (except in fine tuned cases) criticality is regu-
larized as soon as a periodic drive is switched on.
As we discuss above, the drive allows for new relevant
couplings. Actually, a new critical exponent is associated
to each of these couplings [see Eq. (61)]. These exponents
are independent from the IRD critical exponents, and are
an original property of the periodically driven system.
In the present work, we find that increasing the order of
the truncation of the asymptotic Ω−1-expansion produces
additional couplings, and therefore gives access to the
additional original exponents.
5. Interpretation and relation to the slowly driven limit
Our result can be interpreted within the framework of
fluctuation induced first order transitions [127–130], see
Sect. V. This means that the interplay of critical and
dynamic fluctuations change the phase transition from a
second to a first order one, without an explicit symmetry
breaking as usually present in first order phase transitions
with a critical endpoint of higher symmetry. Technically,
what our scenario shares with other instances of fluctua-
tion induced first order transitions is the presence of mul-
tiple near gapless modes, which interact with each other
strongly. While these may be Goldstone or gauge modes
in the traditional instances of this scenario, here they
are realized by the poles of the different FBZs, all reach-
ing criticality jointly as dictated by the Floquet theorem
(see Fig. 4a). Indeed, we also find the RG phenomenol-
ogy common to such scenarios: the drive enables the RG
flow to take the system to an unstable range of parame-
ters (negative interaction parameter). This signals that
higher order couplings (that are not included here) are
responsible for the system’s stability and opens the door
for φ6 phenomenology, where a first order transition is
expected.
This discussion shows that the mechanism established
here for a rapid drive is very different from the Kibble–
Zurek scenario for a slow drive (cf. Fig. 1) – even oper-
ationally: In the Kibble–Zurek scenario, the drive pro-
vides information on the underlying equilibrium critical
point via the set of equilibrium critical exponents. In-
stead, here we obtain new, independent exponents, see
Sects. I A 4 and IVC. This is rationalized from the fact
that in the former case, we deal with an infrared mod-
ification of the critical physics (a slow driving scale is
introduced, so slow that the periodic functions in Eq. (1)
can be expanded in powers of Ω and the periodicity is
never probed on the accessible time scales), while in the
latter case the modification is in the ultraviolet (a fast
driving scale is introduced, and the periodicity is crucial)
[see also the additional mass scales in Eq. (1)]. It is a very
basic insight of RG theory [131] that it is such ultraviolet
scales that are able to modify and add critical exponents
to the observable phenomenology.
6. Plan of the paper
Our paper is organized as follows. Our model, physi-
cal setup and formalism are defined in Sect. II. Next, we
briefly review the Floquet formalism, and how it relates
to our formalism in Sect. III. In particular, our weak drive
asymptotic expansion is described in Sect. III C. Our
main result is derived in Sect. IV. We first discuss the dy-
namic RG, before we derive perturbative RG flow equa-
tions in Sect. IVA. In particular, the most general form
of the RG flow equations is given in Eq. (41). These equa-
tions are then simplified and asymptotically expanded in
powers of Ω−1 in the following sub-sections. This ulti-
mately leads to Eqs. (49) and (52), which describe the
flow of the Fourier modes of the couplings to O(Ω−2).
The critical physics is analyzed in Sect. IVC, and we fi-
nally derive and analyze our main result in Sect. IVC2.
Sect. V is devoted the interpretation of our result in terms
of a fluctuation-induced first order transition.
II. SET-UP
In this section, we define our physical model and set-
up. Moreover, we introduce the Keldysh field theory that
will constitute our theoretical framework. For definite-
ness and in order to make contact with the current dis-
cussion of Floquet systems, we first consider a fully quan-
tum mechanical ’parent model’. We note, however, that
for the discussion of criticality in driven open systems,
a semi-classical description is appropriate, because deco-
herence takes place close to the critical point [115–117].
Our main result is eventually derived from the dynamics
of Eq. (6), which captures the mesoscopic physics close
to the critical point.
We consider driven open quantum many-body Floquet
systems described by a Lindblad quantum master equa-
tion
∂tρˆ = −i
[
Hˆ(t), ρˆ
]
+
ˆ
x
∑
i=plt
κi(t)
(
LˆiρˆLˆ
†
i −
1
2
{
Lˆ†i Lˆi, ρˆ
})
,
with ρˆ the many-body density matrix. Microscopically,
our system is characterized by a Hamiltonian
Hˆ =
ˆ
x
ψˆ†
(−∇2
2m
)
ψˆ +
g
2
[ψˆ†]2ψˆ2 , (2)
(ψˆ and ψˆ† are bosonic field operators) coupled to an ex-
ternal bath through jump operators
Lˆp = ψˆ
† , Lˆl = ψˆ , Lˆt = ψˆ2 , (3)
that model single-body pumping, loss and two-
body losses respectively (with κi(t) the corresponding
drive/dissipation rates). See e.g. [116, 132] for addi-
tional information on this model without explicit time
dependence. The periodic time dependence (with pe-
riod T = 2pi/Ω) can occur through an explicit time
6dependence of the Hamiltonian H(t + 2pi/Ω) = H(t)
and/or through periodic excitations of the external bath
κi(t+ 2pi/Ω) = κi(t). The system is invariant under the
internal U(1) symmetry, i.e. under the phase rotation
ψˆ → eiαψˆ. When the U(1) symmetry is spontaneously
broken, 〈ψˆ〉 acts as an order parameter.
A Floquet steady state is realized at asymptotically
long times, when the information on the initial condi-
tions is lost and the dynamics is synchronized with the
drive. The steady state is determined by the time de-
pendence of the couplings alone. In particular, this im-
plies that the system is not invariant under continuous
time-translations. Then, observables, which depend on
relative-times as is the case in any steady state, depend
on the absolute (or mean) time periodically and with the
same period as the external drive (see Sect. IIIA). The
drive frequency Ω, appears as a parameter that can be
tuned (see Fig. 1). In the trivial case Ω = 0, the sys-
tem is undriven and the dissipation ensures that the sys-
tem is at thermal equilibrium. In the opposite IRD limit
Ω−1 = 0 (rotating wave approximation) the periodicity
of the dynamics also disappears, and the system becomes
generically invariant under time-translations. It violates
however the conditions of detailed balance, characteris-
tic of thermal equilibrium [133]. In this work, we focus
on the dynamics at large Ω and elucidate the effect of
a rapid drive on the stationary IRD critical physics (see
Fig. 7, where xˆ = 0 corresponds to the IRD system).
We use the Schwinger-Keldysh formalism, which de-
scribes the Floquet steady state in terms of an action
functional instead of the equivalent Lindblad description
[116, 132, 134–138]. With Eq. (3), the dissipative dynam-
ics comes in the form of one-body pumping and losses as
well as two-body losses. Then the Keldysh action can be
written as2
S =
ˆ
t,x
Φ†
(
0 G−1A
G−1R PK
)
Φ + 2 Im(g)|φ˜|2|φ|2
+
ˆ
t,x
g
(
φ˜∗φ |φ|2 + φ∗φ˜ ˜|φ|2
)
+ c.c. . (4)
Φ = (φ, φ˜) contains the ’classical’ field φ, as well as the
’response’ or ’quantum’ field φ˜ that is inherent to the
dynamical functional formalism. The field operator ex-
pectation value is the order parameter in the field theory
〈ψˆ〉 = 〈φ〉. The retarded, advanced and Keldysh inverse
propagators are
G−1R (t, t
′) =
[
i∂t +Kp2 + µ
]
δ(t− t′) ,
G−1A (t, t
′) =
[
i∂t +K∗p2 + µ∗
]
δ(t− t′) ,
PK(t, t
′) = iγ δ(t− t′) . (5)
2 Here and in the following, we use the short-hand notation´
t,x =
´∞
−∞ dt
´∞
−∞ d
dx.
p is the d dimensional momentum and p =
√
p2 is its
norm. The combination of coherent and dissipative dy-
namics is encoded in the couplings K,µ, g, which are
complex valued. Their real parts account for the coher-
ent dynamics inherited from the underlying Hamiltonian,
and the imaginary parts of µ and g emerge from κi(t) and
have an interpretation as incoherent one- and two-body
pumping and losses of particles resulting from the cou-
pling to the bath [116, 132, 139].
In the absence of an explicit time dependence, the sys-
tem is stationary and its U(1) symmetry can be sponta-
neously broken. It then undergoes a second-order phase
transition, close to which large-scale fluctuations dom-
inate the physics. This regime allows for an effective
mesoscopic description of the system, where the fluctua-
tions on short temporal and spatial scales are integrated
out. There, φ is interpreted as a fluctuating order pa-
rameter field, and the order parameter is obtained as its
expectation value 〈φ〉. Physically, one finds that deco-
herence takes place close to the critical point [115–117].
Then the corresponding mesoscopic model,
S =
ˆ
t,x
Φ†
(
0 G−1A
G−1R PK
)
Φ +
(
g φ˜∗φ |φ|2 + c.c.
)
, (6)
describes the semi-classical non-conservative dynamics of
the order parameter,3 which is a scalar complex field.
The small-scale fluctuations together with most of the
microscopic details are encapsulated in effective cou-
plings K,µ, g, which are complex valued, and retain their
interpretation as real and imaginary parts, accounting for
the coherent and dissipative dynamics, respectively. This
mesoscopic description inherits the periodic nature of the
microscopic drive in its most general form. Indeed, the
non-linearity of the model make the coarse graining of the
small scales a complex non-linear procedure that affects
all the effective couplings without distinction. Then, the
effective couplings are all time-dependent in the Floquet
steady state4
µ =
∑
n
e−inΩt µn , g =
∑
n
e−inΩt gn . (7)
Additionally to the bosonic model of Eq. (2), this meso-
scopic model can also be applied for example, to super-
fluids in solid state systems. Indeed, the order parameter
has the same U(1) symmetry and may not be conserved
as a result of the coupling to a bath of phonons.
3 Formally, this description is obtained from Eq. (4) by neglect-
ing the second and fourth term on the right-hand side and re-
interpreting the couplings as being mesoscopic effective quan-
tities. Its emergence can be traced down to the difference in
canonical dimension of the fields φ and φ˜, which implies that the
neglected terms are irrelevant in sufficiently high space dimension
and die out at criticality.
4 Here and (unless stated otherwise) in the following,
∑
n is a
short-hand notation for
∑∞
n=−∞.
7A way to recover semi-classical thermal equilibrium
dynamics in Eq. (6) is to turn off the time-dependent
drive and choose purely imaginary couplings. Indeed,
in this case we obtain the relaxation dynamics of the 2-
component order parameter (model A of [6], see App. E).
This vanishing of the real parts of the couplings is a con-
sequence of the full decoherence that emerges on large
scales, where the dynamics is purely dissipative. Even
when all the couplings are real in the microscopic the-
ory describing Hamiltonian reversible evolution, imagi-
nary parts are generated by the coarse graining (and ul-
timately take over near the critical point). Focusing on
the mesoscopic description, we can use these imaginary
parts to determine the phase structure of the system’s
stationary state close to the critical point. Im(µ) and
Im(g) represent the one- and two-particle loss rates re-
spectively. When Im(µ) is large and positive, the system
can not sustain a condensate and is in the symmetric (or
disordered) phase. As Im(µ) is lowered and becomes neg-
ative it becomes a single-particle injection rate, and the
driven-dissipative steady state is only stabilized by the
two-particle losses Im(g). The U(1) symmetry sponta-
neously breaks at a zero crossing of the (properly renor-
malized) Im(µ), and a condensate is established.
More generally, it was shown in [115–117] that the crit-
ical physics of the IRD stead-state (at Ω−1 = 0) is gov-
erned by an RG fixed point with purely imaginary cou-
plings that is identical to the equilibrium WF fixed point.
Nevertheless, the approach to the fixed point, hosting
the set of critical exponents, is different depending on
whether the system is at global thermal equilibrium or
not. In both cases however, decoherence effectively takes
place at the critical point.
We emphasize that the Floquet steady state that we
describe is far from equilibrium. In particular, this means
that many high-frequency modes are macroscopically oc-
cupied in the symmetry broken phase. Indeed, the kinetic
part of the action can be written as
S(2) =
∑
nm
ˆ Ω/2
−Ω/2
dωΦ†nG
−1
nmΦm , (8)
where (φn(ω), φ˜n(ω) = Φn(ω) = Φ(ω + nΩ) is only de-
fined for |ω| < Ω/2, and G−1nm is obtained by combining
Eqs. (11) and (14). In the presence of the periodic drive,
the U(1) symmetry breaks spontaneously (by continuity
to the IRD limit, see Sect. V) and generates a Floquet
condensate, where the order parameter is an oscillating
function of time [65, 140–149]. This means that all the
fields Φn are macroscopically occupied. These character-
ize the different Fourier modes of the order parameter in
the steady state,
〈φn(ω)〉 = δ(ω)fn , 〈φ(t)〉 =
∑
n
einΩtfn . (9)
We see that the order parameter synchronizes with the
drive, i.e. it has components oscillating at all of its har-
monics. This in turn enables the strong effect of the
drive that we find at large values of Ω. Energy can be
exchanged between any pair of Floquet bands since they
are all macroscopically occupied (see Fig. 4b).
III. FLOQUET FORMALISM AND GREEN
FUNCTIONS
In this section, we show how the Green functions can
be computed (Sect. III A), and approximated (Sects. III B
and IIID) within the Floquet formalism. Moreover, we
discuss our asymptotic Ω−1-expansion in Sect. III C.
A. Floquet formalism
Here, we discuss the Floquet formalism and the com-
putation of the single-particle Green functions. These are
the essential elements of perturbation theory (see Fig. 5).
The two-point correlation functions are defined as5
G(t, t′) = −i
( 〈φ(t)φ∗(t′)〉 〈φ(t)φ˜∗(t′)〉
〈φ˜(t)φ∗(t′)〉 〈φ˜(t)φ˜∗(t′)〉
)
, (10)
with correlation functions involving only φ˜ vanishing. In
the absence of interactions, the elements of G are com-
puted by inverting the kinetic part of the action Eq. (6),
G(t, t′) =
( − [GRPKGA] (t, t′) GR(t, t′)
GA(t, t
′) 0
)
. (11)
The time dependence of µ complicates the computation
of G(t, t′) since we can not simply convert to Fourier
space and take the algebraic inverse. For this reason we
resort to the Floquet formalism [150], where the above
inversion can be performed by first re-casting it as a ma-
trix inversion of the Floquet representation of the Green
functions [see Eqs. (14) and (15), and Fig. 3], before the
result is re-converted to its real-time representation. See
[118, 119, 151, 152] and references therein for an introduc-
tion and [66, 153–157] for the combination of the Floquet
and Keldysh formalisms.
In the Floquet steady state, the Green functions take
the following form,
G(t, t′) =
∑
n
ˆ
ω
e−i[ω(t−t
′)+nΩ(t+t′)/2]Gn(ω) , (12)
They are periodic in the mean time ta = (t+t′)/2 and can
be represented in terms of the Wigner Green functions6
[156],
Gn(ω) =
ˆ
τ
 
ta
ei[ωτ+nΩta]G(ta + τ/2, ta − τ/2) , (13)
5 Here and in the following, we suppress the spatial dependence
when possible.
6 Here and in the following, we use the short-hand notation´
ω = 1/(2pi)
´∞
−∞ dω and
ffl
t = Ω/(2pi)
´ 2pi/Ω
0 dt.
8which encode the periodicity in ta with a discrete in-
dex and the standard relative-time dependence with a
continuous frequency. The Wigner Green functions are
directly related to the real-time Green functions through
Eq. (12). The periodic drive produces an infinite set of
Green functions that encode the time-periodicity of the
single-particle sector of the system.
We now introduce the Floquet Green functions. These
are defined by introducing the FBZ −Ω/2 < ω < Ω/2,
and folding the frequency dependence of Gn(ω) onto it-
self. This produces a second index that compensates for
a restricted frequency dependence. Precisely, the Floquet
Green functions are [156],
Gnm(ω) = Gn−m
(
ω +
n+m
2
Ω
)
, |ω| ≤ Ω
2
, (14)
which are two-index Green functions constructed from
the single-index Wigner Green functions. These defini-
tions are directly applicable to the inverse propagators
(5). The Floquet Green functions provide a means to
compute the Green functions from the inverse propaga-
tors. Indeed, G is computed from the latter through
Eq. (11), which contains functional inverses. The Flo-
quet representation (14), has the great advantage that it
turns functional inverses into matrix inverses. In other
words, the following statements are equivalent,
ˆ
z
G(t, z)G−1(z, t′) = δ(t− t′) ,∑
s
Gns(ω)G
−1
sm(ω) = δnm . (15)
Eq. (14) provides an alternative representation for Gn(ω)
that can be inverted in a straightforward way.
In summary (see Fig. 3), the Green functions are com-
puted from their inverse in the following way: First
the Wigner inverse propagators, G−1R/A;n(ω) are com-
puted from their real-time representations with Eq. (13).
Second, G−1R/A;n(ω) are converted to the Floquet in-
verse propagator [Eq. (14)]. The Floquet Green func-
tions are then obtained by taking the matrix inverse of
G−1R/A;nm(ω). The last step is to convert the Floquet
Green functions back to their Wigner representation.
Eq. (14) provides a one-to-one mapping that directly pro-
vides Gnm(ω) from Gn(ω). The inverse mapping is not
as straightforward. For n even, we can use
Gn(ω) = Gm+n2 ,m−n2 (ω −mΩ) . (16)
m is the number of times Ω has to be subtracted from ω
such that |ω −mΩ| ≤ Ω/2. When n is odd, ω is shifted
by an additional half-integer multiple of Ω and Eq. (16)
is applied with m→ m± 1/2. The direction of the shift
is determined by the sign of ω − mΩ. Finally, G(t, t′)
is obtained by inserting the above equation back into
Eq. (12).
In this work, we will mainly focus on the Wigner Green
functions. We treat the Floquet representation as a tool
G−1(t, t′)
G(t, t′)
G−1n (ω)
Gn(ω)
G−1nm(ω)
Gnm(ω) = (G
−1)−1nm(ω)
FIG. 3. Path to compute the single-particle Green func-
tions within the Floquet formalism. Starting from the inverse
Green functions [top left, Eq. (5)] we define the Wigner Gn(ω)
[top middle, Eq. (13)], and then Floquet [top right, Eq. (14)]
inverse Green functions. The Floquet Green functions are
then obtained as the matrix inverse of G−1nm(ω) [right-hand-
side, thin gray arrow, Eq. (15)]. Then the real-time Green
functions are obtained by first converting the Floquet Green
functions [bottom right, Eq. (14)] to their Wigner form [bot-
tom middle, Eq. (16)] and finally converting the latter to
the real-time representation [bottom left, Eq. (10)]. We im-
plement this program in Sect. IIID, where both conversions
(real-time ↔ Wigner and Wigner ↔ Floquet, black arrows)
are performed exactly, while the matrix inversions (thin gray
arrow) are approximated.
to compute Gn(ω). The latter is indeed easier to inter-
pret since Gn(τ) =
´
ω
Gn(ω)e−iωτ provides the discrete
Fourier modes of the Green function with respect to the
mean time ta. Gn(ω) is also closer to the Green func-
tions that are often used in perturbation theory, in that
their frequency dependence in unbounded. In particu-
lar, we can use the residue theorem and benefit from our
understanding of the pole structure of Gn(ω) in this rep-
resentation.
B. Pole structure
In this sub-section, we compute GRn (ω) exactly for a
monochromatic drive. This provides valuable insights
into the analytic structure of the Green functions (see
Fig. 4). Specifically, we find that GRn (ω) has infinitely
many poles with real parts separated by integer multiples
of Ω and identical imaginary parts. This is a consequence
of Floquet’s theorem for linear periodic differential opera-
tors. This will be relevant in the following sections, where
we perform perturbation theory. The main result of this
sub-section is Eq. (24), where the sum is constrained so
that only terms where m has the same parity as n con-
tribute. In this sub-section, we choose a monochromatic
drive,
µ = µ0 + µ1e−iΩt + µ−1eiΩt , (17)
which enables the exact evaluation of GRn (ω).
The semi-classical nature of our mesoscopic system en-
ables a representation of Eq. (6) as a Langevin equation
[158–162],
i∂tφ =
[
K∇2 − µ− g|φ|2]φ+ ξ . (18)
ξ is a Gaussian white noise, which has correlation
〈ξ(t,x)ξ∗(t′,x′)〉 = 2γδ(t− t′)δ(x− x′), with γ > 0, and
9vanishes on average. This makes it possible to compute
the single-particle retarded Green function in real time
by solving Eq. (18) with g = 0,
φ(t) = φ(t0)e
i
´ t
t0
M(t′)dt′− i
ˆ t
t0
ei
´ t
t′ M(t
′′)dt′′ξ(t′)dt′. (19)
M(t) = Kp2 + µ(t) is the real-time representation of the
right-hand side of the equation of motion, with its Fourier
modes given by
M0 = Kp
2 + µ0 , Mn 6=0 ≡ En = µn . (20)
Only the n = 0 Fourier mode depends on the momentum
p, because K does not depend on time. We introduce the
notation En, for the drive amplitude, to clearly separate
the dynamic sectors n 6= 0 from the static one, n = 0.
The Fourier modes of E coincide with those of M(t) for
n 6= 0. In real-time, it is defined as E(t) = M(t) −M0
(with a vanishing average E0 = 0). This definition ex-
tends beyond the monochromatic drive that we use in
this sub-section (see Sect. IIID). We now exploit the re-
lation
GR(t, t
′) =
δ〈φ(t)〉f
δf(t′)
∣∣∣∣
f=0
. (21)
〈. . . 〉f is the average over a shifted noise ξ′ = ξ + f , which
is still Gaussian and has the same variance as ξ, but does
not average to zero. Instead its average is 〈ξ′(t)〉f = f(t).
We see that the retarded Green function can be inter-
preted as a linear response to a weak noise with non-
vanishing average. Then, taking the average of Eq. (19)
and differentiating with respect to f provides
GR(t, t
′) = −iθ(t− t′)ei
´ t
t′ M(t
′′)dt′′ . (22)
We have sent t0 → −∞ at the end of the calculation7
because the initial conditions drop out in the Floquet
steady state.
Inserting the periodic time dependence ofM and using
the Jacobi–Anger expansion provides
GR(ta + τ, ta − τ) =
− iθ(τ)e2iM0τ
∑
m
Jm
[
2
(
E1eiΩta + E−1e−iΩta
)
Ω
]
eimΩτ ,
with Jm(x), the m-th Bessel function of the first kind.
Finally we partially convert GR(t, t′) to its Wigner form
and obtain
GR(ω, ta) =
ˆ
τ
eiωτGR(ta + τ/2, ta − τ/2)
=
∑
m
Jm
[
2(E1eiΩta+E−1e−iΩta)
Ω
]
ω +M0 +
mΩ
2
. (23)
7 The terms containing t0 drop out because because Im(M0) >0.
This seems to indicate that the poles are spaced by half-
integer multiples of Ω. This is however not the case be-
cause only half of the terms of the above sum contribute
to the Wigner Green function. Indeed, an expansion of
the Bessel function together with a Fourier transform of
each term provides,
GR;n(ω) =
∞∑
s=0
(−1)sΩ−2s
s!
[
Hn,0,s
s!(ω +M0)
+
∞∑
m=1
Ω−m
(s+m)!
(
Hn,m,s
ω +M0 +
mΩ
2
+
(−1)mHn,m,s
ω +M0 − mΩ2
)]
. (24)
The Fourier transform produces a constraint that can
only be satisfied if n+m is even. This implies that n and
m must have the same parity so that half of the terms in
the above sum vanish. The constraint is enforced through
Hn,m,s =
2s+m∑
r=0
(
2s+m
r
)
E2s+m−r1 E
r
−1δ2s−2r+m+n .
Eq. (24) provides an exact expression for the single-
particle retarded Green function that elucidates the an-
alytic structure of the Wigner Green functions (see
Fig. 4a). This is clearly visible in Eq. (23): GR(ω, ta)
is an infinite sum of poles that all have the same imag-
inary parts and are spaced by integer multiples of Ω.
This means that all the poles produce divergences simul-
taneously as the system becomes critical. Moreover, the
residues of the poles are smooth functions of E±1/Ω and
are suppressed by increasing powers of Ω−1 as |n| grows.
In our system, ω can be shifted to any value by an ap-
propriate choice of rotating frame. This amounts to shift-
ing the real part of µ. Although this implies that there
is not absolute meaning to large and small frequencies,
large and small values of n can be defined relatively to a
choice of rotating frame. For example, setting Re(µ) = 0,
provides a definition of the position of the central pole
in Eq. (23), relatively to which all the other poles are
placed.
Here, we are able to compute GR;n(ω) because we
chose a simple monochromatic drive Eq. (17). Our dy-
namic RG approach (see Sect. IV) will however require
us to handle general drive protocols. In that case, the
analytical calculation of this sub-section become much
more involved and is too complex to be of any use. For
this reason we resort to an asymptotic Ω−1-expansion,
which is detailed in the following sub-section.
C. Asymptotic Ω−1-expansion
We now explain how an asymptotic Ω−1-expansion can
be obtained for perturbation theory. Indeed, we will ul-
timately be interested in the case of a fast drive. We will
asymptotically expand our problem in powers of Ω−1 and
truncate the expansion to second order. This expansion
provides corrections on top of the well-known rotating
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Ω
gap
ω
Re(ω)
Im
(ω
)
p
Re(ωn(p))
Ω
(a) (b)
FIG. 4. Poles of the retarded Green function. (a) Location
of the poles in the complex frequency plane. The absence
of energy conservation gives rise to lines of poles spaced by
Ω. The imaginary part of the poles is the damping rate of
the corresponding mode. In a Floquet system, all the modes
have the same damping rate and reach criticality simulta-
neously. (b) We represent the Floquet bands through the
(non-interacting) dispersion relations of the different Floquet
modes Φn as a function of momentum. In the Floquet steady
state, all the fields Φn interact and contribute to the period-
ically time-dependent condensate.
wave approximation, which is valid when Ω−1 = 0. It
must be carried out at the level of the real-time Green
functions or in loop integrals such as Eq. (41), where the
frequency variable of the Green functions (or a product
thereof) is integrated out. A straightforward expansion
of the Wigner (or Floquet) Green functions is not appli-
cable because there is no way to ensure that ω  Ω in
our problem. Indeed, the loop contributions come with
indefinite integrals over the domain ω ∈ (−∞,∞), so
that ω/Ω can not be neglected.
The asymptotic Ω−1-expansion is a double expansion
(in powers of the drive amplitude E and Ω−1). We see
from Eq. (24) that the Green functions are composed of
an infinite series of poles. The amplitude of the drive and
(more importantly for us) its frequency Ω, appear how-
ever in the residues of the different poles with different
powers. This produces an ordering principle and enables
us to expand the flow equations in powers of Ω−1. For a
weak drive, the Green functions can be expanded in pow-
ers of E before the loop integrals are performed. Indeed,
the coefficients of such an expansion are all functions of ω
that produce convergent loop integrals. This is because
this expansion (unlike a direct Ω−1-expansion) preserves
the pole structure of GR,n(ω) (Fig. 4a). It is clear from
Eq. (24) that any term of order O(En) will come with a
corresponding factor of Ω−n. The expansion in powers of
E is actually a weak drive expansion in powers of E/Ω,
which can be truncated when E  Ω. Then, the terms
of O(En) can only produce terms of order O(Ω−n) or
higher in the loop integrals. We can therefore construct
an expansion truncated to order O(Ω−n) by first carrying
out the weak drive expansion to order O(En), then per-
forming the loop integrals and finally re-expanding the
result to O(Ω−n). This produces an expansion where all
the terms up to O(Ω−n) are systematically taken into
account.
In summary, the expansion is carried out in three
steps:(i) The Green functions are computed up to a
given order in powers of E [see Eqs. (27) and (28)].
(ii) The obtained expressions are inserted into the loop
integrals Eq. (41), which can now be evaluated analyti-
cally. (iii) The integrals are re-expanded in powers of Ω−1
up to the same order as for the E-expansion. The pre-
liminary E-expansion provides a great simplification that
renders the loop integrals analytically tractable. This in
turns makes it possible to expand the end result in powers
of Ω−1.
We perform this procedure in the following. We ex-
pand the Green functions in powers of E below and insert
them in the loop integrals in Sect. IVB. See in particu-
lar Eq. (49), where we obtain the RG flow equations,
and where the different contributions from each expan-
sion are identified. Additional details can also be found in
App. D 2. The end result is an asymptotic expansion that
is useful when Ω is larger than all the Fourier coefficients
of M(t) [defined below in Eq. (20)]. Indeed, the first is
a weak drive expansion that can be truncated when Ω
is large enough, i.e. when E  Ω. It contains however
no assumption on the magnitude of the n = 0 Fourier
mode of M(t). The second expansion can be truncated
when M0  Ω. This will be automatically the case in
our work, because we focus on the critical physics where
M0 is tuned to zero. The full asymptotic Ω−1 expansion
has three important advantages:(i) It greatly simplifies
the final RG flow equations. Compare Eq. (45) to (D18),
where the second step (Ω−1-expansion) is omitted. (ii) It
provides a single expansion parameter Ω−1, which con-
trols the effects of the drive. (iii) It contains the rotating
wave approximation as the limiting case Ω−1 = 0.
In this work, we are interested in the critical regime,
where M0  Ω. It is however possible to look at
the opposite regime within the weak drive expansion,
i.e. E  Ω  M0. An expansion in powers of M−10
can be obtained in the same way as our asymptotic Ω−1-
expansion. First, the weak drive expansion is performed.
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Then the loop integrals are computed, and, finally the
result is expanded in powers of M−10 . In this regime,
we find that, after the loop integrals are computed [see
e.g. Eqs. (D19) and (D18)], the terms of order En come
with a power of M−n−α0 , where α is the power of M
−1
that appears in the O(E0) term. Then, taking the limit
M0 →∞ effectively turns off the drive since the elements
of the weak drive expansion are suppressed. This means
that far away from the phase transition, where there is a
large mass, the drive only has a weak, entirely perturba-
tive effect.
D. Weak drive expansion of the Green functions
In this sub-section, we show how the Green functions
are expanded in powers of the drive amplitude. The
obtained expressions will be used later on to derive ap-
proximate RG flow equations for fast drives. Although
the calculation of Sect. III B provides a physical picture,
Eq. (24) can not be used directly because it was obtained
for a monochromatic drive and is not easily generalized.
Here, we write the Wigner Green functions Eq. (13),
as a perturbative series in En. We start with GR;n(ω).
The Floquet inverse propagator is written as a sum of
two matrices
G−1R (ω) = S + E . (25)
Snm = (ω+mΩ+M0)δnm is defined as the diagonal part
of G−1R (ω), and can be inverted straightforwardly, while
the effect of the drive is included in Enm = En−m. The
n = 0 part of G−1R;n is contained in M0 = K0p
2 + µ0. We
write the inverse of G−1R (ω) as
GR(ω) =
1
S
∞∑
N=0
(−1)N
[
E
1
S
]N
. (26)
We now truncate this expression to a finite order in E
and convert the outcome to the Wigner representation
order by order. To first order in E we have,
GR;n(ω) =
δn0
ω +M0
− En
(ω +M0)
2 − (nΩ2 )2 . (27)
The advanced Green function is obtained through the
relation GA;n(ω) = GR;−n(ω)∗. The Wigner Keldysh
Green function is obtained by truncating the expansion
of GR and GA [in Eq. (26)] independently, sandwiching
PK between the results [see Eq. (11)] and re-expanding
(in powers of E) at the end. Then Eq. (16) provides (to
first order)
GK;n(ω) = − iγδn0|ω +M0|2
+ iγ
En(ω +M
∗ + n2 Ω) + E
∗
−n(ω +M − n2 Ω)∣∣ω +M0 + n2 Ω∣∣2 ∣∣ω +M∗0 − n2 Ω∣∣2 . (28)
We stop at the first order here, but the second-order ex-
pansion, which we use in Sect. IVB, is given in Sect. C.
k∂kµ = k∂kg =
FIG. 5. Diagrammatic representation of the RG flow equa-
tions. We obtain the RG flow of the Fourier modes of the
couplings µn and gn Eq. (41), with 1-loop perturbation the-
ory. The external solid and dashed lines represent φ and φ˜
indexes respectively. In the loops, the solid and the dashed-
solid lines represents the Keldysh and Retarded/Advanced
Green functions respectively. The black dots represent the
coupling.
IV. DYNAMIC RG
In this section, we detail our RG approach to Flo-
quet dynamics. Our main result, which is explained in
Sect. IVC, is that the periodic drive actually destroys
criticality. Sects. IVA and IVB are dedicated to deriving
the appropriate RG flow equations with a very general ex-
pression being obtained in Sect. IVA [see Eq. (41)]. The
asymptotic Ω−1-expansion is carried out in Sect. IVB.
We start however by comparing our dynamic RG to
the traditional RG procedure and commenting on their
conceptual differences and technical similarities. Both
approaches are based on the idea of a mesoscopic effec-
tive description with an Ultraviolet (UV) cut-off in mo-
mentum space. Eq. (6) provides this description, which
is only valid on spatial scales larger than the inverse of
the UV momentum cut-off Λ. For example, 1/Λ is inter-
preted as a discrete lattice spacing or a small interaction
range below which the physics is more complicated.
An RG transformation is implemented by changing Λ
(i.e. integrating out high-momentum shells) and reab-
sorbing this change in effective couplings. Lowering Λ
to an effective running cut-off scale k, amounts to coarse
graining the small-scale degrees of freedom. The RG flow
equations enable the computation of an effective action
at any value of the running cut-off, starting from Eq. (6)
at k = Λ. This change is obtained via a differential
equation, where the derivative of the couplings with re-
spect to the running cut-off is given by loop integrals (see
Fig. 5). The cut-offs are a momentum scales and limit
the momenta available in the loop integrals. As we dis-
cuss below, there is no need to implement a cut-off in the
frequency integrals, which are unbounded.
The difference between traditional and dynamic RG
lies in the handling of the renormalization of the n 6= 0
Fourier modes. In static RG, only the effect of the drive
on the renormalization of the Fourier modes µ0 and g0
is accounted for, while in dynamic RG all the Fourier
modes µn and gn, are treated on an equal footing and
renormalized together. Fundamentally, the difference re-
sides in the handling of the frequency integrations. In
both cases, these are performed by closing the integral
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path in the complex plane and using the residue the-
orem. For this reason the poles of the Green functions
play an important role. As we discuss in Sect. III B, these
are located along a line in the complex plane with iden-
tical imaginary parts and real parts separated by integer
multiples of the drive frequency, ωn = −Kk2 − µ0 + nΩ,
see Fig. 4a. We see that these poles dictate the frequen-
cies that play an important role in the loop integrals.
In the RG approach to undriven systems, there is only
one pole (with n = 0). Then, the high frequencies do
not play an important role since only frequencies close to
ω0 = −Kk2 − µ0 contribute to the loop integrals. In the
dynamic RG however, there are infinitely many poles in
the first place, and arbitrarily high frequencies contribute
to the loop integrals. The Floquet formalism forces us to
consider all the poles on equal footing and there is no cut-
off on the frequency axis. The theory is coarse grained on
a spatial scale given by k, but fast scales (∼ Ω) remain
in the game. Although this is technically very similar to
undriven RG (find the poles and use residue theorem), it
is physically very different. Frequencies are only defined
modulo Ω in Floquet systems because their energy is not
conserved. For this reason arbitrarily high frequencies
(separated by integer multiples of Ω) contribute.
In particular, this plays an important role in the criti-
cal physics. As we see from Fig. 4a, the loop integrals are
convergent as long as Im(µ0) < 0. Fluctuations play an
increasingly important role as |Im(µ0)| decreases, and the
critical point is reached as Im(µ0)→ 0. When the system
is undriven this phenomenon takes place on large space
and time scales. Only the small momenta and frequen-
cies contribute significantly. In the presence of a periodic
drive however, the Floquet formalism forces the large fre-
quencies to play a role at criticality. More precisely, all
the poles contribute to the loop integrals with the same
degree of divergence, but different residues. This explains
how the effect of a very fast scale such as Ω is not aver-
aged out at large scales, and can still affect the critical
physics.
The IRD system is recovered if the limit Ω−1 → 0
is taken before the system is sent to its critical point.
Indeed, a rapid periodic drive has a small quantitative
effect as long as the system is gapped, because all the
poles introduced by the drive are subject to the same
gap, and are suppressed as Ω−1.
In the current work, we take the periodic drive into ac-
count within our dynamic RG approach. In addition, we
use a well-known loop expansion similar to [163]. This
provides access to the critical physics of a generic in-
teracting system in 4 −  spatial dimensions. This is a
systematic expansion in powers of  = 4−d that is equiv-
alent to the loop expansion at criticality. In particular,
the RG fixed point and its properties smoothly depend
on  [and are simple when  = 0, see Eq. (58)]. For this
reason we extend the applicability our our results down
to three spatial dimensions ( = 1). In contrast with
static approaches to RG e.g. [164–167], we include the
renormalization of all the Fourier modes of the couplings.
We therefore have a direct access to the time-dependent
physics (as opposed to averages over the drive period,
which are encapsulated in the n = 0 Fourier modes). Ac-
counting for these dynamic effects is actually an essential
feature of the mechanism that we uncover. Indeed, we
expect that, although Φ0 develops a finite expectation
value continuously as the phase transition is crossed, the
transition is actually first order because the higher-order
Fourier modes Φn 6=0, abruptly jump from being zero in
the symmetric phase to being finite.
The renormalization of periodically driven systems
was already undertaken in different situations. In par-
ticular the RG was used as a resummation-tool for
0d systems such as quantum dots [168–170], where
non-linearities were treated nonpertubatively, and single
molecules [171], where the RG was used to treat secu-
lar terms. These approaches did not focus on critical
physics. Alternatively, disordered 1d periodically driven
critical systems were studied in [164–167]. There the RG
was implemented either exactly [164, 165] or through
a Schrieffer–Wolff [172, 173] transformation [166, 167].
Both cases involve a static approach to RG where the
Floquet Hamiltonian is renormalized and used to infer
the critical properties of the system. Finally the period-
ically driven bosonic φ4 model was renormalized in [163]
within a momentum shell 1-loop approach. This is an
early dynamic RG approach where a very general time-
dependent interaction was included, and its effect on the
renormalization of the couplings is computed in a simpli-
fied way. This produces a set of RG flow equations that
lead to a break down of the underlying approximation,
which is interpreted as the signature of a crossover to a
state dominated by the drive.
In this work, we extend the analysis performed in [53]
by going to the next order in the asymptotic expansion
in powers of Ω−1. This has enabled us not only to check
that our result persists when the additional O(Ω−2) con-
tributions are included but also to further develop the
formalism put forward in [53]. Moreover we investi-
gate the following key questions: (i) Is there a Floquet
RG fixed point which drives a phase transition from the
IRD phase to another far from equilibrium phase (see
e.g. [95, 121, 166, 167, 174–176])? Such a fixed point
would implicate the drive in an essential way and would
be fundamentally impossible to observe at (or close to)
thermal equilibrium. Including O(Ω−2) terms provide
an opportunity for competition between these and the
O(Ω−1) terms, which could yield a new fixed point. We
do not find any new fixed point within the 1-loop ap-
proximation. We interpret this as a strong hint that
such a new fixed point does not exist in the regime of
large driving frequencies. (ii) The new critical exponent
that emerges at O(Ω−1) takes a particularly simple form
νd = 1/(4 − d). Is this the leading term in the Ω−1
asymptotic expansion with further corrections at smaller
values of Ω? We find a different picture, where the terms
of O(Ω−2) produce additional couplings that each come
with their own new exponent [see Eq. (61)], but no ex-
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ponent depends on the non-universal scale Ω.
A. General RG flow equations
In this sub-section, we perform perturbation theory to
1-loop order in the presence of a periodic drive. The main
result is Eq. (41), where loop integrals are given in terms
of the Wigner Green functions. The only approximation
leading to Eq. (41) is the loop expansion (in turn con-
trolled by the -expansion). The effects of the drive are
not approximated yet.
Our theory is defined through its microscopic action
Eq. (6), which can be used to compute correlation func-
tions such as,
〈A〉 =
ˆ
DΛ[φ, φ˜] eiSA . (29)
A represent a generic observable, which is typically a
product of fields φ and φ˜. For example GR(t, t′) is ob-
tained with A = −iφ(t)φ˜∗(t′) [see Eq. (10)]. The integral
measure
DΛ[φ, φ˜] ∼ Π
ω,p<Λ
dφ(ω,p)dφ˜(ω,p) , (30)
and the momentum integrals of Eq. (6) are cut off at a
large momentum scale Λ, which we denote as the UV
cut-off.
We start by defining the flowing effective action Γk
which encodes the coarse graining inherent to the RG.
Γk functions just like the microscopic action S, although
with the momenta p > k being integrated out. Γk is de-
fine precisely in Eq. (32), but can be represented schemat-
ically through
ˆ
DΛ[φ, φ˜] eiS =
ˆ
Dk[φ, φ˜] eiΓk . (31)
I.e. Fourier modes with momenta up to k < Λ remain
part of the functional integration, and the rest is incor-
porated in Γk. k is the running cut-off that decreases
along the RG flow, thus including fluctuations on increas-
ingly larger spatial scales. In order to compute Γk, we
use an exact representation of the RG flow as a starting
point. We emphasize however that the RG flow equations
Eq. (41) can be equivalently obtained in a traditional mo-
mentum shell loop expansion [124–126], of course taking
into account the Floquet structure. See App. E, where
we recover the WF fixed point to leading order in the
 = 4 − d expansion from Eq. (41). In this exact repre-
sentation, the renormalization of S (i.e. the change of Γk
with k) is given by Wetterich’s flow equation [177]
k∂kΓk =
i
2
Tr
[
k∂kRk
Γ
(2)
k +Rk
]
. (32)
Γk is identified with S at large values of k, ΓΛ = S, and
Γ
(2)
k is the second field derivative of Γk which has two
sets of (field, space and time) indexes and depends on
the fields φ and φ˜. The trace as well as the inversion and
multiplication by k∂kRk in Eq. (32) are functional. They
contain a sum over the discrete indexes and integrals over
the continuous ones (see App. D 1). Rk is a cut-off oper-
ator that we will specify below. It is diagonal in Fourier
and Floquet spaces, and is a function of momentum that
is large for p  k and small otherwise. The role of Rk
is to suppress fluctuations on momentum scales smaller
than k. Eq. (32) is a non-linear functional differential
equation for Γk. It does not contain any approxima-
tion and (together with the initial condition ΓΛ = S),
it provides an alternative, equivalent functional differen-
tial representation complementing the functional integral
representation of Eq. (29).
In order to solve Eq. (32) we must pick an approxima-
tion scheme and a cut-off operator. We choose a sharp
cut-off operator. I.e. Rk is zero for p > k and infinity oth-
erwise. Moreover, we resort to traditional perturbation
theory to 1-loop order. The corresponding RG flow equa-
tion is obtained from Eq. (32) by neglecting the derivative
of Γ(2)k with respect to the running cut-off on the right-
hand side [178–180] and including a single momentum
shell in the trace,
k∂kΓk = − i
2
Tr
{
Log
(
Γ
(2)
k [φ˜, φ]
)}
k
. (33)
The Tr{. . . }k contains a loop integration over all frequen-
cies and discrete field indexes, but the momenta have a
fixed modulus given by p = k, see Eq. (D7). This restric-
tion is a result of the sharp cut-off operator. Eq. (33) can
be interpreted as integrating out momentum shells one
after the other as k is lowered from Λ to zero. Indeed, it
can be recast as
Γk−dk = Γk + dk
i
2
Tr
{
Log
(
Γ
(2)
k [φ˜, φ]
)}
k
, (34)
for dk infinitesimal. The similarity to 1-loop perturba-
tion theory is now apparent. Indeed, the right-hand side
of this equation can be rationalized within perturbation
theory, by integrating out fluctuations within a momen-
tum shell [k− dk, k], however with the RG improvement
S → Γk in the argument of the trace-log term, turning
the perturbative formula into an exact equation [177].
RG flow equations are obtained for the different cou-
plings by expanding Eq. (33) in powers of φ and φ˜ and
identifying the expansion coefficients on both sides. We
focus on the terms of order 2 and 4. The flowing inverse
retarded Green function is defined as8
δ2Γk
δφ˜∗(t)δφ(t′)
∣∣∣∣
Φ=0
= G−1R (t, t
′) , (35)
8 Here and in the following, we often omit the k index in order to
shorten the notation.
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and the flowing two-body coupling is
δ4Γk[φ, φ˜]
δφ˜∗(t1)δφ∗(t2)δφ(t3)δφ(t4)
∣∣∣∣∣
Φ=0
= Γ(4)(t1, t2, t3, t4). (36)
The RG flow of G−1R (t, t
′) and Γ(4)(t1, t2, t3, t4) are ob-
tained by taking two and four derivatives of the right-
hand side of Eq. (33) respectively, and evaluating the
result at zero field,
k∂kG
−1
R (t, t
′) = − i
2
Tr
{
G
δ2Γ(2)
δφ˜∗(t)δφ(t′)
}
k
∣∣∣∣∣
Φ=0
, (37)
and similarly for k∂kΓ(4)(t1, t2, t3, t4). The right-hand
side of the above equation is the trace of the product
of the matrix of Green functions G = 1/Γ(2)[Φ = 0],
[see Eq. (6), where Γ(2) is the matrix in the first term of
Eq. (11)] with the second field derivative of Γ(2), and is
evaluated at zero field Φ = 0. There is no term with three
derivatives of Γk, because these vanish when Φ = 0. The
flow of G−1R (t, t
′) and Γ(4)(t1, t2, t3, t4) are represented
diagrammatically in Fig. 5, with the lines representing
different elements of the G matrix and the vertices rep-
resenting the interaction.
The RG flow of µ and g can be extracted from these
equations by integrating them over their relative space
and time variables (or equivalently setting the external
momenta and frequencies to zero). The flowing dissipa-
tive mass µk, is defined as
µk(t) =
ˆ
τ
ˆ
r
Γ
(2)
k
(
t+
τ
2
,x+
r
2
, t− τ
2
,x− r
2
)
, (38)
which coincides with µ(t) at k = Λ. The RG flow of µk is
then obtained by taking the derivative of Eq. (38) with
respect to the running cut-off k, and inserting Eq. (37)
on the right-hand side. The RG flow of the interaction
parameter gk(t) is obtained in a similar way (see App. D 1
for additional details).
We see that the flow of G−1R (t, t
′) [right-hand side of
Eq. (37)] is a (non-linear) function of the couplings µ and
g. Indeed, the right-hand side of Eq. (37) is obtained
from G, which is the inverse of Γ(2), G−1 = Γ(2). For
µ and g given, Γ(2) is readily obtained, because it takes
the same form as the second field-derivative of the ac-
tion S, Eq. (6) (at 1-loop), and is thus linear in µ. Then
computing the flow of G−1R (t, t
′) is a matter of inverting
Γ(2) to obtain G. This is where the Floquet formalism
[and Eq. (15)] will become very useful. For given time-
dependent couplings µ(t) and g(t), the loop integrals are
computed in three steps: (i) Γ(2) is computed from µ(t)
[see Eq. (38)]. (ii) G is computed from Γ(2) with the
Floquet formalism [and Eq. (5)]. (iii) Everything is as-
sembled according to the right-hand side of Eq. (37) (or
Fig. 5) and the frequency integrals are performed. This
is where g(t) enters.
1. Real-time representation
At 1-loop, the flow of G−1R (t, t
′) is quite simple: Only
the dissipative mass is renormalized. Then, we can insert
Eq. (5) on the left-hand side of Eq. (37), integrate over
τ and obtain,
k∂kµ(t) = −2iSdkdg(t)GK(t, t) . (39)
Sd = 2pi
d/2/[(d/2− 1)!(2pi)d] is the area factor that
emerges from the momentum integration. Similarly, we
obtain the flow of g as (see App. D 1)
k∂kg(t)=4iSdkdˆ
τ
g(τ)g(2t−τ)GR(τ, 2t−τ)GK(τ, 2t−τ)
+8iSdkdˆ
τ
g(2t− τ)g(τ)∗GA(τ, 2t− τ)GK(2t− τ, τ)
+8iSdkdˆ
τ
g(2t−τ)g(τ)GR(2t−τ, τ)GK(τ, 2t−τ). (40)
These equations are written in terms of the Retarded,
Advanced and Keldysh Green functions. The matrix
multiplication and traces in the Keldysh sector have been
performed. The only remnant of the trace of Eq. (33) is
the integration over τ in the second equation. Here and in
the following, the RG flow equations involve Green func-
tions evaluated at p = k, which (after including the k-
dependence) are given by Eq. (11). The Green functions
that appear here are analogous to the Green functions
discussed in Sect. IIIA, with the only difference that p is
replaced by k and µ by µk, as a consequence of the RG
procedure.
The two above equations provide a real-time represen-
tation of the RG flow equations. They describe the coarse
graining of the entire time dependence of µ(t) and g(t).
The periodicity of the drive is actually not included here,
and no assumption or approximation is made with re-
spect to the drive frequency. This representation of the
RG flow equations is very general and can be used, for
example, also a basis for an adiabatic expansion, i.e. in
the opposite limit to the one considered here (see App. A
and [181]). It is however not the most efficient repre-
sentation for our purpose, because the periodicity of the
drive is not built in. Moreover, it is difficult to use with-
out an additional approximation, because the relation
between the coupling µ and the Green functions is not
yet worked out. This relation stems from the first equa-
tion of Eq. (15), where G−1 = Γ(2) is a known functional
of µ. For a general time dependence of the couplings, it
can be an extremely complex relation.
2. Wigner representation
We incorporate the periodicity of the drive in the real-
time RG flow equations Eqs. (39) and (40) by converting
the Green functions to their Wigner representation and
including the time-periodicity of g. Inserting Eqs. (7)
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and (12) into Eqs. (39) and (40) provides the following
set of coupled RG flow equations for µn and gn,
k∂kgn = 2iSdkd
∑
m1,m2
m3,m4
gm4δn,m1234
ˆ
ω
×
{
GR;m1(ω, k)GK;m2
[
−ω − m3 −m4
2
Ω, k
]
gm3
+ 2GA;m1(ω, k)GK;m2
[
ω − m4 −m3
2
Ω, k
]
(g−m3)
∗
+ 2GR;m1(ω, k)GK;m2
[
ω − m3 −m4
2
Ω, k
]
gm3
}
,
k∂kµn = −2iSdkd
∑
m
ˆ
ω
gmGK;n−m(ω, k) . (41)
m1234 =
∑4
i=1mi, and δij is the Kronecker delta. As be-
fore the right-hand sides of these equations are non-linear
functions of µn and gn. The complexity of these functions
stems from the relation between the couplings and the
Green functions Γ(2) = G−1, where Γ(2) depends on µn
linearly. We will reduce this complexity with our asymp-
totic Ω−1-expansion in Sect. IVB. Eq. (41) provides a set
of differential equations for the effective couplings as the
running cut-off k is lowered. They are obtained to first
order in perturbation theory and with momentum shell
RG [124–126].
Our main result [based on Eq. (49)] will be derived
from this representation. We reiterate that the Wigner
Green functions have the advantage of exploiting the Flo-
quet formalism (and thus incorporating the periodic drive
automatically) while retaining an infinite frequency range
to integrate over. This makes it possible to treat (and in-
terpret) the loop integrals in a way that is standard for
undriven problems.
3. Floquet representation
We give a third representation of the flow equations
before we perform the asymptotic Ω−1-expansion. To
this end we define the sets of matrices
[gˆn]rs = gn+r−s , [gˆ
∗
n]rs = (gs−r−n)
∗ . (42)
gˆn represent the nth matrix and r and s are its elements.
These matrix elements are given in terms of the Fourier
modes of the coupling gn. The flow equations can be
written in terms of these matrices and the Floquet rep-
resentation Eq. (14), of the Green functions as
k∂kµn = −2iSdkd
 
ω
tr{GK(ω, k) gˆn} , (43)
and the flow of gn is given by
k∂kg2r = 2iSdkd
 
ω
tr
{
G˜R(ω)gˆrGK(−ω)gr
}
+ 2 tr{[gˆrGR(ω) + g∗rGA(ω)] gˆrGK(ω)} , (44)
if n is even and
k∂kg2r+1 = 2iSdkd
ˆ 0
−Ω/2
tr
{
gˆr
[
G˜R(ω)gˆr+1GK
(
− ω − Ω
2
)
+ 2GK
(
ω +
Ω
2
)[
gˆ∗r+1GA(ω) + gˆr+1GR(ω)
] ]}
+ 2iSdkd
ˆ Ω/2
0
tr
{
gˆr+1
[
G˜R(ω)gˆrGK
(
− ω + Ω
2
)
+ 2GK
(
ω − Ω
2
)
[gˆ∗rGA(ω) + gˆrGR(ω)]
]}
,
for n odd. We use G˜R,m1m2(ω) = GR,−m2,−m1(ω).
The traces and matrix multiplications in these equa-
tions involve the Floquet indexes only, tr{AB} =∑
nmAnmBmn, and the frequency integrals are restricted
to a finite interval bounded by ±Ω/2. This representa-
tion can be useful for numerical implementations of the
RG flow, where the full Ω dependence can be captured by
truncating all the matrices to a finite number of Fourier
modes. It is however not as transparent analytically.
B. Simplified RG flow equations
We now discuss how the RG flow equations Eq. (41),
can be simplified in the presence of a fast drive. We
start by obtaining general equations to O(Ω−1), Eq. (45).
Next we further simplify the RG flow equations by choos-
ing purely imaginary couplings. This simplification al-
lows us to include the terms up to O(Ω−2) [leading
to Eq. (49)], and eventually confirms the picture that
emerges at O(Ω−1). Finally we choose a monochromatic
drive and obtain Eq. (52).
1. Asymptotic O(Ω−1)-expansion
As we have discussed in Sect. III B, the drive produces
infinitely many poles in the Green functions that must all
be taken into account, since they all produce divergences
of the same order. This can be done systematically within
the asymptotic Ω−1-expansion, where we identify all the
terms at a given order (and lower) in Ω−1 and neglect
the rest. See Sect. III C for details on how this expansion
is performed. For general couplings, and to order Ω−1,
the asymptotic expansion of the RG flow equations is
obtained by inserting Eqs. (28) and (27) into Eq. (41)
k∂kµn = − Sdk
dγ
Im(M0)
(
gn +
iXn
Ω
)
,
k∂kg2r =
Sdk
dγ
Im(M0)
×
{[
gr
2M0
+
gr − (g−r)∗
iIm(M0)
](
gr +
iXr
Ω
)
+
Y2r
Ω
}
,
k∂kg2r+1 =
Sdk
dγ
Im(M0)
Y2r+1
Ω
. (45)
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Here and in the following we use M0 = K0k2 + µ0. Yn
and Xn are the pre-factors of the O(Ω−1) corrections
Xn = i
∑
m6=0
gn−m
(
µm − µ∗−m
)
m
,
Yn = 4
∑
m 6=−n/2
gn+m(gm)
∗
2m+ n
. (46)
We see from Eq. (45) that even and odd Fourier modes
are not renormalized in the same way. For any given
microscopic drive, Fourier modes with arbitrarily high
values of n are generated by the RG. We see however
that the RG preferentially doubles the drive frequency
by generating mode n = 2r from mode n = r already at
O(Ω0). See App. D 2 for additional details.
2. Imaginary couplings and O(Ω−2) corrections
It was observed in [115–117] for time-independent cou-
plings (IRD limit) that the critical physics is governed
by a fixed point with purely imaginary couplings. The
real parts of the couplings flowing to zero is a signal of
the full decoherence that emerges on large scales, where
the dynamics is purely dissipative. We expect this phe-
nomenology to be applicable to the present case, and
therefore neglect the real parts to begin with. This pro-
vides a great simplification and has enabled us to include
corrections up to order Ω−2. In this way, we will not be
able to recover the new exponent measuring decoherence
[115–117] (or investigate the effect that the periodic can
have on it), but this is a 2-loop effect that can not be cap-
tured by our current 1-loop approach anyway. The imag-
inary couplings provide real parameters that can be used
to represent the system’s phase diagram. In particular
this means that we can think of the n = 0 Fourier mode
Im(µ0), as a dissipative mass that triggers the phase tran-
sition when it is lowered below a threshold (see Fig. 7a).
Purely imaginary couplings are given by K = iKI ,
µ(t) = iµI(t) and g(t) = igI(t), with KI , µI(t) and gI(t)
real in the time domain. Then the Fourier modes of the
couplings are complex numbers that satisfy
µI−n = (µ
I
n)
∗ , gI−n = (g
I
n)
∗ . (47)
As can be checked from Eq. (45), in the case of purely
imaginary couplings, no real parts are generated by the
RG. This is related to the following symmetry of the
mesoscopic action
φˆ(t) = φ(t)∗ , ˆ˜φ(t) = −φ˜(t)∗ , (48)
that is realized when the couplings are all imaginary.
Physically, this is interpreted by the fact that no re-
versible dynamics can emerge out of purely dissipative
dynamics (except in topologically non-trivial systems at
the boundary [182]). The corresponding flow equations
are:
k∂kµ
I
n=
Sdk
dγ
M I0
[
4M I0Rn
Ω2
−gIn
(
1 +
4M2
Ω2
)
−Xn
Ω
+
2Sn
Ω2
]
,
k∂kg
I
2r =
5Sdk
dγ
2[M I0 ]
2
{
gIr
[
gIr
(
1 +
23M2
10Ω2
)
+
Xr
Ω
− 3Sr
10Ω2
]
+
X2r
2Ω2
}
+
40Sdk
dγ
Ω2
[
G2r − Q2r
2M I0
− g
I
rRr
2M I0
]
,
k∂kg
I
2r+1 =
40Sdk
dγ
Ω2
[
G2r+1 − Q2r+1
2M I0
]
. (49)
The drive is encapsulated into the drive parameters that
depend on µn and gn,
Xn = −2i
∑
m 6=0
µImg
I
n−m
m
, Rn =
∑
m6=0
µImg
I
n−m
m2
,
M2 =
∑
m 6=0
µImµ
I
−m
m2
, Gn =
∑
m6=n/2
gImg
I
n−m
(−2m+ n)2 ,
Sn =
∑
m1 6=0,m6=0
m1+m 6=0
µImµ
I
m1g−m−m1+n
mm1
,
Qn =
∑
2m6=n,2m1 6=n
m+m1 6=n
µIn−m−m1g
I
mg
I
m1
(2m− n)(2m1 − n) . (50)
Here Xn is the same as the one defined in Eq. (46), but
with the purely imaginary couplings inserted. There is
no term with Yn in Eq. (49) because Yn = 0 when the
couplings are purely imaginary. See App. D 2 for further
details on the derivation of Eq. (49).
The above equations result from a double expansion:
First the Green functions are expanded in powers of µn6=0
up to order 2, then the resulting loop integrals are ex-
panded in powers of Ω−1. See Sect. III C for the details.
This structure is visible in the above equation: The Ω−1-
expansion of the terms of O(µ0n 6=0) starts at O(Ω0). This
produces the terms with gn and Gn above. The expan-
sion of the O(µn 6=0) terms starts at O(Ω−1) and produces
the terms with Rn, Xn and Qn. Finally, the expansion
of the O(µ2n 6=0) terms starts at O(Ω−2) and produces the
remaining terms.
The above equations are the result of a double per-
turbative expansion. Eq. (41) is controlled for a weak
coupling. More precisely, it is systematic to order one
in the  = 4 − d expansion. As in a standard φ4 anal-
ysis, our results depend smoothly on  and the critical
physics is exactly captured for d = 4. Then we can (at
least qualitatively) extend our results down to d = 3.
Eqs. (45) and (49) are the result of a further asymptotic
expansion in powers of Ω−1 and are systematic to order
1 and 2 respectively. Our results are therefore systematic
to O()×O(Ω−2).
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3. Monochromatic drive
We now choose a specific model, where the drive is
monochromatic. The microscopic couplings (at k = Λ)
are chosen to be [see Eq. (47)]
µ = i
(
µI0 + µ
I
1 e
iΩt + (µI1)
∗ e−iΩt
)
,
g = i
(
gI0 + g
I
1 e
iΩt + (gI1)
∗ e−iΩt
)
, (51)
with µ1 and g1 complex valued. Then the RG flow equa-
tions can be greatly simplified. In particular we can focus
on the flow of µI0 and gI0 and write simplified flow equa-
tions for the drive parameters M2, X0, S0, R0, G0 and
Q0. These parameters are all real for purely imaginary
couplings and quantify the importance of the drive since
they vanish together with the drive amplitude. X0, which
was already identified in [53], is the only drive parameter
that remains at O(Ω−1). The simplified equations are
obtained by inserting Eq. (49) into the derivatives of the
drive parameters with respect to the running cut-off. A
detailed analysis (that is done in App. D 2) of the differ-
ent terms that emerge provides
k∂kM2 = −2Sdk
dγ
M I0
R0 k∂kU = k∂kX0 = k∂kG0 = 0
k∂kS0 = −5Sdk
dγ
2[M I0 ]
2
U k∂kR0 = −4Sdk
dγ
M I0
G0 , (52)
with Q0 = 0 and U given in Eq. (D24). The details on
their derivation are given in App. D 3. Together with
Eq. (49), these equations are reduced to the flow equa-
tions used in [53], when they are truncated to O(Ω−1).
For a monochromatic drive, the drive coefficients can
be related to the complex phases and amplitudes of µI1
and gI1
µI1 = |µI1|eiθµ , gI1 = |gI1 |eiθg . (53)
The amplitudes |µI1| and |gI1 |, provide the amplitude of
the oscillations and the complex phases θµ and θg, the
phase of the time dependence of the couplings. Indeed,
inserting the above equation into Eq. (51) provides
µI(t) = µI0 + 2|µI1| cos(Ωt+ θµ) ,
gI(t) = gI0 + 2|gI1 | cos(Ωt+ θg) . (54)
In turn, inserting Eq. (51) in Eq. (50) provides simpler
expressions for the drive coefficients
X0 = 4Im(µI1[g
I
1 ]
∗) , R0 = 2Re(µI1[g
I
1 ]
∗) ,
M2 = 2
∣∣µI1∣∣2 , G2 = 12 ∣∣gI1∣∣2 ,
S0 = 0 , U = −2Re([µI1[gI1 ]∗]2) . (55)
With Eq. (53), we see that only the difference between
the two phases θµ − θg appear in the RG flow equations.
For example, we have X0 = 4|µI1||gI1 | sin(θµ − θg). This
expresses the fact that the Floquet steady state is un-
changed if the time dependences of all the couplings are
shifted together.
We emphasize that the above equation provide the mi-
croscopic (monochromatic) drive parameters at the be-
ginning of the RG flow. As scales are integrated out,
higher order Fourier modes are generated and the sums
in Eq. (50) must be accounted for (see App. D 2).
C. Critical physics
In the IRD limit, our system undergoes a second order
phase transition as the dissipative mass Im(µ0) is lowered
below a critical value. We will see in this sub-section,
that the inclusion of even a weak drive has a dramatic
effect on this transition: In the presence of a periodic
drive a new scale enters, and it becomes impossible for
the correlation length to diverge.
1. Re-scaling
Second order phase transitions and critical physics
are characterized by scaling solutions to the RG flow
equations. The physics is fully scale invariant (and the
correlation length is infinite) if the flowing couplings
are proportional to powers of the running cut-off scale:
µn ∼ kDµn and gn ∼ kDgn . The exponents Dµn and Dgn are
the scaling dimensions of the couplings. Furthermore,
the critical physics (with a large yet finite correlation
length) can be extracted from the reaction of the flow
to small perturbations of these scaling solutions. These
take a particularly simple form when they are written
in terms of the rescaled couplings: µˆn = µnk−D
µ
n and
gˆn = gnk
−Dgn . The above scaling solutions turn into a
fixed point (for µˆn and gˆn), where the flow of the rescaled
couplings stops. Different fixed points (i.e. universality
classes) can have different scaling dimensions and there-
fore correspond to different rescaling choices.
The scaling dimensions are computed from the RG
flow equations. It is convenient to write the scaling di-
mensions as a sum of their canonical dimensions, and
an anomalous correction. The canonical dimensions are
fixed and given by the canonical scaling at the Gaussian
fixed point, where the spatial and temporal coordinates
are rescaled as qˆ = q/k and ωˆ = ω/(KIk2). In the IRD
case (and at equilibrium) the relevant fixed point is the
interacting Wilson–Fisher (WF) fixed point (see App. E).
There the anomalous dimensions vanish at 1-loop order
in perturbation theory. In this work, we are interested in
the effect of the drive on the IRD criticality and therefore
extend this WF rescaling to all the couplings
µˆn = k
−2 µ
I
n
KI
, gˆn = k
d−4 γg
I
n
4[KI ]2
. (56)
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Then we also rescale Ωˆ = Ω/(KIk2), and the flow equa-
tions are given by
k∂kµˆ0 = −2µˆ0 − 4Sd
[
gˆ0 (1 + 4m) + x− 2s
1 + µˆ0
− 4r
]
,
k∂kgˆ0 = −gˆ0 + 10Sd
[
16g − 8gˆ0r
1 + µˆ0
+
gˆ0 [gˆ0 (10 + 23m) + 10x− 3s] + 5x2
10(1 + µˆ0)2
]
,
k∂ku = −2u , k∂ks = −s− 20Sdu
(1 + µˆ0)2
,
k∂kx = −x , k∂kr = (d− 2)r − 16Sd
1 + µˆ0
g ,
k∂kg = (2d− 4)g , k∂km = − 8Sd
1 + µˆ0
r , (57)
with  = 4 − d. The rescaled drive parameters are
obtained by inserting Eq. (56) [and Ωˆ = Ω/(KIk2)] in
Eq. (50). They are given explicitly in Eq. (F1). This
choice of rescaling produces flow equations, where neither
the running cut-off scale nor γ nor KI appear explicitly.
We emphasize that this choice is tailored to capture
the rapidly driven system close to the IRD criticality,
i.e. close to the corresponding WF fixed point. It would
not be a good choice to look for a new hypothetical non-
equilibrium Floquet fixed point, which could describe a
second order phase transition at a finite drive frequency.
We see no indication of such a fixed point in our flow
equations. Yet, a hypothetical perturbatively (in Ω−1)
inaccessible fixed point cannot be fully excluded based
on our 1-loop analysis. In this case however, we do not
expect it to play a role in the present regime of asymptot-
ically large Ω. Indeed, such a fixed point would depend
on the drive frequency as a fixed parameter, because Ω
enters in the discrete time-translation invariance of the
system, and can thus not be renormalized. Then the
fixed point couplings (such as µ∗ and g∗) would take ex-
treme values when Ω−1 is very small. This means that
the RG flow would need to bring the system across a
wide range of couplings before this fixed point is felt. In
summary, such a Floquet criticality could only play a role
at asymptotically large scales when Ω is asymptotically
large.
2. Critical exponents
We find that, in the IRD limit, the RG flow equations
Eq. (57), coincide with the known equilibrium RG flow of
O(2) models (see App. E). In particular Eq. (57) contains
a single fixed point, where all the drive parameters vanish
and
µˆ0 = µˆ
∗ ∼= − 
5
, gˆ0 = gˆ
∗ ∼= 4pi
2
5
, (58)
µˆ
x
gˆ
−→v1
−→v8
−→v2
FIG. 6. The RG flow at x = 0 is represented with the WF
fixed point (red dot) in the middle. The colored arrows repre-
sent the eigenvectors of the stability matrix. −→v1 (blue, point-
ing in the lower-left direction) and −→v8 (red, left) are the rel-
evant directions, and −→v2 (green, lower-right) is irrelevant11.
The phase boundary is the plane generated by −→v2 and −→v8 . A
non-vanishing value of x shifts the location of the transition,
because −→v8 is not perpendicular to −→v1 and −→v2 .
to order O(). This is the WF fixed point9. The finite
drive frequency plays an important role by providing ad-
ditional couplings that destabilize the WF fixed point
and eventually prevents the RG flow from ever reaching
it. We start by describing this mechanism qualitatively
and explain how the drive can produce a finite correlation
length even when the equilibrium couplings are tuned to
criticality. Quantitative predictions and a precise consis-
tency with the result of [53] will come next.
When the system is tuned to the critical region of the
phase diagram, the RG flow takes the system very close
to its fixed point, where it stays for a wide range of values
of the running cut-off scale: k ∈ [k0, k1], with k0  k1
by definition of the critical region (see Fig. 6). Both the
first (with Λ > k > k1) and last (with k0 > k) parts
of the flow are not universal. Large and small values of
k characterize the small- and large-scale physics respec-
tively. The physics is critical when there is a wide range
between these two extremes. In particular, tuning the
system to its critical point is equivalent to sending k0
to zero and extending the scale-invariant regime to arbi-
trarily large scales. We will identify k0 with the system’s
correlation length ξ ∼ k−10 , because it provides a scale
beyond which non-universal physics kicks in. Then ξ di-
verges as the system is tuned to the critical point and
the scaling of ξ with the distance to criticality is directly
related to the rate at which the RG flows away from its
fixed point.
Quantitative predictions are obtained by looking at the
flow close to its fixed point. To this end we define the
following vector
−→
G = (µˆ0 − µ∗, gˆ0 − g∗,m, r, g, s, u, x) , (59)
9 These values coincide with the equilibrium fixed point, but there
is a universal fine structure in the approach to it.
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which denotes the displacement from the WF fixed point
in the space of couplings. The critical physics is fully
characterized by the RG flow close to this fixed point. For
this reason we focus on systems where the coordinates of−→
G are small, and linearize the RG flow
k∂k
−→
G = M
−→
G . (60)
M is the stability matrix of the flow equations evalu-
ated at the WF fixed point, which can be extracted from
Eq. (57). Its eigenvalues provide the escape rate of the
RG flow from the fixed point. We find that it is an upper-
triangular matrix (see App. F), so that its eigenvalues can
be read off its diagonal. They are [to O()]
−→
λ =
(
−2 + 2
5
,  , 0 , 2−  , 4− 2 ,− ,−2 ,−
)
. (61)
The stability matrix must have an upper-triangular
structure at the fixed point. Indeed, when all the drive
coefficients vanish at the beginning of the RG flow (as is
the case in the IRD limit), then they are zero for the en-
tire flow. Close to the fixed point this is reflected in the
upper-triangular structure of M , which imposes that, if
the drive coefficients vanish on the right-hand side, then
they do not change as k is lowered. Here we will also
benefit from the fact that M is fully upper-triangular.
This will be used later to easily show that criticality can
only emerge when s = u = x = 0.
In particular, IRD criticality together with the corre-
sponding divergence of the correlation length ξ ∼ |∆|−ν
is fully contained in Eq. (61). The mass gap, ∆ repre-
sents the distance to the critical point in the IRD limit.
This is a result of the upper-triangular block structure
of M . Indeed, in the IRD limit it is possible to leave
the drive coefficients out of the problem and restrict M
to its upper-left block, which is a 2 × 2 matrix. Then
the critical exponents are the first two entries in Eq. (61)
λ1 = −2 + 25 and λ2 =  (see App. E). In that case, the
fixed point is made unstable by the negative (so-called
relevant) eigenvalue λ1. In the critical region the cou-
plings eventually flow away from the fixed point as k is
lowered (see Fig. 6) unless the system is tuned to hit it
exactly. This identifies the phase boundary as a separa-
trix between the two attractive (under RG) regions of the
parameter space. We use ∆ to denote the distance from
the phase boundary in the IRD limit10 and find that the
flow behaves as |−→G | ∼ |∆| kλ1 for k1  k ≥ k0. The run-
ning cut-off scale where the flow leaves the vicinity of the
fixed point is k0 and is extracted by setting |−→G(k0)| ∼ 1.
Identifying the correlation length with the inverse of this
scale ξ ∼ 1/k0, leads to the well-known scaling ξ ∼ |∆|−ν
with ν = −1/λ1 ∼= 1/2 + /10 [124].
10 At equilibrium, ∆ = (T − Tc)/Tc would be the reduced temper-
ature.
We now return to the rapidly driven system, where the
above argument has to be generalized. In the presence
of a drive all the eigenvalues of M become available, and
there are 4 negative eigenvalues. The fixed point is there-
fore greatly destabilized, and 4 independent couplings
have to be tuned to a specific value for ξ to diverge. Our
main result is based on the fact that (as we show below)
this tuning amounts to either setting the drive amplitude
to zero or, equivalently, going to the IRD limit.
It can be seen from the stability matrix Eq. (F2), that
the fixed point can only be reached when s = u = x = 0.
Indeed, the solution of the flow equations is
−→
G =
8∑
i=1
ci(k)
−→vi , ci(k) = ci
(
k
Λ
)λi
, (62)
close to the fixed point. This equation is obtained by
using the eigenvectors of the stability matrix −→vi , to rep-
resent the flow11. ci are the projections of
−→
G(Λ) onto−→vi . They depend on the microscopic couplings and can
be used to label the position of the system in the phase
diagram. The upper triangular form of M [see Eq. (F2)]
makes it possible to straightforwardly compute the ci’s
as functions of the underlying couplings used in Eq. (59).
In particular, we find that c8 is proportional to x, that
c7 is a linear combination of x and u, and that c6 is a
linear combination of x, u and s. If c678 = 0, then also
x = u = s = 0. c678 (and c1) are the coefficients that are
associated to negative eigenvalues, and are therefore rele-
vant couplings. This implies that the fixed point can only
be reached (and therefore the correlation length only di-
verge) if s, u and x are set to zero. In that case we recover
IRD criticality as discussed above.
The above IRD argument leading to an estimation of
the correlation length can be directly generalized to the
driven case. Indeed, the only effect of the drive is to
provide additional flow directions along which the WF
fixed point is unstable (see Fig. 6). Then, the scale k0 ∼
ξ−1 is defined as before as the value of the running cut-off
scale where the flow leaves the vicinity of the fixed point
k0 = ΛMax
[
|c1|ν , |c6|1/λ6 , |c7|1/λ7 , |c8|1/λ8
]
. (63)
We see that the drive introduces multiple scaling regimes.
We illustrate this by going back to O(Ω−1), where all
the drive coefficients but x drop out. Then only c1 and
c8 (with λ1,8) remain in the above equation, and c8 ∼
x. We find that for |c1| large enough, we have |c1|ν >
|c8|1/λ8 and the correlation length scales as ξ ∼ |c1|−ν .
Then the IRD scaling, ξ ∼ |∆|−ν is recovered when ∆ is
11 The eigensystem is defined as M−→vi = λi−→vi . The eigenvalues
and eigenvectors are labeled from i = 1 to i = 8 in the specific
order of Eq. (61), because this choice makes the stability matrix
upper-triangular [see Eq. (F2)]. For this reason x is associated
with λ8 and −→v 8.
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large enough (see App. F). When |c1| decreases however,
|c8|1/λ8 takes over and the correlation length scales as
ξ ∼ |x|−1/. The only way to have ξ → ∞ as c1 → 0 is
to set x = 0.
Moreover, we can estimate the point at which the sys-
tem crosses over from one scaling to another by equating
the correlation lengths in the two regimes. We find that
this happens when |c1|ν ∼ x1/ (see Fig. 7a). We can
picture this as the critical phase boundary being blurred
as a result of the system being rapidly and periodically
dragged across the phase transition. Indeed, when the
system is tuned to the phase boundary, the dissipative
mass vanishes on period average, but retains oscillating
components because of the drive [see Eq. (1)]. These in
turn allow for the system to exhibit a finite correlation
length even when ∆ = 0.
We can now identify the role of the additional drive
parameters that enter at O(Ω−2). These produce further
scaling regimes. The picture remains however the same:
Far from the IRD critical point (|c1| large enough), the
scaling is the equilibrium one ξ ∼ |∆|−ν . As we try to ap-
proach the critical point however, |c1| decreases and the
scaling crosses over to one of the ξ ∼ |c6,7,8|1/λ6,7,8 . The
correlation length never diverges. We emphasize that the
3 relevant exponents 1/λ678, which take on the values 1/
and 1/(2) are new and original critical exponents that
emerge because of the effect of the rapid periodic drive.
They can not be related to any of the IRD exponents,
and can only be observed in the presence of a rapid peri-
odic drive. This is in direct opposition to the exponents
that emerge in the adiabatic regime, and are related to
the equilibrium critical exponents by the Kibble–Zurek
mechanism.
We conclude this section by pointing out that the drive
can also affect the phase transition in a non-universal
way. Indeed, the sign of c1 controls the macroscopic
phase of the system (see Fig. 7b). In the IRD case we
find that ∆ is proportional to c1 (see App. F). When the
system is driven however, c1 becomes a linear combina-
tion of ∆ and the drive couplings. This leads to a drive-
dependent shift of the phase boundary (see Fig. 7a). In
the presence of a drive, the position of the phase transi-
tion in the parameter space is shifted. The drive protocol
can be used to either enhance or suppress the emergence
of a condensate. See e.g. [65, 90–92], where similar effects
were studied. This is a static effect where the IRD de-
scription remains valid, but is renormalized by the drive.
V. DISCUSSION
In the previous section, we find that non-vanishing
drive coefficients inhibit criticality by imposing a fi-
nite correlation length onto the system as it changes its
phase. We interpret this as signaling the presence of a
fluctuation-induced weakly first order transition as we
argue in the following. While first order transitions com-
monly rely on an explicit symmetry breaking to impose
Symmetric
phase
Ordered
phase
∆
xˆ ∼ Ω−1
c1
−→v1
−→v8
(a) (b)
FIG. 7. (a) Schematic phase diagram of the open Floquet
Bose system in 4−  dimensions. ∆ is the distance from the
phase transition in the IRD system, xˆ ∼ Ω−1 is the leading
rescaled drive coefficient [cf. Eq. (55)]. The symmetry break-
ing phase transition occurs at the solid black line. It is second
order only at Ω−1 = 0 (red dot). Otherwise, fluctuations as-
sociated to the periodic drive transform the phase transition
to a weakly first order one. The dashed red lines represent a
crossover region between the known Ω−1 = 0 scaling regime
and one where scaling is frozen out (light red). The black
dotted line represents a typical experimental path through
the phase diagram, i.e. in the presence of a rapid but finite
drive frequency Ω. The blue shaded areas far away from the
phase transition represent the domain of applicability of per-
turbation theory. (b) Schematic projection of the RG flow
onto the space spanned by the mass gap ∆ and the drive co-
efficient x. The projection of the corresponding eigenvectors−→v1 and −→v8 are represented in red and blue respectively11. The
fixed point is represented in red in the middle and the RG
flow is illustrated by the gray arrows. The phase boundary is
shown as a thin black line.
a finite scale at the phase transition, here the transition
is turned first order as a result of the strong fluctua-
tions of the periodic degrees of freedom. The system goes
through a first order transition where the U(1) symmetry
is spontaneously broken (see Fig. 8a).
Far away from the phase transition (blue areas in
Fig. 7a), we expect the system to depend smoothly on
the drive protocol. Close to the IRD limit, the effect of
the drive is small, and there are two different phases also
when Ω is finite. Then our calculation shows that, when
the drive is switched on, it is possible for the system to
break the U(1) symmetry spontaneously (with the or-
der parameter changing non-analytically), without going
through a critical point. Indeed, this is the phenomenol-
ogy of a first order phase transition.
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FIG. 8. Analogous fluctuation induced first order tran-
sitions. (a), Coleman-Weinberg or Halperin-Lubensky-Ma
mechanism: The blue continuous and red dashed curves rep-
resent the potential as a function of the order parameter in the
symmetric and ordered phase respectively. The usual ’Som-
brero’ potential for the order parameter is modified when ad-
ditional gapless modes are integrated out and behaves as a
φ6 potential, where the order parameter jumps from being
zero to being finite as µI0 is lowered below a threshold. (b),
3-states Potts model: The black ring represents the minimum
of the potential of the fully U(1) symmetric system. In the
Potts model this symmetry is explicitly broken down to a dis-
crete 3-fold symmetry Z3, so that the potential has 3 minima
(shown as red dots) and two different masses (blue and green
arrows). As the system goes through the phase transition
only one of these masses (vertical blue arrow) vanishes while
the other stays finite and imposes a finite correlation length
on the system.
A more detailed physical picture can be obtained by
drawing a parallel with phase transitions that are driven
from second to first order by virtue of strong fluctuations
(see Fig. 8a). The present mechanism is analogous to
the Coleman-Weinberg or Halperin-Lubensky-Ma mech-
anism, where additional gapless modes – such as gauge
fields [127, 128] or Goldstone modes [129, 130] – compete
with the critical ones in the vicinity of a phase transi-
tion, and change it from second to first order. In the
driven case, the fluctuating fields can be decomposed in
discrete Floquet components Φn(ω) = Φ(ω − nΩ) (with
|ω| < Ω/2) that describe the occupation of the different
Fourier modes of the order parameter [see Eq. (8)]. The
analogy lies in the fact that the fluctuations of Φ0 com-
pete with the fluctuations of Φn 6=0 and are not able to
become critical any more.
Undriven systems are invariant under continuous time
translations Φ(t)→ Φ(t+ ∆t), for arbitrary ∆t. This
continuous symmetry is however broken down to a dis-
crete one Φ(t)→ Φ(t+ 2pi/Ω), in the presence of a peri-
odic drive. The continuous symmetry is trivially restored
when the drive is switched off µn 6=0 = gn 6=0 = 0, but also
in the IRD limit Ω−1 = 0, where the rotating wave ap-
proximation is applicable. This is manifest in Eq. (23),
where the effect of the drive enters through the ratio
E/Ω, which vanishes when Ω−1 = 0. Even when they
do not vanish, the Fourier modes µn 6=0 and gn 6=0 play no
role in this limit. This is reflected in the RG flow equa-
tions Eq. (49), where the Fourier modes µn 6=0 and gn 6=0
decouple from the rest of the problem when Ω−1 = 0.
Conversely, the explicit breaking of time-translation sym-
metry allows for the presence of additional dimensionful
couplings µn 6=0 and gn 6=0. These are not compatible with
the undriven dynamical φ4 theory, and lead to new rele-
vant couplings at the WF fixed point.
This allows us to draw a different parallel with the
Potts model, this time. There, a continuous external
(order parameter) symmetry is explicitly broken down
to a non-trivial discrete subgroup (e.g. U(1)→ Z3 in the
Potts model [183, 184], or similar phenomena in O(N)
models [185, 186]). See Fig. 8b. This allows for new rel-
evant operators to emerge. The analogy with our system
is that, while we do not break the external phase rota-
tion symmetry U(1) ' O(2), we explicitly break time
translation invariance down to its discrete version. The
corresponding newly relevant operators, which are given
by the drive coefficients, emerge as a result of the non-
vanishing Fourier modes µn 6=0 and g6=0.
This interpretation in terms of a first order transition
is further supported by the fact that, in the presence of a
periodic drive, there is nothing stopping gI0 from becom-
ing negative along the RG flow (see e.g. [187]). Indeed,
the flow of gI0 does not stop and even decreases (as k is
lowered) when gI0 = 0 [see Eq. (49)] since X20 and/or G0
are never negative and Q0 ∼= 0. This means that the ef-
fective large-scale description can become unstable unless
higher order couplings are taken into account. This is ex-
actly what happens in φ6 theory, where the two-particle
coupling is allowed to be negative from the outset, and
only the three particle coupling (coefficient of the sex-
tic term) stabilizes the theory. There the U(1) symme-
try breaks spontaneously through a first order transition.
We emphasize that this is most likely to happen close to
the driven critical point, where gI0 ∼= kg∗ becomes very
small while X0 and G0 are held fixed.
A fluctuation-induced first order transition presents a
qualitative effect of the drive that remains, even when
the drive is (finite, but) very rapid. This means that the
rotating wave approximation, which predicts a second
order phase transition, must break down in the critical
region.
We close this section by demonstrating that the mech-
anism discussed above is universal. For a generic drive
protocol the drive coefficients will not be zero and will
provide a finite correlation length. If we take the exam-
ple of a monochromatic drive and purely imaginary cou-
plings, we find that the drive parameters can vanish when
either µI± = 0 or gI± = 0 [see Eq. (55)]. This would sug-
gest that criticality in a driven system remains possible
for an appropriately chosen drive protocol. However, this
is only possible when the drive is fine-tuned to a specific
form. Indeed, we have chosen a mesoscopic description of
the model, which is written in terms of the dynamics of
the order parameter alone [see the discussion leading up
to Eq. (6)]. The connection between the microscopic and
mesoscopic descriptions is extremely complex. When the
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system is driven at the microscopic level, this drive prop-
agates through the full problem and produces a complex
mesoscopic theory, where all the couplings are synchro-
nized with the drive. In practice it is not possible to drive
the system microscopically in such a way that µ(t) or g(t)
is an exact constant in time, and there is no reason to
assume that this happens accidentally. We can actually
even see an example of this in the general form of the
RG flow equations Eq. (49). Indeed, when either µ or g
is undriven (µn 6=0 = 0 or gn 6=0 = 0) then the coupling set
to zero will be generated by the other as the running cut-
off scale is lowered12. This means that when the RG flow
reaches the vicinity of the fixed point (and our analysis
applies) the relevant drive coefficients can only vanish if
there is a physical mechanism forcing them to be zero.
Although we identify such a mechanism in App. B as a
symmetry of our action, this reflects the fine tuning an-
ticipated above since the symmetry of App. B will not
be realized generically.
VI. CONCLUSION
We have combined the Floquet and Keldysh for-
malisms together into a dynamic RG approach that con-
sist of jointly accounting for the renormalization of the
static (Fourier mode n = 0) and periodic sectors to-
gether with their interplay. This has enabled us to ac-
count for strong critical fluctuations and include the ef-
fects of a periodic drive in the dynamics of a driven open
gas of bosons at a second order phase transition. In
the presence of a rapid drive, the system goes through
a phase transition, where the U(1) symmetry sponta-
neously breaks. This is a second order transition in
the IRD limit, where the system is invariant under time
translations. Our main result is that the periodic drive
enables new couplings to enter, which in turn regularize
the divergence of the correlation length that takes place
at this critical point.
This is a universal mechanism that mainly relies on the
existence of an interacting critical point and could be re-
alized in varied physical systems. There are nevertheless
important conditions for its possible realization. First, it
takes place in systems that have reached a Floquet steady
state, where the drive and dissipation compensate each
other and all the Floquet modes are populated. The sys-
tem must be allowed to fully synchronize with the drive.
Dissipation is therefore an essential ingredient. Second,
there must be a non-trivial critical point. I.e. the under-
lying IRD RG fixed point must not be Gaussian (gˆ∗ 6= 0).
12 This is not explicitly visible in Sect. IVC, where setting gI±1 = 0
removes all the drive coefficients, and these are not generated
in Eq. (57). This apparent discrepancy with Eq. (49) lies in the
fact the gI±1 is generated at O(Ω−2) only and these contributions
disappear when this is inserted in Eq. (52). There would be no
discrepancy if higher orders in Ω−1 were taken into account.
Indeed, in the absence of interaction, the drive decouples
from the IRD physics (the stability matrix becomes fully
block diagonal) and can not affect the critical physics
any more. This is reflected in our calculation by the fact
that all the newly relevant couplings become irrelevant
if  < 0 (for d > 4), when the WF fixed point becomes
trivial. In particular, this excludes integrable systems
and most classical 1d systems.
At this stage, several directions of research await their
exploration. A first one concerns a more precise com-
putation of the new critical exponents emerging in the
rapid drive limit, Ω−1 → 0. This could be achieved via
our dynamic RG approach within a 2-loop calculation,
systematic to order 2 [7], or via a non-perturbative RG
approach [177, 188].
Furthermore, it will be interesting to explore the exis-
tence of a novel Floquet RG fixed point at intermediate
values of Ω, now of comparable size to other scales in
the problem. We expect such a fixed point to be out of
reach of our Ω−1-expansion. Therefore, a different kind
of expansion, for example involving a re-summation of
the present asymptotic expansion, is necessary. In this
respect, the calculation of Sect. III B could be a good
starting point.
Finally, recent findings for symmetry broken Floquet
steady states with qualitatively new and original proper-
ties [157], motivate the development of a more analytical
understanding. This calls for a more direct approach to
the effect of a rapid drive on phases with spontaneously
broken continuous symmetries, or more generally, with
gapless modes. The presence of such gapless modes will
most likely lead to a breakdown of the rotating wave ap-
proximation in the many-body system in a similar way as
seen here near criticality. This could be accommodated
within a dynamic effective action approach, that is capa-
ble of handling the steady state order parameter in the
symmetry broken phase. In particular, one lesson learned
in this work suggests that the order parameter modes Φ0
and Φn 6=0 need to be treated on an equal footing in the
presence of gapless modes. In particular, applied to our
model, such an approach would enable us to better un-
derstand the interplay between the periodic drive and the
Goldstone modes that emerge when the U(1) symmetry
is spontaneously broken.
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Appendix A: Slow drive
Here, we briefly analyze the case of a slow drive. See
also [189], where a fully quantum system is analyzed.
In particular we show how the Green functions can be
expanded in powers of Ω leading to an adiabatic approx-
imation of the problem, Eq. (A4).
In the case of a slow drive, an expansion in powers of
Ω can be carried out straightforwardly. We can directly
expand the Wigner and/or Floquet Green functions. We
start with the Floquet retarded Green function that is
expanded as
GR =
1
ω +M0 + nˆΩ + E
(A1)
∼= 1
ω +M0 + E
− 1
ω +M0 + E
nˆΩ
1
ω +M0 + E
,
with [nˆ]nm = δnmn. M0 and E are defined in Eq. (20).
Then, converting to the Wigner representation provides
GR;n(ω) ∼=
[
1
ω +M0 + E
+mΩ
(
1
ω +M0 + E
)2
− 1
ω +M0 + E
nˆΩ
1
ω +M0 + E
]
m+n/2,m−n/2
. (A2)
The second term in Eq. (A2) is obtained from the first
term of Eq. (A1) through the Ω-dependent shift in fre-
quency that is necessary to go from the Floquet to the
Wigner representation [Eq. (16)]. The above expression
is only valid for even values of n. When n is odd, m
has to be replaced by m ± 1/2. In any case, m must
drop out at the end of the calculation since the Wigner
Green functions only have one index. For this reason, we
only work out the case of n even. Odd values of n are
analogous.
The above expressions are still formal since they are
written in terms of the inverse of a non-diagonal ma-
trix. They can however be computed exactly, term by
term. To this end, we use Eq. (26) without truncating
the sum, convert each term to its real-time representa-
tion and re-sum the obtained expressions. We use the
following relations[
EN
]
m+n/2,m−n/2 =
 
t
einΩtE(t)N
[AnˆΩEB]st = [AEnˆΩB]st + i [AE
′B]st
[AnˆΩ]st = [A]st tΩ , (A3)
where N , s and t are integers and A and B are Floquet
matrices with the same structure as E, Anm = An−m.
[E′]nm = (E′)n−m =
ffl
t
ei(n−m)ΩtE′(t) is the Floquet
matrix obtained from the time-derivative of E. To or-
der O(Ω), the obtained Green functions are
GK;n(ω) =
 
t
einΩt
[
−iγ
|ω +M(t)|2 +
γ
2
(M(t)∗)′ −M(t)′
|ω +M(t)|4
]
GR;n(ω) =
 
t
einΩt
1
ω +M(t)
. (A4)
The correction to GR;n(ω) start atO(Ω2). It is clear from
Eq. (A4) that the problem becomes adiabatic when Ω→
0. Indeed, the Green functions are obtained (to leading
order) by computing them for a stationary system and
restoring the time dependence at the end. Ω is even not
explicit here. Instead, we have written Eq. (A4) in terms
of the time derivative of the couplings, M(t)′ = dM/dt.
Even if this derivation is based on the Floquet formalism,
it shows how a driven system with a very long period
effectively looses its periodicity.
This expansion can be inserted in the real-time repre-
sentation of the RG flow equations Eqs. (39), to produce
an adiabatic expansion of the full problem. See [181],
where such an expansion is applied to the Kibble–Zurek
problem.
Appendix B: Detailed balance
Detailed balance in stationary (undriven) systems can
be framed in terms of a microscopic symmetry of the dy-
namic action [7, 116, 133, 190]. In this section, we show
that this this statement can actually be generalized to
periodically driven systems. In this case however, the
system does not exhibit detailed balance, but instead, a
generalized version of the Fluctuation-Dissipation Rela-
tions (FDR) emerges [see Eq. (B7)]. Here we will give an
interpretation of this result, which we discuss at the end
of Sect. V.
Equilibrium driven open systems are found to display
FDRs. The converse is also true: A system that displays
FDRs can be said to be at thermal equilibrium. Dis-
playing FDRs involves a lot of information since these
relations extend to all the correlation functions. This
information can however be distilled into a microscopic
symmetry [see Eq. (B4)] that the system must obey in or-
der to be at thermal equilibrium [7, 116, 133, 190]. Then
the FDRs emerge naturally as Ward identities. While
this symmetry was discovered for stationary systems, we
can still ask under what conditions it is a symmetry of
the periodically driven system. Although the simplest
answer is that the drive must be turned off, we find that
there are also specific choices of nontrivial drive protocols
for which the system is invariant under the equilibrium
symmetry. In these cases, the correspondingWard identi-
ties are however not real FDR relations any more [e.g. see
Eq. (B7)] because they involve the Wigner Green func-
tions with all values of n independently. Nevertheless,
although they remains out of equilibrium, these systems
exhibit some of the properties of thermal equilibrium.
Although the microscopic symmetry was identified in
[7, 158–160, 191–194] for classical systems, we follow
[116], which is closest to our set-up. Before we give
the transformation, we go to a generalized version of our
model Eq. (6),
S =
ˆ
t,x
φ˜∗ [Z∗i∂tφ−K(|φ| , t)φ] + c.c. + iγ|φ˜|2 , (B1)
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where the interaction as well as the kinetic term are bun-
dled in the operator K(|φ| , t) = K∇2 − µ− g |φ|2. All
the parameters of the above equation are potentially pe-
riodic in time, and, except for γ, which is real and posi-
tive, they are all complex numbers. This model reduces
to Eq. (6) when Z = 1 and γ is constant. Our symmetry
is easiest to interpret if φ˜ is rescaled as
φ˜′ =
Z1 − rZ2
r − i φ˜ . (B2)
Z1,2 are the real and imaginary parts of Z respectively,
and r is a real parameter yet to be determined. In gen-
eral, both can be time-dependent. After this rescaling
the parameters of Eq. (B1) become
K′ = r + i
Z1 − rZ2K =
rK1 −K2 + i (rK2 +K1)
Z1 − rZ2 ,
Z ′ =
Z1r + Z2
Z1 − rZ2 − i , γ
′ = γ
1 + r2
(Z1 − rZ2)2
, (B3)
with K = K1 + iK2. This is the most general rescaling
that sets the imaginary part of Z to minus one. We now
define the following field transformation in terms of the
rescaled variables13
φˆ(t) = φ∗(−t) , ˆ˜φ(t) = φ˜∗(−t) + i
2T
∂tφ
∗(−t) . (B4)
T is another real parameter that will be interpreted
as the system’s temperature shortly. It was shown for
time independent couplings [7, 116, 133, 190], that the
Ward identities associated to this symmetry are thermal
FDRs. Our driven system is found to be symmetric under
Eq. (B4) if there exists a periodic function of time r(t),
and a positive real constant T , such that the rescaled
action is symmetric under Eq. (B4) [after the rescaling
(B2)].
In particular, the fluctuation-dissipation relation for
the two-point correlation functions emerge if our field
transform has no effect on the correlation function with
two φ˜(t)’s
〈 ˆ˜φ∗(t) ˆ˜φ(t′)〉 = 〈φ˜∗(t)φ˜(t′)〉 . (B5)
Indeed, inserting Eq. (B4) and remembering that the
right-hand-side of the above equation must vanish pro-
vides
∂tGR(t, t
′) + ∂′tGA(t, t
′) = − i
2T
∂t∂
′
tGK(t, t
′) , (B6)
13 Note that the symmetry transform is constructed as the time-
reversal of the linear combination φ˜ + i/(2T )∂tφ. This implies
that the complex conjugate of φ˜ is transformed as ˆ˜φ∗(t) =
φ˜(−t)+i/(2T )∂tφ(−t) because time-reversal is a linear operator.
See [133] for further details.
which is
GR;n(ω)
ω − nΩ2
− GA;n(ω)
ω + nΩ2
=
1
2T
GK;n(ω) , (B7)
in terms of the Wigner Green functions and the rescaled
variables Eqs. (B2) and (B3). In the absence of drive,
only the n = 0 sector is physical. The Green functions
are then time-translation invariant Gn(ω) = δn0G0(ω),
and the usual FDR emerges. When the system is driven
the equilibrium FDRs remain in the n = 0 sector. The
Green functions obey FDRs when they are averaged over
one period. There are however additional relations for
the other Green functions that are not FDRs.
We will see (in Sect. V) that it is actually possible to
fine-tune the drive protocol (without turning it off) in
order to allow the system to become critical. This can
be understood in terms of the present discussion. Indeed,
it is now clear that certain driven systems are closer to
thermal equilibrium than others. Bringing the system as
close to equilibrium as possible, then produces some of
the properties of equilibrium such as FDRs for the n = 0
sector. Even though we can not directly connect the fine
tuning of Sect. V to the equilibrium symmetry within
our 1-loop approximation, we can bring our system closer
to equilibrium by choosing µ(t) and g(t) to oscillate in
phase with each other [thus setting x = 0 in Eq. (57)].
Then the effect of the suppression of criticality goes from
being O(Ω−1) to O(Ω−2). It becomes weaker. We believe
that, extending our approximation scheme (to include
the renormalization of K, Z and γ) will equate the fine
tuning of Sect. V to being symmetric under Eq. (B4).
We conclude this section by listing the criteria that the
parameters of Eq. (B1) must satisfy for Eq. (B4) to be a
symmetry. This will be useful to interpret the different
couplings that emerge in Sect. IVC. We find that our
driven system is symmetric under Eq. (B4) when:
(i) All the time-dependent couplings are even in t (up
to a global time shift).
(ii) There is a single (possibly time-dependent) real
number r(t) such that the imaginary part of K′ van-
ishes,
K1 = −rK2 , (B8)
[see Eq. (B3)]. This relation defines r. It is a gen-
eralization of the requirement (found in [116]) that
all the couplings lie on the same ray of the complex
plane. This means that if there is a real number r
satisfying Eq. (B8), then it is possible to rescale φ˜
so that Im(Z ′) = −1 and Im[K′] = 0.
(iii) The time dependence of Z, γ and r are such that
the temperature, which is defined as
T =
γ(1 + r2)
4(Z1 − rZ2)2 =
γ′
4
, (B9)
does not depend on time.
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(iv) The real part of K′ does not depend on time. In-
serting Eq. (B8) then provides
∂
∂t
[
1 + r2
Z1 − rZ2 Im[K(|φ| , t)]
]
= 0 , (B10)
where the time derivative does not act on the field.
This equation must be valid for all values of φ. It
implies that there exists a time-independent real-
valued operator U(|φ|) such that
K(|φ| , t) = Z1 − rZ2
r + i
U(|φ|) . (B11)
I.e. the time-dependent couplings all oscillate in
phase with each other. We will see in Sect. IVC that
the qualitative effect of the drive on the IRD critical-
ity becomes O(Ω−2) when µ(t) and g(t) oscillate in
phase with each other. See Eq. (50) [and Eq. (55)],
where X0 vanishes in that case. The above equa-
tion provides the following interpretation: When
the couplings are synchronized, the system is closer
to thermal equilibrium (where the system can be-
come critical) and the effect becomes weaker.
All these conditions can be inserted into the ac-
tion Eq. (B1). Then rescaling the response field as in
Eq. (B2), and expressing it as an equivalent Langevin
equation provides
i (Z ′1 − i) ∂tφ = K ′1(|φ|) + ξ′ ,
〈ξ′(t,x)ξ′∗(t′,x′)〉 = δ(t− t′)δ(x− x′)2γ′ , (B12)
with all the time-periodicity residing in Z ′1 =
Z1r+Z2
Z1−rZ2 .
γ′ and r are defined in Eqs. (B3) and (B8) respectively.
When our periodically driven system is symmetric under
Eq. (B4), it is a dissipative system with periodically time-
dependent reversible couplings.
Appendix C: Second-order expansion of the Green
functions in powers of E
To second order in E the Retarded Wigner and
Keldysh Green functions are,
GR;n(ω) =
δn0
ω +M0
− En
(ω +M0)
2 − (nΩ2 )2
+
ω +M0
(ω +M0)
2 − (nΩ2 )2
∑
m
En−mEm
(ω +M0)
2 − [(m− n2 )Ω]2 ,
and
GK;n(ω) = iγ
[
En(
ω +M0 +
n
2 Ω
) ∣∣ω +M0 − n2 Ω∣∣2
+
(E−n)∗(
ω +M∗0 − n2 Ω
) ∣∣ω +M0 + n2 Ω∣∣2 −
δn0
|ω +M0|2
− 1(
ω +M0 +
n
2 Ω
) (
ω +M∗0 − n2 Ω
)
×
∑
m
(
(ω +M0)
ω +M0 − n2 Ω
EmEn−m
(ω +M0)
2 − [(n2 −m)Ω]2
+
(ω +M∗0 )
ω +M∗0 +
n
2 Ω
(E−m)∗(Em−n)∗
(ω +M∗0 )
2 − [(n2 −m)Ω]2
+
Em(Em−n)∗∣∣ω +M0 + (n2 −m)Ω∣∣2
)]
.
Appendix D: Derivation of the RG flow equations
In this section, we give additional details on the deriva-
tion of the different versions of the RG flow equations.
We start with App. D 1, where we describe the tech-
nical details leading to the real-time representation of
the flow equations Eqs. (39) and (40). These equations
are derived with the help of the 1-loop expansion, but
contain no approximation with respect to the periodic
drive. In App. D 2, we explain how the Wigner repre-
sentation of the flow equations Eq. (41), is expanded to
order O(Ω−2) in the case of purely imaginary couplings,
leading to Eq. (49). Finally, we approximate the flow
of the different drive coefficients in App. D 3 to obtain
Eq. (52).
1. General flow equations
In this sub-section, we give further details on the
derivations of Eqs. (39) and (40). We start by detail-
ing the three approximations that enter their derivation:
(i) We use perturbation theory: Eq. (33). This ap-
proximation, which is in principle valid as long as the
k-dependent coupling gn is small, is justified for 0 <  =
4− d 1 and at criticality, where the rescaled coupling
[see Eq. (56)] are either asymptotically small (for n 6= 0)
or proportional to  = 4 − d [for n = 0, see Eq. (58)].
We extend our results to d = 3, even if  = 1 in that
case. Indeed loop perturbation theory relies on the fact
that the dimensionality provides a parameter that can
be continuously varied from   1 to  = 1 with the
results being smoothly deformed [124–126]. Furthermore
we ignore the RG flow of higher order vertexes (i.e. Γk is
expanded to fourth order in the fields) by setting them
to zero on the right hand side of Eq. (33). We assume
that if Γ(4) is small, then Γ(6) must be even smaller since
26
it is not present at k = Λ [see Eq. (6)].
(ii) We do not keep track of the full frequency and
momentum dependence of the four-point vertex. Instead
we restrict the real-time representation of Γ(4) to take a
local form14. The flowing two-body couplings, which is
defined in Eq. (36) is given by
Γ(4)(t1, t2, t3, t4) = 2g(t1)δ(t1 − t2)δ(t1 − t3)δ(t1 − t4) ,
(D1)
which is realized microscopically as can by seen by dif-
ferentiating the action S as in Eq. (36). Although the
RG flow produces a rich space-time dependence [see
Eq. (D17)] the above expression stems from the leading
term in an expansion of the 4-point vertex in powers of
the frequencies. Indeed, the above equation is obtained
with
Γn(f1,p1, f2,p2, f3,p3)→ Γn(0,0, 0,0, 0,0) , (D2)
inserted in
Γ(4)(t1, t2, t3, t4) =∑
n
ˆ
f2,f3,f4
e−i[nΩta+f2τ2+f3τ3+f4τ4] Γn(f2, f3, f4) ,
(D3)
with the variables
ta = (t1 + t2 + t3 + t4)/4 , τi = ti − ta . (D4)
Γn(f2, f3, f4) is the Wigner representation of Γ(4). This
approximation is justified at criticality because the ne-
glected couplings contain higher powers of p and ω and
are thus irrelevant.
(iii) We do not allow Γ(4) to develop an original tensor
structure as k is lowered. Since Γ(4) is the fourth field
derivative of the effective action, it is a 4 × 4 × 4 × 4
symmetric tensor15. We do not take this into account.
Instead we impose that Γ(4) takes the same form as the
fourth derivative of the original action S. See Eq. (D12),
which shows the field-dependent part of the second field
derivative of Γk. Instead of using a general form on the
right-hand-side of the RG flow equations, we replace Γ(4)
by the second derivative of ΓI . Then Γ(4) depends on
a single complex parameter, g(t). This approximation
is partially justified by noting that terms of order larger
than two in the quantum field are found to be irrelevant
at criticality (see e.g. [116]). This is a semi-classical ap-
proximation [195, 196], which is reflected in the structure
of Eq. (6). Assuming that this remains the case here, we
obtain that Γ4 must vanish if more than two derivatives
with respect to φ˜ are taken and the resulting tensor struc-
ture is simplified. Moreover, the added tensor structure
14 Although we do not write it out explicitly, the space dependence
is assumed to be local in the same way.
15 There are two fields each with real and imaginary parts.
is absent at k = Λ. It is generated by the RG flow and
must therefore be small if g(t) is small. Within pertur-
bation theory, it can be neglected.
1-loop perturbation theory is implemented in Eq. (32)
by pulling out the derivative with respect to the running
cut-off on the right-hand side and neglecting its effect on
Γ(2) [178–180]
Tr
[
k∂kR
Γ(2) +R
]
→ k∂kTr
[
Log
(
Γ(2) +R
)]
. (D5)
Then inserting the sharp cut-off operator provides
Eq. (33),
k∂kΓk = − i
2
Tr
{
Log
(
Γ
(2)
k [φ˜, φ]
)}
k
. (D6)
The trace on the right-hand side, which acts on operators
(i.e. objects with two sets of indexes), is defined as
Tr {A}k =
ˆ
p,t
4∑
i=1
Aii(p, t;−p, t)δ(p− k) , (D7)
with the discrete index denoting the fields φ and φ˜ and
their complex conjugates. The delta function selects the
momenta with modulus set to the running cut-off p = k.
The logarithm in Eq. (D6) is defined in terms of operator
products,
[AB]ij(p, t;p
′, t′) =
ˆ
q,τ
∑
k
Aik(p, t;−q, τ)Bkj(q, τ ;p′, t),
through the Taylor expansion of the usual logarithm
function. This product also serves to define the func-
tional inverses [see e.g. Eq. (D14)] through
[AA−1]ij(p, t;p′, t′) = (2pi)dδijδ(t− t′)δ(p+ p′) . (D8)
We emphasize that all these approximations are usually
made within 1-loop perturbation theory [124–126]. We
spell them out here for completeness.
The RG flow equations of µn and gn can now be ex-
tracted from Eq. (33). We see from Eq. (D6), that the
flow equations are expressed in terms of the trace of the
inverse of Γ(2)k . The second field derivative of Γk is a 4×4
matrix defined as
Γ
(2)
k [φ˜, φ] =
δ2Γk
δφi(t)δφj(t′)
∣∣∣∣
φ˜,φ
, (D9)
with φ = (φ∗, φ˜∗, φ, φ˜). Under the above assumptions,
Γ(2)[φ˜, φ] takes the form
Γ
(2)
k [φ˜, φ] = Γ
0 + ΓIδ(t− t′) . (D10)
The first term is the kinetic term. It contains the inverse
propagators and no field dependence,
Γ0 =

0 0 0 G−1A (t, t
′)
0 0 G−1R (t, t
′) PK(t, t′)
0 G−1R (t
′, t) 0 0
G−1A (t
′, t) PK(t′, t) 0 0
 .
(D11)
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The inverse propagators depend on time and momentum.
They are defined in Eq. (5). The Green functions are
given by the inverse of Γ0. See Eq. (11), where the lower
left block of [Γ0]−1 is displayed. The second term of
Eq. (D10) contains the contribution from the interaction,
ΓI =
2

g∗φ˜φ gφφ2 g
∗φ˜φ∗ + gφ˜∗φ g∗φ∗φ
gφφ
2 0 gφφ
∗ 0
g∗φ˜φ∗ + gφ˜∗φ gφφ∗ gφ˜∗φ∗ g
∗φ∗φ∗
2
g∗φφ∗ 0 g
∗φ∗φ∗
2 0
 .
(D12)
It depends on the fields and the complex time-dependent
coupling g.
Now that we have set up all the necessary ingredients,
we are ready to write down the RG flow equations in
real time. The flow equation of µ(t) can be extracted
from the flow equation of ΓR by noting that (at 1-loop
in perturbation theory) the pre-factors of the space and
time derivatives are not affected by the coarse-graining.
I.e. the terms proportional toK∇2 and i∂t do not depend
on k. Then we have
k∂kΓR(t, t
′) = k∂kµ(t)δ(t− t′)δ(p− p′) . (D13)
The above equation will provide the left-hand side of
Eq. (39). The right-hand side is obtained by taking the
second field derivative of the right-hand-side of Eq. (D6)
evaluating it at φ = φ˜ = 0,
k∂kΓR(t, t
′) = − i
2
Tr
{
1
Γ0
δ2ΓI
δφ˜∗(t)δφ(t′)
}
k
. (D14)
The whole equation is evaluated at φ = φ˜ = 0. Multiply-
ing the matrices, taking the trace and inserting Eq. (D12)
provides Eq. (39)
k∂kµ(t) = −2iSdkdg(t)GK(t, t) . (D15)
g(t) is the time-dependent coupling and GK(t, t) is the
Keldysh Green function. The momentum integration is
performed according to Eq. (D7) and reduced to the sur-
face of a sphere of radius k (leading to the pre-factor
Sd = 2pi
d/2/[(d/2− 1)!(2pi)d]) because the Green func-
tion only depends on the modulus of p. Note that an
overall factor of δ(t− t′)δ(p− p′) was divided out.
The RG flow equation of g(t) [Eq. (40)] is obtained in
a similar way. The derivative of Eq. (D1) with respect to
the running cut-off provides
k∂kΓ
(4)(t1, t2, t3, t4)
= 2k∂kg(t1)δ(t1 − t2)δ(t1 − t3)δ(t1 − t4) , (D16)
while, taking four field derivatives [according to Eq. (36)]
of the right-hand side of Eq. (D6) and then perform the
matrix multiplications, momentum integrals and traces
gives
k∂kΓ
(4)(t1, t2, t3, t4) = (D17)
=
i
2
Tr
{
1
Γ0
δ2ΓI
δφ˜∗(t1)δφ∗(t2)
1
Γ0
δ2ΓI
δφ(t3)δφ(t4)
}
k
+
i
2
Tr
{
1
Γ0
δ2ΓI
δφ˜∗(t1)δφ(t3)
1
Γ0
δ2ΓI
δφ∗(t2)δφ(t4)
}
k
+
i
2
Tr
{
1
Γ0
δ2ΓI
δφ˜∗(t1)δφ(t4)
1
Γ0
δ2ΓI
δφ(t3)δφ∗(t2)
}
k
=Sdk
d4i
× [g(t1)g(t3)δ(t1 − t2)δ(t3 − t4)GR(t1, t3)GK(t1, t3)
+ g(t1)g(t2)δ(t1 − t3)δ(t4 − t2)GR(t1, t4)GK(t4, t1)
+ g(t1)g(t2)
∗δ(t1 − t3)δ(t2 − t4)GA(t4, t1)GK(t1, t4)
+ g(t1)g(t3)δ(t1 − t4)δ(t3 − t2)GR(t1, t2)GK(t2, t1)
+ g(t1)g(t3)
∗δ(t1 − t4)δ(t2 − t3)GA(t2, t1)GK(t1, t2)
]
.
Finally we recover Eq. (40) by integrating the above
equation over the relative times τi [see Eq. (D4)].
2. Expansion of the flow to O(Ω−2)
In this sub-section, we give some details on the steps
going from Eq. (41) to Eq. (49). As we discuss in
Sect. III C, the asymptotic expansion in powers of Ω−1
truncated to a given order is obtained from Eq. (41) by
using the truncated expansion of the Green functions in
powers of E [Eqs. (27) and (28)], performing the fre-
quency integrals and expanding the result in powers of
Ω−1. If the E-expansion is truncated at the same order
than the desired order in the Ω−1 expansion, then the
result is systematic in Ω−1.
This procedure is straightforward but can get quite
long. We illustrate it for the flow of µn and to O(Ω−1)
and comment on the general case at the end of this sub-
section. To O(Ω−1), Eqs. (27) and (28) are inserted in
Eq. (41). Using the Residue theorem to perform the fre-
quency integration provides
k∂kµn =
Sdk
dγ
|M I0 |
−gn+∑
m6=n
gm(En−m − E∗m−n)
2iM I0 + (n−m)Ω
. (D18)
Expanding this equation to O(Ω−1) provides the first of
Eqs. (45) of the main text16. The definition of En as
being equal to µn if n 6= 0 and E0 = 0 plays an important
role here. Indeed, without E0 = 0, there would be an
additional leading term arising when n = m, which would
not depend on Ω. This is straightforward (and not very
interesting) in the above equation, but must be handled
16 It is necessary that MI0 > 0 for the theory to be stable. We
assume that it is and remove the absolute values.
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carefully in the flow of gn, where such cancellations occur.
For example, the flow of gn expanded to O(E0) is given
by
k∂kgn =
Sdk
dγ
|M I0 |
[∑
m
gmgn−m
2M0 − (2m− n)Ω/2
+
∑
m
2(gm − g∗−m)gn−m
2iM I0 + (2m− n)Ω/2
]
. (D19)
We see that the leading term of the sum on the right-
hand-side occurs when 2m = n. This term only appears
when n is even and leads to the difference between the
even and odd values of n in Eq. (41).
Both of the above equations contain terms of arbitrar-
ily high order in Ω−1. These must be taken into ac-
count in the Ω−1-expansion, but if these equations are
expanded to an order of Ω−1 that is larger than the cor-
responding order in the E-expansion, then there will be
missing contributions to the Ω−1-expansion. For exam-
ple, the expansion of Eq. (D19) to O(Ω−2) is required
to recover Eq. (49) and will produce all the terms that
remain when E is set to zero (i.e. the terms with [gIr ]2
[O(Ω0)] and G2r [O(Ω−2)]). The additional terms are
however still missing and come from the first and second
order terms in the E-expansion.
We conclude this sub-section with the comment that
the asymptotic expansion to O(Ω−1) [leading to Eq. (45)]
was performed manually, but that a computer was used
to obtain the next order [Eq. (41)] because of the large
amount of terms that emerge. The recipe (expand in
powers of E, apply the residue theorem and expand in
powers of Ω−1) remains the same, but the different steps
were automated. We used Mathematica to apply the
residue theorem (identify the poles and insert them in
the integrands) in the different contributions at O(E2)
and to sum (and simplify) the whole expression.
3. Simplification of the flow equations
In this sub-section, we use Eq. (49) to compute the
RG flow of the drive coefficients [Eq. (50)] and show how
these flow equations can be simplified in the presence of a
monochromatic drive. This ultimately leads to Eq. (52)
that is used in the main text.
In this work, we are interested in the effect of the drive
on the IRD critical physics. For this reason we do not
have to expand the flow equations of the drive parameters
to O(Ω−2). We keep only the terms that will lead to
corrections of order O(Ω−2) or lower in the flow of µI0
and gI0 , Eq. (49). Specifically, the flow of X0 is truncated
to O(Ω−1) while only the leading term is included in the
flow of the other parameters. Inserting Eq. (49) into the
derivatives of the drive parameters with respect to the
running cut-off then provides
k∂kM2 ∼= −2Sdk
dγ
M I0
R0 ,
k∂kX0 ∼= 2iSdk
dγ
M I0 Ω
∑
m 6=0
gI−mXm
m
+
5iSdkdγ
2[M I0 ]
2
∑
m 6=0
µI−2mg
I
m
m
(
gIm +
Xm
Ω
)
,
k∂kS0 ∼= 2Sdk
dγ
M I0
∑
m6=0,m1 6=0
m 6=−m1
gIm1g
I
mµ
I
−m−m1
m(m+m1)
− 5Sdk
dγ
2[M I0 ]
2
∑
m 6=0,m1 6=0
m6=−2m1
µImµ
I
−m−2m1 [g
I
m1 ]
2
m(m+ 2m1)
,
k∂kR0 ∼= −4Sdk
dγ
M I0
G0 +
5Sdk
dγ
8[M I0 ]
2
∑
m6=0
µI−2m[g
I
m]
2
m2
,
k∂kG0 ∼= 5Sdk
dγ
16[M I0 ]
2
∑
m 6=0
gI−2m[g
I
m]
2
m2
,
k∂kQ0 ∼= 5Sdk
dγ
8[M I0 ]
2
∑
m6=0,m1 6=0
2m 6=−m1
µI−2m−m1g
I
m1 [g
I
m]
2
mm1
. (D20)
These equations are obtained straightforwardly by insert-
ing Eq. (49) into Eq. (50). In the derivation of the flow
equation of Q0 we used the fact that∑
m 6=0,m1 6=0
m 6=−m1
gImg
I
m1g
I
−m−m1
mm1
= 0 . (D21)
This identity emerges because of the symmetry of the
internal indexes. It can be seen by tripling the sum and
making two different changes of variables (m1 = −m−m′1
and m = −m1 −m′) in the two additional expressions.
Then the sum of the three terms vanishes.
The k-dependence of gI±1 can be neglected in Eq. (D20)
because its flow starts at O(Ω−2) only [see Eq. (49)].
This is particularly useful in the case of a monochromatic
drive because it means that the Fourier components of
gIn are all generated from gI±1 in a very simple way: If
n is not a power of 2 then gIn = 0. If |n| = 2r, then
gI±2r = I±,r(k) [g
I
±1]
2r . All the k-dependence is relegated
to the pre-factor Ir(k), which is a complicated multi-
dimensional integral over the pre-factor of Eq. (49). The
simplest example of this (beyond I±,0(k) = 1) is
g±2 = [gI±1]
2 5Sdγ
2
ˆ k
Λ
k˜d−1
[M I0 (k˜)]
2
dk˜ +O(Ω−2) , (D22)
as can be seen from Eq. (49) together with the initial
condition g±2(Λ) = 0, which is a consequence of the
monochromaticity of the drive. g±4 is then obtained by
inserting the above equation into Eq. (49) and leads to a
29
similar equation, although with a different k-dependent
pre-factor. This procedure can in principle be iterated
up to any value of r, and it is clear that it does not de-
pend on the sign of n, I+,r(k) = I−,r(k) = Ir(k). The
flow of µIn behaves in the same way, µI±2r = Jr(k)[gI±1]2
r
,
although up to O(Ω0) and not for r = 0. This leads to
∑
m 6=0
µI−2m[g
I
m]
2
m
∼ Ω−1 . (D23)
We see that the flow of all the drive parameters actually
starts at O(Ω−1). In particular X0 can be taken as a
constant if the problem is truncated to O(Ω−1), as in
[53].
Finally, we use the fact that critical physics is obtained
by linearising the flow close to the IRD RG fixed point,
where all the drive coefficients vanish. Then it is only
necessary to account for the terms that are linear in the
drive coefficients. The rest will have no effect on the crit-
ical properties. We implement this simplification by us-
ing Eq. (D22) and its generalization, gI±2r = Ir(k) [gI±1]2
r
and neglecting all the terms of order O(g3±1) and higher.
Then we find thatQ0 together with its flow vanish. More-
over, the flow equations can be closed if we introduce the
additional variables
U =
∑
m 6=0,m1 6=0
m 6=−2m1
µImµ
I
−m−2m1 [g
I
m1 ]
2
m(m+ 2m1)
, (D24)
that does not flow, k∂kU = 0. The end result is given by
Eq. (52).
Appendix E: Wilson–Fisher fixed point
In this section, we show how thermal equilibrium and
WF physics is recovered in our set-up. In particular we
recover the first order -expansion (see e.g. [124–126]) of
the equilibrium O(2) model.
Because the action (6) is at most quadratic in φ˜, the
corresponding dynamics can be formulated as stochastic
driven open Gross-Pitaevskii dynamics17,
i∂tφ = −2
(
δHc
δφ∗
+ i
δHd
δφ∗
)
+ ξ , (E1)
with a zero-average stochastic noise term (ξ = ξ1 + iξ2)
〈ξi(t,x)ξj(t′,x′)〉 = 2γδijδ(t− t′)δ(x− x′) , (E2)
17 We extract a factor 2 on the right-hand-side because we are com-
paring our calculation to the O(2) model by identifying the real
and imaginary parts of φ with the two components. There the
model A dynamics is defined by ∂tφi = −δH/δφi + ξi. The fac-
tor 2 cancels out the 2 in the denominators of φ1 = (φ + φ∗)/2
and φ2 = (φ− φ∗)/(2i).
and a complex Hamiltonian functional
H =
1
2
ˆ
t,x
−Kφ∗∇2φ+ µ |φ|2 + g
2
|φ|4 . (E3)
Hc/d are the real and imaginary parts of H = Hc + iHd.
They model coherent and dissipative dynamics respec-
tively. See [196] and references therein.
The stochastic dissipative dynamics of a non-conserved
complex field φ, which is the equation of motion of the
2-component model A of [6] is recovered from Eq. (E1)
by setting Hc = 0 and inserting time-independent cou-
pling (see e.g. [115–117]). This is equivalent to choosing
Re[µ] = Re[g] = Re[K] = 0 (and keeping the couplings
constants) in Eq. (6). Then we recover relaxational dy-
namics close to thermal equilibrium with the correspond-
ing Hamiltonian is given by Hd.
We now show that the above correspondence holds
down to the level of the RG flow equations Eq. (41).
To this end we choose µ(t) = iµI0, g(t) = igI0 and
K = i/(2m). Then the Wigner Green functions are com-
pute straightforwardly,
GR;n =
δn0
ω +Kp2 + µ
, GK;n =
−iδn0γ
|ω +Kp2 + µ|2 .
The integrals of Eq. (41) can be performed analytically
and provide,
k∂kµ
I
0 = −γSdkd
gI0∣∣ k2
2m + µ
I
0
∣∣ ,
k∂kg
I
0 =
5γSdk
d
2
(gI0)
2(
k2
2m + µ
I
0
) ∣∣ k2
2m + µ
I
0
∣∣ . (E4)
Finally, we rescale the couplings according to
µˆ =
2m
k2
µI0 , gˆ = γm
2kd−4gI0 , (E5)
and write
k∂kµˆ = −2µˆ− 4Sdgˆ|1 + µˆ| ,
k∂kgˆ = (d− 4)gˆ + 10Sdgˆ
2
(1 + µˆ) |1 + µˆ| . (E6)
To linear order in  = 4− d, we find the WF fixed point
with coordinates and critical exponent
µˆ∗ ∼= − 
5
, gˆ∗ ∼= 4pi
2
5
, ν =
1
2
+

10
. (E7)
See e.g. [124], where these results are obtained in the
equilibrium case.
Appendix F: Scaling behavior
In this section, we give additional details on the scaling
analysis of the rapidly driven system. We start by giving
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an explicit expression for the rescaled drive parameters:
x =
γk−
4[KI ]2
X0
Ω
, m =
M2
Ω2
,
s =
γk−
4[KI ]2
S0
Ω2
, r =
γkd−2
4KI
R0
Ω2
,
g =
γ2k2d−4
16[KI ]2
G0
Ω2
, u =
γ2k−2
16[KI ]4
U
Ω2
. (F1)
Next, we explicitly compute the stability matrix of the
periodically driven system. We then show how the coef-
ficients ci of Eq. (62) are related to the microscopic cou-
plings. In particular we show that the relevant couplings
c6,7,8 can only vanish when the corresponding drive coef-
ficients x, u and s vanish themselves. Moreover, we show
how to derive the phase diagram of Fig. 7a.
The stability matrix is the Jacobian of the flow equa-
tions evaluated at the fixed point Eq. (58). It is obtained
by taking partial derivatives of every element of Eq. (57)
with respect to all the couplings and evaluating them at
µˆ0 = µˆ
∗, gˆ0 = gˆ∗ and m = r = g = s = u = x = 0. The
gradients of the elements of Eq. (57) are vectors, which
provide the lines of M . To O() we obtain
M =

−2 + 25 − 10+Γ20pi2 − 85 10+(2+Γ)5pi2 0 10+(Γ+4)10pi2 0 − 10+Γ20pi2
0  0 −8 10[10+(Γ+2)]5pi2 − 310 0 
0 0 0 10−Γ10pi2 0 0 0 0
0 0 0 2−  − 10+Γ5pi2 0 0 0
0 0 0 0 4− 2 0 0 0
0 0 0 0 0 − − 10+(Γ−2)4pi2 0
0 0 0 0 0 0 −2 0
0 0 0 0 0 0 0 −

, (F2)
with Γ = 5[ln(4pi)− c] + 3 ∼= 12.77 (and c ∼= 0.58 Euler’s
constant).
The above upper-triangular form of the stability ma-
trix makes it particularly easy to diagonalize. The
eigenvalues [Eq. (61)] are simply the diagonal elements
of M . The eigenvectors of M can also be computed,
and have a simple structure as a result of the upper-
triangular structure: The first eigenvector (with eigen-
value λ1 = −2 + 2/5) is −→v1 = (1, 0, 0, 0, 0, 0, 0, 0), the
second eigenvector is −→v2 = (1, x2, 0, 0, 0, 0, 0, 0) (with x2
some constant), the third is −→v3 = (1, x3, y3, 0, 0, 0, 0, 0),
and so on. The constants xi can be complicated func-
tions of , but the important part is that −→vi j = 0 if j > i.
This makes it easy to relate the coefficients of the linear
combination
−→
G =
∑
i=1,8
ci(k)
−→vi , ci(k) = ci
(
k
Λ
)λi
, (F3)
[Eq. (62)] to the microscopic couplings. In particular,
since the only eigenvector with a nonzero entry at the
end is −→v8 , we must have c8 ∼ x. Then c7 must be a linear
combination of x and u only because only −→v7 and −→v8
contribute to its determination. This goes on all the way
up to c1 which is in principle a linear combination of all
the couplings. In particular we see that if we completely
switch off the drive, then c3,...,8 = 0 and only the IRD
critical exponents are activated. Moreover, c6,7,8 depend
on x, u and s exclusively. Neither the irrelevant (m, r
and g) nor the undriven couplings (δg and δµ) enter in
their determination. This means that when c6,7,8 = 0,
then x = u = s = 0 and reciprocally.
The phase of the system is determined by the sign of
c1 since it determines weather µ0 is positive or negative
at large scales, see Fig. 7a. With the eigenvectors nor-
malized to one, we find that
c1 = δµ+
x+ δg − 2r − 2s
4pi2
− 8g + 5u
8pi4
+O()
=
1
4pi2
(
∆
A
+ x− 2r − 2s− 8g + 5u
2pi4
)
+O() . (F4)
We have inserted ∆ = A(δg+ 4pi2δµ) (with A > 0 a non-
universal constant) in the second line. In the absence of
drive ∆ would be identified with the reduced tempera-
ture. Setting c1 = 0 produces a linear relation between ∆
and the drive coefficients with a non-universal yet finite
slope. This is represented in Fig. 7a as a tilted black line.
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