Two new operating conditions of the X3 superorbital expansion tube are studied experimentally and numerically. A two-stage numerical simulation is used to model the flow processes within the whole facility, from the compressed driver gas, through the initial shock-processing of the test gas and then through the unsteady expansion process to the final test flow state. Experimental measurements provide static pressure histories at particular points along the shock and acceleration tubes while the numerical simulations provide complementary information on gas density, temperature and composition. Operating condition properties such as shock speed are both observed in the experiment and produced as a result of the simulation are used to check the reliability of the numerical simulations.
I. Introduction
Free-piston driven expansion tubes 1, 2 are of interest because they can be used to provide aerothermodynamic data for flow speeds well in excess of 10 km/s and can use a range of test gases to simulate spacecraft entry into the atmospheres of Mars, Neptune and Titan, for example. Also, they have been recommended for use in scramjet testing because of the possibility of generating very large dynamic pressures.
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Experimental studies using expansion tube facilities, such as the ballute study by McIntyre, 4 typically examine the aerothermodynamic environment of a model spacecraft. Although these studies are primarily to obtain experimentally measured pressure and heat transfer data, numerical simulations play a role in obtaining that data. Because few of the properties of the test flow can be measured directly, numerical simulations, starting with operating parameters that can be measured, are used to estimate the full set of test flow properties. Past investigations of free-piston expansion tubes by Neely 5 and Palmer 6 have used a relatively simple one-dimensional analysis of the expansion tube process based on equilibrium chemistry. In practice, the flow processes are confused by many interacting phenomena such as finite-rate chemical kinetics, ionization, viscous effects (such as the developing boundary layer on the tube wall), and other unsteady flow processes (possibly caused by a non-ideal driver) which are not included in the simplified models.
A more recent investigation 7 indicated that reasonably good estimates of the test flow conditions in a small expansion tube facility (X2) could be obtained by simulating just the downstream-end of the shock tube and all of the acceleration tube. Fixed flow conditions were applied at the junction between the shock tube and the acceleration tube. The present study extends that work by considering the newer and much larger X3 facility, which is presently capable of producing steady test flows up to 8.5 km/s for periods of approximately 400 µs. Special consideration is given to modelling the non-ideal operating conditions in the shock tube and to undertaking axisymmetric simulations of the acceleration tube with finite-rate chemical models, for nitrogen and air as the test gases.
II. The X3 facility: description and operation
The X3 facility has a total length of 65 m and an exit diameter of 0.183 m with a usable test core flow of approximately 0.14 m. A schematic of X3 is shown in Fig. 1 An idealized x − t diagram of the flow processes discussed above associated with the operation of the X3 expansion tube is shown in Fig. 2 . The operation of X3 relies on a two-stage free-piston driver, with a combined piston mass of 450 kg, to generate a high temperature compressed driver gas. The compression process transfers the piston's kinetic energy to the driver gas which stores the energy temporarily. Time zero in the figure corresponds to the end of the piston stroke and the rupture of the primary diaphragm (that was caused by increase in pressure of the driver gas required to bring the piston to rest). For the present operating conditions, the 1.6 mm mild steel primary diaphragm ruptures at a pressure of approximately 11 MPa. Rupture of the primary diaphragm creates a shock wave that travels along the shock tube compressing and accelerating the test gas. Since the test gas is retained in the shock tube only by a light secondary diaphragm, the rupture of the secondary diaphragm (upon shock arrival) allows the compressed test gas to expand into the acceleration tube, pushing a low-pressure acceleration gas before it. This second stage of processing of the test gas through a strong unsteady expansion fan (centred at the secondary diaphragm station) accelerates the test gas into the test section at speeds in excess of 8 km/s. The presence of the acceleration gas regulates the amount of expansion that the test gas experiences.
The operation of an expansion tube differs slightly from the more conventional reflected-shock tube in that energy is added to the flow in part by the shock wave with the remainder added via an unsteady expansion centred at both diaphragm stations. In this way, total enthalpy and total pressure are added to the flow without the levels of freestream dissociation that would occur if all the energy were added by a shock wave, as is the case with shock tunnels. The operation of expansion tubes allow higher energy flows to be realized at the expense of reduced test times. Further details of the principles and operation are reported by Neely & Morgan 8 and Morgan.
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For test conditions used in this study, the primary and secondary shock speeds were nominally 4150 m/s and 8300 m/s respectively. As illustrated in the x − t diagram, the nominal test time commences following the passage of the starting shock (secondary shock) and the interface separating the acceleration and test gas and is terminated by the arrival of upstream expansion waves. Based on a Mirels analysis, 10 the time between of the shock and interface is 2 µs.
For the current investigation, the nominal filling conditions are listed in Table 1 . 
III. Estimation of test-flow conditions via simulation
The flow conditions at the end of the acceleration tube are estimated from a mix of measurements and calculations. Parameters that can be directly measured are the initial fill pressures and temperatures, the shock speeds and the static pressures at a number of locations in both the shock tube and the acceleration tube.
A. One-dimensional modelling of the shock tube
Ideally, the flow conditions in the shock tube could be estimated by starting with the post-shock static pressure p 2 and the initial fill temperature T 1 in the shock tube and combining this information with the incident shock speed as measured by time-of-flight toward the end of the shock tube. A one-dimensional flow model, assuming equilibrium chemistry, could be applied and the remaining pre-and post-shock conditions computed. However, the X3 facility is only recently commissioned and its operating conditions are still being optimized. Presently, it is operated with a driver that results in noticeable attenuation of the primary shock.
To accommodate this attenuation, the flow data in the shock tube are estimated from a one-dimensional simulation of the downstream part of the driver and whole of the shock tube using the L1d code.
11 The distance between the piston and main diaphragm and the driver temperature, at main-diaphragm rupture, have been adjusted to provide a good approximation to the two pressure histories measured in the shock tube. This adjustment considers, shock speed, peak pressures and pulse duration. Figure 3 shows the resulting comparison between measured and L1d simulation data for one of the shots with nitrogen as the test gas. There are some continuing difficulties with obtaining clean experimental data but we seem to be modelling the essential features adequately. The transient inflow properties are obtained from the downstream location (corresponding to the trace with its peak at 3 milliseconds). 
B. Axisymmetric modelling of the acceleration tube
The post-shock conditions in the shock tube are then used as an inflow boundary condition for an axisymmetric viscous flow simulation of the unsteady expansion process in the acceleration tube. This simulation is done with the MB CNS code 12, 13 and either an equilibrium-chemistry lookup table generated with the CEA code 14 or a finite-rate single-temperature thermochemical model of the test gas.
15 See the Appendix for details of the reaction model used for air.
The geometry of the simulated sections of the X3 facility are shown schematically in Fig. 4 . The downstream-end of the shock tube is labelled as block 0 and the acceleration tube is divided into a further N blocks. During the axisymmetric simulation, test gas with post-shock conditions (as computed by the onedimensional simulation of the shock tube) is placed in block 0 and at the inflow boundary. In the real facility, the light secondary diaphragm has a significant mass when compared with the total mass of gas initially in the acceleration tube. The impact of the shocked test gas on the secondary diaphragm leads to a temporary reverse shock that may affect the processing of the test gas that is eventually expanded to final test-flow conditions. Although, no reverse shock wave was included in the current simulations, its influence can be significant 16, 17 and some form of reverse shock model should be included in future work.
The simulation proceeds by integrating the finite-volume form of the compressible Navier-Stokes equations with an explicit time-stepping scheme. MB CNS is a shock capturing type code so the incident shock, contact surface, unsteady expansion and tube-wall boundary layer all develop within the flow field. The division of the flow domain into several blocks allows the simulation of each block to be calculated in parallel with an exchange of interblock boundary data at each time step. These calculations are expensive and, as noted by Wilson, 17 the grid reolution that we can achieve is limited by the available computational resources. The highest resolution calculation of the flow in the acceleration tube for the air condition used approximately 11,500 CPU-hours on our cluster computer. This particular calculation had 121320 finitevolume cells distributed over 50 Opteron processors.
Much like the experimental measurements, the principal data used to estimate the freestream conditions are in the form of flow property histories recorded at points labelled h0 through h6 in Fig. 4 . Shock speed is estimated from the time of flight between the sample points as indicated by static pressure histories. The other flow conditions are interpolated from the histories at the sample points close to the end of the acceleration tube. Estimates of the freestream conditions were obtained by averaging the simulated results over a chosen time interval where the simulated and experimental pressure histories matched. Time histories of the simulated and measured static pressure close to the end of the acceleration tube showing the averaging interval is shown in Fig. 5 . The nominal freestream conditions for the nitrogen tests are listed in Table 2 for equilibrium and finiterate thermochemistry. Similarly the nominal freestream conditions for the air test are listed in Table 3 . Experimental measurements from the limited diagnostics are listed for comparison. As to be expected, the equilibrium simulation predicts a higher temperature than the finite-rate simulation. However, some amount of freestream dissociation and thus a lower temperature is expected due the reflected shock at the secondary diaphragm. 16 Furthermore, the estimated Pitot pressure, static pressure and shock speed differ slightly from the measured values, to within experimental uncertainty being, -6%, -4% and +3% respectively. In the experiment, Mach number of the test gas is deduced from the shock angle on the the leading edge of a duct placed just downstream of the exit of the acceleration tube. Holographic interferometry was used to visualize the test-section flow. Tables 2 and 3 also include JUMP predictions of the test conditions. JUMP utilizes a simplified onedimensional inviscid model of the expansion tube flow process and is the main technique used in past studies to estimate the test conditions. JUMP incorporates a freezing velocity in which the equilibrium state of the gas is frozen at a user-specified velocity through the unsteady expansion. This velocity is iterated until the measured Pitot and static pressures match the predictions. Simulation of the flow further downstream into the test section 18 indicates that the accuracy of these JUMP predictions is questionable because there is an immediate and strong change in chemical composition of the gas. In the case of the X3 facility, it is expected that any chemical reactions occurring in the test gas should be minimal by the time the gas slug reaches the test section. Numerical estimates of the three-dimensional flow within a rectangular duct based on the finite-rate test conditions presented here are in good agreement with the experimental skin-friction and heat-flux measurements, 18 further supporting this numerical approach.
Even with no account of the reverse shock at the secondary diaphragm, the finite-rate simulations indicate a significant dissociated oxygen component for the air condition. 
IV. Concluding Remarks
We can now obtain good estimates of all important flow properties in the test region of the X3 expansion tube. The interactions of the non-ideal driver, strong viscous effects in the acceleration tube, and finite-rate chemical kinetic effects have been reasonably well captured in the current numerical simulations.
The results are, however, not ideal and we need to do further work on a number of issues. These include the implementation of a multi-temperature thermochemical model, further increases in grid resolution, some type of non-ideal diaphragm model (especially for the light secondary diaphragm) and a more complete coupling between the models for the shock tube and acceleration tube. Also, the performance of the of the X3 free-piston compressor will be improved, possibly by building a new compression tube with larger diameter.
Appendix
The finite-rate chemistry model uses a specification file that is similar to Chemkin. 19 For the nitrogen test gas, we used the following species and reaction rates: Because the air test gas is more strongly influenced by the finite-rate chemistry in the unsteady expansion process, we look a little more critically at the validation of this model. Figure 6 shows the performance of the simulation code for air with finite-rate chemical reactions when modelling the flow over a half-inch sphere as studied by Lobb. 22 The shock detachment distance is quite sensitive to the modelling details. Although we are using a one-temperature thermochemical model, it performs reasonably well over a good range of the experimental data. As would be expected for a model which tends to overestimate the reaction rates, the CFD results head toward the equilibrium limit when they deviate from the experimental data. Lobb experiment ideal gas (gamma=1. 4) equilibrium p1=1 torr equilibrium p1=10 torr mb-cns simulation Figure 6 . Normalised shock detachment distance for a 0.5 inch sphere travelling in air. 22 Only data points for an ambient pressure of 5 torr are shown.
