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Resumen
Esta tesis se centra en la elaboracio´n de un predictor de la ganancia en visio´n
para pacientes con queratocono tras el proceso quiru´rgico de implante de anillos
intracorneales.
El queratocono se caracteriza por una disposicio´n o crecimiento anormal de las
fibras de cola´geno en la co´rnea que produce una pe´rdida importante de visio´n en el
paciente. En los u´ltimos an˜os, el tratamiento que se ha elegido para la correccio´n
de dicha enfermedad es el de la cirug´ıa de implante de anillos intracorneales.
Sin embargo, actualmente, se desconoce la te´cnica y nomograma ideal para la
implantacio´n de estos anillos. Esta tesis se centra principalmente en resolver este
problema, con el fin de ayudar a los oftalmo´logos a planificar el nu´mero, el tipo y
la ubicacio´n o´ptima de estos anillos para conseguir la mayor ganancia posible en
visio´n tras el implante.
En particular, en esta tesis se describen y desarrollan modelos capaces de predecir
cierta informacio´n en base a conocimientos adquiridos de casos reales y su apli-
cacio´n en cirug´ıa del queratocono. Los modelos presentados pertenecen al campo
del aprendizaje automa´tico. El aprendizaje automa´tico hab´ıa sido utilizado con
e´xito en multitud de campos de aplicacio´n y problemas diferentes, incluso en la
deteccio´n del queratocono, pero hasta el momento no ha sido utilizado para la
prediccio´n de la mejora en visio´n del paciente tras el implante de anillos. Es por
ello, por lo que esta tesis implica una novedad en la planificacio´n de este tipo de
cirug´ıa.
Las principales contribuciones de esta tesis son: el desarrollo y la validacio´n de un
modelo capaz de predecir la ganancia en visio´n en te´rminos de curvatura corneal
(K1) y astigmatismo en pacientes con queratocono; un estudio riguroso de las
variables refractivas, topogra´ficas o biomeca´nicas que ma´s relevancia tienen en la
prediccio´n de la recuperacio´n de la visio´n tras la cirug´ıa y por u´ltimo, el desarrollo
vii
de una interfaz de usuario para el uso en cl´ınica del modelo o´ptimo desarrollado.
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Resum
Esta tesi se centra en l’elaboracio´ d’un predictor del guany en visio´ per a pacients
amb queratocono despre´s del proce´s quiru´rgic d’implant d’anells intracorneals. El
queratocono es caracteritza per una disposicio´ o creixement anormal de les fibres
de col·lagen en la co`rnia que produ¨ıx una pe`rdua important de visio´ en el pacient.
En els u´ltims anys, el tractament que s’ha triat per a la correccio´ d’esta malaltia
e´s el de la cirurgia d’implant d’anells intracorneals. No obstant aixo`, actualment,
es desconeix la te`cnica i nomograma ideal per a la implantacio´ d’estos anells.
Esta tesi se centra principalment a resoldre este problema, per tal d’ajudar als
oftalmo`legs a planificar el nu´mero, el tipus i la ubicacio´ o`ptima d’estos anells amb
l’objectiu d’aconseguir el major guany possible en visio´ despre´s de l’implant.
En particular, en esta tesi es descriuen i desenvolupen models capac¸os de predir
una certa informacio´ basant-se en coneixements adquirits de casos reals i la seua
aplicacio´ en cirurgia del queratocon. Els models presentats pertanyen al camp de
l’aprenentatge automa`tic. L’aprenentatge automa`tic ha sigut utilitzat amb e`xit
en multitud de camps d’aplicacio´ i problemes diferents, inclu´s en la deteccio´ del
queratocon, pero` fins al moment no ha sigut utilitzat per a la prediccio´ de la
millora en visio´ del pacient despre´s de l’implant d’anells. Eixa e´s la rao´, per la
qual, esta tesi implica una novetat en la planificacio´ d’este tipus de cirurgia.
Les principals contribucions d’esta tesi so´n: el desenvolupament i la validacio´ d’un
model capac¸ de predir el guany en visio´ en termes de curvatura cornial (K1) i astig-
matisme en pacients amb queratocon; un estudi rigoro´s de les variables refractives,
topogra`fiques o biomeca`niques que me´s relleva`ncia tenen en la prediccio´ de la re-
cuperacio´ de la visio´ despre´s de la cirurgia i finalment, el desenvolupament d’una
interf´ıcie d’usuari per a l’u´s en cl´ınica que implementa el model o`ptim assolit.
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Abstract
This thesis focuses on the development of a predictor of vision gain in patients
with keratoconus after the surgery for implantation of intracorneal rings. Kerato-
conus is characterized by an arrangement or abnormal growth of collagen fibers
in the cornea that causes significant loss of vision in the patient. In recent years,
surgical procedure for implantation of intracorneal rings has been chosen to co-
rrect this disease. However, both the best technique and the best nomogram for
the implementation of these rings are currently unknown. This thesis is mainly
focused on solving this problem, in aiming at helping ophthalmologists to plan
the number, type, and the optimal location of these rings in order to get the
maximum possible gain in vision after implantation.
In particular, this thesis describes and develops models which are capable of pre-
dicting certain information based on knowledge obtained from recent registers in
patients, and their application in surgery of keratoconus. These models belong to
the field of Machine Learning. Machine Learning has been successfully used in
many fields of application to different problems, including the detection of kera-
toconus, but; to this author’s knowledge, has not yet been used for the prediction
of the patient’s vision improvement after implantation of rings. Therefore, this
thesis implies a great novelty in planning this type of surgery.
The main contributions of this thesis are: the development and validation of a
model to predict the vision gain in terms of corneal curvature (K1) and astigma-
tism in patients with keratoconus; a rigorous study of the refractive, topographic
or biomechanical variables that have relevance in the prediction of recovery of
vision after surgery and finally, the development of a user interface for clinical
application using the optimal model developed in this thesis.
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Cap´ıtulo 1
Introduccio´n
Las ectasias corneales se definen cl´ınicamente como un grupo de enferme-
dades corneales no inflamatorias, que afectan a los dos ojos y que se asocian
a un adelgazamiento progresivo, abombamiento y protrusio´n de la co´rnea
[50] [12]. Las ectasias corneales, tanto las naturales como las asociadas a
cirug´ıa refractiva, son un tema de candente actualidad.
El queratocono es la ectasia ma´s frecuente, y se asocia a una ametrop´ıa
severa en estados avanzados. Segu´n los criterios de Rabinowitz [50] suele
asociarse a una queratometr´ıa (diferencia entre las potencias o´pticas de dos
ejes perpendiculares de la co´rnea) por encima de las 47.20 dioptr´ıas (D), a
una diferencia de ma´s 1.20 D entre el hemisferio inferior y superior de la
co´rnea, y un giro del eje radial del astigmatismo de ma´s de 21 grados. El
queratocono es una alteracio´n ocular que se caracteriza por un adelgaza-
miento progresivo de la zona central o paracentral de la co´rnea. Su forma
esfe´rica habitual se transforma en una forma ma´s co´nica, originando una
disminucio´n de la visio´n y un irregular y elevado astigmatismo. El que-
ratocono es considerado como una invalidez visual y necesita tratamiento
me´dico y quiru´rgico en estadios ma´s avanzados. Esta enfermedad se pre-
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senta en edad laboralmente activa y supone una gran pe´rdida de recursos
humanos por las bajas laborales asociadas debido a la disminucio´n de la
calidad de la visio´n.
La queratoplastia o trasplante de co´rnea fue durante mucho tiempo el u´nico
tratamiento quiru´rgico para pacientes con queratocono [43]. Sin embargo,
los u´ltimos an˜os han visto la introduccio´n de nuevas opciones quiru´rgicas:
el cross-linking corneal que consiste en someter a la co´rnea a una radiacio´n
ultravioleta con el fin de fortalecerla y frenar la deformacio´n de la co´rnea
tan caracter´ıstica en los pacientes con queratocono o la implantacio´n de
anillos intracorneales que pueden reducir el astigmatismo, recuperar en
gran medida su curvatura corneal y mejorar la agudeza visual [23] [27].
Hoy en d´ıa, la queratoplastia esta´ restringida principalmente a los pacientes
con avanzado queratocono. Aunque las tasas de complicaciones debidas a la
queratoplastia han disminuido en la u´ltima de´cada, el rechazo inmunolo´gico
y la insuficiencia endotelial a largo plazo siguen siendo riesgos significativos
[15].
Una alternativa a la queratoplastia para el tratamiento del queratocono,
como se ha comentado anteriormente, es el uso de anillos intracorneales
[18]. Hay muchos estudios cl´ınicos sobre la eficacia de anillos intracorneales
en queratocono en sus primeras etapas. Sin embargo, se pueden encontrar
varios estudios de pacientes con queratocono tratados con anillos intracor-
neales que discuten acerca de los resultados y las complicaciones que se
obtienen tras la implantacio´n [5]. No obstante, es necesario resaltar que
estos resultados var´ıan mucho de un autor a otro, en gran medida porque
la metodolog´ıa y te´cnica utilizada en la implantacio´n es diferente [19] [28].
Tras varios an˜os intentando llegar a un consenso acerca de la te´cnica y
nomograma ideal para la implantacio´n de anillos, se ha llegado a la con-
clusio´n de que no existe un nomograma universal suficientemente robusto
para predecir la mejor´ıa del paciente a nivel topogra´fico, refractivo y bio-
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meca´nico despue´s de la implantacio´n de los anillos. Por tanto, existe la
necesidad real de buscar otras aproximaciones con el objetivo de ayudar a
los oftalmo´logos a planificar el nu´mero, tipo y ubicacio´n o´ptima de los ani-
llos intracorneales a implantar con el fin de conseguir una mayor ganancia
en visio´n.
Para obtener el objetivo deseado se hara´ uso de diferentes te´cnicas de
aprendizaje automa´tico. Se desarrollara´n modelos lineales y no lineales
que caractericen nuestro problema. Actualmente, el aprendizaje automa´ti-
co aplicado a pacientes con queratocono ha sido utilizado para la deteccio´n
de la enfermedad y sus grados [3][52][58][53][41][40][35][9]. En esta investi-
gacio´n se propone dar un paso ma´s y conseguir, con estas mismas herra-
mientas, predecir la ganancia en visio´n del paciente con queratocono tras
el implante de anillos intracorneales.
La investigacio´n presentada en esta tesis se ha desarrollado en Labhuman
(Human Centered Technology Laboratory) y se ha hecho en estrecha co-
laboracio´n con la FOM (Fisabio Oftalmolog´ıa Me´dica) y el grupo IDAL
(Intelligent Data Analysis Laboratory) de la Universitat de Vale`ncia. El
trabajo y los resultados obtenidos han sido supervisados por los oftalmo´lo-
gos y o´pticos de la FOM. Esta tesis ha sido resultado del proyecto de
investigacio´n BIOCAO (TIN 2010-20999-C04-01) que fue financiado por el
Ministerio de Ciencia e Innovacio´n.
1.1. Objetivo
El objetivo principal de la investigacio´n es el desarrollo de un regresor o
predictor de la ganancia en visio´n para pacientes con queratocono a los
que se les ha aplicado la te´cnica de implante de anillos intracorneales. El
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predictor mostrara´ de forma cuantitativa la mejora en visio´n del paciente
en te´rminos de curvatura corneal y astigmatismo. El propo´sito de la herra-
mienta desarrollada es ayudar a los oftalmo´logos en la planificacio´n de la
estrategia ma´s apropiada para pacientes con esta discapacidad; en particu-
lar, el predictor mostrara´ las variaciones en visio´n tras la modificacio´n de
la posicio´n y caracter´ısticas (grosor y longitud de arco) de los anillos. Tras
la consulta de los resultados obtenidos con el predictor, los oftalmo´logos
podra´n valorar la mejor estrategia para la realizacio´n de esta intervencio´n
quiru´rgica.
1.2. Objetivos secundarios
Para la obtencio´n del objetivo principal que hemos mencionado anterior-
mente, nos marcamos una serie de objetivos secundarios y concretos, ne-
cesarios para alcanzar el objetivo propuesto. A continuacio´n se enumeran
dichos objetivos para luego desarrollarlos de forma ma´s detallada, ya que
constituyen los pasos que se han llevado a cabo en la elaboracio´n de dicho
predictor.
1. Preprocesado de datos.
2. Ana´lisis de los modelos de prediccio´n.
3. Estudio de las variables ma´s relevantes.
4. Interfaz de usuario.
En primer lugar es necesario realizar una fase de preprocesado de los da-
tos. Esta fase incluye algunas tareas que es necesario realizar antes de una
4
1.2. Objetivos secundarios
ana´lisis de datos propiamente dicho. Por un lado, deben analizarse las rela-
ciones inter e intra variables utilizando las caracter´ısticas proporcionadas
por la FOM para el desarrollo del modelo. Adema´s, debe analizarse la pre-
sencia de datos at´ıpicos y/o perdidos y los diferentes perfiles de pacientes
presentes en los datos analizados. Una vez procesados los datos, puede
ser necesario llevar acabo una normalizacio´n para facilitar un posterior
ana´lisis.
Se analizara´n y comparara´n los distintos modelos que permiten el desa-
rrollo de este predictor: modelos lineales (regresio´n mu´ltiple y regresio´n
robusta) y los modelos no lineales (redes neuronales y a´rboles de decisio´n).
Tambie´n se implementara´n los programas necesarios para la realizacio´n de
la fase de preprocesado de los datos y postprocesado del modelo obtenido.
Se propone hacer un estudio de las variables implicadas en los modelos que
se desarrollen con el objetivo de conocer las variables ma´s relevantes en la
prediccio´n de la ganancia en visio´n del paciente tras la cirug´ıa de implante
de anillos intracorneales. Para la obtencio´n de este objetivo, se realizara´ un
ana´lisis de sensibilidad sobre los modelos desarrollados.
El u´ltimo objetivo sera´ la elaboracio´n de una interfaz de usuario sencilla
capaz de ser utilizada por los profesionales me´dicos en las que ellos puedan
introducir las pruebas de un nuevo paciente con queratocono y obtengan
la ganancia en visio´n del paciente en te´rminos de curvatura corneal y as-
tigmatismo.
La correcta obtencio´n de cada uno de estos objetivos secundarios nos lle-
vara´ a conseguir el objetivo principal deseado: la obtencio´n de un predictor
de la ganancia en visio´n para pacientes con queratocono en te´rminos de
curvatura corneal (K1) y astigmatismo.
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1.3. Contribuciones
La principal aportacio´n de esta tesis es el uso de te´cnicas de aprendizaje
automa´tico para la prediccio´n de la ganancia en visio´n de pacientes con
queratocono tras el implante de anillos intracorneales. Hasta el momento,
en el campo de la oftalmolog´ıa, estas te´cnicas hab´ıan sido utilizadas para
la deteccio´n del queratocono y la clasificacio´n de los pacientes segu´n la
enfermedad o el estado de la co´rnea. Este trabajo ha supuesto un gran
avance y una ayuda para los oftalmo´logos que, actualmente, carecen de un
nomograma robusto que les indique las caracter´ısticas y posicio´n o´ptima
de los anillos.
Del trabajo de esta tesis, ha surgido un art´ıculo en revista [60], un cap´ıtu-
lo de libro [62], dos comunicaciones en congresos internacionales y una
comunicacio´n en congreso nacional.
Las contribuciones de estos trabajos han sido:
1. Desarrollo de modelos basados en aprendizaje automa´tico para pre-
decir la ganancia en visio´n en base a la curvatura corneal y el as-
tigmatismo. En particular, los modelos basados en redes neuronales
artificiales han sido seleccionados por su gran rendimiento, ofrecien-
do errores lo suficientemente bajos como para ser aceptables como
modelos de prediccio´n en la pra´ctica cl´ınica segu´n las valoraciones de
los propios oftalmo´logos.
2. Validacio´n externa con nuevos pacientes del modelo desarrollado. Se
han obtenido errores del mismo orden que los que se obtuvieron en
el desarrollo del modelo, justificando la capacidad de generalizacio´n
del modelo y su aplicabilidad real.
3. Una interfaz de usuario para el uso cl´ınico. Esta es desarrollada y
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validada en colaboracio´n con los oftalmo´logos y sera´ de gran ayu-
da en la planificacio´n de la cirug´ıa asociada al tratamiento de esta
enfermedad.
1.4. Organizacio´n de la Tesis
En este primer cap´ıtulo se ha enmarcado el trabajo realizado y se han
enumerado y explicado los objetivos principales y secundarios, as´ı como
las principales aportaciones de esta tesis.
En el cap´ıtulo 2, se hace una descripcio´n de la anatomı´a del ojo humano,
sus partes y caracter´ısticas ma´s importantes as´ı como su principal funcio´n
en la formacio´n de la imagen. Tambie´n se explica en que´ consiste la enfer-
medad del queratocono cada vez ma´s extendida. Esta breve introduccio´n
nos ayudara´ posteriormente a entender e interpretar mejor los resultados
que se obtendra´n. Adema´s, se realiza un estudio de los distintos disposi-
tivos o instrumentos de medida utilizados en la cl´ınica oftalmolo´gica. Al
final del cap´ıtulo, se hace una introduccio´n de las te´cnicas de aprendizaje
automa´tico desde sus inicios y como estas han sido utilizadas en el campo
de la oftalmolog´ıa para la deteccio´n de la enfermedad del queratocono.
En el cap´ıtulo 3, se explican cada una de las te´cnicas y me´todos utiliza-
dos para la obtencio´n del modelo final de prediccio´n de la ganancia en
visio´n en pacientes con queratocono tras el implante de anillos. Se expli-
cara´n las distintas fases de la realizacio´n de un modelo de prediccio´n de
este tipo como son: adquisicio´n y preprocesado de los datos, te´cnicas de
agrupamiento, desarrollo del modelo (lineal y no lineal), postprocesado del
modelo desarrollado y por u´ltimo la validacio´n del mismo.
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En el cap´ıtulo 4 se detallan, siguiendo el mismo orden que el seguido en el
cap´ıtulo 3, los resultados que se han obtenido en cada una de las fases del
estudio realizado hasta el disen˜o y validacio´n del modelo generado.
Por u´ltimo, en el cap´ıtulo 5, se enumeran las conclusiones que se han ob-
tenido a nivel general y para cada una de las fases del estudio realizado.
Para finalizar, se proponen una serie de posibles trabajos futuros que me-
jorara´n y aumentara´n las posibilidades de implantacio´n de la herramienta
desarrollada en la cl´ınica.
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Antecedentes
En este cap´ıtulo se realizara´ una descripcio´n general de la anatomı´a del ojo
humano, sus partes y caracter´ısticas ma´s importantes as´ı como su principal
funcio´n en la formacio´n de la imagen. Tambie´n se explicara´ en que´ consiste
la enfermedad del queratocono y co´mo afecta a la visio´n del paciente.
Veremos que me´todos se han utilizado hasta la fecha para la correccio´n
de esta enfermedad as´ı como sus ventajas e inconvenientes haciendo ma´s
hincapie´ en la te´cnica de implantacio´n de anillos intracorneales, ya que,
adema´s de ser la que ma´s ventajas aporta tanto a nivel del paciente como
del personal me´dico, es en la que esta´ enfocada esta tesis. Se aportara´,
adema´s, informacio´n sobre los dispositivos que utilizan los oftalmo´logos
y o´pticos para tomar las medidas y las caracter´ısticas de la co´rnea de
los pacientes. Por u´ltimo, se realizara´ un ana´lisis de los resultados hasta
el momento sobre aprendizaje automa´tico aplicado a oftalmolog´ıa y en
concreto, a la enfermedad del queratocono.
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2.1. Anatomı´a del ojo humano
El ojo es un o´rgano que detecta la luz y es la base del sentido de la vista. Se
compone de un sistema sensible a los cambios de luz capaz de transformar
e´stos en impulsos ele´ctricos. Ba´sicamente, el ojo humano posee una lente
llamada cristalino que es ajustable segu´n la distancia, un diafragma que
se llama pupila cuyo dia´metro esta´ regulado por el iris y un tejido sensible
a la luz que es la retina. La luz penetra a trave´s de la pupila, atraviesa el
cristalino y se proyecta sobre la retina, donde se transforma gracias a unas
ce´lulas llamadas fotorreceptoras en impulsos nerviosos que son trasladados
a trave´s del nervio o´ptico al cerebro [59].
La figura 2.1 muestra las distintas partes del ojo humano.
Figura 2.1: Seccio´n del ojo humano [64].
La forma del ojo es aproximadamente esfe´rica, mide 2,5 cm de dia´metro
y esta´ lleno de un gel transparente llamado humor v´ıtreo que rellena el
espacio comprendido entre la retina y el cristalino.
La co´rnea es la estructura transparente y hemisfe´rica localizada al frente
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del ojo que tiene como funcio´n permitir el paso de la luz y proteger al iris y
al cristalino. Es, adema´s, uno de los pocos tejidos del cuerpo que no posee
irrigacio´n sangu´ınea, pero s´ı esta´ inervada ya que en relacio´n a su taman˜o,
es el o´rgano que posee ma´s terminaciones nerviosas sensoriales.
En la porcio´n anterior del ojo se encuentran dos pequen˜os espacios, la
ca´mara anterior que esta´ situada entre el iris y la co´rnea y la ca´mara pos-
terior que se ubica entre la co´rnea y el cristalino. Estas ca´maras esta´n llenas
de un l´ıquido que se llama humor acuoso, cuyo nivel de presio´n llamado
presio´n intraocular es muy importante para el correcto funcionamiento del
ojo.
Para que los rayos de luz que penetran en el ojo se puedan enfocar en
la retina, se deben refractar. Se conoce como feno´meno de refraccio´n al
feno´meno que se produce cuando al pasar un rayo de luz a trave´s de una
sustancia transparente a otra, su trayectoria se desv´ıa. La luz se refracta
en la co´rnea y el cristalino y se proyecta sobre la retina. La cantidad de
refraccio´n requerida depende de la distancia del objeto al observador. Un
objeto distante requerira´ menos refraccio´n que uno ma´s cercano. La mayor
parte de la refraccio´n ocurre en la co´rnea, que mantiene su curvatura. Otra
parte de la refraccio´n requerida se da en el cristalino [34].
La co´rnea refracta los rayos luminosos y el cristalino actu´a como ajuste
para enfocar objetos situados a diferentes distancias. De esto se encargan
los mu´sculos ciliares que modifican la curvatura de la lente y cambian su
potencia. Para enfocar un objeto que esta´ pro´ximo, los mu´sculos ciliares
se contraen y el grosor del cristalino aumenta, acortando la distancia focal
imagen. Por el contrario, si el objeto esta´ distante los mu´sculos ciliares se
relajan y la lente adelgaza; por tanto, disminuye su poder de refraccio´n.
Este ajuste se denomina acomodacio´n o adaptacio´n (figura 2.2).
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Figura 2.2: Proceso de acomodacio´n mediante el cual la luz procedente de un
objeto distante (izquierda) y de un objeto cercano (derecha) se enfoca sobre la
retina [32].
2.2. La co´rnea y sus propiedades
La co´rnea juega un papel fundamental en el poder de refraccio´n del ojo,
entendie´ndose por poder de refraccio´n del ojo a la capacidad que este tiene
para formar una imagen n´ıtida.
El ojo humano tiene un poder refractivo de aproximadamente 60 dioptr´ıas,
siendo la co´rnea el elemento refractivo ma´s importante del ojo, ya que su
poder refractivo se situ´a entre las 42 y 42,5 dioptr´ıas.
Las propiedades fundamentales de la co´rnea para la generacio´n de una ima-
gen n´ıtida son las transparencia y la curvatura. La anatomı´a de la co´rnea
junto con sus propiedades o´pticas, son las que determinan su poder refrac-
tivo. La forma de la co´rnea es ovalada, con un dia´metro horizontal medio
de 12.6 mm y vertical de 11.7 mm. La periferia corneal es ma´s plana y
gruesa que la zona central. La cara anterior de la co´rnea tiene una forma
ligeramente toroide, con un radio de curvatura central de aproximadamen-
te 7.8 mm, que supone 48.2 dioptr´ıas (curvatura corneal) debido a la gran
diferencia entre los ı´ndices de refraccio´n del aire (1), y de la co´rnea (1.376).
La superficie posterior presenta un radio de 6.8 mm generando un poder
refractivo de -5.9 dioptr´ıas. Una de las caracter´ısticas de la superficie an-
12
2.2. La co´rnea y sus propiedades
terior de la co´rnea es su esfericidad, tendiendo a disminuir su curvatura
hacia la periferia para corregir la aberracio´n esfe´rica [33].
Los defectos de refraccio´n constituyen la principal causa de mala agudeza
visual. La agudeza visual nos indica cuanto ve una persona, una agude-
za visual normal implica que tenemos un ojo estructuralmente sano, con
una funcio´n refractiva y enfoque adecuado. Los tres tipos de ametrop´ıas o
defectos de refraccio´n son:
Miop´ıa: Se produce por un exceso de potencia de refraccio´n de los
medios transparentes del ojo (co´rnea mas curva) o aumento de su
longitud axial, lo que hace que los rayos luminosos procedentes de
objetos distantes convergen en un punto anterior de la retina.
Hipermetrop´ıa: El ojo tiene un menor poder refractivo debido a que
el eje axial es ma´s corto de lo normal o porque la co´rnea es ma´s
plana haciendo que los rayos luminosos que vienen desde el infinito
se enfoquen en un punto situado detra´s de la retina.
Astigmatismo: Por variaciones en la curvatura de la co´rnea en lugar
de que la luz haga un punto focal en la retina este se refracta de
forma diferente segu´n atraviesa los diferentes radios de curvatura de
ella, dando dos l´ıneas focales, y por lo tanto en la retina se da un
enfoque lineal borroso.
Por otro lado, el estudio de las propiedades biomeca´nicas de la co´rnea hu-
mana es requisito imprescindible para comprender plenamente los procesos
involucrados en te´cnicas como la ortoqueratolog´ıa (adaptacio´n de lentes de
contacto aplanadas en el centro de la co´rnea para deformarla hasta corregir
la distancia focal) o la cirug´ıa refractiva.
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El cola´geno es el componente estructural primario tanto de la co´rnea como
de la esclero´tica. Tiene una alta fuerza de traccio´n y proporciona elasticidad
y proteccio´n al ojo. El cola´geno de la co´rnea se encuentra principalmente
en la membrana de Bowman y en el estroma (figura 2.3). El estroma de
la co´rnea tiene una disposicio´n altamente organizada de fibras de cola´geno
de pequen˜o dia´metro que esta´n reforzadas por una matriz de proteoglicano
que mantiene un espacio interfibrilar uniforme [17].
Figura 2.3: Estructura de la co´rnea.
El proteoglicano consiste en un centro proteico con una o ma´s cadenas
de glicosaminoglicanos (GAG)s unidas covalentemente. Estas cadenas de
glicosaminoglicanos (GAG) son largos pol´ımeros de carbohidratos lineares
que esta´n cargados negativamente bajo condiciones fisiolo´gicas, debido a
la presencia de grupos sulfato y de grupos de a´cido ura´nico.
Las fibras de cola´geno esta´n organizadas en haces planos que var´ıan en
nu´mero a lo largo de la co´rnea, desde 300 en la parte central a 500 en
el limbo [36]. La estructura anterior del estroma esta´ distribuida oblicua-
mente y aleatoriamente a lo largo de la co´rnea, a veces empezando en el
limbo y terminando en la membrana de Bowman donde se entretejen con
el cola´geno de la membrana de Bowman [45] [47]. En cambio, la estructura
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posterior es ma´s gruesa y ma´s ancha y tiene una distribucio´n ma´s ordena-
da, distribuye´ndose preferentemente en los meridianos inferior-superior y
medio-lateral (figura 2.4) [47][54]. En el limbo, la estructura del estroma
de la co´rnea se entreteje con el cola´geno de la esclero´tica tomando un curso
circular que supone un aumento del grosor del tejido en esa regio´n [45] [54].
Figura 2.4: Orientacio´n de las fibras de cola´geno en la estructura posterior del
estroma [37].
La matriz extracelular de proteoglicano es hidro´fila. La hidratacio´n de la
co´rnea es mantenida a nivel constante por un mecanismo de bomba de
fluido que esta´ situado predominantemente en el endotelio corneal pero
tambie´n se encuentra en el epitelio corneal. Variaciones en la hidratacio´n
de la co´rnea causan alteraciones en el espacio de las fibras de la co´rnea,
suponiendo una pe´rdida de la transparencia corneal [25].
Con el paso de los an˜os, hay un aumento del a´rea cross-sectional de fi-
bras debido a la continua deposicio´n de cola´geno y a un aumento de la
reticulacio´n entre fibras, llevando a poder observar que la co´rnea se hace
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ma´s r´ıgida con el tiempo. Estudios recientes que usan “button inflation
testing”para observar el comportamiento de la tensio´n de espec´ımenes de
cornea humana sin vida han mostrado un claro incremento en la rigidez
asociada con el paso de los an˜os [22][26][42].
La elasticidad es la capacidad que posee un material de deformarse como
respuesta a una fuerza externa. La relacio´n entre la tensio´n y la deforma-
cio´n puede ser representada gra´ficamente y un material ela´stico es aquel
que recupera su forma original cuando se deja de aplicar una fuerza. El
mo´dulo de elasticidad, mo´dulo de Young, es determinado midiendo la pen-
diente de la parte lineal de la gra´fica. Un alto mo´dulo de Young significa
que el material es ma´s duro. Estudios ex-vivo han mostrado que la co´rnea
no presenta un comportamiento ela´stico lineal. Por otro lado, el mo´dulo
de elasticidad de la co´rnea var´ıa en funcio´n de la direccio´n y la regio´n, de
manera que existe, meridionalmente, un mo´dulo alto en el centro y en las
a´reas paracentrales, y circunferencialmente al limbo, debido a la disposi-
cio´n espec´ıfica de las fibras de cola´geno descritas anteriormente [30].
Los materiales viscosos fluyen cuando una tensio´n cortante externa es
aplicada y, a diferencia de los materiales con propiedades ela´sticas, no
recuperan su forma original cuando deja de aplicarse la carga. Los mate-
riales viscoela´sticos tienen elementos tanto ela´sticos como viscosos y co-
mo resultado, cuando los materiales son sometidos a una carga, disipan
energ´ıa. La histe´resis se refiere a la energ´ıa perdida durante el ciclo de
tensio´n/deformacio´n y, como la mayor´ıa de los materiales biolo´gicos, el
cola´geno, principal componente de la co´rnea, es viscoela´stico y por tanto
presenta histe´resis.
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2.3. El queratocono
La cirug´ıa refractiva esta´ en continua evolucio´n. Los aparatos y las te´cnicas
mejoran y se esta´n investigando nuevos tratamientos. Existen enfermeda-
des como pueden ser la presbicia y la catarata que afectan a una gran
parte de la poblacio´n y su estudio llega a hacerse beneficioso. Sin embargo,
existen otro tipo de enfermedades que no se dan en un alto porcentaje de
la poblacio´n pero por no existir un tratamiento seguro y efectivo se ha-
ce motivo de investigacio´n. Uno de esos casos es la patolog´ıa denominada
queratocono.
El queratocono se caracteriza por una disposicio´n o crecimiento anormal
de las fibras de cola´geno en la co´rnea que le hace perder sus propiedades
provocando adema´s una importante pe´rdida de visio´n. La co´rnea esta´ anor-
malmente adelgazada y protruye hacia adelante (figura 2.5).
Figura 2.5: Ojo con queratocono [1].
El queratocono se describio´ y se distinguio´ de otras ectasias de la co´rnea por
primera vez por el me´dico brita´nico John Nottingham en 1854. Nottingham
reporto´ los casos de “co´rnea co´nica”que hab´ıa observado, y describio´ varias
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de las caracter´ısticas cla´sicas de la enfermedad, incluyendo poliop´ıa, debi-
lidad de la co´rnea y dificultad para encontrar lentes correctivas apropiadas
para el paciente [10].
En 1859 el cirujano brita´nico William Bowman uso´ un oftalmoscopio (re-
cientemente inventado por el me´dico y f´ısico alema´n Hermann von Helm-
holtz) para diagnosticar el queratocono y describio´ co´mo graduar el a´ngulo
en el espejo del instrumento para ver de la mejor manera la forma co´nica
de la co´rnea. Bowman tambie´n intento´ restaurar la visio´n tirando del iris
con un fino gancho insertado a trave´s de la co´rnea y estirando la pupila en
una hendidura estenopeica vertical [13].
La visio´n borrosa y distorsio´n de las ima´genes, son los primeros s´ıntomas
de esta enfermedad. La enfermedad a menudo progresa lentamente durante
10 o 20 an˜os, tras los cuales se detiene. En los primeros estadios, la visio´n
puede estar so´lo ligeramente afectada, causando deslumbramiento, sensi-
bilidad a la luz, irritacio´n. La figura 2.6 muestra un ejemplo de la visio´n
de un paciente con queratocono.
Figura 2.6: Ejemplo de visio´n de un paciente con queratocono (derecha) de la
imagen mostrada en la izquierda [2].
Cada ojo puede estar afectado aunque el grado evolutivo puede ser dife-
rente. La co´rnea se va adelgazando y deformando ocasionando un astigma-
tismo cada vez ma´s elevado que no puede ser tratado mediante gafas. Esta
circunstancia es uno de los puntos clave para sospechar un queratocono
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incipiente.
La clasificacio´n del queratocono puede venir determinada por distintas
variables pero la clasificacio´n habitual y en la que nos hemos basado en
esta tesis ha sido la de Amsler-Krumeich, que clasifica en 4 grados esta
enfermedad segu´n su poder refractivo y curvatura corneal [6].
Grado I: Miop´ıa y Astigmatismo inferiores a 5 dioptr´ıas. Querato-
metr´ıa promedio central inferior a 48 dioptr´ıas.
Grado II: Miop´ıa y Astigmatismo entre 5 y 8 dioptr´ıas. Querato-
metr´ıa promedio central inferior a 53 dioptr´ıas. Espesor corneal mı´ni-
mo superior a 400µm.
Grado III: Miop´ıa y Astigmatismo entre 8 y 10 dioptr´ıas. Querato-
metr´ıa corneal central superior a 53 dioptr´ıas. Espesor corneal mı´ni-
mo entre 300 y 400µm.
Grado IV: No se puede medir la refraccio´n. Queratometr´ıa corneal
central superior a 55 dioptr´ıas. Espesor corneal mı´nimo de 200µm.
A pesar de las continuas investigaciones en este campo, todav´ıa no se
conoce la causa que lo produce. Mientras algunos expertos lo consideran
hereditario, otros aseguran que no es una enfermedad hereditaria. Segu´n
diversos autores la incidencia de queratocono oscila entre 50-230 por cada
100.000 habitantes (entre 1 y 5 de cada 2.000 en la poblacio´n general).
Los casos poco severos son tratados con e´xito con lentes de contacto espe-
cialmente disen˜adas para esta afeccio´n. Cuando la visio´n no se restablece
con lentes de contacto, usualmente se plantea una cirug´ıa de trasplante de
co´rnea (queratoplastia). Se han probado otras te´cnicas quiru´rgicas como la
termoqueratoplastia, en la que se modifica la superficie corneal mediante
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la aplicacio´n de impactos de la´ser en el espesor corneal; o la adicio´n de te-
jido corneal (epiqueratofaquia). Actualmente esta´n disponibles los anillos
intracorneales que suponen una solucio´n intermediaria antes del trasplante
de co´rnea.
2.4. Anillos intracorneales
Segu´n muchos estudios la u´nica alternativa que exist´ıa para pacientes con
la enfermedad del queratocono era el trasplante corneal. Actualmente el
implante de anillos intracorneales ha supuesto estabilizar a estos enfermos
y retrasar e incluso evitar la realizacio´n del trasplante. Las ventajas que
se encuentran en esta te´cnica frente al trasplante son las que se muestran
a continuacio´n:
Reduccio´n de tiempos quiru´rgicos. Esta te´cnica en manos expertas
puede durar unos minutos, mientras que la realizacio´n del trasplante
puede oscilar entre media hora y 1 hora dependiendo de la gravedad
de la enfermedad.
Reduccio´n de las listas de espera de trasplante de co´rnea. El implante
de anillos permite que muchos pacientes no necesiten un trasplante
hasta estados terminales, con importante merma visual.
Ahorro de tejido corneal humano y, por tanto, las listas de espera
se reducen enormemente ya que para este tipo de enfermos no se
requiere tejido corneal.
Mejor calidad visual y calidad de vida de estos pacientes. El post-
operatorio de un trasplante de co´rnea suele ser mucho ma´s lento,
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requiriendo bajas laborales entre 6 meses-2 an˜os. La recuperacio´n
tras el implante de anillos es entre 1 semana-3 meses.
No existe el riego del rechazo de la co´rnea trasplantada ni la necesidad
de inmunosupresio´n siste´mica en estos enfermos. Supone un gran
ahorro en fa´rmacos.
La personalizacio´n del implante de anillos, pretende que la te´cnica
sea todav´ıa ma´s eficiente tanto en retrasar la enfermedad como desde
un punto de vista refractivo.
Las caracter´ısticas de los anillos que se esta´n utilizando para la realizacio´n
de la cirug´ıa de implantacio´n de dichos anillos en la co´rnea son:
Dia´metro o´ptico variable de 5.0mm o 6.0mm (Anillos de Ferrara, AF)
y de 6.0mm o 7.0mm (Intacs).
Espesores entre 100 y 350µm en intervalos de 50µm (AF) y entre 210
y 500µm en intervalos de 25 empezando por 250µm (INTACS).
Uno o dos segmentos con longitud de arco variable: 90◦, 120◦, 140◦,
150◦, 160◦, 180◦y 210◦para (AF).
La tabla 2.1 muestra los distintos anillos segu´n el fabricante, las diferencias
principales esta´n en la seccio´n del anillo y sus dia´metros.
La te´cnica de implante de anillos es una te´cnica aditiva que obedece a la
ley de los espesores de Barraquer: Cuando se an˜ade un tejido a la periferia
de la co´rnea o se retira tejido en el centro de e´sta, se obtiene un aplana-
miento correspondiente, y viceversa; cuando se adiciona tejido al centro
o se remueve tejido de la periferia, se obtiene un aumento de curvatura
correspondiente [59].
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Tabla 2.1: Resumen de los diferentes modelos de anillos corneales.
Anillos Compan˜´ıa Objetivo Dia´metro Dia´metro Arco Grosor Inclinacio´n
interior exterior esta´ndar (µm)
INTACS AJL Miop´ıa 6,77 mm 8,1 mm 150◦ 250-450 23Y
INTACS SK AJL Queratocono 6 mm 7,4 mm 150◦ 250-450 -
FERRARA AJL Queratocono 4,4 mm 5,6 mm 160◦ 150-350 No
KERARING IMEX Queratocono 4,4 mm 5,6 mm 160◦ 150-350 No
CORNEALRING BLOSS Queratocono 4,7 mm 5,9 mm 155◦ 150-350 12Y
El mecanismo de accio´n de estos anillos segu´n [46] es el siguiente:
A mayor espesor, mayor correccio´n.
A menor dia´metro de los segmentos implantados, mayor correccio´n
dio´ptrica.
Modificacio´n de las fuerzas tensionales en los tejidos.
Mantienen la esfericidad corneal y disminuyen la profundidad de la
ca´mara anterior.
Modifican las fuerzas entre los extremos terminales de los segmentos
elevando el tejido comprendido entre ellos.
A continuacio´n se enumeran las te´cnicas que segu´n [4] deben seguirse para
la implantacio´n de los anillos intracorneales.
Marcado del eje visual y marcado simulta´neo de los dia´metros de
3-5-7 mm.
Incisio´n en el 80 % del espesor de la co´rnea medido con paquimetr´ıa
intraoperatoria.
Verificacio´n de la profundidad de la incisio´n e inicio de la diseccio´n
del bolsillo intraestromal con la espa´tula de Sua´rez.
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Diseccio´n del tu´nel con espa´tula de Ferrara.
Colocacio´n del segmento.
Postoperatorio.
Los anillos pueden implantarse como segmento u´nico, dobles sime´tricos y
dobles asime´tricos, haciendo referencia la asimetr´ıa al grosor del anillo [7].
La indicacio´n del tipo de anillo a implantar y su localizacio´n dependera´ del
nomograma a utilizar que depende de 4 para´metros.
Grosor corneal en la zona donde se van a insertar los anillos (medida
con Pentacam y OCT de segmento anterior) (Visante TM, OCT Carl
Zeiss Meditec, Germany).
Equivalente esfe´rico de la refraccio´n subjetiva del paciente (cantidad
de miop´ıa y astigmatismo que tiene el paciente, su gafa).
Distribucio´n del a´rea ecta´sica (a´rea donde se encuentra el querato-
cono).
Queratometr´ıas (ks, potencia dio´ptrica de la co´rnea).
En esta tesis se ha trabajado so´lo con pacientes de la FOM y a todos ellos
se les han implantado anillos de Ferrara de 5mm y/o anillos de Keraring
de 6mm. La seccio´n de estos anillos es triangular con un agujero en cada
extremidad, su material es un tipo de acr´ılico denominado PERSPEX Q.
Para los anillos de 5mm la seccio´n del anillo es un tria´ngulo iso´sceles,
mientras que para el caso del anillo de 6mm su seccio´n es un tria´ngulo
truncado (figura 2.7).
Dado que no se tiene un nomograma universal debido principalmente al
desconocimiento del comportamiento biomeca´nico de la co´rnea, no se sabe
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Figura 2.7: Anillos intracorneales.
si para´metros como elevacio´n de la cara anterior y posterior de la co´rnea
as´ı como la histe´resis son para´metros interesantes a medir para la buena
implantacio´n de estos anillos.
2.5. Instrumentos de medida
En esta seccio´n, se hace una revisio´n de los aparatos de medida y diagnosis
relacionados con la deteccio´n de errores de refraccio´n y patolog´ıa refractiva
del ojo humano.
Para el diagno´stico cl´ınico es necesario conocer o al menos estimar la mor-
folog´ıa de la co´rnea, tanto sana como patolo´gica, as´ı como las estructuras
que esta´n relacionadas con e´sta. A continuacio´n se exponen algunos apara-
tos utilizados para este fin. Comenzaremos enumerando los aparatos ma´s
comunes en las consultas oftalmolo´gicas, como pueden ser los refracto´me-
tros, tono´metros y la la´mpara de hendidura. Existen otros aparatos que
no se encuentran en todas las consultas debido a su alto coste o porque
son de aplicacio´n muy espec´ıfica pero que nos dan una gran informacio´n
sobre la morfolog´ıa y la patolog´ıa de la co´rnea de los pacientes. Entre estos
aparatos destacamos los topo´grafos que estiman el relieve de las superfi-
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cies corne´ales y los paqu´ımetros que ofrecen medidas o estimaciones del
espesor corneal. Se presta especial intere´s a los dos grandes equipos que se
han utilizado en esta tesis, desde los cuales se han recogido las distintas
variables e informacio´n de los pacientes enfermos con queratocono, e´stos
son el topo´grafo Pentacam y el Analizador de Respuesta Ocular (Ocular
Response Analyzer, ORA).
2.5.1. Refracto´metros
El Refracto´metro es un equipo que mide la potencia o´ptica del ojo del
paciente. Los refracto´metros utilizados actualmente se basan en la te´cnica
de refraccio´n automatizada, por lo que tambie´n se les denomina auto-
refracto´metros. Esta te´cnica esta´ entre las conocidas como “objetivas” ya
que la medicio´n no depende de la respuesta del paciente. Su funcionamiento
es ra´pido y sencillo: el cl´ınico presiona el control de medicio´n y la medida de
la refraccio´n se hace instanta´neamente. Hoy en d´ıa los auto-refracto´metros
alcanzan aceptables niveles de precisio´n.
El querato´metro es un instrumento que mide la curvatura de la co´rnea,
determinando as´ı la o´ptica corneal. Se basa en el feno´meno o´ptico de la
reflexio´n de la luz, segu´n el cual un objeto emitiendo luz en la direccio´n
de una superficie esfe´rica reflectante produce una imagen reducida, dere-
cha y virtual, situada en el interior de la superficie. El aparato consta de
un objeto luminoso que se refleja en la co´rnea formando una imagen vir-
tual. El taman˜o de esta imagen esta´ directamente relacionado con el radio
de curvatura de la superficie corneal. Los querato´metros son aparatos im-
prescindibles en la consulta oftalmolo´gica y suelen estar integrados en los
refracto´metros.
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2.5.2. Tono´metro
El te´rmino tonometr´ıa se refiere por lo general al procedimiento consistente
en medir la tensio´n de un l´ıquido que se encuentra alojado en una cavidad.
Por lo general, se utiliza para la determinacio´n de la presio´n intraocular
(PIO) que es la presio´n a la que se encuentra el humor acuoso, el l´ıquido
ubicado en el interior del ojo. Gracias a este procedimiento se pueden
detectar enfermedades como el glaucoma o la iritis.
Existen varios tipos de tono´metros y todos ellos se basan en el mismo
principio: el ojo ofrece una resistencia a ser deformado que es directamen-
te proporcional a la presio´n que hay en su interior. Por tanto, el tono´metro
debe ejercer una fuerza sobre la parte externa del ojo y medir su deforma-
cio´n.
Tono´metro de aplanacio´n o Goldmann: Se basa en el aplanamiento
de la co´rnea por contacto. El extremo plano de un prisma se posiciona
sobre la parte central de la co´rnea y presiona su superficie, rectificando
as´ı la curvatura natural de la co´rnea. La resistencia natural de la co´rnea
a ser deformada y la presio´n que hay en el ojo son los dos factores que se
oponen a la aplanacio´n. El tejido de la co´rnea es relativamente homoge´neo,
por lo que para un grosor esta´ndar de la co´rnea, se puede estimar la PIO
con precisio´n.
Tono´metro de contacto ICare: Se basa en un nuevo me´todo patenta-
do, que permite medir la PIO de una forma ra´pida, precisa y sin anestesia.
Como ventajas destacamos que es un instrumento que no requiere anes-
tesia, es de ra´pida medicio´n, lo que hace que sea apropiado para su uso
en sujetos con deficiencias y en nin˜os. Es un aparato pequen˜o, manejable
y porta´til. El me´todo es muy preciso porque la fuerza que se ejerce so-
bre el ojo es muy suave. Adema´s, la sonda de uso individual garantiza la
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seguridad microbiolo´gica.
Tono´metro de no-contacto: Se basa en la utilizacio´n de un chorro de
aire para aplanar la co´rnea. Este tipo de tono´metro es el que proporciona
menos precisio´n. A menudo se usa por su facilidad para detectar ra´pida-
mente casos de presio´n intraocular alta y es la manera ma´s fa´cil de realizar
la prueba a nin˜os pequen˜os. Como tono´metro de no-contacto destacamos
el Analizador de Respuesta Ocular (ORA) cuyo funcionamiento se explica
ma´s adelante.
Tono´metro de indentacio´n: Se usaba antiguamente para determinar la
presio´n intraocular. Este me´todo hace uso de un peso conocido, de manera
que se indenta la co´rnea con una graduacio´n que es proporcional a la
presio´n intraocular. La principal desventaja es que tiene mayor posibilidad
de producir una lesio´n iatroge´nica y adema´s, tiene menor precisio´n que el
tono´metro de aplanacio´n o Goldmann.
2.5.3. Analizador de Respuesta Ocular
El analizador de respuesta ocular (Ocular Response Analyzer, ORA) fue
elaborado por Reichert (figura 2.8). Este instrumento lanza un pulso muy
preciso de aire hacia el ojo causando una deformacio´n hacia dentro de la
co´rnea. La co´rnea pasa por una primera aplanacio´n hasta formar una ligera
concavidad. Milisegundos despue´s de la primera aplanacio´n, la bomba de
aire que genera el pulso es apagada y la presio´n aplicada al ojo decrece. En
este instante la co´rnea empieza a recuperar su curvatura natural convexa,
pasando entonces por una segunda aplanacio´n [38]. Tras este mecanismo se
obtienen dos instantes precisos correspondientes a dos picos bien definidos
producidos por los eventos de aplanacio´n, como muestra la figura 2.9. Dos
presiones correspondientes a la resistencia interior al aire son determinadas
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para estos instantes de aplanacio´n. Estos dos valores son diferentes debido
fundamentalmente a las propiedades viscoela´sticas.
Figura 2.8: Analizador de respuesta ocular (ORA).
El ORA significa para la cl´ınica diaria un gran avance en el tratamiento
y seguimiento del glaucoma, al tomar medidas de presio´n intraocular re-
lacionando para´metros hasta ahora no considerados. Tambie´n nos permite
evaluar con mayor precisio´n patolog´ıas corneales (como el queratocono)
y especialmente es u´til en pacientes candidatos a cirug´ıa refractiva para
evitar complicaciones postoperatorias como la ectasia corneal.
El ORA permite medir determinados para´metros como son la histe´resis
corneal (Corneal Hysteresis, CH), que se define como la diferencia entre
las presiones medidas en los picos antes mencionados; la presio´n intraocu-
lar de Goldmann (Intraocular Pressure Goldmann, IOPg) que se puede
obtener como el promedio entre estas dos presiones antes mencionadas (pi-
cos que se muestran en la figura 2.9); la presio´n intraocular compensada
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Figura 2.9: Presio´n frente a tiempo determinada por el ORA [38].
(Intraocular Pressure Corneal Compensated, IOPcc), esta presio´n es in-
dependiente de las propiedades corneales ya que no esta influenciada por
la resistencia corneal durante el feno´meno de aplanamiento, si no que se
obtiene mediante la formula P2−KP1, donde P1 y P2 reflejan, respecti-
vamente la primera y la segunda presio´n de cada evento de aplanacio´n y
K es una constante cuyo valor es 0,43; por u´ltimo, el factor de resistencia
corneal (Corneal Resistance Factor, CRF) que es un indicador que engloba
tanto la viscosidad como la elasticidad de los tejidos corneales. Su valor se
obtiene como P1 − 0, 7P2. Todos estos para´metros nos ayudan a conocer
las propiedades biomeca´nicas. E´stas propiedades influyen en los resultados
de las medidas oculares y considerarlas pueden ayudar en el diagno´stico y
manejo de algunas enfermedades oculares. Hasta ahora no ha sido posible
determinar las propiedades biomeca´nicas del tejido corneal obligando a los
investigadores y oftalmo´logos a tomar medidas exclusivamente geome´tricas
de la co´rnea como son el espesor y la topograf´ıa [31].
Distintos estudios cl´ınicos han sugerido que la medicio´n de la histe´resis cor-
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neal puede ser u´til en la identificacio´n de diferentes condiciones corne´ales
tales como el queratocono y distrofia de Fuchs. Actualmente se esta´n reali-
zando estudios para analizar la dependencia de esta variable con el espesor
corneal central (CCT) ya que el riesgo de padecer un glaucoma (pe´rdida de
visio´n como consecuencia de un dan˜o en el nervio o´ptico) esta´ ı´ntimamente
relacionado con esta variable [37].
2.5.4. Pentacam
El pentacam HR (High Resolucion) es una ca´mara rotatoria, que captu-
ra ima´genes del segmento anterior del ojo de alta resolucio´n. La te´cnica
proporciona ima´genes n´ıtidas y brillantes que incluyen informacio´n que
va desde la superficie anterior de la co´rnea hasta la ca´psula posterior del
cristalino. Toma hasta 50 ima´genes en 2 segundos.
Figura 2.10: Pentacam HR.
Las ventajas ma´s importantes de este proceso son:
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Medicio´n precisa de la co´rnea central.
Correccio´n de los movimientos del ojo.
Fijacio´n sencilla para los pacientes.
Tiempo de exploracio´n extremadamente corto.
Una vez obtenidas estas ima´genes se calcula un modelo matema´tico tridi-
mensional que ofrece la siguiente informacio´n:
Topograf´ıa de la cara anterior y posterior de la co´rnea (mapas de
curvatura y mapas de elevacio´n).
Ana´lisis de Zernike (aberrometr´ıa) basa´ndose en los mapas de eleva-
cio´n.
Paquimetr´ıa co´rnea de limbo a limbo (mide el espesor corneal tanto
central como en puntos perife´ricos).
Ana´lisis de ca´mara anterior del ojo en 3 dimensiones (mapa profun-
didad de ca´mara anterior, a´ngulo de ca´mara, volumen de ca´mara,
etc.).
Densidad del cristalino (cuantificacio´n de la transmitancia luminosa
de la lente del cristalino y LIOs (lentes intraoculares) artificiales tras
cirug´ıa de cataratas).
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2.6. Te´cnicas de aprendizaje automa´tico en el cam-
po de la Oftalmolog´ıa
Poca es la informacio´n que se puede encontrar en la literatura acerca de
la aplicacio´n del aprendizaje automa´tico en el campo de la oftalmolog´ıa,
debido en gran parte a la fuerte competencia entre las casas comerciales que
proporcionan equipos e instrumentales oftalmolo´gicos para el diagno´stico
y tratamiento de este tipo de intervencio´n.
En muchos trabajos de la bibliograf´ıa [3], [52], [58] y [53], se ha hecho uso
del software NIDEK’s Corneal Navigator instalado en complejos topo´gra-
fos, por ejemplo el Nidek Magellan para la deteccio´n de los pacientes con
queratocono. Este instrumento se sirve de las redes neuronales para la de-
teccio´n del queratocono y hasta de un queratocono temprano o ma´s leve.
El software Corneal Navigator desarrollado por los doctores Steve Kly-
ce y Michael Smolek se utiliza para detectar 8 afecciones corneales: nor-
mal (NRM), astigma´tica (AST), posible queratocono (KCS), queratocono
(KC), degeneracio´n marginal pelu´cida (PMD), cirug´ıa refractiva por miop´ıa
(MRS), cirug´ıa refractiva por hipermetrop´ıa (HRS) y queratoplastia pene-
trante (PKP). Este software proporciona al me´dico una informacio´n, que
le resultara´ u´til en la prediccio´n y diagno´stico de un paciente, en especial
en casos dudosos.
En el trabajo de Accardo y Pensiero [3] se hace uso de las redes neu-
ronales para la clasificacio´n de los pacientes en tres grupos o categor´ıas:
paciente normal, paciente con queratocono y pacientes con otro tipo de en-
fermedad. Se hace uso principalmente de la variable queratometr´ıa, para
la deteccio´n de la enfermedad y, por tanto, para la correcta clasificacio´n
del queratocono. Esta variable es usada como indicador de la gravedad
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de la enfermedad del queratocono. Se considera un leve queratocono a los
valores de queratometr´ıa inferiores a 45 dioptr´ıas, queratocono moderado
a valores entre 45 y 52 dioptr´ıas y avanzado a pacientes con ma´s de 52
dioptr´ıas. Este estudio se realizo´ con 25 pacientes normales, 30 pacientes
con queratocono y 40 pacientes con otras alteraciones.
Souza en su trabajo [58], propone como objetivo la evaluacio´n del rendi-
miento de distintas te´cnicas: SVM (maquinas de soporte vectorial), MLP
(Perceptro´n multicapa) y RBFNN (red neuronal de funcio´n de base radial)
para la deteccio´n del queratocono. Los datos utilizados por estos autores
principalmente para validar las distintas te´cnicas fueron los mapas de ele-
vacio´n y la paquimetr´ıa obtenida por el dispositivo Orbscan. Tras el estudio
que Souza realizo´ sobre 318 sujetos, se concluyo´ que las tres te´cnicas son
una muy buena herramienta para la deteccio´n del queratocono.
En un primer estudio Saad [52], realiza con ayuda del Software comercial
NIDEK’s, Corneal Navigator, mencionado anteriormente, la deteccio´n de
ectasias leves y queratoconos tempranos, con el objetivo de poder tratar al
paciente en el inicio de la enfermedad y evitar, en la medida de lo posible,
el trasplante de co´rnea. El estudio se realizo´ en 143 pacientes (72 pacientes
normales, 43 pacientes con riesgo de queratocono y 31 con queratocono). En
un estudio posterior [53] Saad, utilizando el mismo software busca el mismo
objetivo partiendo esta vez de las variables biomeca´nicas obtenidas por el
analizador de respuesta ocular (ORA). En el primer estudio la clasificacio´n
se realizo´ con los datos obtenidos por el Orbscan (datos topogra´ficos). La
muestra del segundo estudio fue de 305 pacientes (504 ojos), clasificados en
normal, queratocono sospechoso y queratocono. De este trabajo se concluye
que no es suficiente el NIDEK’s Corneal Navigator para la clasificacio´n,
y que es necesaria la visio´n y el diagno´stico cl´ınico. Es ma´s complicada
la clasificacio´n de esta enfermedad teniendo so´lo en cuenta las variables
biomeca´nicas.
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En [41], Maeda desarrolla un sistema automatizado para diferenciar los pa-
trones de queratocono de otras condiciones utilizando videoqueratoscop´ıa
asistida por ordenador. Este sistema combina un a´rbol de clasificacio´n
con una funcio´n lineal discriminante derivada del ana´lisis discriminante de
ocho ı´ndices obtenidos a partir de los datos del videoqueratoscopio. Pa-
ra el desarrollo del modelo se utilizaron un centenar de co´rneas con una
variedad de diagno´sticos. Adema´s se utilizo´ un conjunto de validacio´n de
100 co´rneas adicionales para evaluar los resultados. Los resultados obteni-
dos fueron muy buenos obtenie´ndose en el conjunto de entrenamiento una
sensibilidad del 100 %, especificidad del 96 %, y una exactitud del 97 %.
En el conjunto de validacio´n los resultados obtenidos fueron algo inferio-
res: la sensibilidad fue del 89 %, la especificidad del 99 % y la precisio´n
del 96 %. Este modelo implementado adema´s de ser una herramienta para
la deteccio´n del queratocono cl´ınico puede ser tambie´n una ayuda en la
interpretacio´n cl´ınica de los mapas topogra´ficos.
La identificacio´n del queratocono se ha convertido en un paso de gran im-
portancia para la evaluacio´n preoperatoria de la cirug´ıa refractiva. Segu´n
[40], los para´metros f´ısicos, como pueden ser los que se obtienen del dis-
positivo ORA, pueden ser de gran ayuda en dicha evaluacio´n. Machado,
utiliza las te´cnicas de aprendizaje automa´tico y desarrolla un modelo para
el diagno´stico del queratocono a partir de los exa´menes y medidas obte-
nidas por el ORA. En este trabajo de investigacio´n [40] se compara el
rendimiento de los principales algoritmos de aprendizaje automa´tico.
2.7. Resumen
En este cap´ıtulo se ha realizado una descripcio´n general de la anatomı´a
del ojo humano, sus partes y caracter´ısticas ma´s importantes as´ı como
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su principal funcio´n en la formacio´n de la imagen. Tambie´n se explico´ en
que´ consiste la enfermedad del queratocono y co´mo afecta a la visio´n del
paciente. Se ha explicado (ventajas, inconvenientes y procedimiento) de
una de las posibles soluciones para la detencio´n y correccio´n del querato-
cono, la implantacio´n de anillos intracorneales en la co´rnea. Se ha aportado
adema´s informacio´n sobre los dispositivos que utilizan los oftalmo´logos y
o´pticos para tomar las medidas y las caracter´ısticas de la co´rnea de los
pacientes. Por u´ltimo, se ha hecho un estudio de las publicaciones has-
ta el momento sobre aprendizaje automa´tico aplicado a oftalmolog´ıa y en
concreto, a la enfermedad del queratocono.
En conclusio´n, las te´cnicas de aprendizaje automa´tico se han aplicado en
el campo de la oftalmolog´ıa para la deteccio´n del queratocono, pero no
as´ı para la prediccio´n de la ganancia en visio´n de un paciente con que-
ratocono tras el proceso quiru´rgico de implante de anillos intracorneales,
principal objetivo de esta tesis.
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Como se explico´ en el primer cap´ıtulo de esta tesis, el objetivo principal de
esta tesis es realizar un regresor o modelador capaz de predecir la ganancia
en visio´n de un paciente con queratocono tras el implante de uno o dos
anillos intracorneales en la co´rnea. Dicho regresor se elaborara´ utilizando
te´cnicas de aprendizaje automa´tico. En este cap´ıtulo se explicara´n cada
una de las te´cnicas y me´todos utilizados para la obtencio´n del modelo
o´ptimo para realizar dicha prediccio´n.
3.1. Introduccio´n
Actualmente se manejan grandes cantidades de datos, transacciones co-
merciales, operaciones a trave´s de Internet, datos experimentales, de po-
blacio´n, etc. El bajo precio de los dispositivos de almacenamiento hace
que almacenar los datos sea barato, sencillo y relativamente seguro. Nos
encontramos con gran cantidad de datos, de diferentes categor´ıas, pero sin
ser e´stos analizados ni estudiados estad´ısticamente. Los modelos de apren-
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dizaje automa´tico se sirven de estos datos para generar un estudio sobre
la materia en cuestio´n. Centra´ndonos en el a´mbito de la medicina, un mo-
delo de aprendizaje automa´tico es una ayuda a la decisio´n me´dica ya que
este procedimiento podr´ıa disminuir el nu´mero de diagno´sticos erro´neos y
aumentar el nu´mero de diagno´sticos correctos.
Antes de adentrarnos en el modelo de aprendizaje automa´tico, definiremos
algunos conceptos importantes que nos ayudara´n a entender posteriormen-
te dicho modelo. En primer lugar tenemos el concepto de patro´n que lo
definimos como cada uno de los elementos que queremos analizar y que
estara´ compuesto por una serie de variables que lo definen (n variables de
entrada y n variables de salida). En la ecuacio´n 3.1 se define anal´ıticamente
el concepto “patro´n”.
Pi = [xii, ..., xNi; yii, ..., yNi] (3.1)
siendo xi la variable x i-esima de entrada e yi la variable y i-esima de
salida.
Por ejemplo, para la enfermedad del queratocono (caso de estudio), defi-
niremos el patro´n como cada ojo con queratocono y las variables que lo
definen en este caso sera´n: paquimetr´ıa y topograf´ıa de la co´rnea, histe´resis
corneal, caracter´ısticas de los anillos implantados, etc.
Una vez que se tienen los datos se pueden perseguir diferentes objetivos,
que normalmente son:
1. Clasificacio´n: El objetivo sera´ determinar a que´ clase, de un conjun-
to de clases predefinidos con anterioridad, pertenece un determinado
patro´n. Un ejemplo en un problema me´dico como el que trataremos
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ser´ıa el de clasificar a los pacientes con queratocono segu´n su valor de
curvatura corneal (K1). Aunque la mayor´ıa de me´todos cla´sicos de
ana´lisis de datos esta´n basados en aproximaciones lineales, la natura-
leza en general es no lineal por lo que aproximaciones mas avanzadas
que contemplen no linealidades deben ser tenidas en cuenta para lle-
var a cabo con e´xito las tareas de clasificacio´n. En la figura 3.1 se
muestran dos tipos de clases. En la imagen de la izquierda vemos
que la separacio´n entre clases es posible mediante una l´ınea recta,
mientras que en la imagen de la derecha esto no es posible.
Figura 3.1: Problemas de clasificacio´n lineal (izquierda) y no linealmente sepa-
rable (derecha).
2. Modelado: En este tipo de problemas el objetivo es determinar un
modelo que se ajuste a un serie de datos. No persigue la determina-
cio´n de una clase como se ve´ıa en el caso anterior, sino encontrar un
determinado valor de una variable.
39
Cap´ıtulo 3. Me´todos
3. Prediccio´n: Este problema es muy parecido al que se vio en modelado,
pero con la inclusio´n de la variable temporal. El objetivo en este caso
es determinar valores futuros de una, o varias variables. A diferencia
de la tarea de modelado, la tarea de prediccio´n busca fundamental-
mente una buena prediccio´n. Otra diferencia que vemos entre estas
dos tareas es que la prediccio´n tiene una dependencia temporal. Se
podr´ıa aprovechar esta dependencia transformando la variable tem-
poral por otra que puede proporcionar mayor informacio´n acerca del
feno´meno analizado. Un ejemplo de esta transformacio´n podr´ıa ser
el ana´lisis de Fourier que proporciona informacio´n sobre la posible
descomposicio´n de la sen˜al temporal en senos/cosenos de diferentes
frecuencias, amplitudes y fases. La figura 3.2 muestra un modelo de
prediccio´n de series temporales.
Figura 3.2: Salida del modelo de prediccio´n (figura derecha).
4. Agrupamiento: Consiste en obtener grupos “naturales” a partir de
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los datos. Se habla de grupos y no de clases, porque, a diferencia de
la clasificacio´n, en lugar de analizar datos etiquetados con una cla-
se, los analiza para generar esta etiqueta. Los datos son agrupados
basa´ndose en el principio de maximizar la similitud entre los elemen-
tos de un grupo minimizando la similitud entre los distintos grupos.
Es decir, se forman grupos tales que los patrones de un mismo grupo
son muy similares entre s´ı y al mismo tiempo, son muy diferentes
a los patrones de otro grupo [48]. En la parte derecha de la figura
3.3 se observan algunos de los posibles agrupamientos que se podr´ıan
encontrar dentro de los datos que se disponen. La forma de agrupar
y el taman˜o de los grupos va a depender del algoritmo de agrupa-
miento seleccionado y de los para´metros de los que depende dicho
algoritmo. Una vez tenemos los datos separados en grupos se pueden
investigar relaciones cualitativas y cuantitativas entre los datos den-
tro de cada uno de esos grupos. Adema´s, una etapa de agrupamiento
en el procesado y ana´lisis de datos se puede usar para simplificar
posteriores tareas de modelado, clasificacio´n o prediccio´n. Esta tarea
sera´ beneficiosa para el futuro modelo siempre y cuando se parta de
una gran muestra de datos.
Para la creacio´n de un modelador o regresor basado en datos cl´ınicos, se
realiza el estudio que se muestra en la figura 3.4. Como se puede observar
en esta figura, las diferentes etapas no son independientes, establecie´ndose
diferentes relaciones entre ellas.
En la fase de adquisicio´n de datos se determinan las fuentes de informacio´n
que pueden ser u´tiles y do´nde conseguirlas. A continuacio´n, se transfor-
man los datos a un formato comu´n. Dado que los datos pueden provenir
de distintas fuentes o dispositivos, e´stos pueden contener valores erro´neos
o estar incompletos. Estas situaciones se tratan el la siguiente fase, la fase
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Figura 3.3: Diferentes agrupamientos encontrados en el conjunto de datos. De-
pendiendo de los criterios usados pueden tenerse 2 o 4 grupos.
Figura 3.4: Esquema habitual de un ana´lisis de datos basado en modelos para la
extraccio´n de conocimiento.
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de preprocesado de los datos, en la que se eliminan o corrigen los datos
incorrectos y se decide la estrategia a seguir con los datos incompletos.
Adema´s, se proyectan los datos para considerar u´nicamente aquellas varia-
bles que van a ser relevantes, con el objetivo de hacer ma´s fa´cil la tarea del
desarrollo del modelo y para que los resultados del mismo sean ma´s u´tiles.
En la fase “desarrollo del modelo”se decide cua´l es la tarea, de entre las
mencionadas anteriormente (clasificacio´n, modelado, prediccio´n...), que se
realizara´. Tambie´n se decidira´ que tipo de modelos se empleara´n. En la
fase “validacio´n del modelo”se evalu´an los modelos generados con nuevos
patrones y se analiza por los expertos. Si es necesario, porque el modelo no
es muy preciso o se requieren otras variables, se vuelve a fases anteriores
para un nuevo desarrollo del modelo. Finalmente, tras la validacio´n correc-
ta del modelo, extraeremos las conclusiones y objetivos que se obtienen del
modelo generado.
A continuacio´n, en los siguientes apartados del cap´ıtulo iremos abordando
con ma´s detalle cada una de las etapas que caracterizan la creacio´n de un
regresor basado en datos cl´ınicos como ve´ıamos en la figura 3.4.
3.2. Preprocesado de los datos
En esta seccio´n se explicara´ en que´ consiste la adquisicio´n de datos y el
preprocesado de los mismos. La parte correspondiente a la adquisicio´n de
los datos sera´ una tarea principalmente del equipo me´dico, que se encar-
gara´ de recopilar los datos de sus pacientes intenta´ndolos obtener en las
mismas circunstancias para cada individuo. No todos los datos que se ob-
tengan sera´n u´tiles para el modelo por lo que se tendra´n que preprocesar.
El nu´mero de patrones debe estar acorde al nu´mero de para´metros de los
modelos, para evitar problemas de sobreajuste [29]. Adema´s, deben detec-
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tarse los valores perdidos y/o at´ıpicos (outilers), procesando de la manera
ma´s adecuada al problema y al conjunto de datos analizados.
Hay referencias en la bibliograf´ıa que concluyen que las tareas de prepro-
cesado de datos se encuentran dentro del propio desarrollo del modelo. No
obstante, en esta tesis utilizaremos el enfoque ma´s habitual el cual consi-
dera el preprocesado de los datos como todo conjunto de operaciones que
se lleva a cabo en los datos antes del desarrollo del modelo [57].
En la tabla 3.1 se recogen las distintas tareas y objetivos que queremos
obtener con el preprocesado.
Tabla 3.1: Tareas a realizar en el preprocesado de datos.
TAREA OBJETIVOS
Deteccio´n de datos ano´malos
e incompletos.
Obtener un conjunto de datos
completo sin incoherencias.
Representacio´n visual de los
datos.
Obtencio´n de posibles relacio-
nes de forma gra´fica.
Caracterizacio´n estad´ıstica de
las variables.
Deteccio´n de outliers. Identi-
ficacio´n de las relaciones ele-
mentales entre datos, etc.
Seleccio´n y reduccio´n de ca-
racter´ısticas.
Reduccio´n del nu´mero de va-
riables de un modelo.
Algoritmos de agrupamiento. Reduccio´n del nu´mero de va-
riables del modelo y/o del
nu´mero de datos.
Detecta perfiles t´ıpicos que
pueden permitir hacer mode-
los ma´s individualizados y por
tanto con mayor rendimiento
posteriormente.
Consideraremos los datos descritos por un conjunto de variables o ca-
racter´ısticas. Las variables se pueden clasificar en variables cualitativas
y cuantitativas. Las cualitativas pueden ser variables ordinales (sus valo-
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res se pueden ordenar; por ejemplo, agudeza visual) y nominales (no se
pueden ordenar, valores lo´gicos o booleanos, por ejemplo: la raza). Las va-
riables cuantitativas pueden ser o bien discretas (nu´mero de anillos) o bien
continuas (espesor de la co´rnea).
Uno de los problemas habituales en el ana´lisis de datos es el de la presencia
de valores perdidos, es decir, que hay patrones a los que les faltan los va-
lores de determinadas variables. Ante todo esto, si el dato tiene bastantes
variables incompletas o hay errores en la adquisicio´n, la opcio´n ma´s senci-
lla es no considerar dicho dato o patro´n siempre y cuando contemos con
suficientes patrones y su pe´rdida no sea trascendental. A modo de ejemplo,
para los datos recogidos en la tabla 3.2 el paciente 5 no se tendr´ıa en cuen-
ta, ya que so´lo tenemos el valor de la primera variable. Cuando el nu´mero
de patrones es limitado o no es posible eliminar los datos perdidos, se re-
curre a la utilizacio´n de te´cnicas de imputacio´n para sustituir los valores
perdidos por otros que supongan la inclusio´n del mı´nimo ruido posible en
el conjunto de datos.
Tabla 3.2: Tabla de datos para el ejemplo sencillo de co´mo tratar valores perdidos.
Variable 1 Variable 2 Variable 3 Variable 4
Paciente 1 1,4 2,6 3,3 6,9
Paciente 2 2,0 2,2 6,7
Paciente 3 1,7 3,2 2,6
Paciente 4 2,4 2,3 6,9 4,3
Paciente 5 5,5
Paciente 6 5,1 3,7 8,2 1,1
Paciente 7 6,4 1,2 7,6
Otra cuestio´n importante es determinar las variables que sera´n considera-
das para el desarrollo del modelo. Para el caso visto anteriormente (tabla
3.2), no ser´ıa lo´gico considerar la variable 4 ya que la mayor´ıa de los pa-
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cientes no tienen recogido el valor de esta variable. De nuevo, las te´cnicas
de imputacio´n aparecen como una solucio´n en este entorno.
Adema´s, se debe realizar un ana´lisis para evaluar el parecido entre las
diferentes variables ya que si varias de ellas esta´n altamente correlacionadas
(la correlacio´n puede ser lineal o no lineal) y ambas son utilizadas en el
modelo, estas incluir´ıan informacio´n redundante, reduciendo por tanto el
rendimiento del modelo.
Para poder trabajar con las variables cualitativas se suele realizar una
codificacio´n de los datos, de forma que a cada variable se le asigna un de-
terminado valor. En general no hay reglas para establecer esta codificacio´n
pero s´ı que hay que intentar, siempre que se pueda, tener una codificacio´n
sime´trica con valor central 0; evitando en la codificacio´n el valor de 0.
3.2.1. Ana´lisis Exploratorio de Datos
Se conoce como Ana´lisis Exploratorio de Datos (Exploratory Data Analy-
sis, EDA), al uso de estad´ısticos y representaciones gra´ficas para obtener
conocimiento ba´sico acerca de las variables que forman nuestros datos. En
las siguientes tablas 3.3 y 3.4 se pueden ver los estad´ısticos y gra´ficas ma´s
utilizados en el EDA. Para facilitar la comprensio´n de estos procesos, en
los siguientes apartados se explicara´ con un poco ma´s de detalle.
Representacio´n gra´fica de los datos
La informacio´n visual es muy u´til para determinar relaciones entre datos.
Veremos en este apartado algunas de las representaciones de datos ma´s
utilizadas y lo que pueden aportar dichas representaciones. Estos gra´ficos
pueden permitir entre otras cosas determinar el tipo de relacio´n que puede
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Tabla 3.3: Tipos de representaciones gra´ficas y usos que se les da.
Gra´fica Uso
Barras Descriptivo de los datos
Sectores Determinacio´n de frecuencias
Histograma Determinacio´n de la distribucio´n
Stem and Leaf Determinacio´n de la distribucio´n
Boxplot Medias de posicio´n ma´s usadas
Gra´ficos de probabilidad Comprobacio´n del tipo de distribucio´n
Tabla 3.4: Tipos de ana´lisis estad´ısticos y usos que se les da.
Estad´ıstico Uso
Valor medio, mediana, moda Tendencia central
Varianza, Desviacio´n esta´ndar Dispersio´n
Sesgo, Curtosis Forma de la distribucio´n
Cuartiles, Percentiles, IQR Localizacio´n
existir entre los datos (lineal o no lineal) as´ı como la existencia de outliers
o datos ano´malos.
Diagramas de barras y sectores. Estas gra´ficas son cla´sicas dentro
del ana´lisis visual de datos. Los diagramas circulares o de sectores
son utilizados para aquellos casos en los que nos interesa mostrar el
nu´mero de veces que se da una caracter´ıstica de manera gra´fica, de tal
forma que se pueda visualizar mejor la proporcio´n en que aparece esa
caracter´ıstica respecto del total (figura 3.5). El diagrama de sectores
no da muchas variaciones pero el de barras s´ı que las da, de tal forma
que se pueden tener diferentes tipos de representacio´n.
Histogramas. Mediante esta representacio´n se puede estimar de for-
ma visual la distribucio´n de los valores de una determinada varia-
ble ya que se representa la frecuencia de aparicio´n de los valores de
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Figura 3.5: Representacio´n de la evolucio´n de la agudeza visual tras el implante
de anillos intracorneales mediante sectores.
un determinado intervalo de datos frente a dicho intervalo (figura
3.6). Permite de manera sencilla observar la distribucio´n de los datos
ya que con ella se pueden observar valores medios, varianzas, posi-
bles outliers, etc. Permite, adema´s, visualizar de manera sencilla y
aproximada si el comportamiento de una variable es cercano a la
Gaussianidad o normalidad; esto es de extrema importancia ya que
hay numerosos me´todos que parten de la hipo´tesis de la normalidad
de las distribuciones y, por tanto, si esta normalidad no se da, los
correspondientes me´todos no son fiables.
Stem and Leaf. Estos diagramas nos dan una idea de la localizacio´n
de los datos y de la forma de la distribucio´n. Esta te´cnica funciona
bien para los conjuntos de datos que no tienen una dispersio´n muy
grande. En la figura 3.7 se muestra un ejemplo de esta representacio´n
gra´fica aplicado a un estudio cl´ınico.
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Figura 3.6: Histograma del astigmatismo (dioptr´ıas) medido a los pacientes con
queratocono.
Diagrama de caja (Boxplot). En este gra´fico se representan cantidades
de intere´s como son el primer, segundo y tercer cuartil. Adema´s,
se representan los valores extremos que se definen como 1.5 veces
el rango intercuartil, representa´ndose a partir del final de la caja,
en lo que se conoce como “bigotes”. Los datos at´ıpicos o outliers
se consideran fuera de ese rango; estos valores se representan con
un circulo como se muestra en la figura 3.8. Esta representacio´n es
complementaria al histograma ya que en e´sta se dan los valores de
los para´metros estad´ısticos que nos definen los datos mientras que en
el histograma se representa la distribucio´n de los datos.
Gra´ficos de probabilidad. Se usan para visualizar si unos datos siguen,
o no, una distribucio´n de probabilidad. Los ma´s extendidos son los de
normalidad 3.9 . La idea ba´sica consiste en representar, en un mismo
gra´fico, los datos que han sido observados frente a los datos teo´ricos
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Figura 3.7: Stem and Leaf: Muestra la localizacio´n de los datos y la forma de la
distribucio´n [61].
que se obtendr´ıan de una distribucio´n normal. Si la distribucio´n de
los datos es una normal, los puntos se concentrara´n en una l´ınea
recta.
Existen dos tipos de gra´ficos de probabilidad; los gra´ficos P-P que
representan las proporciones acumuladas de una variable con las de
una distribucio´n normal y los gra´ficos Q-Q que se obtienen represen-
tando los cuartiles de los datos que se tienen respecto a los cuartiles
de la distribucio´n.
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Figura 3.8: Diagrama de caja: Suministra informacio´n sobre los valores mı´nimo
(L1) y ma´ximo (L5), los cuartiles Q1, Q2 o mediana y Q3 y sobre la existencia
de valores ato´picos y la simetr´ıa de la distribucio´n.
Figura 3.9: Gra´ficos de probabilidad: Se muestra como los residuos del modelo
siguen aproximadamente una distribucio´n normal [56].
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Ana´lisis estad´ıstico
La media de una distribucio´n de datos viene dada por la ecuacio´n (3.2) y
es una medida protot´ıpica habitual que representa a la distribucio´n.
x¯ =
1
N
N∑
j=1
xj (3.2)
donde N es el nu´mero total de datos.
La mediana y la moda son tambie´n lo que se conoce como medidas de
centralizacio´n, que dan idea del comportamiento promedio de una distri-
bucio´n de datos. La media aritme´tica es el promedio de un conjunto de
valores, o su distribucio´n; sin embargo, para las distribuciones con sesgo,
la media no es necesariamente el mismo valor que la mediana o que la
moda. La mediana se puede definir como el valor central que queda tras
ordenar los valores (semisuma si disponemos un nu´mero par de valores),
es una estimacio´n central robusta a outliers y la moda es el valor que ma´s
aparece en ese conjunto de valores.
Para conocer con detalle un conjunto de datos, no basta con conocer las
medidas de tendencia central, sino que al menos necesitamos conocer tam-
bie´n la desviacio´n que representan los datos en su distribucio´n respecto de
la media aritme´tica de dicha distribucio´n, con objeto de tener una visio´n
de los mismos ma´s acorde con la realidad en el momento de describirlos e
interpretarlos para la toma de decisiones. La desviacio´n esta´ndar se define
como la ra´ız cuadrada de la varianza, definida en la ecuacio´n (3.3). Es una
medida (cuadra´tica) que informa de la media de distancias que tienen los
datos respecto de su media aritme´tica, expresada en las mismas unidades
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que la variable.
σ2 =
1
N − 1
N∑
j=1
(xj − x¯)2 (3.3)
donde x¯ es la media aritme´tica (3.2).
La forma de la distribucio´n de los datos viene definida por el sesgo y la
curtosis. El sesgo, definido en la ecuacio´n (3.4), define si la distribucio´n es
sime´trica o no; si el para´metro es negativo indica que la distribucio´n de los
datos (visualmente, el histograma) esta´ concentrado a la derecha mientras
que si es positivo esta´ a la izquierda; si se tiene una distribucio´n sime´trica
el valor de este para´metro es cero.
sesgo =
∑N
i=1(xi − x¯)3
(N − 1)σ3 (3.4)
donde σ es la desviacio´n esta´ndar obtenida a partir de la ra´ız cuadrada de
la ecuacio´n (3.3).
La curtosis indica lo “picuda”que es una distribucio´n teniendo como re-
ferencia la distribucio´n normal. La ecuacio´n (3.5) determina la forma de
calcular este para´metro:
curtosis =
∑N
i=1(xi − x¯)4
(N − 1)σ4 (3.5)
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Una distribucio´n normal tiene una curtosis de 3, distribuciones ma´s picudas
que la normal tienen una curtosis superior a 3 y distribuciones menos
picudas tienen un valor inferior.
Los cuartiles, percentiles y rango intercuartil (Interquartile range, IQR)
nos dan informacio´n de la localizacio´n de los datos. Con estos para´metros,
junto con el histograma, se pueden determinar los datos at´ıpicos (outliers),
que en la mayor´ıa de aplicaciones se eliminan. Los percentiles son medi-
das posicionales que dividen la distribucio´n de frecuencia en 100 partes
iguales. Con e´stos, se puede calcular cualquier porcentaje de datos de la
distribucio´n de frecuencia.
Los cuartiles son los tres valores que dividen al conjunto de datos ordena-
dos en cuatro partes porcentualmente iguales. Hay tres cuartiles denotados
usualmente Q1, Q2, Q3. El primer cuartil, es el valor en el cual o por de-
bajo del cual queda un cuarto (25 %) de todos los valores de la sucesio´n
(ordenada); el segundo cuartil es precisamente la mediana y el percentil
50; el tercer cuartil, es el valor en el cual o por debajo del cual quedan
las tres cuartas partes (75 %) de los datos. El rango intercuartil es la di-
ferencia entre el tercer cuartil y el primero. E´ste se usa para construir los
diagramas de cajas (box plots) que sirven para visualizar la variabilidad
de una variable y comparar distribuciones de la misma variable adema´s de
para ubicar valores extremos.
3.2.2. Te´cnicas de agrupamiento
El agrupamiento o clustering es la tarea descriptiva por excelencia y su
objetivo es obtener grupos o conjuntos de entre todos los patrones dados,
de tal manera que los patrones asignados al mismo grupo sean similares.
En [24] se define cluster como “aquella regio´n continua del espacio que
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contiene una densidad relativamente alta de puntos y que se encuentra
a su vez separada de otras regiones de alta densidad por regiones cuya
densidad de puntos es relativamente baja”.
El problema principal que tienen la mayor´ıa de estos algoritmos es que son
precisamente los grupos y la pertenencia a e´stos lo que se quiere deter-
minar y, a priori, normalmente se desconoce el nu´mero y la forma de los
grupos. En algunos casos se puede proporcionar el nu´mero de grupos que
se desea obtener. Otras veces, este nu´mero se determina por el algoritmo
de agrupamiento segu´n las caracter´ısticas de los datos [48][21].
El objetivo del clustering es, como ya se vio anteriormente, reducir el nu´me-
ro de patrones a considerar, caracterizar dichos patrones mediante una se-
rie de prototipos y detectar perfiles t´ıpicos. Las ventajas de determinar
prototipos son varias:
Se puede tener informacio´n acerca de las diferentes tendencias que
presentan los datos analizados.
Se pueden codificar los datos en funcio´n de la distancia a los pro-
totipos (menos informacio´n para almacenar) o, en el caso extremo,
hacer corresponder los datos a sus prototipos.
Se puede tener un procedimiento de clasificacio´n muy ra´pido (por
cercan´ıa) si e´ste es el problema a resolver.
Se pueden detectar outliers.
La figura 3.10 muestra un ejemplo de como se agrupan los distintos patro-
nes segu´n la similitud que existe entre unos y otros.
Para conocer la similitud de un patro´n con respecto a otro, asignaremos
a cada patro´n un vector N-dimensional en el que se contienen los valores
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Figura 3.10: Ejemplo de agrupamiento de los datos en tres grupos de similares
caracter´ısticas.
que toma el patro´n para cada una de las variables o caracter´ısticas. De
esta forma, mediremos el parecido o similitud de dos patrones a partir
de la distancia que existe entre sus vectores. En las ecuaciones (3.6) y
(3.7) se muestra co´mo se calcular´ıa esa distancia y, por tanto, podr´ıamos
comprobar co´mo de parecidos son dos patrones. Sera´ de gran importancia
normalizar las variables antes de aplicar cualquier algoritmo de clustering
ya que si existieran diferencias nume´ricas importantes entre las variables,
estos algoritmos no funcionar´ıan correctamente.
d1(A,B) =
N∑
k=1
|Ak −Bk| (3.6)
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dp(A,B) = (
N∑
k=1
|Ak −Bk|p)(1/p) (3.7)
En las ecuaciones (3.6) y (3.7), A y B son los vectores sobre los que se
calcula la distancia d(A,B).
3.3. Desarrollo del modelo para la prediccio´n de
la curvatura corneal y astigmatismo
Una vez se han obtenido todas las posibles conclusiones derivadas de las
gra´ficas y de los estad´ısticos obtenidos con nuestros datos, pasaremos a
determinar un posible modelo que explique las posibles relaciones que se
pueden tener entre las variables. Un modelo general vendr´ıa dado por la
siguiente expresio´n (3.8):
yi = g(x
1
i , x
2
i , ..., x
k
i ) (3.8)
donde xki es el valor i-e´simo de la variable independiente k e yi es la variable
dependiente. La funcio´n g() puede tener, en principio, cualquier forma.
Comenzaremos considerando la funcio´n ma´s sencilla que corresponde con
modelos lineales y ma´s tarde la complicaremos dando paso a modelos no
lineales, como son los a´rboles de decisio´n y las redes neuronales, que son
los modelos usados en la investigacio´n llevada a cabo en la tesis.
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3.3.1. Modelos lineales
En esta seccio´n se explicara´n los modelos de regresio´n lineal multivariante,
que constituyen una potente herramienta de estudio de las posibles rela-
ciones entre una variable aleatoria (variable respuesta), y los valores de
las otras variables que influyen sobre el comportamiento de la variable res-
puesta. El objetivo, por tanto, sera´ encontrar la relacio´n lineal entre una
variable que denominamos variable respuesta o independiente y otra que
denominamos variable dependiente.
El modelo que se plantea es el que muestra la ecuacio´n (3.9):
Yi = β0 + β1 ·Xi + εi (3.9)
donde X e Y son las variables de intere´s y los para´metros a determinar son
los βk. Aqu´ı los εi son variables aleatorias independientes e ide´nticamente
distribuidas [57].
El objetivo por tanto sera´ determinar los para´metros β0 y β1. Para deter-
minarlos se intenta minimizar la suma de los errores al cuadrado que se
cometen al aplicar la ecuacio´n (3.9). A continuacio´n, en la ecuacio´n (3.10),
se muestra dicha funcio´n, conocida como funcio´n de coste:
J =
N∑
i=1
(yi − [β0 + β1 · xi])2 (3.10)
El objetivo, por tanto, sera´ minimizar dicha funcio´n de coste respecto a los
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para´metros que se tienen, para ello derivaremos la ecuacio´n (3.10) respecto
de β0 y β1 e igualaremos a cero, como se muestra en las ecuaciones (3.11)
y (3.12).
∂J
∂β1
= 0 =
N∑
i=1
{yi − [β0 + β1 · xi]} · xi (3.11)
∂J
∂β0
= 0 =
N∑
i=1
{yi − [β0 + β1 · xi]} (3.12)
Una vez estimados los para´metros del modelo cabe preguntarse co´mo de
precisos son dichos para´metros. Para ello, se hace uso del llamado ANOVA
(ana´lisis de varianza) que considera tres te´rminos para analizar. A partir
de los estad´ısticos que se muestran en las ecuaciones (3.13), (3.14) y (3.15),
se puede determinar la bondad del modelo lineal planteado, donde yest es
el valor estimado por el modelo lineal.
SST =
N∑
i=1
(yi − y¯)2 (3.13)
SSR =
N∑
i=1
(y(est)i − y¯)2 (3.14)
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SSE =
N∑
i=1
(yi − y(est)i)2 (3.15)
Cada uno de los tres para´metros define una caracter´ıstica; SST da la varia-
bilidad de y si se estima usando el valor medio; SSE mide dicha variabilidad
si se usa el modelo y SSR es la varianza del propio modelo. A partir del
ana´lisis de estos estad´ısticos y de las relaciones entre ellos se puede de-
terminar la bondad del modelo lineal planteado. A partir de estos tres
estad´ısticos se puede determinar un nuevo para´metro que se conoce como
R2 y que viene definido por le ecuacio´n (3.16). Su valor ira´ entre 0 y 1,
cercano a 1 indicara´ un ajuste bueno y cercano a 0 todo lo contrario.
R2 =
SSR
SST
= 1− SSE
SST
(3.16)
El caso que hasta ahora se ha analizado es la regresio´n simple. Esta situa-
cio´n no es la ma´s usual ya que normalmente se busca establecer relaciones
entre una determinada variable de salida y ma´s de una entrada, pero nos
ha servido de partida para poder comprender el caso ma´s habitual, la re-
gresio´n mu´ltiple.
Las condiciones de la regresio´n simple se mantienen y el procedimiento
de ca´lculo es el mismo, la diferencia radica en que el nu´mero de para´me-
tros a calcular crece y aparecera´n mas derivadas parciales y, por tanto, la
resolucio´n sera´ algo mas compleja y laboriosa.
El problema de las regresiones analizadas (simple y mu´ltiple) estriba en
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que se intenta minimizar la suma de los residuos al cuadrado. Este hecho
provoca que los outliers tengan mucha importancia en el ajuste final.
Dos posibles soluciones a este problema son:
Definir una nueva funcio´n a minimizar (funcio´n de coste). Las fun-
ciones ma´s usadas son las que se muestran en las ecuaciones (3.17) y
(3.18).
J = |e(n)| (3.17)
J = log(cosh[e(n)]) (3.18)
Donde e(n) es el error, diferencia entre el valor que se quiere ajustar
y el que da el modelo (3.19).
e(n) = yn − [β0 + β1 · xn] (3.19)
Todas estas funciones tienen en comu´n que presentan valores bajos
cuando la variable de entrada es muy grande en relacio´n al valor que
tomar´ıa la funcio´n de coste cuadra´tica. El problema de todas ellas es
que no existe una solucio´n directa y hay que aplicar procedimiento
iterativos (Regla Delta).
Regresio´n robusta: Esta regresio´n consiste en “pesar” cada uno de los
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te´rminos que aparecen en la funcio´n a minimizar. El problema que
se tiene, en este caso, es el impacto que tienen los outliers sobre el
modelo final. Podemos reducir dicha influencia si le asignamos a esos
datos un valor pequen˜o en la funcio´n final. Para este caso la funcio´n
ser´ıa la que se muestra en la ecuacio´n (3.20).
J =
N∑
i=1
wi · {yi − [β0 + β1 · x1i + ...+ βp · xpi]}2 (3.20)
3.3.2. Modelos no lineales
A continuacio´n, pasaremos a hablar de los modelos no lineales. Estos mo-
delos son utilizados cuando los modelos anteriores, modelos lineales, no
han funcionado correctamente, ya sea porque los errores cometidos por
el modelo son muy grandes, porque el modelo desarrollado no da buenos
resultados en datos no usados para construir el modelo, es decir, el error
en la validacio´n del modelo es muy alto, porque las conclusiones que se
obtienen del modelo son absurdas o porque no se cumplen las hipo´tesis de
partida del modelo lineal.
A´rboles de clasificacio´n y regresio´n
Los a´rboles de clasificacio´n y regresio´n (Clasification And Regression Trees,
CART) son un me´todo estad´ıstico no parame´trico que es utilizado tanto
para clasificacio´n como para regresio´n [14]. Se utilizara´ para regresio´n si la
variable dependiente del problema es continua (como el problema abordado
en la tesis), mientras que si la variable es catego´rica, se tratara´ de un a´rbol
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de clasificacio´n. A continuacio´n se enumeran algunas de las caracter´ısticas
principales de los arboles de decisio´n:
Son independientes de la distribucio´n estad´ıstica de las variables de-
pendientes e independientes.
Son un me´todo robusto ante la presencia de outliers o datos ano´ma-
los.
Proporcionan modelos completamente interpretables.
Se pueden proporcionar a´rboles de decisio´n para patrones con un alto
nu´mero de variables.
En la figura 3.11 tenemos un ejemplo de un a´rbol de decisio´n aplicado a
un grupo de pacientes con la enfermedad de queratocono, donde se puede
obtener el valor de astigmatismo predicho por el a´rbol en funcio´n de los
valores que toman las diferentes variables de entrada.
El te´rmino a´rbol viene dado por la representacio´n grafica de estos modelos.
La ra´ız es el nodo superior y es donde se testea el atributo o caracter´ıstica
ma´s importante para el modelo. En cada nodo se hace una divisio´n hasta
llegar a un nodo terminal u hoja. Cada nodo no-terminal contiene una
pregunta en la cual se basa la divisio´n del nodo. Cada hoja contiene el
nombre de la clase a la cual pertenece. Puede ser necesario hacer una poda
del a´rbol para evitar un sobreajuste de los datos.
Para la implementacio´n de un a´rbol de decisio´n se necesita: un conjunto
de cuestiones para realizar la divisio´n de patrones, un conjunto de reglas
que gobiernan dichas cuestiones y un criterio de poda del a´rbol construido
[63].
Se tendra´n que determinar las cuestiones que se deben plantear en los
nodos, es decir, se decidira´ en base a que´ variables hay que realizar las
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Figura 3.11: Ejemplo de a´rbol de decisio´n aplicado a un grupo de pacientes con
queratocono.
divisiones de los patrones en los nodos. Segu´n si la respuesta es afirmativa
o negativa, el patro´n pasara´ a un nodo de decisio´n u otro.
Se propondra´ un criterio para la obtencio´n de reglas. Este criterio sera´ una
medida de impureza de cada nodo y cuantificara´ la heterogeneidad (varie-
dad de clases que hay en el subconjunto de datos a dividir). Para cuantificar
la bondad de una divisio´n realizada en un nodo, se evaluara´ la variacio´n
de impureza al realizar la mencionada divisio´n [14]. En resumen, este cri-
terio se basa en determinar las entrop´ıas condicionadas ponderadas. De
una manera intuitiva, la entrop´ıa (impureza, incertidumbre, desorden) es
directamente proporcional a la sorpresa que puede provocar una variable e
inversamente proporcional a la regularidad y redundancia que podamos te-
ner en una variable. A modo de ejemplo una distribucio´n uniforme presenta
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la ma´xima entrop´ıa porque todos los valores son igualmente posibles.
Durante la construccio´n de un a´rbol de decisio´n, se hace crecer el mismo
hasta que se minimiza la impureza de los nodos, lo que puede conducir a
a´rboles que sobreajusten los datos de entrenamiento, consiguiendo as´ı cla-
sificadores con una capacidad de generalizacio´n muy baja. Para resolver
este posible problema se realizara´ una poda de dicho a´rbol. La idea de esta
te´cnica sera´ eliminar los nodos que aportan informacio´n demasiado espe-
cifica y, por tanto, realizan ma´s bien, un modelado del conjunto de datos
utilizado que del problema abordado. Ajustarse demasiado a la evidencia
suele tener como consecuencia que el modelo se comporte mal para nuevos
ejemplos [48]. Con esta poda conseguiremos resolver el compromiso que
existe entre la complejidad del a´rbol y su capacidad de generalizacio´n ante
patrones no utilizados en el entrenamiento.
Redes Neuronales con Aprendizaje Supervisado
El objetivo de esta seccio´n es presentar una visio´n general de los conceptos
fundamentales relacionados con las Redes Neuronales Artificiales (RNA).
Las RNAs son algoritmos matema´ticos que se inspiran en el funcionamiento
de las redes neuronales biolo´gicas del cerebro humano. Segu´n [29] [51],
una red neuronal es un procesador distribuido con una estructura paralela
que tiene una tendencia natural a almacenar conocimiento experimental,
hacie´ndolo apto para su uso. Se parece al cerebro en dos cosas:
El conocimiento es adquirido por la red a trave´s de un proceso de
aprendizaje.
Ese conocimiento se almacena en los pesos sina´pticos o conexiones
entre neuronas.
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Las redes neuronales biolo´gicas esta´n constituidas por un gran nu´mero de
neuronas, conectadas en forma masiva. Conforman el sistema nervioso y el
cerebro; el cerebro humano puede contener 1011 neuronas y 1015 interco-
nexiones. Las redes neuronales biolo´gicas pueden establecerse como grupos
de neuronas activas especializadas en tareas como: ca´lculos matema´ticos,
posicionamiento y memoria [55]. En la figura 3.12 se pueden observar las
neuronas del sistema nervioso humano y sus interconexiones.
Figura 3.12: Estructura neuronal (derecha) correspondiente al recuadro rojo re-
presentado en el cerebro (izquierda) [8].
Las redes neuronales artificiales actuales intentan u´nicamente reproducir
de forma simplificada los mecanismos ma´s ba´sicos del cerebro humano. No
se trata de reproducir el cerebro humano en su totalidad sino que se cen-
tran en mecanismos de resolucio´n de problemas individuales. La finalidad,
por tanto, de estas redes neuronales es la de entender la forma en la que los
humanos resuelven los problemas y utilizarla para complementar las capa-
cidades de los sistemas de inteligencia artificial. Mientras que el cerebro
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humano tiene una estructura tridimensional y sus neuronas son capaces
de interconectarse libremente, las redes neuronales artificiales proporcio-
nan un esquema de procesamiento alternativo basado en la operacio´n de
un determinado nu´mero de unidades de procesamiento elemental denomi-
nadas neuronas que esta´n interconectadas entre s´ı. Las restricciones en
cuanto al nu´mero y a las interconexiones entre neuronas delimitan el tipo
y la aplicacio´n de las RNA. En la figura 3.13 se muestra una red neuronal
artificial t´ıpica multicapa, donde vemos representadas mediante c´ırculos a
las neuronas. Algunas de ellas interaccionan con el medio para recibir las
entradas y otras para proporcionar las salidas o los resultados. Las neuro-
nas de la capa de salida generan los valores que la red hace corresponder
con los valores de entrada a ella o bien, los valores que la red predice para
los valores de entrada. El resto de las neuronas esta´n situadas en una o
ma´s capas intermedias, tambie´n llamadas capas ocultas.
Figura 3.13: Estructura de una Red Neuronal Artificial multicapa.
Habitualmente, cada neurona de la capa oculta de una red neuronal arti-
ficial recibe, a trave´s de un conjunto de interconexiones ponderadas, una
sen˜al de cada una de las neuronas de la capa anterior. Todas estas sen˜ales
de entrada se combinan en una sola, sobre la que se realiza una operacio´n
elemental y cuyo resultado es transmitido a todas las neuronas de la capa
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siguiente. De esta forma, es sobre la neurona (unidad de procesamiento
elemental) sobre la que se fundamenta la operacio´n de la RNA ya que la
combinacio´n de dichas operaciones elementales es la que permite a la red
desempen˜ar una tarea relevante.
Modelo de una neurona
Una neurona es la unidad de proceso de informacio´n fundamental en una
red neuronal [29]. En la figura 3.14 se muestra el modelo de una neurona,
elemento ba´sico de una red neuronal artificial.
Figura 3.14: Modelo de una neurona.
En el modelo de una neurona presentado en la figura 3.14 se pueden iden-
tificar tres elementos caracter´ısticos:
Un conjunto de conexiones o sinapsis caracterizada cada una de ellas
por un peso sina´ptico, de forma que la sen˜al de entrada xj de la
neurona k, se multiplicara´ por el peso sina´ptico wkj . Estas conexiones
pueden ser excitadoras (presentan un signo positivo), o inhibidoras
(conexiones negativas).
Una regla de propagacio´n que determina la entrada efectiva o el nivel
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de excitacio´n de la neurona k, que es denotada por Vk. Se considera
como entrada efectiva a la suma de todas las sen˜ales de entrada xj a
la neurona k, ponderadas por sus correspondientes pesos sina´pticos
wkj .
Una funcio´n de activacio´n, ϕ(·), que determina el estado o la salida yk
de la neurona a partir de su nivel de excitacio´n. El objetivo de esta
funcio´n (que generalmente presenta un comportamiento no lineal),
es limitar la amplitud de la sen˜al dentro de un rango de valores
normalizados (por ejemplo, dentro del intervalo [0,1] o [-1,1]). Ma´s
adelante, se podra´n ver varios tipos de funciones de activacio´n.
El modelo de la figura 3.14 incluye adema´s una entrada externa adicional,
llamada sesgo o bias y denotada por bk, cuyo fin es el de poder aumentar o
disminuir el umbral de excitacio´n de la neurona dependiendo de si el valor
es positivo o negativo.
En te´rminos matema´ticos, dado un nu´mero m de entradas, es posible des-
cribir la neurona por las ecuaciones (3.21) y (3.22).
Vk =
m∑
j=1
wkjxj + bk (3.21)
yk = ϕ(Vk) (3.22)
Considerando la polarizacio´n bk como el peso sina´ptico de una entrada
adicional cuyo valor de entrada siempre es 1, podemos reescribir la ecuacio´n
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(3.21) de una forma ma´s homoge´nea, como sigue:
Vk =
m∑
j=0
wkjxj (3.23)
Por otro lado, siendo wk = (bk, wk1, ..., wkj , ..., wkm) el vector columna
de los pesos y x = (1, x1, ..., xm) el vector columna de entrada, podemos
escribir de forma vectorial que:
yk = ϕ(w
T
k x) (3.24)
Tipos de funciones de activacio´n
Las funciones de activacio´n, denotadas por ϕ(Vk), definen la salida de la
neurona en funcio´n del potencial de activacio´n. A continuacio´n se describen
varios tipos de funciones de activacio´n.
Funcio´n lineal. Esta funcio´n es la que se utilizara´ en la capa de salida
de problemas de regresio´n y/o prediccio´n (3.25).
ϕ(x) = a · x+ b (3.25)
siendo usualmente a=1 y b=0.
Funcio´n umbral o escalo´n. Es una particularizacio´n de la funcio´n uni-
taria de Heaviside, definida como sigue:
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ϕ(Vk) =
{
1, si Vk ≥ 0
0, si Vk < 0
(3.26)
A las neuronas con este tipo de funcio´n de activacio´n se les conoce
como neuronas de McCulloch-Pitts, y son de gran importancia ya que
marcan el principio de la disciplina de las redes neuronales artificiales
[44].
Funcio´n semilineal o lineal a tramos. La funcio´n semilineal se define
como:
ϕ(Vk) =

1, si Vk ≥ 12a
aVk +
1
2 , si
−1
2a < Vk <
1
2a
0, si Vk ≤ −12a
(3.27)
donde el para´metro a determina la pendiente de la recta definida en
el tramo − 12a < Vk < 12a .
Funcio´n sigmoidal. E´sta es la funcio´n ma´s comu´nmente utilizada en
redes neuronales artificiales. Es estrictamente creciente, con un com-
portamiento asinto´tico. Un ejemplo de la funcio´n sigmoidal es la fun-
cio´n log´ıstica:
ϕ(Vk) =
1
1 + e−aVk
(3.28)
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El rango de variacio´n de la funcio´n (3.28) es el intervalo [0,1] y al
para´metro a se le denomina pendiente de la curva. Este valor de-
terminara´ su forma ya que si a tiende a infinito, la funcio´n log´ıstica
tiende a alcanzar la forma de la funcio´n umbral. Adema´s, la funcio´n
es diferenciable, caracter´ıstica importante desde el punto de vista
teo´rico de las redes neuronales artificiales.
Las funciones de activacio´n hasta aqu´ı descritas toman valores en el inter-
valo [0,1]. Sin embargo, tambie´n se puede permitir que e´stas tomen valores
en el intervalo [-1,1] ya que en ciertas ocasiones es preferible ese rango
por los algoritmos utilizados. Para este caso, para un intervalo de [-1,1], la
funcio´n escalo´n, comu´nmente llamada funcio´n signo, queda definida como:
ϕ(Vk) =

1, si Vk > 0
0, si Vk = 0
−1, si Vk < 0
(3.29)
En el caso de la funcio´n semilineal, la funcio´n queda redefinida de la si-
guiente forma:
ϕ(Vk) =

1, si Vk ≥ 1a
aVk, si
−1
a < Vk <
1
a
−1, si Vk ≤ −1a
(3.30)
Por u´ltimo, para la forma correspondiente de la funcio´n sigmoidal, se puede
usar la funcio´n tangente hiperbo´lica, definida como:
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ϕ(Vk) = tanh(aVk) =
eaVk − e−aVk
eaVk + e−aVk
(3.31)
Tipolog´ıa de las redes neuronales
Los distintos tipos de redes neuronales vienen definidos por la organizacio´n
de las neuronas que forman la red, por co´mo se entrenan las redes, por co´mo
se asocia la informacio´n de entrada y de salida y por co´mo se representa esta
informacio´n. Entre las formas ma´s comunes esta´n las redes organizadas por
capas tal y como se muestra en la figura 3.13, donde una capa esta formada
por mu´ltiples neuronas. Existen, como se sen˜ala en la figura, tres tipos de
capas diferentes, una capa de entrada, que es la que toma el est´ımulo
proveniente del exterior, una o varias capas ocultas dependiendo de la
utilidad que se le quiera dar a la red y una capa de salida que comunica
el resultado al exterior. En la capa de entrada, el nu´mero de neuronas
sera´ el mismo que el nu´mero de variables y en la capa de salida, el nu´mero
de neuronas sera´ igual al nu´mero de clases a clasificar o de variables a
modelar. Adema´s, para el caso de las redes fully connected networks, todas
las salidas de las neuronas o nodos esta´n conectadas con todos los nodos
de la capa siguiente, es decir, existe interconexio´n total.
Segu´n el nu´mero de capas ocultas, las regiones de decisio´n entre las distin-
tas clases podra´n ser ma´s complicadas. As´ı, para una red que no disponga
de capas ocultas, se obtendra´n fronteras de decisio´n lineales y en redes
con capas ocultas, se obtendra´n fronteras lineales pero de estructura ma´s
compleja (convexas, disjuntas,...). No obstante, se ha demostrado que utili-
zando dos capas ocultas se puede aproximar bien cualquier regio´n compleja
[29].
Tambie´n podemos diferenciar redes neuronales segu´n el flujo de la infor-
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macio´n. Si la informacio´n va de la capa de entrada hacia la capa de salida,
tenemos una red feed-forward (propagacio´n hacia delante). Sin embargo,
tambie´n existen redes con conexiones de realimentacio´n como se muestra
en la figura 3.15, donde pueden observarse conexiones de una neurona con-
sigo misma, con una de la misma capa o con una neurona anterior de la
red, entendie´ndose como anterior, una neurona ma´s cercana a la entrada
en el camino del flujo de la informacio´n. Este tipo de redes son llamadas
redes recurrentes y son especialmente u´tiles en el tratamiento de sistemas
dina´micos no lineales y en general, en la solucio´n de problemas de predic-
cio´n.
Figura 3.15: Ejemplo de una red recurrente.
Los modelos neuronales y, en general, todos aquellos modelos que invo-
lucran un aprendizaje pueden clasificarse en me´todos supervisados y no
supervisados. La diferencia principal que existe entre estos dos modelos de
aprendizaje es que el modelo de aprendizaje supervisado requiere la pre-
sencia de pares de vectores de entrenamiento; cada par compuesto por los
valores de entrada a la red y los valores de salida esperados para tales en-
tradas, mientras que el modelo de aprendizaje no supervisado so´lo utiliza
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vectores de entrada para entrenar la red. Estos valores son determinados
por la red durante el curso del aprendizaje.
En general, el modelo de red ma´s utilizado en la actualidad es el Per-
ceptro´n multicapa (Multilayer perceptron, MLP), tambie´n conocido como
red back-propagation o retropropagacio´n, ya que utiliza dicho algoritmo de
aprendizaje. Este algoritmo se utiliza en redes neuronales organizadas en
capas y con propagacio´n hacia delante, es decir, en las cuales no hay bucles
de realimentacio´n, lo que asegura que las salidas de la red se puedan cal-
cular como funciones expl´ıcitas de las entradas y los pesos. El modelo de
back-propagation usa aprendizaje supervisado, por lo tanto, se le debera´n
proporcionar ejemplos de entradas con sus respectivas salidas, simular para
dichas entradas y calcular el error entre los valores obtenidos y los valores
de salida conocidos [57].
La informacio´n que almacena el aprendizaje de una red se encuentra u´ni-
camente en los pesos wkj , por lo que sera´n so´lo los pesos los que habra´ que
ajustar en el proceso de entrenamiento. Los algoritmos de aprendizaje se
basan fundamentalmente en el criterio de prueba y error. Es decir, se apli-
ca una funcio´n para una determinada entrada y si no se obtiene la salida
deseada, se vuelve a probar la red pero variando los pesos y esto se reali-
zara´ hasta obtener la salida buscada. Este paso de los datos para probar
si la red permite obtener el resultado esperado se conoce como e´poca, y
sera´ un para´metro que se tendra´ que fijar de antemano para evitar un
nu´mero de iteraciones excesivo al buscar los pesos o´ptimos ni demasiado
pequen˜o para poder aprender el problema bien [29].
El procedimiento iterativo suele empezar utilizando pesos aleatorios y la
meta es ajustarlos para que el error sea mı´nimo. El entrenamiento se de-
tiene una vez alcanzado el error mı´nimo o el ma´ximo nu´mero de iteracio-
nes permitido o algu´n otro criterio de parada de aprendizaje que se haya
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escogido. Una vez se ha logrado la salida buscada, termina la etapa de
aprendizaje y la red en ese momento es capaz de obtener una salida para
cualquier entrada.
3.4. PostProcesado: Ana´lisis de Sensibilidad
Para poder evaluar la importancia de cada una de las variables en el mo-
delo, se realizara´ un ana´lisis de sensibilidad. Este ana´lisis consiste princi-
palmente en ver el comportamiento del modelo a la salida tras ir anulando
cada una de las variables de entrada de forma individual. Calculando el
error a la salida del modelo podemos comprobar la importancia de la va-
riable eliminada. Si el error que se obtiene es muy grande, nos indicara´ que
la variable es relevante en el modelo y, por eso, al no contar con ella en
el modelo vemos la salida altamente modificada. Se comprobar´ıa, de este
modo, que la salida depende mucho del valor de esa variable concreta.
3.5. Resumen
En este cap´ıtulo hemos querido desarrollar a pequen˜a escala, los me´todos
y te´cnicas que se han aplicado en el desarrollo de la tesis. Como ve´ıamos,
el objetivo principal era la elaboracio´n de un regresor o modelo capaz
de predecir la ganancia en visio´n de un paciente con queratocono tras el
implante de anillos intracorneales. Este regresor se desarrollara´ utilizando
te´cnicas de aprendizaje automa´tico, de ah´ı, que durante este cap´ıtulo se
explicaran las distintas te´cnicas y pasos en la construccio´n de un regresor
basado en datos cl´ınicos. A modo resumen, a continuacio´n se enumeran
los distintos pasos o fases que se llevara´n a cabo en el desarrollo de dicho
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regresor [57].
Adquisicio´n de los datos: Tras la adquisicio´n de los datos, e´stos se
transformara´n a un formato comu´n ya que los datos pueden proceder
de distintas fuentes o dispositivos.
Preprocesado de los datos: Se eliminara´n o corregira´n los datos inco-
rrectos y se decidira´ la estrategia a seguir con los datos incorrectos. Se
hara´ un estudio a nivel estad´ıstico y visual de las distintas variables
para conocer la correlacio´n, si la hay, entre las distintas variables.
Desarrollo del modelo: Se decidira´ el objetivo del modelo (clasifica-
dor, modelador, predictor...) y el tipo de modelo (lineal o no lineal).
Validacio´n del modelo: Se evaluara´n los modelos generados con nue-
vos patrones y se analizara´n por los expertos. Se realizara´ un ana´lisis
de sensibilidad para ver que´ variables afectan ma´s a nuestro modelo.
Conclusiones: En la u´ltima etapa, se extraera´n las conclusiones y
comprobaremos que hemos conseguido el objetivo propuesto inicial-
mente.
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Cap´ıtulo 4
Resultados
En este cap´ıtulo, siguiendo el mismo orden que se siguio´ en el cap´ıtulo
anterior, se desarrollara´ un modelo capaz de predecir la ganancia en vi-
sio´n, en te´rminos de curvatura corneal y astigmatismo de un paciente tras
el proceso quiru´rgico de la implantacio´n de anillos intracorneales. Para el
desarrollo del modelo, seguiremos las fases propias definidas para la cons-
truccio´n de un modelo de regresio´n basado en datos cl´ınicos: adquisicio´n
de los datos, preprocesado de los datos, desarrollo del modelo, validacio´n
del modelo y obtencio´n de los resultados.
4.1. Introduccio´n
Como se describ´ıa al inicio de la tesis, tras varios an˜os intentando llegar a
un consenso acerca de la te´cnica y el nomograma ideal para la implantacio´n
de los anillos intracorneales, se ha llegado a la conclusio´n de que no existe
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un nomograma universal suficientemente robusto para predecir la mejor´ıa
del paciente a nivel topogra´fico, refractivo y/o biomeca´nico despue´s de la
implantacio´n de los anillos. De ah´ı, la necesidad real de ir ma´s alla´ de
los modelos estad´ısticos tradicionales para, de esta forma, ayudar a los
profesionales me´dicos en la planificacio´n del nu´mero y ubicacio´n o´ptima
de los anillos intracorneales para conseguir la mayor ganancia en visio´n del
paciente.
Por tanto, en este cap´ıtulo, se describen modelos de prediccio´n basados
en aprendizaje automa´tico capaces de predecir cierta informacio´n en base
a conocimientos adquiridos de casos reales y su aplicacio´n en cirug´ıa de
queratocono. Las te´cnicas utilizadas sera´n las descritas en el cap´ıtulo 3.
Las redes neuronales artificiales, como se comento´ al finalizar el cap´ıtulo
2, han sido utilizadas con e´xito para la deteccio´n de queratocono [41] [3]
[35] [58] [40] [9] pero no para predecir la mejora en visio´n de los pacientes
con queratocono despue´s de la implantacio´n de anillos intracorneales, lo
que implica una gran novedad para la planificacio´n de este tipo de cirug´ıa.
Los datos para este estudio han sido proporcionados por Fisabio Oftal-
molog´ıa Me´dica (FOM); corresponden a pacientes tratados entre los an˜os
2011 y 2013 y los resultados obtenidos han sido publicados recientemente
en [60].
En primer lugar empezaremos hablando del preprocesado, donde se hara´ uso
de los modelos de a´rboles de decisio´n para el estudio de las variables y ca-
racter´ısticas que posteriormente se usara´n para el desarrollo del modelo
de prediccio´n. Adema´s, se interpretara´ la calidad de los datos a partir de
un ana´lisis exploratorio y, ma´s tarde, obtendremos los distintos modelos:
modelos lineales (regresio´n mu´ltiple y regresio´n robusta) y no lineales (re-
des neuronales artificiales). Tras la aplicacio´n de estos modelos hallaremos
que´ variables influyen ma´s en la recuperacio´n de la visio´n y que´ modelo de
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entre todos, nos ofrece mejores resultados (menor error en la prediccio´n).
4.2. Adquisicio´n y preprocesado de los datos
Antes de comenzar a elaborar un modelo, es necesario crear una base de
datos, donde se recopile toda la informacio´n necesaria para obtener el ob-
jetivo marcado. El primer paso, por tanto, sera´ seleccionar las variables de
entrada que mejor caractericen nuestro problema.
Se consulto´ con los oftalmo´logos de la FOM el objetivo prioritario a conse-
guir y, en funcio´n de este, se propusieron una serie de variables de entrada
que podr´ıa ser interesante tener en cuenta, aunque desconoc´ıan si real-
mente todas ellas iban a ser relevantes en la prediccio´n de la ganancia en
visio´n de pacientes con queratocono en te´rminos de curvatura corneal y
astigmatismo.
Se ha querido, adema´s, an˜adir a este estudio las propiedades biomeca´ni-
cas de la co´rnea debido al uso cada vez ma´s habitual del Analizador de
Respuesta Ocular (ORA) [39], que proporciona algunas de las propieda-
des biomeca´nicas ma´s importantes de la co´rnea ya que, de hecho, algunos
investigadores esta´n estudiando la influencia que tienen estas propiedades
en paciente con queratocono. Las propiedades biomeca´nicas que el ORA
proporciona son: la presio´n intraocular de Goldmann (Intraocular Pressure
Goldmann, IOPg), la presio´n intraocular compensada (Intraocular Pressu-
re Corneal Compensated, IOPcc), la histe´resis corneal (Corneal Hysteresis,
CH) y el factor de resistencia corneal (Corneal Resistance Factor, CRF).
En la tabla 4.1 se detalla, a modo resumen, el nombre de cada una de las
posibles variables de entrada que se podr´ıan tener en cuenta en nuestro
modelo y la informacio´n que nos proporciona.
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Tabla 4.1: Descripcio´n de todas las posibles variables de entrada.
VARIABLE UNIDADES DESCRIPCIO´N
IOPg Mil´ımetros de mercurio (mmHg) Presio´n intraocular
IOPcc Mil´ımetros de mercurio (mmHg) Presio´n intraocular compensada
CRF Mil´ımetros de mercurio (mmHg) Factor de resistencia corneal
CH Mil´ımetros de mercurio (mmHg) Histe´resis corneal
Avcc Adimensional Agudeza visual
Esfera Dioptr´ıas (D) Muestra el grado de aplanamiento de la co´rnea
Cilindro Dioptr´ıas (D) Potencia astigma´tica
Eje Grados (o) Muestra la posicio´n de los meridianos planos en grados
K1 Dioptr´ıas (D) Potencia de la co´rnea
Eje1 Grados (o) Eje astigma´tico correspondiente al radio de la co´rnea
Astig Dioptr´ıas (D) Muestra el astigmatismo, si lo hay
NA Adimensional (adm) Nu´mero de anillos
Incisio´n Grados (o) Corte por el cual se introduce el anillo
Dia´metro Mil´ımetros (mm) Dia´metro interno del anillo
Profundidad Micro´metros (µm) Profundidad a la que se implanta el anillo
Grosor Micro´metros (µm) Grosor del anillo implantado
Longitud de arco Grados (o) Longitud de arco del anillo implantado
Para poder hacer un buen ana´lisis estad´ıstico de los datos es preciso que
el nu´mero de variables de entrada sea adecuado al nu´mero de patrones
o pacientes del que se dispone. En nuestro caso, el grupo de datos que
tenemos para la elaboracio´n del modelo es de 284 patrones (284 ojos) per-
tenecientes a 193 pacientes diferentes. Todos estos patrones son pacientes
de la FOM. Dado que la cantidad de pacientes o patrones es limitada, se
ha de realizar un estudio de las variables que se muestran en la tabla 4.1
para determinar las variables ma´s relevantes y eliminar aquellas que no
aporten informacio´n.
El objetivo de esta seccio´n sera´ interpretar la calidad de los datos, as´ı como
el comportamiento entre las variables seleccionadas en la etapa de prepro-
cesado. Para ello se ha hecho uso de diferentes herramientas gra´ficas y de
los valores estad´ısticos de las variables.
En esta etapa de preprocesado, se han realizado dos estudios diferencia-
dos. En primer lugar, las variables de entrada han sido estudiadas con el
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objetivo de disminuir, si es posible, aquellas que no aportan informacio´n
adicional. El segundo estudio es el que se realiza sobre las medidas que
se han tomado de cada paciente, analizando si son medidas correctas y
completas. Con este u´ltimo estudio, los outliers han sido detectados con el
fin de eliminarlos de nuestra base de datos para que as´ı, de esta forma, no
nos lleve a la obtencio´n de un alto error en el modelo.
4.2.1. Estudio de las variables de entrada
En esta primera tarea de preprocesado centrada en el estudio de las va-
riables de entrada, se analizan las posibles interrelaciones lineales entre
las variables de entrada con la obtencio´n del coeficiente de correlacio´n.
Adema´s, se ha hecho una representacio´n grafica mediante a´rboles de de-
cisio´n para conocer las variables ma´s determinantes en la prediccio´n de la
ganancia en visio´n en te´rminos de curvatura corneal y astigmatismo.
Coeficiente de correlacio´n: Con la obtencio´n del coeficiente de
correlacio´n podremos conocer si existe relacio´n lineal o no entre nues-
tras variables de entrada. Un alto coeficiente de correlacio´n nos indi-
cara´ que las variables esta´n relacionadas linealmente y, por tanto, al
depender una de la otra, una de ellas no sera´ relevante y podremos
prescindir de ella en nuestro modelo a desarrollar.
En la figura 4.1 se muestra el coeficiente de correlacio´n entre nuestras
variables de entrada dos a dos. Podemos concluir que u´nicamente hay
correlacio´n (aunque no muy alta, ya que sus valores no llegan a 0,9)
entre las variables biomeca´nicas, as´ı como entre las dos variables to-
pogra´ficas, K1 y K2. Del resto de variables no se puede concluir que
no exista ninguna relacio´n entre ellas, u´nicamente que no existe re-
lacio´n lineal. Este coeficiente so´lo determina la existencia de relacio´n
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lineal cuando su valor es cercano a 1. Valores alejados de 1 indican
que no existe relacio´n lineal entre las variables pero s´ı que se podr´ıan
dar relaciones no lineales.
Figura 4.1: Coeficiente de correlacio´n entre las variables de entrada dos a dos.
En rojo se muestran las variables que se relacionan linealmente.
Vemos que al existir cierta correlacio´n entre las variables biomeca´ni-
cas podr´ıamos eliminar alguna de ellas para el desarrollo del modelo
ya que si el coeficiente de correlacio´n es pro´ximo a 1, quiere decir
que hay relacio´n lineal entre ellas y, por tanto, una de ellas no apor-
ta informacio´n adicional (la informacio´n de una esta´ contenida en
la otra). Al no aportar informacio´n, es preferible la eliminacio´n de
estas variables para que de esta forma el modelo sea ma´s sencillo y
estas variables no introduzcan ruido al modelo. Adema´s, al disponer
de una reducida base de datos de pacientes, es preferible contar so´lo
con aquellas variables que nos vayan a aportar la informacio´n ma´s
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relevante al modelo.
A´rboles de decisio´n: Se utilizaron los modelos de a´rboles de deci-
sio´n para estudiar que´ variables de entre las propuestas tienen ma´s
relevancia en la prediccio´n de la curvatura corneal y el astigmatis-
mo para as´ı, reducir el nu´mero de variables de entrada y hacer ma´s
sencillo y robusto el modelo a desarrollar.
Se realizaron varios ana´lisis, en los primeros que se hicieron se obtuvo
el diagrama de a´rbol completo en el que aparec´ıan todas las varia-
bles. En las figuras 4.2 y 4.3 se muestran estos a´rboles de decisio´n
para la prediccio´n de la curvatura corneal (K1) y el astigmatismo,
respectivamente. Los a´rboles aparecen podados hasta un cierto nivel
de significancia para as´ı utilizar solamente las variables ma´s signifi-
cativas que son aquellas menos ramificadas y localizadas en la parte
superior o tronco del a´rbol.
Figura 4.2: Representacio´n del a´rbol de decisio´n para la prediccio´n de la curva-
tura corneal, K1.
Tras los resultados obtenidos vemos que las variables K1 y K2 son
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Figura 4.3: Representacio´n del a´rbol de decisio´n para la prediccio´n del astigma-
tismo.
las ma´s significativas en la prediccio´n de la curvatura corneal y as-
tigmatismo. Tambie´n podemos observar que las variables refractivas
no tienen un importante papel en esta prediccio´n ya que no aparecen
en los a´rboles obtenidos. Las variables biomeca´nicas, por otra parte,
se encuentran en los a´rboles pero en la parte ma´s ramificada, por lo
que su relevancia no es muy significativa. Se puede adema´s concluir
que las variables quiru´rgicas y las caracter´ısticas propias de los ani-
llos sera´n importantes en la prediccio´n del modelo por encontrarse
representadas en las figuras 4.2 y 4.3.
Tras finalizar el estudio de las variables y patrones, se decidio´, en funcio´n
de los resultados obtenidos y de las fuentes de autores [3] [52], las variables
de entrada que se incorporar´ıan al modelo.
Las variables que finalmente se incorporan a los modelos son:
Variables topogra´ficas: las variables topogra´ficas que se han tenido
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en cuenta en nuestro estudio han sido las curvaturas corneales o
queratometr´ıas, K1 y K2. La curvatura corneal nos indica la potencia
de la co´rnea. El astigmatismo topogra´fico, variable importante, no se
ha tenido en cuenta como tal, ya que se obtiene a partir de K1 y K2,
como la diferencia entre estas. En nuestro estudio, las medidas de
curvatura corneal se han obtenido con el topo´grafo Pentacam [49].
Tambie´n se podr´ıa haber hecho uso del topo´grafo Orbscan o de otros
dispositivos.
Variables biomeca´nicas: aunque los resultados obtenidos, muestran
que las variables biomeca´nicas no tienen gran relevancia, se ha deci-
dido considerar al menos una de estas variables con el fin de analizar
el impacto de la conducta biomeca´nica de la co´rnea en el modelo a
desarrollar. La variable elegida ha sido CH (histe´resis corneal). Segu´n
la opinio´n de los oftalmo´logos, CH es considerada como la ma´s im-
portante ya que refleja las propiedades viscoela´sticas de la co´rnea e
indica su integridad biomeca´nica [39]. En los resultados obtenidos en
el a´rbol de decisio´n, no se mostraba esta variable como destacada,
pero al existir correlacio´n entre todas las variables biomeca´nicas no
hay problema en hacer uso de esta en lugar de otra.
Variables quiru´rgicas: como variables quiru´rgicas se han selecciona-
do la “Incisio´n” y la “Profundidad”. La Incisio´n es el corte que el
oftalmo´logo realiza en la co´rnea para la introduccio´n de 1 o 2 anillos.
La Profundidad es la posicio´n en profundidad en la co´rnea a la que es
implantado el anillo, medida desde la superficie exterior de la co´rnea.
Estas variables no han sido tomadas por ningu´n dispositivo, sino
que se han obtenido indirectamente de otras variables. La Incisio´n se
obtiene a partir de la variable “Eje K1”que es el eje astigma´tico co-
rrespondiente al radio de la co´rnea y la Profundidad que corresponde
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con el 70 % del valor de “Paquimetr´ıa”. El Eje como el resto de las
variables topogra´ficas se ha medido directamente con el Pentacam,
mientras que para la Paquimetr´ıa se ha hecho uso de otro dispositivo,
Visante [16].
Variables propias de los anillos: por u´ltimo, en este grupo se encuen-
tra las variables que caracterizan propiamente a los anillos que se
implantan en la co´rnea de los pacientes. Estas variables son: Nu´me-
ro de Anillos (nA), Grosor, Longitud de Arco y Dia´metro del anillo
(5mm o 6mm). Estas variables son proporcionadas por la compan˜´ıa
que proporciona los anillos a la cl´ınica oftalmolo´gica.
4.2.2. Estudio de las muestras o patrones
El objetivo de este estudio es la eliminacio´n de los outliers (datos ano´ma-
los). Los patrones que se eliminara´n sera´n aquellos que no contengan datos
para todas las variables o sus datos sean confusos o tal vez incorrectos.
Para cada variable se ha calculado la media y la desviacio´n esta´ndar de
forma que si una medida de dicha variable supera el valor que se obtiene
de la media ma´s tres veces la desviacio´n esta´ndar se eliminara´ ya que
se considerara´ un outlier o valor at´ıpico. Gra´ficamente, tambie´n podemos
observar los outliers que tenemos a trave´s de los diagramas de cajas. En
las figuras 4.4, 4.5, 4.6, 4.7 y 4.8 se muestran los distintos diagramas de
cajas para cada una de las variables.
Como se explicaba en el cap´ıtulo 3, en el diagrama de cajas se represen-
tan cantidades de intere´s como son el primer, segundo y tercer cuartil.
Adema´s, se representan los valores extremos que se definen como 1,5 veces
el rango intercuartil, representa´ndose a partir del final de la caja. Los datos
at´ıpicos o outliers se consideran fuera de ese rango; estos valores se han
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Figura 4.4: Diagrama de cajas para las variables biomeca´nicas: IOPg e IOPcc
en la parte superior y CRF y CH en la parte inferior.
representado en forma de cruces rojas en las figuras 4.4, 4.5, 4.6, 4.7 y 4.8.
Adema´s de realizar estas medidas de deteccio´n de outliers, hemos querido
optar por un grupo ma´s homoge´neo, donde cualquier paciente cumpla el
perfil de un paciente con queratocono. Sirvie´ndonos de la bibliograf´ıa, se
han considerado so´lo aquellos pacientes con una curvatura corneal, ya sea
K1 o K2, superior a 45D, que es el valor mı´nimo para pacientes con un
queratocono moderado [20]. Tambie´n hemos querido acotar ma´s nuestra
muestra, seleccionando so´lo aquellos pacientes con una histe´resis corneal
inferior a 11,7 mmHg, que es el valor de un ojo normal [38].
Tras estas acotaciones, nuestra base de datos ha quedado reducida a 194
patrones de 154 pacientes diferentes. A pesar de reducir considerablemente
la muestra, ahora e´sta es ma´s homoge´nea y, por tanto, los resultados que
se obtendra´n sera´n ma´s fiables.
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Figura 4.5: Diagrama de cajas para las variables refractivas: Avcc y Esfera en
la parte superior y Cilindro y Eje en la parte inferior.
4.3. Desarrollo de los modelos de prediccio´n
En esta seccio´n abordaremos el desarrollo de modelos capaces de predecir la
ganancia en visio´n de pacientes con queratocono en te´rminos de curvatura
corneal, K1, y astigmatismo.
Se comenzara´ considerando modelos lineales y ma´s tarde, si no se obtiene
un modelo adecuado a nuestros datos, e´ste se complicara´ con la inclusio´n
de modelos no lineales como son las redes neuronales.
Para poder evaluar correctamente los modelos que ma´s tarde se aplicara´n
a nuestros datos, hemos dividido los datos en dos subconjuntos. El primero
de ellos sera´ el subconjunto de entrenamiento, que estara´ formado por 2/3
del total de los datos, mientras que el segundo subconjunto contendra´ el
resto de los datos, 1/3 del total. Este grupo sera´ el grupo de validacio´n.
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Figura 4.6: Diagrama de cajas para las variables topogra´ficas: K1, Eje 1 y K2
(de izquierda a derecha).
Sera´ de gran importancia para la obtencio´n de unos buenos resultados que
los estad´ısticos descriptivos de cada uno de estos subconjuntos sean lo ma´s
homoge´neos posibles.
En las tablas 4.2 y 4.3 se recogen los valores estad´ısticos ma´s importantes
de las variables a estudiar para la prediccio´n de la curvatura corneal, para
el grupo de entrenamiento y validacio´n respectivamente.
En la tabla 4.4 se muestran los valores estad´ısticos para la variable de salida
K1 para el grupo de entrenamiento y validacio´n. Esta variable de salida
ha sido medida 6 meses despue´s del implante de anillos intracorneales. De
entre los valores que aparecen en la tabla 4.4, hay que destacar el de la
desviacio´n esta´ndar. Este valor sera´ de gran importancia para medir la
exactitud y validez de nuestros modelos.
De la misma forma que para el caso anterior, ahora para la prediccio´n del
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Figura 4.7: Diagrama de cajas para las variables quiru´rgicas: Incisio´n y Profun-
didad (de izquierda a derecha).
Tabla 4.2: Principales valores estad´ısticos para el grupo de entrenamiento y pre-
diccio´n de K1.
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
K1 [D] 45,53 3,98 33,30 57,50
K2 [D] 50,96 4,11 45,00 62,90
CH [mmHg] 8,07 1,31 5,10 10,00
Incisio´n [◦] 93,98 48,67 0,00 251,00
Profundidad [µm] 363,52 41,12 280,00 470,00
Dia´metro [mm] 5,43 0,50 5,00 6,00
Nu´mero de Anillos [adim] 1,56 0,50 1,00 2,00
Grosor [µm] 223,79 33,41 150,00 300,00
Longitud de Arco [◦] 148,10 33,27 90,00 210,00
astigmatismo, hemos dividido los datos en dos subconjuntos: subconjunto
de entrenamiento, formado por 2/3 del total de datos y subconjunto vali-
dacio´n formado por el 1/3 restante. De igual forma, hemos querido buscar
dos grupos homoge´neos, es decir, con similares valores estad´ısticos.
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Figura 4.8: Diagrama de cajas para las caracter´ısticas de los anillos: Grosor y
Longitud de arco (de izquierda a derecha).
Tabla 4.3: Principales valores estad´ısticos para el grupo de validacio´n y prediccio´n
de K1.
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
K1 [D] 45,83 3,86 37,10 55,90
K2 [D] 51,06 4,34 45,40 62,50
CH [mmHg] 8,07 1,27 4,10 10,00
Incisio´n [◦] 81,82 52,16 4,00 180,00
Profundidad [µm] 358,47 41,51 284,00 480,00
Dia´metro [mm] 5,44 0,50 5,00 6,00
Nu´mero de Anillos [adim] 1,53 0,50 1,00 2,00
Grosor [µm] 225,00 38,94 150,00 300,00
Longitud de Arco [◦] 145,00 31,66 90,00 210,00
En las siguientes tablas 4.5 y 4.6 se recogen los valores estad´ısticos ma´s
importantes de las variables a estudiar, para el grupo de entrenamiento y
validacio´n respectivamente y para la prediccio´n del astigmatismo.
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Tabla 4.4: Valores estad´ısticos para la variable de salida K1.
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
K1 entrenamiento [D] 44,62 3,57 34,00 53,60
K1 validacio´n [D] 44,95 3,41 35,50 52,50
Tabla 4.5: Principales valores estad´ısticos para el grupo de entrenamiento y pre-
diccio´n del astigmatismo
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
K1 [D] 45,57 3,63 34,50 56,30
K2 [D] 50,96 3,99 45,40 62,60
CH [mmHg] 8,08 1,29 4,10 10,00
Incisio´n [◦] 93,41 49,50 0,00 251,00
Profundidad [µm] 363,32 40,71 280,00 480,00
Dia´metro [mm] 5,41 0,49 5,00 6,00
Nu´mero de Anillos [adim] 1,57 0,50 1,00 2,00
Grosor [µm] 223,98 35,12 150,00 300,00
Longitud de Arco [◦] 145,04 32,01 90,00 210,00
Tabla 4.6: Principales valores estad´ısticos para el grupo de validacio´n y prediccio´n
del astigmatismo.
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
K1 [D] 45,89 4,26 33,30 55,90
K2 [D] 50,98 4,49 45,00 62,90
CH [mmHg] 8,06 1,33 5,10 10,00
Incisio´n [◦] 82,89 49,16 0,00 180,00
Profundidad [µm] 357,94 39,55 288,00 460,00
Dia´metro [mm] 5,48 0,50 5,00 6,00
Nu´mero de anillos [adim] 1,53 0,50 1,00 2,00
Grosor [µm] 224,60 35,79 150,00 300,00
Longitud de Arco [◦] 150,65 34,22 90,00 210,00
En la tabla 4.7 se muestran los valores estad´ısticos para la variable de
salida astigmatismo para el grupo de entrenamiento y validacio´n. Esta
variable de salida fue tambie´n medida 6 meses despue´s de la cirug´ıa de
implante de anillos intracorneales. Como se comentaba en el caso anterior,
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Tabla 4.7: Valores estad´ısticos para la variable de salida Astigmatismo.
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
Astig. entrenamiento [D] 3,05 2,13 0,00 10,10
Astig. validacio´n [D] 3,00 1,89 0,00 8,90
de entre estos valores que aparecen en la tabla 4.7, hay que destacar el
de la desviacio´n esta´ndar ya que proporcionaremos el error relativo a este
valor para los modelos que se desarrollen.
Para seleccionar el modelo (de entre los muchos que se generara´n) que
mejor se ajusta a nuestro objetivo y menor error se obtiene, se definen una
serie de medidas de exactitud que marcara´n el rendimiento del modelo y
que son las que se muestran a continuacio´n:
Error medio (Mean Error, ME) como medida de sesgo
ME =
1
N
N∑
i=1
(yi − salidai) (4.1)
donde yi es la salida deseada del patro´n i-esimo y salidai la salida
obtenida por el modelo para ese patro´n.
Error absoluto medio (MAE): muestra el grado de precisio´n en las
estimaciones. Su uso es muy habitual junto con el RMSE (ra´ız del
error cuadra´tico medio) ya que se complementan en informacio´n.
MAE =
1
N
N∑
i=1
|yi − salidai| (4.2)
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donde yi es la salida deseada del patro´n i-esimo y salidai la salida
obtenida por el modelo para ese patro´n.
Ra´ız del error cuadra´tico medio (RMSE): aporta una visio´n de la
potencia media de los errores de prediccio´n.
RMSE =
√√√√ 1
N
N∑
i=1
(yi − salidai)2 (4.3)
donde yi es la salida deseada del patro´n i-esimo y salidai la salida
obtenida por el modelo para ese patro´n.
Coeficiente de correlacio´n: indica la posible relacio´n lineal existente
entre las variables salida deseada y salida obtenida (y). Si no se tiene
dicha relacio´n o es de tipo no lineal, dicho para´metro toma un valor
cercano a 0. Cuando la correlacio´n es total (valor igual a 1), ambas
variables esta´n absolutamente relacionadas linealmente.
coef(y, salida) =
∑N
i=1(yi − y¯)(salidai − ¯salida)
σy · σsalida (4.4)
4.3.1. Modelos lineales
A continuacio´n se hace un estudio de la posible relacio´n entre las variables
independientes (todas las variables de entrada) y la variable dependien-
te (salida o respuesta). Estos modelos nos informara´n de la presencia de
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relaciones, pero no del mecanismo causal. Por tanto, el objetivo de este
modelado es explicar el comportamiento de la variable respuesta a partir
del conocimiento de otras variables a las que se denominamos variables
independientes del modelo [11].
El proceso de ana´lisis sera´, en primer lugar, sobre los datos de entrena-
miento y, posteriormente, validaremos con el grupo de datos validacio´n.
Por u´ltimo, se medira´n las prestaciones del modelo desarrollado, calculando
cada uno de los ı´ndices o medidas de exactitud mencionadas anteriormente.
Regresio´n Mu´ltiple
Prediccio´n de la curvatura corneal, K1
En la tabla 4.8 se muestran las medidas de exactitud del modelo
lineal. Por lo tanto, es fa´cil deducir a partir de los datos de la tabla
4.4 que el error cometido MAE relativo a la desviacio´n esta´ndar en
entrenamiento es del 30 %, mientras que en validacio´n es del 33 %.
Tabla 4.8: Medidas de exactitud del modelo de Regresio´n Mu´ltiple para la curva-
tura corneal, K1.
ME (D) MAE (D) RMSE (D) Corr. coef (D)
Entrenamiento 0,00 1,07 1,45 0,91
Validacio´n -0,03 1,14 1,49 0,90
Prediccio´n del astigmatismo topogra´fico
En la tabla 4.9 se muestran las medidas de exactitud del modelo
lineal. En este caso, el error de entrenamiento y validacio´n relativo
a la desviacio´n esta´ndar es del 52 % y del 57 % respectivamente. Los
resultados obtenidos nos son, por tanto, tan buenos como en el caso
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de la prediccio´n de K1 ya que estos errores son elevados y, adema´s,
su coeficiente de correlacio´n es relativamente bajo, como se muestra
en la tabla 4.9 .
Tabla 4.9: Medidas de exactitud del modelo de Regresio´n Mu´ltiple para el astig-
matismo.
ME (D) MAE (D) RMSE (D) Corr. coef (D)
Entrenamiento 0,00 1,11 1,45 0,73
Validacio´n -0,32 1,08 1,54 0,67
Regresio´n Robusta
Se conoce que el estimador de mı´nimos cuadrados para los coeficientes de
una regresio´n mu´ltiple es muy sensible a la normalidad de los errores o a
perturbaciones en el modelo, pudiendo unas pocas observaciones at´ıpicas
aumentar enormemente su error cuadra´tico medio. Para contrarrestar esta
limitacio´n se introduce el concepto de estimador robusto que correspon-
de a un estimador que se comporta de forma estable frente a pequen˜as
perturbaciones en los errores [11].
Prediccio´n de la curvatura corneal, K1
En la tabla 4.10 se muestran las medidas de exactitud del modelo
lineal. Los MAE en entrenamiento y validacio´n relativos a la desvia-
cio´n esta´ndar son 30 % y 33 % respectivamente, es decir, la precisio´n
es aproximadamente la misma que la obtenida en el caso de la regre-
sio´n mu´ltiple.
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Tabla 4.10: Medidas de exactitud del modelo de Regresio´n Robusta para la cur-
vatura corneal, K1.
ME (D) MAE (D) RMSE (D) Corr. coef (D)
Entrenamiento 0,07 1,06 1,50 0,91
Validacio´n 0,01 1,14 1,46 0,90
Prediccio´n del astigmatismo topogra´fico
En la tabla 4.11 se muestran las medidas de exactitud del modelo
lineal. Para este modelo, el error en entrenamiento es del 51 % y 55 %
relativo a la desviacio´n esta´ndar en validacio´n. Aunque los errores
son algo menores, seguimos obteniendo un coeficiente de correlacio´n
bajo y, por tanto, concluimos que este modelo no se ajusta a nuestros
datos y objetivo.
Tabla 4.11: Medidas de exactitud del modelo de Regresio´n Robusta para el As-
tigmatismo.
ME (D) MAE (D) RMSE (D) Corr. coef (D)
Entrenamiento -0,05 1,08 1,48 0,72
Validacio´n -0,32 1,04 1,46 0,69
A modo resumen, podr´ıamos decir que los resultados que se han obtenido
con los modelos de regresio´n robusta son algo mejores que para el caso
de regresio´n mu´ltiple, pero la diferencia no es muy significativa. Podemos
concluir, por tanto, que se ha realizado un buen preprocesado de los datos,
ya que la regresio´n mu´ltiple se comporta de forma similar a la robusta al
no encontrar en e´sta perturbaciones, datos at´ıpicos o outliers. Se observa,
para el caso cuya salida es el astigmatismo, que los resultados son algo
peores ya que el error es elevado y el coeficiente de correlacio´n nos muestra
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que el modelo no se comporta como un modelo lineal. Es por ello por lo
que buscaremos un modelo que se ajuste ma´s a nuestra muestra. En el
siguiente apartado se intentara´ desarrollar un modelo capaz de predecir la
ganancia en visio´n de pacientes con queratocono con modelos no lineales
(redes neuronales) con el objetivo de disminuir el error y encontrar un
modelo ma´s robusto aunque quiza´ ma´s complejo.
4.3.2. Modelos no lineales
Aplicamos un modelo de red neuronal al mismo conjunto de variables que
en el caso anterior y a los mismos subconjuntos de datos. Como ve´ıamos
en la seccio´n anterior, dispondremos de dos subconjuntos de datos, datos
de entrenamiento, con los que disen˜aremos las redes, y datos de validacio´n,
que nos ayudaran a validar la red y comprobar la efectividad del modelo.
Prediccio´n de la curvatura corneal, K1
Se plantearon diferentes inicializaciones aleatorias de los pesos sina´pticos y
una capa oculta con un nu´mero de neuronas variable de 2 a 20. En total se
generaron 300 redes neuronales perceptro´n multicapa, con una constante
de adaptacio´n de 0,001.
La inicializacio´n de los pesos sina´pticos es fundamental en el funcionamien-
to de la red ya que el algoritmo de retropropagacio´n se basa en partir de
un punto determinado de la funcio´n error y moverse por ella hasta llegar
al mı´nimo ma´s cercano.
Para la seleccio´n de las mejores redes, se realizaron las medidas de ren-
dimiento que enumeramos al inicio de la seccio´n: ME, MAE, RMSE y
coeficiente de correlacio´n entre la salida deseada y la obtenida por los mo-
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delos.
Segu´n este criterio, de entre las 300 redes neuronales (Perceptro´n Multica-
pa, MLP) que se generaron, nos quedamos u´nicamente con una red formada
por dos neuronas en su capa oculta. Las funciones de activacio´n elegidas
para las MLP fueron tangente hiperbo´lica para la capa oculta y funcio´n
lineal para la capa de salida. Esta red tiene un MAE en entrenamiento del
27 % relativo a la desviacio´n esta´ndar. En te´rminos de dioptr´ıas, un error
de aproximadamente 0,95D. En validacio´n se obtuvo un valor similar, del
29 % relativo a la desviacio´n esta´ndar y en dioptr´ıas de 0,98D. Las medi-
das de exactitud de esta red neuronal son las que se muestran en la tabla
4.12. Podemos destacar de estos resultados el buen valor del coeficiente de
correlacio´n, que tanto en entrenamiento como en validacio´n su valor esta
pro´ximo a 1.
Tabla 4.12: Medidas de exactitud de la red neuronal con dos neuronas en la capa
oculta. Se muestran los valores de ME, MAE, RMSE y coeficiente de correlacio´n
para la prediccio´n de la ganancia en visio´n en dioptr´ıas en te´rminos de curvatura
corneal.
ME (D) MAE (D) RMSE (D) Corr. coef (D)
Entrenamiento -0,01 0,95 1,34 0,93
Validacio´n 0,01 0,98 1,32 0,92
Cabe destacar que la mejor red estaba constituida por so´lo dos neuronas
en la capa oculta. Un modelo sencillo y simple como es e´ste, favorece la
extraccio´n de conocimiento y tiende siempre a mostrar mejores resultados
en validacio´n. Como se muestra en la figura 4.9, el valor ma´s bajo de MAE
se obtuvo para el modelo finalmente seleccionado formado por dos neu-
ronas en su capa oculta. Adema´s, este modelo, como podemos observar,
tiene un rendimiento similar tanto en entrenamiento como en validacio´n.
Sin embargo, podemos tambie´n observar que para un nu´mero mayor de
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neuronas (por ejemplo 18 y 20), los valores obtenidos no son tan buenos,
percibiendo una considerable diferencia entre el rendimiento alcanzado en
entrenamiento y validacio´n. Esto nos muestra la posible existencia de so-
breajuste del modelo debido al elevado nu´mero de para´metros.
Figura 4.9: Rendimiento de los modelos neuronales en la prediccio´n de K1 (en
te´rminos de MAE) para diferente nu´mero de neuronas ocultas.
En la figura 4.10, se muestran los resultados del modelo. En esta gra´fica
podemos ver la relacio´n entre la prediccio´n de K1 mediante el modelo
desarrollado (cuadrados rojos) y el valor real (asteriscos azules) medidos
para los pacientes 6 meses despue´s de la operacio´n. Estos valores esta´n
ordenados segu´n el valor de K1 previo a la cirug´ıa.
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Figura 4.10: Prediccio´n de K1 vs valor real.
Prediccio´n del astigmatismo topogra´fico
Se planteo´, de la misma forma que para la prediccio´n de la curvatura
corneal, un bucle de 1 a 30 inicializaciones aleatorias de los pesos sina´pticos
y una capa oculta con un nu´mero de neuronas variable de 2 a 20. En total,
se generaron 300 MLP con las mismas funciones de activacio´n: tangente
hiperbo´lica en la capa oculta y funcio´n lineal en la capa de salida.
Se realizaron las distintas medidas para evaluar el rendimiento de los mo-
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delos generados y de esta forma, seleccionar la red o´ptima. Tras el ana´lisis
de los resultados obtenidos, de entre las 300 redes neuronales que se gene-
raron, nos quedamos u´nicamente con una red, formada por dos neuronas
en su capa oculta. Esta red proporciona un MAE en entrenamiento del
47 % relativo a la desviacio´n esta´ndar. En te´rminos de dioptr´ıas, un error
de aproximadamente 1,00D. En validacio´n se obtuvo un valor similar, del
46 % relativo a la desviacio´n esta´ndar y en dioptr´ıas de 0,86D. Las medi-
das de exactitud de esta red neuronal son las que se muestran en la tabla
4.13. A diferencia del caso anterior, el coeficiente de correlacio´n es inferior
y los errores que hemos obtenido son mayores ya que el astigmatismo toma
valores en un intervalo menor que el de la curvatura corneal. El error en
este caso como en el anterior es de aproximadamente 1D, pero la media
del astigmatismo es de 3D, mientras que la media de la curvatura corneal
es de casi 45D.
Tabla 4.13: Medidas de exactitud de la red neuronal con dos neuronas en la
capa oculta. Se muestran los valores de ME, MAE, RMSE y coeficiente de co-
rrelacio´n para la prediccio´n de la ganancia en visio´n en dioptr´ıas en te´rminos de
astigmatismo.
ME (D) MAE (D) RMSE (D) Corr. coef (D)
Entrenamiento 0,05 1,00 1,27 0,80
Validacio´n -0,15 0,86 1,11 0,81
La figura 4.11 muestra que el mejor modelo esta´ formado de nuevo por
so´lo dos neuronas en la capa oculta. Como se menciono´ en el ana´lisis de la
figura 4.9, esto es importante para la obtencio´n de mejores resultados en
validacio´n, ya que el modelo es ma´s sencillo. En este caso, en la mayor´ıa de
las arquitecturas neuronales se mostro´ un comportamiento similar para el
grupo de entrenamiento y para el de validacio´n, sin signos de sobreajuste
incluso para un gran nu´mero de neuronas. Sin embargo, se han seguido
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obteniendo los mejores resultados para un modelo de 2 neuronas como en
el caso anterior y, dado que es preferible trabajar con modelos sencillos, se
ha seleccionado esta red.
Figura 4.11: Rendimiento de los modelos de redes neuronales en la prediccio´n del
astigmatismo (en te´rminos de MAE) para diferente nu´mero de neuronas ocultas.
En la figura 4.12, se muestran los resultados del modelo. En esta gra´fica
podemos ver la relacio´n entre la prediccio´n del astigmatismo mediante el
modelo desarrollado (cuadrados rojos) y el valor real (asteriscos azules)
medidos sobre los pacientes 6 meses despue´s de la operacio´n. Estos valores
esta´n ordenados segu´n el valor de astigmatismo previo a la cirug´ıa.
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Figura 4.12: Prediccio´n del astigmatismo vs valor real.
4.4. PostProcesado: Ana´lisis de Sensibilidad
En esta seccio´n buscaremos evaluar los modelos o´ptimos desarrollados (re-
des neuronales) as´ı como el comportamiento que tienen las distintas va-
riables en dichos modelos. Este ana´lisis consiste en ir anulando, una a
una, cada variable de entrada y comprobar co´mo se comporta el modelo
a la salida, cual ser´ıa su prediccio´n (su error respecto al valor real) si no
considera´ramos dicha variable. Tras este proceso podremos averiguar, or-
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denando las variables segu´n el error obtenido en la prediccio´n, que variables
son ma´s relevantes (intervienen ma´s) en el modelo.
En la tabla 4.14, se muestran, ordenadas de mayor a menor, las variables
ma´s relevantes o importantes, por aportar ma´s informacio´n al modelo, para
la prediccio´n de la curvatura corneal, K1 y el astigmatismo.
Tabla 4.14: Clasificacio´n de las variables de entrada segu´n el grado de impor-
tancia en los modelos.
Red K1 Red Astigmatismo
1o variable K1 K1
2o variable K2 Dia´metro
3o variable Dia´metro Longitud de Arco
4o variable Nu´mero de Anillos K2
5o variable Profundidad Profundidad
6o variable Longitud de Arco Grosor
De los resultados obtenidos podemos concluir que K1 es un factor clave
para la obtencio´n de la ganancia en visio´n del paciente despue´s de la im-
plantacio´n de anillos intracorneales. Este resultado era esperado ya que la
mayor´ıa de los nomogramas actuales hacen uso de e´l. Tambie´n se muestra
algo que de un inicio se intu´ıa y es, que las variables biomeca´nicas no son
especialmente importantes en este problema.
4.5. Validacio´n externa
El u´ltimo paso que daremos para garantizar que nuestro modelo puede ser
utilizado para el objetivo previsto, es realizar una u´ltima validacio´n del
modelo desarrollado con nuevos datos de pacientes con queratocono nunca
vistos por el modelo. Estos datos fueron recogidos en el an˜o 2013.
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Nuestra nueva base de datos esta´ formada por 115 patrones, pertenecientes
a 92 pacientes diferentes. El nu´mero de variables y las variables que consi-
deramos fueron las mismas que se tuvieron en cuenta para la elaboracio´n
del modelo.
El u´nico paso de la etapa de preprocesado que se tuvo en cuenta y se
realizo´ es el de la deteccio´n de los outliers. Para ello se siguieron las mis-
mas directrices que se siguieron en la etapa de ana´lisis exploratorio de
datos, previo al desarrollo del modelo. En primer lugar se eliminaron to-
dos aquellos patrones cuyos valores superan el valor obtenido de la media
ma´s tres veces la desviacio´n esta´ndar de la medida (variable de la muestra)
en cuestio´n. Tras esta primera criba quedaron 107 patrones. El siguiente
paso realizado fue la eliminacio´n de los pacientes que pose´ıan ambos va-
lores de curvatura corneal, K1 o K2, inferior a 45D. Un valor superior a
45D es considerado queratocono moderado [20]. Por u´ltimo, se elimina-
ron aquellos pacientes con CH superior a 11,7mmHg. Valores superiores a
11,7mmHg de histe´resis corneal son considerados como pacientes normales
[38]. Finalmente, nuestra muestra para la validacio´n estuvo formada por
88 patrones.
Los valores estad´ısticos de este nuevo grupo para las variables de entrada
son los que se muestran en la tabla 4.15. En la tabla 4.16 se muestran
los correspondientes estad´ısticos descriptivos para las variables de salida o
deseadas.
Se realizo´ la validacio´n de las dos redes neuronales que se desarrollaron
en el apartado anterior y se obtuvieron los resultados que se muestran en
la tabla 4.17. La medida del error que se obtuvo para el predictor de K1
es de 1,27D y de 1,16D para la prediccio´n del astigmatismo. Estos valores
son pro´ximos a los que se obtuvieron en el desarrollo del modelo, lo que
prueba la robustez del modelo desarrollado. Adema´s, podemos observar
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Tabla 4.15: Principales valores estad´ısticos para la validacio´n del modelo de
prediccio´n.
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
K1 [D] 46,12 3,90 31,20 58,60
K2 [D] 50,68 4,13 42,30 62,60
CH [mmHg] 7,83 1,38 4,90 11,50
Incisio´n [◦] 96,91 49,01 0,00 185,00
Profundidad [µm] 332,39 25,16 280,00 400,00
Dia´metro [mm] 5,92 0,27 5,00 6,00
Nu´mero de Anillos [adim] 1,20 0,41 1,00 2,00
Grosor [µm] 219,32 32,10 150,00 300,00
Longitud de Arco [◦] 153,12 35,89 90,00 210,00
Tabla 4.16: Valores estad´ısticos para las variables de salida K1 y Astigmatismo.
VARIABLE MEDIA DESVIACIO´N ESTA´NDAR MI´NIMO MA´XIMO
K1 salida [D] 45,89 3,82 32,40 55,70
Astigmatismo salida [D] 2,44 1,50 0,00 7,90
en las figuras 4.13 y 4.14, los histogramas de los errores para la predic-
cio´n de la curvatura corneal y el astigmatismo respectivamente. En estas
figuras podemos observar la distribucio´n del error (diferencia entre la sen˜al
deseada y la obtenida con el modelo (prediccio´n)) para todos los pacientes.
Observamos como la gran mayor´ıa de las predicciones tienen unos valores
pro´ximos a 1.
Tabla 4.17: Valores estad´ısticos ba´sicos del error obtenido en la validacio´n de
los modelos de redes neuronales.
MEDIA MI´NIMO MA´XIMO
Error validacio´n de K1 (D) 1,27 0,01 4,11
Error validacio´n de astigmatismo (D) 1,16 0,03 4,69
Otra forma, tambie´n muy gra´fica de representar ese error, es mostrar en
un eje de coordenadas la variable entrada K1 o Astigmatismo frente a
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Figura 4.13: Distribucio´n del error para la prediccio´n de K1 mediante un histo-
grama.
dicha variable en salida para el modelo real y para el predictor. En las
figuras 4.15 y 4.16, se representan dichas funciones para la variables K1 y
Astigmatismo respectivamente.
Podemos concluir, por tanto, que el modelo desarrollado es un modelo
robusto y capaz de predecir nuevos casos de pacientes con queratocono de
forma fiable.
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Figura 4.14: Distribucio´n del error para la prediccio´n del astigmatismo mediante
un histograma.
4.6. Interfaz de usuario
Una interfaz de usuario es el medio por el cual el usuario puede comunicar-
se con un equipo u ordenador. Normalmente suelen ser fa´ciles de entender
e intuitivas en su uso. Segu´n la forma de interactuar el usuario podemos
encontrar tres tipos de interfaces, la interfaz alfanume´rica que solo presenta
texto, las interfaces gra´ficas de usuario (GUI), que permiten comunicarse
con el ordenador de forma ra´pida e intuitiva, representando gra´ficamente
los elementos de control y medida y, por u´ltimo, la interfaz ta´ctil, que re-
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Figura 4.15: Prediccio´n de K1 vs valor real.
presenta gra´ficamente un panel de control en una pantalla sensible al tacto,
permitiendo interactuar con el dedo. Las interfaces son de gran utilidad pa-
ra usuarios que no esta´n familiarizados con el entorno informa´tico. Es una
forma de traducir un programa en lenguaje informa´tico a una aplicacio´n
muy intuitiva y fa´cil de uso.
Para el uso de estos modelos desarrollados y quiza´ algo complejos para
el uso del personal me´dico que no esta´ familiarizado con un entorno de
programacio´n, se ha desarrollado en Matlab R© una interfaz de usuario para
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Figura 4.16: Prediccio´n del astigmatismo vs valor real.
que el me´dico introduciendo las medidas cl´ınicas del paciente pueda ver el
resultado que obtendr´ıa previamente tras la cirug´ıa de implante de anillos
intracorneales. En la figura 4.17 se muestra una imagen de la interfaz de
usuario para la prediccio´n del astigmatismo y la curvatura corneal, K1.
El oftalmo´logo introducira´ las medidas topogra´ficas y biomeca´nicas y las
variables quiru´rgicas y de los anillos que se muestran en la figura 4.17 para
obtener tras pulsar el boto´n Solve, los valores de K1 y Astigmatismo que
tendr´ıa el paciente 6 meses despue´s de la cirug´ıa, cuando recibe el alta
me´dica.
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Figura 4.17: Interfaz de usuario para la prediccio´n de la curvatura corneal, K1
y el astigmatismo en pacientes con queratocono
4.7. Resumen
En este cap´ıtulo se recogen todos los resultados obtenidos desde la primera
fase, la adquisicio´n de los datos y el preprocesado de los mismos hasta la
u´ltima, la validacio´n del modelo disen˜ado.
En la etapa de adquisicio´n de datos y preprocesado de datos se mostraba la
muestra inicial de datos facilitada por la FOM y co´mo, tras varios estudios
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estad´ısticos y representaciones gra´ficas, se preparo´ la base de datos que
luego se utilizar´ıa para el desarrollo del modelo. Se hizo un estudio, en
primer lugar, de las variables de entrada, se comprobo´ que´ variables de
entrada, de entre las propuestas por los profesionales me´dicos, eran las
ma´s relevantes y cua´les de ellas no aportaban informacio´n relevante al
modelo. Tambie´n se analizaron las medidas que se hab´ıan tomado a los
pacientes con el objetivo de detectar cualquier anomal´ıa o dato at´ıpico.
En la segunda etapa se desarrollo´ el modelo. Se comenzo´ desarrollando mo-
delos sencillos y se fue complicando el modelo hasta encontrar el modelo
o´ptimo, capaz de predecir la ganancia en visio´n del paciente con querato-
cono en te´rminos de curvatura corneal y astigmatismo, a un error acepta-
ble.
En tercer lugar se realizo´ un ana´lisis de sensibilidad do´nde se pudo conocer,
tras el desarrollo del modelo, que´ variables son las ma´s relevantes para la
prediccio´n de la ganancia en visio´n.
Finalmente, se valido´ dicho modelo obteniendo un error similar al que se
obtuvo en el desarrollo del mismo. Para el uso de este modelo por los of-
talmo´logos se desarrollo´, adema´s, una interfaz de usuario, capaz de darnos
la informacio´n de K1 y astigmatismo, al introducir los datos de entrada
(variables de entrada del modelo) si el paciente fuera sometido a la cirug´ıa
de implante de anillos intracorneales.
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Cap´ıtulo 5
Conclusiones y l´ıneas futuras
El objetivo que se buscaba con este trabajo era la realizacio´n de un pre-
dictor de la ganancia en visio´n para pacientes con queratocono a los que
se les ha aplicado la te´cnica de implante de anillos intracorneales.
5.1. Conclusiones generales
Desde un punto de vista general, las conclusiones ma´s importantes que
pueden extraerse del presente trabajo son las siguientes:
Se ha obtenido un modelo validado, que supondra´ una gran ayuda
a los profesionales me´dicos en la planificacio´n de la estrategia ma´s
apropiada en futuros pacientes con queratocono. Podra´n, a trave´s del
modelo y de la interfaz de usuario desarrollada, conocer la ganancia
en visio´n que tendr´ıa el paciente con queratocono antes de la opera-
cio´n y podra´n valorar, segu´n estos resultados, la efectividad de dicha
operacio´n y si es el me´todo o´ptimo o habr´ıa que buscar otra solu-
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cio´n (por ejemplo, un trasplante de co´rnea) para que dicho paciente
mejore en visio´n.
Se ha conseguido dar, dado que no existe nomograma ideal en la
actualidad que permita planificar este tipo de intervenciones, con una
solucio´n para poder predecir de forma fiable y robusta el resultado
que se obtiene y la repercusio´n que tiene la colocacio´n de los anillos
en la co´rnea con queratocono tras el implante.
La gran cantidad de variables de entrada y la limitacio´n de patrones
o casos tras la aplicacio´n de los modelos lineales y no lineales, sugie-
ren que pueda haber una potencial mejora utilizando me´todos ma´s
sofisticados como por ejemplo, comite´s de expertos, random forest
o tree bagging. Se pudo comprobar que disminuyendo el nu´mero de
variables de entrada, el error tras aplicar el modelo de redes neuro-
nales disminu´ıa en gran medida. Si esta observacio´n la extrapolamos,
podemos llegar a la conclusio´n que con un nu´mero superior de pacien-
tes, se podr´ıa reducir el error sustancialmente. De esta forma, estos
me´todos ser´ıan ma´s consistentes aunque los resultados que se han
obtenido de este trabajo son suficientemente fiables para garantizar
su uso en la pra´ctica cl´ınica diaria.
El modelo desarrollado se ha obtenido mediante datos de pacientes de
la cl´ınica FOM y, adema´s, todos estos pacientes han sido intervenidos
con el mismo tipo de anillo (Ferrara de seccio´n triangular o Keraring).
An˜adir nuevos pacientes tratados en otras cl´ınicas e implantando
otro tipo de anillos, por ejemplo INTACs de seccio´n hexagonal, nos
llevar´ıa a generalizar el modelo.
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5.2. Conclusiones sobre el estudio de las variables
Las conclusiones que hemos obtenidos despue´s de la etapa de preprocesado
y postprocesado de los datos son las siguientes:
Tras la etapa de preprocesado podemos concluir que las variables
biomeca´nicas son variables que esta´n altamente relacionadas entre
s´ı ya que mostraban un valor de coeficiente de correlacio´n pro´ximo
a 0,9. Tambie´n, tras el ana´lisis de sensibilidad que se realizo´ en la
etapa de postprocesado, se comprobo´ que las variables biomeca´nicas
no formaban parte de las variables ma´s relevantes e importantes en
la prediccio´n de la ganancia en visio´n.
Las variables refractivas, como se mostraba en los a´rboles de decisio´n
desarrollados, no aportaban informacio´n al modelo y, por tanto, no
han sido consideradas. Adema´s, algunas de estas variables, por ejem-
plo, la agudeza visual (Avcc); se consideran como variables subjeti-
vas, es decir, no son valores que hayan sido medidos por instrumentos
o aparatos sino que se miden por lo que el paciente comunica al of-
talmo´logo. Para los estudios que se han realizado, nos hemos basado
u´nicamente en medidas objetivas.
Sobre las variables quiru´rgicas y caracter´ısticas de los anillos, hemos
podido observar, tanto en los a´rboles de decisio´n como en el ana´lisis
de sensibilidad hecho sobre el modelo, que son de gran importancia
para la prediccio´n de la queratometr´ıa y astigmatismo.
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5.3. Conclusiones sobre los modelos lineales
Tras el desarrollo de los modelos lineales concluimos que los resultados que
se han obtenido para el modelo cuya salida es K1 son considerablemente
mejores que en el caso del astigmatismo. En este u´ltimo modelo vemos
que el error es elevado y el coeficiente de correlacio´n obtenido es bajo.
Un coeficiente de correlacio´n como e´ste nos indica que el modelo no se
comporta como un modelo lineal.
Aunque el modelo de regresio´n obtenido para la salida K1 es aceptable, se
ha comprobado como un modelo no lineal se ajusta mejor a los datos y
permite observar un error inferior para la prediccio´n de futuros casos.
5.4. Conclusiones sobre los modelos no lineales
Respecto a los modelos de redes neuronales implementados y su validacio´n
cabr´ıa destacar las siguientes conclusiones:
En este trabajo se ha construido un regresor basado en redes neu-
ronales que predice la curvatura corneal y el astigmatismo tras la
implantacio´n de anillos intracorneales. Se ha conseguido obtener un
buen modelo para la prediccio´n del astigmatismo y la curvatura cor-
neal, K1, obteniendo bajos errores principalmente para la prediccio´n
de K1 (error del 0,98D en validacio´n para pacientes con valores de K1
alrededor de las 50D). Adema´s se ha obtenido un alto coeficiente de
correlacio´n entre la sen˜al deseada y la obtenida (valor muy cercano
a 1) [60].
En el ana´lisis de sensibilidad que se realizo´ sobre nuestros modelos,
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se ha demostrado que la caracter´ıstica ma´s relevante para el astig-
matismo y la prediccio´n K1 es la queratometr´ıa, K1, antes de la
intervencio´n [60].
Tras el estudio y a pesar de los resultados obtenidos en la validacio´n
externa, se puede concluir que el modelo de red neuronal es un modelo
adecuado y robusto a nuestro problema.
Gracias a este modelo y con ayuda de la interfaz de usuario desa-
rrollada, el oftalmo´logo sera´ capaz de predecir la posicio´n o´ptima en
la que los anillos deben colocarse para obtener la mayor ganancia en
visio´n posible.
5.5. Proyeccio´n futura
En cuanto a la proyeccio´n futura, existen diversas l´ıneas de investigacio´n
que pueden complementar y mejorar el presente trabajo. A continuacio´n
se enumeran alguna de ellas:
Recoleccio´n de una mayor muestra para, de esta forma, obtener un
nuevo modelo con un error inferior; aunque los resultados obtenidos
en este trabajo son muy buenos.
De la misma manera que se ha predicho K1 y astigmatismo, podr´ıamos
haber seleccionado otra variable de salida que midiera tambie´n la ga-
nancia en visio´n. Los profesionales me´dicos tienen intere´s en predecir
el valor de la esfera, as´ı como el coma y otras variables aberrome´tri-
cas.
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Una aproximacio´n inversa a la realizada en este trabajo. En lugar de
predecir la curvatura corneal o astigmatismo, se podr´ıa desarrollar
un modelo que prediga las variables quiru´rgicas o caracter´ısticas de
los anillos (posicio´n, profundidad, grosor...) a partir de los valores de
curvatura corneal y astigmatismo que se desee obtener.
Elaboracio´n de otros modelos de aprendizaje automa´tico teniendo en
cuenta pacientes de otras cl´ınicas a las que se les haya implantado
otro tipo de anillos. Con esto, se obtendr´ıa un modelo ma´s general
de prediccio´n de la ganancia en visio´n en pacientes a los cuales se les
ha aplicado este tipo de te´cnica quiru´rgica.
5.6. Art´ıculos derivados de la tesis
Revista JCR [60]:
Autores: M.A. Valde´s-Mas, J.D. Mart´ın-Guerrero, M.J. Rupe´rez,
F. Pastor, C. Dualde, C. Monserrat, C. Peris-Mart´ınez.
Titulo: A new approach based on Machine Learning for predicting
corneal curvature (K1) and astigmatism in patients with keratoconus
after intracorneal ring implantation.
Revista: Computer Methods and Programs in Biomedicine, 116,39-
47, 2014.
Cap´ıtulo de libro [62]:
Autores: Mar´ıa A´ngeles Valde´s Mas, Jose´ David Mart´ın Gue-
rrero, Mar´ıa Jose´ Rupe´rez Moreno, Cristina Peris Mart´ınez.
Titulo del Libro: Biomeca´nica y Arquitectura Corneal.
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Titulo del Cap´ıtulo 28: Aplicacio´n de me´todos de aprendizaje au-
toma´tico a la planificacio´n de la cirug´ıa del queratocono. Redes Neu-
ronales.
Editorial: Elsevier, 2014
Congresos Internacionales
Autores: Valde´s-Mas, Mar´ıa Angeles; Mart´ın, Jose´ D.; Rupe´rez,
Mar´ıa J.; Monserrat, Carlos; Peris, Cristina.
Titulo: Machine Learning for Predicting Astigmatism in Patients
with Keratoconus after Intracorneal Ring Implantation.
Congreso: Biomedical and Health Informatics, Valencia 2014.
Autores: Peris, Cristina; M. A. Valdes; J. D. Mart´ın; F. Pastor
Pascual; M. J. Ruperez.
Titulo: Machine learning for keratoconus patients.
Congreso: European Society of Cataract and Refractive Surgeons,
Milan 2012.
Congresos Nacionales:
Autores: Valde´s-Mas MA., Rupe´rez MJ., Peris-Mart´ınez C., Gu¨ell
JL., Manero F., Larra E., Monserrat C.
Titulo: Obtencio´n de la geometr´ıa personalizada de la co´rnea para
el modelado biomeca´nico.
Congreso: Cap´ıtulo Nacional Espan˜ol de la Sociedad Europea de
Biomeca´nica (ESB), Barcelona 2013.
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Glosario de te´rminos
Agudeza Visual (Avcc): Indica la capacidad de visio´n de una persona,
una agudeza visual normal implica que tenemos un ojo estructuralmente
sano, con una funcio´n refractiva y enfoque adecuado.
Ana´lisis Exploratorio de los Datos (Exploratory Data Analysis,
EDA): Es el uso de estad´ısticos y representaciones gra´ficas para obtener
conocimiento ba´sico acerca de las variables o caracter´ısticas que forman
nuestros datos.
Analizador de Respuesta Ocular (Ocular Response Analyzer, ORA):
Dispositivo capaz de medir las propiedades biomeca´nicas del co´rnea: histe´re-
sis corneal, presiones intraoculares, factor de resistencia corneal, etc.
A´rboles de decisio´n: Me´todo estad´ıstico no parame´trico que es utilizado
tanto para clasificacio´n como para regresio´n.
Astigmatismo: Es un defecto ocular que se caracteriza porque existe una
refraccio´n diferente entre dos meridianos oculares, lo que impide el enfoque
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claro de los objetos, y generalmente se debe a una alteracio´n en la curva-
tura anterior de la co´rnea.
Clustering : Agrupamiento. Es la tarea descriptiva por excelencia y cuyo
objetivo es obtener grupos o conjuntos entre todos los patrones dados, de
tal manera que todos los patrones asignados al mismo grupo sean similares.
Histe´resis Corneal (CH): Indicador de la capacidad de amortiguacio´n
de la co´rnea, es la capacidad del tejido de absorber y disipar energ´ıa.
Interfaz de Usuario: Es el medio por el cual el usuario puede comuni-
carse con un equipo u ordenador.
Aprendizaje Automa´tico (Machine Learning, ML): Conjunto de
me´todos de aproximacio´n que permiten encontrar un modelo o´ptimo (o
subo´ptimo) a partir de una cierta experiencia.
Outliers: Datos anormales o at´ıpicos en una muestra.
Pentacam: Dispositivo capaz de medir la topograf´ıa de la co´rnea, la pa-
quimetr´ıa, mapas de elevacio´n, densidad del cristalino, etc.
Perceptro´n Multicapa (MLP): Es una red neuronal con mu´ltiples ca-
pas.
Queratocono (Keratoconus, KC): Enfermedad de la co´rnea. Se carac-
teriza por la disposicio´n o crecimiento anormal de las fibras de cola´geno en
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la co´rnea que le hace perder sus propiedades provocando una importante
pe´rdida de visio´n.
Queratometr´ıa (K1): Curvatura corneal.
Redes Neuronales Artificiales (RNAs): Algoritmos matema´ticos que
se inspiran en el funcionamiento de las redes neuronales biolo´gicas del cere-
bro humano. Procesador distribuido con una estructura paralela que tiene
una tendencia natural a almacenar conocimiento experimental, hacie´ndolo
apto para su uso.
Regresor: Me´todo matema´tico que modela la relacio´n entre una variable
dependiente o variable respuesta, y otras variables (independientes) que
influyen sobre el comportamiento de la variable respuesta.
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Aplicacio´n de me´todos de aprendizaje automa´tico a la
planificacio´n de la cirug´ıa de implante de anillos
intracorneales en pacientes con queratocono
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