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LOCAL AND GLOBAL ANALYTICITY FOR µ-CAMASSA-HOLM
EQUATIONS
HIDESHI YAMANE
Abstract. We solve Cauchy problems for some µ-Camassa-Holm integro-
partial differential equations in the analytic category. The equations to be con-
sidered are µCH of Khesin-Lenells-Misiołek, µDP of Lenells-Misiołek-Tiğlay,
the higher-order µCH of Wang-Li-Qiao and the non-quasilinear version of Qu-
Fu-Liu. We prove the unique local solvability of the Cauchy problems and
provide an estimate of the lifespan of the solutions. Moreover, we show the
existence of a unique global-in-time analytic solution for µCH, µDP and the
higher-order µCH. The present work is the first result of such a global nature
for these equations.
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2 Hideshi Yamane
Introduction
We consider a functional equation
µ(ut)− utxx = −2µ(u)ux + 2uxuxx + uuxxx, x ∈ S1 = R/Z,
called the µ-Camassa-Holm equation (µCH), and its variants in the complex-analytic
or real-analytic category. Here µ(u) =
∫
S1 u dx. Multiplying by the inverse of µ−∂2x,
we get an evolution equation
ut + uux + ∂x(µ− ∂2x)−1
[
2µ(u)u+
1
2
u2x
]
= 0.
It motivates one to consider Cauchy problems, not only in Sobolev spaces but also
in spaces of analytic functions. In the latter case, the solutions are analytic in both
t and x. Recall that solutions to the KdV equation can be analytic in x but not in
t. This is because it is ‘not Kowalevskian’, which means the first-order derivative ut
equals a quantity involving higher derivatives. Our evolution equation mentioned
above is ‘Kowalevskian’ in a generalized sense due to the presence of the negative
order pseudodifferential operator (µ− ∂2x)−1.
Because of the nonlocal nature of (µ− ∂2x)−1, our considerations are always global
in x. So we will work with the Sobolev space Hm(S1) or A(δ), the space of analytic
functions on S1 ∋ x which admits analytic continuation to |y| < δ. On the other
hand, we can work either locally or globally in t. Our local study will be given in
Section 2 and Appendix. It is based on the Ovsyannikov theorem used in [1] and
[8]. It is a kind of abstract Cauchy-Kowalevsky theorem about a scale of Banach
spaces and enables us to obtain local-in-time solutions which are analytic in both
t and x. Our global study will be given in Sections 3 and 4. Since global-in-time
solutions are known to exist in Sobolev spaces, what remains to be done here is to
prove their analyticity. We carry out this task by using the method of [9] following
[3]. In the final part of the proof, we quote a result in [12], which gives a useful
criterion of real analyticity.
Now we explain some background and history. In the course of it, we will intro-
duce some equations that will be studied in the present paper. All the equations
mentioned below are integrable in some sense.
The original Camassa-Holm equation
(0.1) ut − utxx = −3uux + 2uxuxx + uuxxx
was introduced in [4] (shallow water wave) and in [7] (hereditary symmetries). It
is known to be completely integrable and admits peaked soliton (peakon) solu-
tions. The Cauchy problem for this equation can be formulated by introducing a
pseudodifferential operator. Indeed, (0.1) can be written in the form
(0.2) ut + uux + ∂x(1− ∂2x)−1
[
u2 +
1
2
u2x
]
= 0.
Since (0.2) is Kowalevskian in a generalized sense, it is natural to solve this equation
in the analytic setting as in the classical Cauchy-Kowalevsky theorem. In [1], the
authors introduced a kind of Sobolev spaces with exponential weights consisting of
holomorphic functions in a strip of the type |y| < const. Since these spaces form
a scale of Banach spaces, an Ovsyannikov type argument can be applicable. It
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leads to the unique solvability and an estimate of the lifespan of the solution in the
periodic and non-periodic cases.
There are a lot of works about solutions of the Cauchy problem for (0.1) or (0.2)
in Sobolev spaces. See the references in [1] and [20]. Local well-posedness and
blowup mechanism are major topics. In [1], the local unique solvability in the
analytic category was proved. Moreover, there is a result about the global-in-time
solvability in [3]. Indeed, according to [3], if the initial value is in Hs(R), s > 5/2,
and the McKean quantity m0 = (1− ∂2x)u0 does not change sign, then the Cauchy
problem for (a generalization of) (0.2) has a unique global-in-time solution u ∈
C([0,∞);Hs(R)). See [15] for the necessity and sufficiency of the no-change-of-sign
condition. Moreover, in [3], it is proved that this solution is analytic in both t and
x if the initial value is in the space of analytic functions mentioned above. In the
present paper, we follow [1] for local theory and the analyticity part of [3] for global
theory.
In [11], the µ-version of (0.1), namely
(0.3) µ(ut)− utxx = −2µ(u)ux + 2uxuxx + uuxxx, x ∈ S1 = R/Z,
was introduced. The authors call this equation µHS (HS is for Hunter-Saxton),
while it is called µCH in [14]. We have µ(ut) = 0, but we keep µ(ut) because
this formulation facilitates later calculation. The interest of (0.3) lies, for example,
in the fact that it describes evolution of rotators in liquid crystals with external
magnetic field and self-interaction, and it is related to the diffeomorphism groups
of the circle with a natural metric. Set
A(ϕ) = µ(ϕ) − ϕxx.
Then it is invertible for a suitable choice of function spaces and commutes with ∂x.
The equation (0.3) can be written in the following form ([11, (5.1)]):
(0.4) ut + uux + ∂xA
−1
[
2µ(u)u+
1
2
u2x
]
= 0.
In [11], the local well-posedness and the global existence in Sobolev spaces is demon-
strated. In the global problem, the µ-McKean quantity (µ − ∂2x)u0(x) is assumed
to be free from change of sign.
There are similar µ-equations. In [14, (5.3)], the following equation, called µDP
(DP is for Degasperis-Procesi), was introduced:
(0.5) ut + uux + ∂xA
−1 [3µ(u)u] = 0.
The local well-posedness inHs(S1), s > 3/2, and the global existence inHs(S1), s >
3, was proved in [14].
In [5], a family of higher-order Camassa-Holm equations depending on k = 2, 3, . . .
was introduced. It is related to diffeomorphisms of the unit circle. In [18], the
µ-version of the k = 2 case
ut + uux + ∂xB
−1
[
2µ(u)u+
1
2
u2x − 3uxuxxx −
7
2
u2xx
]
= 0,(0.6)
B(ϕ) = µ(ϕ) + (−∂2x + ∂4x)ϕ,
was formulated. The local well-posedness and the global existence in Hs(S1), s >
7/2, was proved in [18]. Notice that the no-change-of-sign condition is not imposed
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in this work. In [19], a different version
(0.7) ut + uux + ∂xA
−2
[
2µ(u)u+
1
2
u2x − 3uxuxxx −
7
2
u2xx
]
= 0
is studied. The global existence is proved there.
The modified µ-Camassa-Holm equation (modified µCH) with non-quasilinear terms
(0.8) ut + 2µ(u)uux − 1
3
u3x + ∂xA
−1
[
2µ2(u)u+ µ(u)u2x + γu
]
+
1
3
µ(u3x) = 0
was introduced in [16, (3.2)] (γ = 0) and [16, (2.7)], [17]. The global existence in
Sobolev spaces remains open, as opposed to that of the other equations mentioned
above, so it is not possible to show the global existence of analytic solutions by
using the method in the present article. Because of this exceptional nature of the
equation, we treat it in Appendix separately from the others. Notice that local
theory for (0.8) is developed in a certain space of analytic functions as well as in
Besov spaces in [17].
The outline of this article is as follows. In Section 1, we introduce some function
spaces and operators and investigate their properties. In Section 2, we prove the
local existence of analytic solutions of (0.4), (0.5), (0.6) and (0.7). These results
are used in the proofs of the global existence theorems in Sections 3 and 4 about
(0.4), (0.5) and (0.6). In Appendix, the local existence of analytic solutions of (0.8)
is proved.
1. Function spaces and operators
In the present paper, L2(S1) consists of real-valued square-integrable functions on
S1 = R/Z. We sometimes identify an element of it with a function on R with period
1. For a function on S1, we set ϕˆ(k) =
∫
S1
ϕ(x)e−2kπix dx. We introduce a family
of Hilbert spaces Gδ,s (δ ≥ 0, s ≥ 0) by
Gδ,s =
{
ϕ ∈ L2(S1); ‖ϕ‖δ,s <∞
}
, ‖ϕ‖2δ,s =
∑
k∈Z
〈k〉2se4πδ|k||ϕˆ(k)|2,
where 〈k〉 = (1+k2)1/2 (Japanese bracket). Notice that our definition is not exactly
the same as that in [1, 2]. In particular, the base space is T = R/(2πZ) in [1, 2].
It is easy to see that we have continuous injections Gδ,s → Gδ′,s′ and Gδ,s → Gδ,s′
if 0 ≤ δ′ < δ, 0 ≤ s′ < s. Their norms are 1. We have a continuous injection
Gδ,s → Gδ′,s′ under the weaker assumption 0 ≤ δ′ < δ. We recover the usual
Sobolev spaces
Hs = G0,s, H∞ = ∩s≥0Hs
and we set ‖ϕ‖s = ‖ϕ‖0,s. Notice that ‖ · ‖0 is the L2 norm. The corresponding
inner product is denoted by 〈·, ·〉0. Set Λ2 = 1− (2π)−2∂2x. Then we have
(1.1) ‖ϕ‖22 = ‖Λ2ϕ‖20 = ‖ϕ‖20 +
1
2π2
‖ϕ′‖20 +
1
(2π)4
‖ϕ′′‖20,
because
∫
S1 ϕϕ
′′ dx = − ∫S1(ϕ′)2 dx.
When δ > 0, set
S(δ) = {z = x+ iy ∈ C; |y| < δ)} ,
A(δ) =
{
f : S1 = R/Z→ R; f has an analytic continuation to S(δ)} .
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Remark 1. If a function is analytic on S1, then it belong to A(δ) for some δ > 0.
See Proposition 4 below. Notice that an analogous statement does not hold true if
S1 is replaced with R.
We identify an element of A(δ) with its analytic continuation. For f ∈ A(δ), set
‖f‖2(σ,s) =
∞∑
j=0
e4πjσ
j!2
‖f (j)‖2s (e2πσ < δ).
This norm will be used in the global theory. Do not confuse ‖ · ‖2(σ,s) with ‖ · ‖δ,s.
Proposition 2. For δ > 0, s ≥ 0, the space Gδ,s is continuously embedded in A(δ).
Proof. Assume ϕ ∈ Gδ,s. The series ϕ(z) = ∑ ϕˆ(k)e2kπiz = ∑ ϕˆ(k)e−2kπye2kπix
converges locally uniformly in |y| < δ, because
|ϕ(z)|2 ≤
∑
〈k〉2se4πδ|k||ϕˆ(k)|2 ×
∑
〈k〉−2se−4πδ|k|e−4kπy
= ‖ϕ‖2δ,s
∑
〈k〉−2se−4πδ|k|e−4kπy.
Therefore Gδ,s ⊂ A(δ) and this embedding is continuous from Gδ,s to A(δ) with
the topology (i) in Corollary 11. 
Remark 3. Proposition 2 is a variant of the Sobolev embedding theorem: if s > 1/2,
then there is a continuous embedding Hs = G0,s → C0(S1) as is proved by d
|ϕ(x)|2 ≤
∣∣∣∑ ϕˆ(k)e2kπix∣∣∣2 ≤∑〈k〉2s|ϕˆ(k)|2×∑〈k〉−2s|e2kπix|2 ≤ ‖ϕ‖2s∑〈k〉−2s.
Proposition 4. If ϕ is a real-analytic function on S1, then there exists δ > 0
such that ϕ ∈ Gδ,s for any s. More precisely, if ϕ ∈ A(δ), then ϕ ∈ Gδ′,s for any
δ′ ∈]0, δ[ and any s.
Proof. (This proposition is given in [1] without proof.) By the periodicity, contour
deformation gives
ϕˆ(k) =
∫ 1
0
ϕ (x± δ′i) exp (−2kπi [x± δ′i]) dx.
Set
ak =
∫ 1
0
ϕ (x− sgn(k)δ′i) e−2kπix dx = e2π|k|δ′ ϕˆ(k), k 6= 0.
These are the Fourier coefficients of ϕ(x±iδ′) and we have∑k∈Z\{0}〈k〉2s|ak|2 <∞
for any s. Therefore the series
∑
k∈Z〈k〉2se4πδ
′|k||ϕˆ(k)|2 converges. 
Proposition 5. We have the following three estimates about products of functions:
(i) Assume s > 1/2, δ ≥ 0. Then Gδ,s is closed under pointwise multiplication and
we have
‖ϕψ‖δ,s ≤ cs‖ϕ‖δ,s‖ψ‖δ,s, cs =
[
2(1 + s2s)
∞∑
k=0
〈k〉−2s
]
.
(ii) There exists a positive constant ds such that we have ‖ϕψ‖0 ≤ ds‖ϕ‖0‖ψ‖s for
any ϕ ∈ H0 = L2(S1) and any ψ ∈ Hs (s ≥ 1).
(iii) There exists a constant γ such that we have ‖ϕψ‖2 ≤ γ (‖ϕ‖1‖ψ‖2 + ‖ϕ‖2‖ψ‖1)
for any ϕ, ψ ∈ H2.
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Proof. The proof of (i) is given in [2]. Although different formulations are used in
[2] and the present article, the constant cs is the same. This is because ϕ̂ψ(k) =∑
n ϕˆ(n)ψˆ(k − n) holds in either situations. The difference of the base spaces are
offset by that of conventions, namely the presence or the absence of the 1/(2π)
factor in the definition of the Fourier coefficients. The other three estimates follow
from the boundedness of H1 →֒ C0(S1) (and the Leibniz rule). 
Remark 6. A better estimate than Proposition 5 (iii) can be found in [10], which
implies that ‖ · ‖1 can be replaced with ‖ · ‖L∞ . It is used in [18], but (iii) is good
enough in the present paper.
Proposition 7. ([1, Lemma 2]) If 0 ≤ δ′ < δ, s ≥ 0 and ϕ ∈ Gδ,s, then
‖ϕx‖δ′,s ≤ e
−1
δ − δ′ ‖ϕ‖δ,s,
‖ϕx‖δ,s ≤ 2π‖ϕ‖δ,s+1.
A derivative can be estimated in two ways: ‘larger δ’ or ‘larger s’.
Proof. The second inequality is easy to prove. We give a proof of the first in order
to clarify that the assumption δ ≤ 1 in [1, 2] is superfluous. The present author
thinks that the authors of [1, 2] wrote δ ≤ 1 not because they really needed it for the
omitted proof but for the sole reason that they were interested only in 0 < δ ≤ 1.
Set f(x) = x2 exp[2(−δ + δ′)x], x ≥ 0. We have
‖ϕ‖2δ,s =
∑
k∈Z
〈k〉2se4πδ|k||ϕˆ(k)|2,
‖ϕx‖2δ′,s =
∑
k∈Z
〈k〉2se4πδ′|k|(2kπ)2|ϕˆ(k)|2
=
∑
k∈Z
〈k〉2se4πδ|k|f(2π|k|)|ϕˆ(k)|2.
Since 0 ≤ f(x) ≤ (e−1/(δ − δ′))2, we get ‖ϕx‖2δ′,s ≤ (e−1/(δ − δ′))2‖ϕ‖2δ,s. 
We set A(ϕ) = µ(ϕ)−ϕxx, B(ϕ) = µ(ϕ) + (−∂2x+ ∂4x)ϕ. For ϕ =
∑
k∈Z ake
2kπix ∈
Gδ,s, we have
µ(ϕ) = a0,
A(ϕ) = a0 +
∑
k 6=0
(2πk)2ake
2kπix,
A−1(ϕ) = a0 +
∑
k 6=0
ak
(2πk)2
e2kπix,
B(ϕ) = a0 +
∑
k 6=0
[(2πk)2 + (2πk)4]ake
2kπix,
B−1(ϕ) = a0 +
∑
k 6=0
ak
(2πk)2 + (2πk)4
e2kπix.
It follows that A is a bounded operator from Gδ,s+2 to Gδ,s. It is a bijection and its
inverse A−1 is a pseudodifferential operator of order −2. Therefore it is bounded
from Gδ,s to Gδ,s+2. On the other hand, B−1 is a pseudodifferential operator of
µ-Camassa-Holm equations 7
order −4. Notice that A−1 and B−1 commute with ∂x.
The following proposition is easy to prove.
Proposition 8. We have
|µ(ϕ)| ≤ ‖ϕ‖δ,s,
‖∂jxA−1(ϕ)‖δ,s+2−j ≤ ‖ϕ‖δ,s (0 ≤ j ≤ 2),
‖∂jxB−1(ϕ)‖δ,s+4−j ≤ ‖ϕ‖δ,s (0 ≤ j ≤ 4)
for ϕ ∈ Gδ,s.
If ϕ ∈ Gδ,s, then by Propositions 7 and 8, we have the following estimates of the
‘larger δ, smaller s’ type:
‖∂xA−1(ϕ)‖δ′,s+1 ≤ e
−1
δ − δ′ ‖ϕ‖δ,s, 0 ≤ δ
′ < δ ≤ 1,(1.2)
‖∂xB−1(ϕ)‖δ′,s+3 ≤ e
−1
δ − δ′ ‖ϕ‖δ,s, 0 ≤ δ
′ < δ ≤ 1.(1.3)
In these estimates, the left-hand sides can be replaced with ‖∂xA−1(ϕ)‖δ′,s+2 and
‖∂xB−1(ϕ)‖δ′,s+4 respectively, but (1.2) and (1.3) are good enough.
In later sections, we will use the following estimates repeatedly. Let R > 0 and
u0 ∈ Gδ,s+1 be given. If ‖uj − u0‖δ,s+1 < R for uj ∈ Gδ,s+1 ⊂ Gδ,s (j = 1, 2), then
we have
‖uj‖δ,s ≤ ‖uj‖δ,s+1 ≤ ‖u0‖δ,s+1 +R,(1.4)
‖u1 + u2‖δ,s ≤ ‖u1 + u2‖δ,s+1 ≤ 2 (‖u0‖δ,s+1 +R) .(1.5)
Proposition 9. (cf. [9, Lem 2.2]) If f ∈ H∞ satisfies ‖f‖(σ,s) <∞ for some s ≥ 0
and for any σ with e2πσ < δ, then f ∈ A(δ).
Conversely, f ∈ A(δ) implies ‖f‖(σ,s) <∞ for any σ, s with e2πσ < δ and s ≥ 0.
Proof. In the proof of the first part, we may assume s = 0. Let
M2 = ‖f‖2(σ,0) =
∞∑
j=0
(j!)−2e4πjσ‖f (j)‖20.
Then ‖f (j)‖0 ≤ j!e−2πjσM and
‖f (j)‖0 + ‖f (j+1)‖0 ≤M [j!e−2πjσ + (j + 1)!e−2π(j+1)σ].
Since there exists C > 0 such that ‖ϕ‖C0 ≤ C(‖ϕ‖0 + ‖ϕ′‖0) for any ϕ ∈ H1 by
the Sobolev embedding, we have
(1.6) |f (j)(x)| ≤ CM
[
j!e−2πjσ + (j + 1)!e−2π(j+1)σ
]
for any x. Therefore f(x+ iy) =
∑∞
j=0 f
(j)(x)(iy)j/j! is holomorphic in |y| < e2πσ
for any σ with e2πσ < δ. Hence f ∈ A(δ).
Next, we show the second part. Assume 0 < δ′ < δ. It is enough to prove
‖f‖2(σ,s) < ∞ for any σ, s with e2πσ < δ′. Let S = supS(δ′) |f | < ∞. Set
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L± = {t± iy; 0 ≤ t ≤ 1}. If 0 < |y| ≤ δ′, the periodicity of f and Goursat’s
formula yield
f (j)(x) =
j!
2πi
(∫
L−
−
∫
L+
)
f(ζ)
(x− ζ)j+1 dζ, 0 ≤ x ≤ 1.
We have |f (j)(x)| ≤ π−1j!S/yj+1. Then y2(j+1)‖f (j)‖20 ≤ π−2j!2S2 in |y| ≤ δ′.
Integrating in y ∈ [0, δ′], we get
(δ′)2j+2‖f (j)‖20 ≤ π−2(2j + 3)j!2S2.
It follows that
(1.7) ‖f‖2(σ,0) =
∞∑
j=0
(j!)−2e4πjσ‖f (j)‖20 ≤
∞∑
j=0
π−2(2j + 3)(δ′)−(2j+2)e4πjσS2 <∞.
For s > 0, we can prove that
(1.8) ‖f‖(σ,s) ≤ const.‖f‖(σ′,0) <∞,
where e2πσ < e2πσ
′
< δ′. To see this, we may assume that s is a positive integer
in view of ‖f‖(σ,s1) ≤ ‖f‖(σ,s2) (s1 ≤ s2). For simplicity, we explain the case of
s = 1 only. (The general case follows the same line of proof, the only additional
tool being the binomial expansion of powers of the Japanese bracket.) We have
‖f‖2(σ,1) =
∞∑
j=0
(j!)−2e4πjσ‖f (j)‖21 =
∞∑
j=0
(j!)−2e4πjσ
∑
k∈Z
(1 + k2)(2πk)2j |fˆ(k)|2
= I0 + I1,
where Ip =
∑∞
j=0(j!)
−2e4πjσ
∑
k∈Z k
2p(2πk)2j |fˆ(k)|2 (p = 0, 1). Obviously I0 =
‖f‖2(σ,0) ≤ ‖f‖2(σ′,0). On the other hand, setting ℓ = j + 1, we get
I1 ≤
∞∑
ℓ=1
ℓ2e−4πσe4πℓ(σ−σ
′)
ℓ!2
e4πℓσ
′
∑
k∈Z
(2πk)2l|fˆ(k)|2
≤
∞∑
ℓ=0
const.
ℓ!2
e4πℓσ
′
∑
k∈Z
(2πk)2l|fˆ(k)|2 =
∞∑
ℓ=0
const.
ℓ!2
e4πℓσ
′‖f (ℓ)‖20 = const.‖f‖2(σ′,0).
The proof of the second part is over. 
Lemma 10. If σ < σ′, we have
‖f‖(σ,s) ≤ const.‖f‖(σ′,s′)
for any s, s′ ≥ 0, where the constant depends on s, s′, σ, σ′.
Proof. This estimate follows from (1.8) immediately. 
Corollary 11. The following four families of norms on A(δ) determine the same
topology as a Fréchet space.
(i) supz∈S(δ′) |f(z)| (0 < δ′ < δ), (ii) ‖ · ‖(σ,s) (e2πσ < δ, s ≥ 0),
(iii) ‖ · ‖(σ,2) (e2πσ < δ), (iv) ‖ · ‖(σ,0) (e2πσ < δ).
With this topology, A(δ) is continuously embedded in H∞(S1) = ∩s≥0Hs(S1).
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Proof. It is trivial that (ii) is stronger (not weaker) than (iv) and that (iii) is
between (ii) and (iv). On the other hand, (1.8) implies (iv) is stronger than (ii).
The estimate (1.6) and the Taylor expansion imply that (iv) is stronger than (i).
On the other hand, (1.7) implies (i) is stronger than (iv). 
Proposition 12. (cf. [9, Lemma 2.4]) Let fn ∈ A(δ) (n = 0, 1, 2, . . . ) be a sequence
with ‖fn‖(σ,s) bounded, where e2πσ < δ, and assume f∞ ∈ A(δ). If fn → f∞ in
H∞ as n→∞, then ‖fn‖(σ′,s) → f∞ for each σ′ < σ.
Proof. Wemay assume f∞ = 0. LetM
2 = supn ‖fn‖2(σ,s). Then j!−2e4πjσ
′‖f (j)n ‖2s ≤
Me4π(σ
′−σ)j . Since limn→∞ ‖f (j)n ‖s = 0 for each j and
∑
j≥0M
2e4π(σ
′−σ)j < ∞,
we can apply (the sum version of ) Lebesgue’s dominated convergence theorem to
‖fn‖2(σ′,s) =
∑
j≥0 j!
−2e4πjσ
′‖f (j)n ‖2s (n = 0, 1, 2, . . . ). 
2. Local-in-time solutions
2.1. Autonomous Ovsyannikov theorem. We recall some basic facts about
the autonomous Ovsyannikov theorem. Among many versions, we adopt the one
in [1, 2]. Let {Xδ, ‖ · ‖δ}0<δ≤1 be a (decreasing) scale of Banach spaces, i.e. each
Xδ is a Banach space and Xδ ⊂ Xδ′ , ‖ · ‖δ′ ≤ ‖ · ‖δ for any 0 < δ′ < δ ≤ 1. (For s
fixed,
{
Gδ,s, ‖ · ‖δ,s
}
0<δ≤1
is a scale of Banach spaces.) Assume that F : Xδ → Xδ′
is a mapping satisfying the following conditions.
(a) For any u0 ∈ X1 and R > 0, there exist L = L(u0, R) > 0,M = M(u0, R) > 0
such that we have
‖F (u0)‖δ ≤ M
1− δ(2.1)
if 0 < δ < 1 and
(2.2) ‖F (u)− F (v)‖δ′ ≤ L
δ − δ′ ‖u− v‖δ
if 0 < δ′ < δ ≤ 1 and u, v ∈ Xδ satisfies ‖u− u0‖δ < R, ‖v − u0‖δ < R.
(b) If u(t) is holomorphic on the disk D(0, a(1− δ)) = {t ∈ C : |t| < a(1− δ)} with
values in Xδ for a > 0, 0 < δ < 1 satisfying sup|t|<a(1−δ) ‖u(t)−u0‖δ < R, then the
composite function F (u(t)) is a holomorphic function on D(0, a(1− δ)) with values
in Xδ′ for any 0 < δ
′ < δ.
The autonomous Ovsyannikov theorem below is our main tool. For the proof, see
[1].
Theorem 13. Assume that the mapping F satisfies the conditions (a) and (b).
For any u0 ∈ X1 and R > 0, set
(2.3) T =
R
16LR+ 8M
.
Then, for any δ ∈]0, 1[, the Cauchy problem
(2.4)
du
dt
= F (u), u(0) = u0
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has a unique holomorphic solution u(t) in the disk D(0, T (1− δ)) with values in Xδ
satisfying
sup
|t|<T (1−δ)
‖u(t)− u0‖δ < R.
2.2. µCH and µDP equations. First we consider the analytic Cauchy problem
for the µCH equation (0.4), namely.
(2.5)
{
ut + uux + ∂xA
−1
[
2µ(u)u+ 12u
2
x
]
= 0,
u(0, x) = u0(x).
Theorem 14. Let s > 1/2. If u0 ∈ G1,s+1, then there exists a positive time
T = T (u0, s) such that for every δ ∈]0, 1[, the Cauchy problem (2.5) has a unique
solution which is a holomorphic function valued in Gδ,s+1 in the disk D(0, T (1−δ)).
Furthermore, the analytic lifespan T satisfies
T =
const.
‖u0‖1,s+1 .
Proof. Assume ‖u − u0‖δ,s+1 < R, ‖v − u0‖δ,s+1 < R. By Proposition 5 (i), the
first inequality in Proposition 7 and (1.5),
‖(u2)x − (v2)x‖δ′,s+1 ≤ e
−1
δ − δ′ ‖u
2 − v2‖δ,s+1(2.6)
≤ e
−1cs+1
δ − δ′ ‖u+ v‖δ,s+1‖u− v‖δ,s+1
≤ 2e
−1cs+1
δ − δ′ (‖u0‖δ,s+1 +R) ‖u− v‖δ,s+1.
On the other hand, since we have µ(u)u−µ(v)v = µ(u− v)u+µ(v)(u− v), Propo-
sition 8 and (1.4) imply
‖µ(u)u− µ(v)v‖δ,s ≤ |µ(u− v)|‖u‖δ,s + |µ(v)|‖u− v‖δ,s
≤ (‖u‖δ,s + ‖v‖δ,s)‖u− v‖δ,s
≤ 2 (‖u0‖δ,s+1 +R) ‖u− v‖δ,s+1.
Therefore (1.2) yields∥∥∂xA−1 [µ(u)u− µ(v)v]∥∥δ′,s+1 ≤ e−1δ − δ′ ‖µ(u)u − µ(v)v‖δ,s(2.7)
≤ 2e
−1
δ − δ′ (‖u0‖δ,s+1 + R) ‖u− v‖δ,s+1.
Next, by Proposition 5 (i) and the second inequality in Proposition 7,
‖u2x − v2x‖δ,s ≤ cs‖ux + vx‖δ,s‖ux − vx‖δ,s ≤ 4π2cs‖u+ v‖δ,s+1‖u− v‖δ,s+1
≤ 8π2cs (‖u0‖δ,s+1 +R) ‖u− v‖δ,s+1.
Hence (1.2) gives∥∥∂xA−1 (u2x − v2x)∥∥δ′,s+1 ≤ e−1δ − δ′ ∥∥u2x − v2x∥∥δ,s(2.8)
≤ 8π
2e−1cs
δ − δ′ (‖u0‖δ,s+1 +R) ‖u− v‖δ,s+1.
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Now set
Fµ(u) = −uux − ∂xA−1
[
2µ(u)u+
1
2
u2x
]
(2.9)
= −1
2
(u2)x − ∂xA−1
[
2µ(u)u+
1
2
u2x
]
.
Then (2.6), (2.7) and (2.8) give the Lipschitz continuity of Fµ:
(2.10) ‖Fµ(u)− Fµ(v)‖δ′,s+1 ≤ L
δ − δ′ ‖u− v‖δ,s+1,
where L = C (‖u0‖1,s+1 +R) , C = e−1(cs+1 + 4+ 4π2cs).
Next we will derive an estimate of ‖Fµ(u0)‖δ,s+1. Since
‖(u20)x‖δ,s+1 ≤
e−1
1− δ ‖u
2
0‖1,s+1 ≤
e−1cs+1
1− δ ‖u0‖
2
1,s+1,
‖∂xA−1[µ(u0)u0]‖δ,s+1 ≤ e
−1
1− δ ‖µ(u0)u0‖1,s ≤
e−1
1− δ ‖u0‖
2
1,s+1,
‖∂xA−1(∂xu0)2‖δ,s+1 ≤ e
−1
1− δ ‖(∂xu0)
2‖1,s ≤ e
−1cs
1− δ ‖∂xu0‖
2
1,s
≤ (2π)
2e−1cs
1− δ ‖u0‖
2
1,s+1,
we have
‖Fµ(u0)‖δ,s+1 ≤ M
1− δ , M =
C
2
‖u0‖21,s+1.
We set
T =
R
16LR+ 8M
=
R
4C
[
4R (‖u0‖1,s+1 +R) + ‖u0‖21,s+1
] .
Because of Theorem 13, there exists a unique solution u = u(t) to (2.5) which is a
holomorphic mapping from D(0, T (1− δ)) to Gδ,s+1 and
sup
|t|<T (1−δ)
‖u(t)− u0‖δ,s+1 < R.
If we set R = ‖u0‖1,s+1, we have
T =
1
36e−1(cs+1 + 4 + 4π2cs)‖u0‖1,s+1 .

In Theorem 14, we assumed the initial value u0 was in G
1,s+1. We can relax this
assumption as in the following theorem.
Theorem 15. If u0 is a real-analytic function on S
1, then the Cauchy problem
(2.5) has a holomorphic solution near t = 0. More precisely, we have the following:
(i) There exists ∆ > 0 such that u0 ∈ G∆,s+1 ⊂ A(∆) for any s.
(ii) If s > 1/2, there exists a positive time T∆ = T (u0, s,∆) such that for every
d ∈]0, 1[, the Cauchy problem (2.5) has a unique solution which is a holomorphic
function valued in G∆d,s+1 in the disk D(0, T∆(1− d)). Furthermore, the analytic
lifespan T∆ satisfies
T∆ =
const.
‖u0‖∆,s+1
when ∆ is fixed.
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Proof. The first statement is nothing but Proposition 4.
Set Xd = G
∆d,s+1, ‖ · ‖(∆)d,s+1 = ‖ · ‖∆d,s+1. Then
{
Xd, ‖ · ‖(∆)d,s+1
}
0<d≤1
is a (de-
creasing) scale of of Banach spaces and u0 ∈ X1.
Assume ‖u − u0‖(∆)d,s+1 < R, ‖v − u0‖(∆)d,s+1 < R and 0 < d′ < d ≤ 1. Then (2.6),
(2.7) and (2.8) give (δ = ∆d, δ′ = ∆d′) the following counterpart of (2.10):
(2.11) ‖Fµ(u)− Fµ(v)‖(∆)d′,s+1 ≤
L∆
d− d′ ‖u− v‖
(∆)
d,s+1,
where L∆ = ∆
−1C
(
‖u0‖(∆)1,s+1 +R
)
= C (‖u0‖∆,s+1 +R) , C = e−1(cs+1 + 4 +
4π2cs). Simpler estimates give
‖Fµ(u0)‖(∆)d,s+1 ≤
M∆
1− d , M∆ =
C
2∆
(
‖u0‖(∆)1,s+1
)2
.
We set
T∆ =
R
16L∆R+ 8M∆
=
R∆
4C
[
4R (‖u0‖∆,s+1 +R) + ‖u0‖2∆,s+1
] .
Because of Theorem 13, there exists a unique solution u = u(t) to (2.5) which is a
holomorphic mapping from D(0, T (1− δ)) to Xd = G∆d,s+1 and
sup
|t|<T (1−d)
‖u(t)− u0‖∆d,s+1 < R.
If we set R = ‖u0‖(∆)1,s+1 = ‖u0‖∆,s+1, we have
T∆ =
∆
36e−1(cs+1 + 4 + 4π2cs)‖u0‖∆,s+1 .

We can study the following Cauchy problem for the µDP equation (0.5) by using
the same estimates (2.6) and (2.7).
(2.12)
{
ut + uux + ∂xA
−1 [3µ(u)u] = 0,
u(0, x) = u0(x).
Theorem 16. If u0 is a real-analytic function on S
1, then the Cauchy problem
(2.12) has a holomorphic solution near t = 0. More precisely, we have the following:
(i) There exists ∆ > 0 such that u0 ∈ G∆,s+1 ⊂ A(∆) for any s.
(ii) If s > 1/2, there exists a positive time T∆ = T (u0, s,∆) such that for every
d ∈]0, 1[, the Cauchy problem (2.12) has a unique solution which is a holomorphic
function valued in G∆d,s+1 in the disk D(0, T∆(1− d)). Furthermore, the analytic
lifespan T∆ satisfies
T∆ =
const.
‖u0‖∆,s+1
when ∆ is fixed.
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2.3. Higher-order µCH equation. We consider the analytic Cauchy problem for
the higher-order µCH equation (0.6), namely.
(2.13)
{
ut + uux + ∂xB
−1
[
2µ(u)u+ 12u
2
x − 3uxuxxx − 72u2xx
]
= 0,
u(0, x) = u0(x).
Theorem 17. Let s > 1/2. If u0 ∈ G1,s+3, then there exists a positive time
T = T (u0, s) such that for every δ ∈]0, 1[, the Cauchy problem (2.13) has a unique
solution which is a holomorphic function valued in Gδ,s+3 in the disk D(0, T (1−δ)).
Furthermore, the analytic lifespan T satisfies
T =
const.
‖u0‖1,s+3 .
Proof. Assume u0 ∈ Gδ,s+3 and ‖u − u0‖δ,s+3 < R, ‖v − u0‖δ,s+3 < R. We follow
the proofs of (2.6),(2.7) and (2.8) with (1.3) instead of (1.2) to obtain
‖(u2)x − (v2)x‖δ′,s+3 ≤ 2e
−1cs+3
δ − δ′ (‖u0‖δ,s+3 +R)‖u− v‖δ,s+3,(2.14)
‖∂xB−1[µ(u)u − µ(v)v]‖δ′,s+3 ≤ 2e
−1
δ − δ′ (‖u0‖δ,s+3 +R)‖u− v‖δ,s+3,(2.15)
‖∂xB−1[u2x − v2x]‖δ′,s+3 ≤
8π2e−1cs
δ − δ′ (‖u0‖δ,s+3 +R)‖u− v‖δ,s+3.(2.16)
Next we study the difference associated with ∂xB
−1(uxuxxx). Since uxuxxx −
vxvxxx = (ux − vx)uxxx + vx(uxxx − vxxx), we have
‖uxuxxx − vxvxxx‖δ,s
≤ cs (‖ux − vx‖δ,s‖uxxx‖δ,s + ‖vx‖δ,s‖uxxx − vxxx‖δ,s) .
Since
‖ux − vx‖δ,s ≤ 2π‖u− v‖δ,s+3,
‖uxxx‖δ,s ≤ (2π)3‖u‖δ,s+3 ≤ (2π)3(‖u0‖δ,s+3 +R),
‖vx‖δ,s ≤ 2π(‖u0‖δ,s+3 +R),
‖uxxx − vxxx‖δ,s ≤ (2π)3‖u− v‖δ,s+3,
we have
‖uxuxxx − vxvxxx‖δ,s ≤ 25π4cs(‖u0‖δ,s+3 +R)‖u− v‖δ,s+3.
Therefore by (1.3)
‖∂xB−1[uxuxxx − vxvxxx]‖δ′,s+3 ≤ 2
5π4e−1cs
δ − δ′ (‖u0‖δ,s+3 +R)‖u− v‖δ,s+3.(2.17)
Next we study the difference associated with ∂xB
−1(u2xx). We have u
2
xx − v2xx =
(uxx + vxx)(uxx − vxx) and
‖u2xx − v2xx‖δ,s ≤ cs‖uxx + vxx‖δ,s‖uxx − vxx‖δ,s.
Since
‖uxx + vxx‖δ,s ≤ (2π)2‖u+ v‖δ,s+2 ≤ (2π)2‖u+ v‖δ,s+3
≤ 23π2(‖u0‖δ,s+3 + R),
‖uxx − vxx‖δ,s ≤ (2π)2‖u− v‖δ,s+2 ≤ 22π2‖u− v‖δ,s+3,
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we have
‖u2xx − v2xx‖δ,s ≤ 25π4cs(‖u0‖δ,s+3 +R)‖u− v‖δ,s+3,
and
‖∂xB−1[u2xx − v2xx]‖δ′,s+3 ≤
e−1
δ − δ′ ‖B
−1[u2xx − v2xx]‖δ,s(2.18)
≤ 2
5π4e−1cs
δ − δ′ (‖u0‖δ,s+3 +R)‖u− v‖δ,s+3.
Now we set
(2.19) G(u) = −1
2
(u2)x − ∂xB−1
[
2µ(u)u+
1
2
u2x − 3uxuxxx −
7
2
u2xx
]
.
Then by (2.14), (2.15), (2.16), (2.17) and (2.18), we obtain
‖G(u)−G(v)‖δ′,s+3 ≤ LG
δ − δ′ ‖u− v‖δ,s+3,(2.20)
LG = e
−1
[
cs+3 + 4 + (4π
2 + 208π4)cs
]
(‖u0‖δ,s+3 +R).(2.21)
We need an estimate of G(u0). By using
‖(u20)x‖δ,s+3 ≤
e−1
1− δ ‖u
2
0‖1,s+3 ≤
e−1cs+3
1− δ ‖u0‖
2
1,s+3,
‖∂xB−1[µ(u0)u0]‖δ,s+3 ≤ e
−1
1− δ ‖u0‖
2
1,s+3,
‖∂xB−1[(∂xu0)2]‖δ,s+3 ≤ e
−1cs
1− δ ‖∂xu0‖
2
1,s ≤
e−1(2π)2cs
1− δ ‖u0‖
2
1,s+3,
‖∂xB−1[(u0)x(u0)xxx]‖δ,s+3 ≤ e
−1
1− δ cs‖(u0)x‖1,s‖(u0)xxx‖1,s
≤ e
−1(2π)4
1− δ cs‖u0‖
2
1,s+3,
‖∂xB−1[(u0)2xx]‖δ,s+3 ≤
e−1
1− δ cs‖(u0)xx‖
2
1,s ≤
e−1(2π)4
1− δ cs‖u0‖
2
1,s+3,
we obtain
‖G(u0)‖δ′,s+3 ≤ MG
1− δ ,(2.22)
MG = e
−1
[
1
2
cs+3 + 2 + (2π
2 + 104π4)cs
]
‖u0‖21,s+3.(2.23)
We set
T =
R
16LGR+ 8MG
.
Because of Theorem 13, there exists a unique solution u = u(t) to (2.13) which is
a holomorphic mapping from D(0, T (1− δ)) to Gδ,s+3 and
sup
|t|<T (1−δ)
‖u(t)− u0‖δ,s+3 < R.
If we set R = ‖u0‖1,s+3, we have
T =
1
160e−1 [cs+3/4 + 1 + (π2 + 52π4)cs] ‖u0‖1,s+3 .

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Similarly, we have the following theorem about the other higher order µCH (0.7).
Theorem 18. Let s > 1/2. If u0 ∈ G1,s+3, then there exists a positive time
T = T (u0, s) such that for every δ ∈ (0, 1), the Cauchy problem
(2.24)
{
ut + uux + ∂xA
−2
[
2µ(u)u+ 12u
2
x − 3uxuxxx − 72u2xx
]
= 0,
u(0, x) = u0(x)
has a unique solution which is a holomorphic function valued in Gδ,s+3 in the disk
D(0, T (1− δ)). Furthermore, the analytic lifespan T satisfies
T =
const.
‖u0‖1,s+3 .
Proof. The proof is almost the same as for Theorem 17. Indeed, A−2 has the same
properties as those of B−1. 
Global-in-time analytic solutions of (2.5), (2.12), (2.13) and (0.7) will be studied
in the following sections. The proofs will rely on known results about the global
existence in Sobolev spaces. On the other hand, that kind of existence for the
non-quasilinear equation (0.8) is unknown. Therefore, the argument given below is
not valid for it. The local theory of (0.8) will be given in Appendix.
3. Global-in-time solutions
3.1. Statement of the main results. We recall known results about global-in-
time solutions to µCH and µDP in Sobolev spaces. First, as for µCH, we have
Theorem 19. ([11, Theorem 5.1, 5.5]) Let s > 5/2. Assume that u0 ∈ Hs(S1) has
non-zero mean and satisfies the condition
(µ− ∂2x)u0 ≥ 0 (or ≤ 0).
Then (2.5) has a unique global-in-time solution in C(R, Hs(S1))∩C1(R, Hs−1(S1)).
Moreover, local well-posedness (in particular, uniqueness) holds.
The quantity (µ− ∂2x)u0 is the µ-version of the McKean quantity (1− ∂2x)u0 ([15]).
There is an analogous result about µDP.
Theorem 20. ([14, Theorem 5,1, 5.4]) Let s > 3. Assume that u0 ∈ Hs(S1) has
non-zero mean and satisfies the condition
(µ− ∂2x)u0 ≥ 0 (or ≤ 0).
Then (2.12) has a unique global-in-time solution in C(R, Hs(S1))∩C1(R, Hs−1(S1)).
Moreover, local well-posedness holds.
We will discuss global-in-time analytic solutions. These solutions are analytic in
both the time and space variables. Notice that in the KdV and other cases treated
in [9], solutions are analytic in the space variable only. This is due to the absence
of Cauchy-Kowalevsky type theorems. Our main result about the µ-Camassa-Holm
equation is the following:
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Theorem 21. Assume that a real-analytic function u0 on S
1 has non-zero mean
and satisfies the condition
(µ− ∂2x)u0 ≥ 0 (or ≤ 0).
Then the Cauchy problem (2.5) has a unique solution u ∈ Cω(Rt × S1x).
We have the following estimate of the radius of analyticity. Let u0 ∈ A(r0). Fix
σ0 < (log r0)/(2π) and set
K = (20πd1 + 8 + 4π
2c1) [1 + max {‖u(t)‖2; t ∈ [−T, T ]}] ,
σ(t) = σ0 −
√
6πγ
K
‖u0‖(σ0,2)(eK|t|/2 − 1).
Then, for any fixed T > 0, we have u(·, t) ∈ A(e2πσ(t)) for t ∈ [−T, T ].
There is an analogue about the µDP equation which reads as follows:
Theorem 22. Assume that a real-analytic function u0 on S
1 has non-zero mean
and satisfies the condition
(µ− ∂2x)u0 ≥ 0 (or ≤ 0).
Then the Cauchy problem (2.12) has a unique solution u ∈ Cω(Rt × S1x).
We have the following estimate of the radius of analyticity. Let u0 ∈ A(r0). Fix
σ0 < (log r0)/(2π) and set
K ′ = (20πd1 + 12) [1 + max {‖u(t)‖2; t ∈ [−T, T ]}] ,
σ′(t) = σ0 − 2
√
2πγ√
3K ′
‖u0‖(σ0,2)(eK
′|t|/2 − 1).
Then, for any fixed T > 0, we have u(·, t) ∈ A(e2πσ′(t)) for t ∈ [−T, T ].
The proof of Theorem 21 will be given in the later subsections. First we will prove
the analyticity in x and establish the lower bound of σ(t). Next we will establish
the analyticity in (t, x). The proof of Theorem 22 is essentially contained in that
of Theorem 21. We can employ Remark 26 instead of Proposition 25.
3.2. Regularity theorem by Kato-Masuda. In [9], the authors used their the-
ory of Liapnov families to prove a regularity result about the KdV and other equa-
tions. Later, it was applied to a generalized Camassa-Holm equation in [3]. Here
we recall the abstract theorem in [9] in a weaker, more concrete form. It is good
enough for our purpose. The inequality (3.1) is a special case of that in [9]. Notice
that v and u(t, ·) are elements of O in (3.1) and (3.2). In applications, making a
suitable choice of the subset O of Z is essential.
Theorem 23. Let X and Z be Banach spaces. Assume that Z is a dense subspace
of X. Let O be an open subset of Z and F be a continuous mapping from Z to X.
Let {Φs;−∞ < s <∞} be a family of real-valued functions on Z satisfying
(a) The Fréchet partial derivative of Φs(v) in v ∈ Z exists not only in L(Z;R) but
also in L(X ;R). It is denoted by DΦs(v). This statement makes sense because
L(X ;R) ⊂ L(Z;R) by the canonical identification. [(a) follows from (b) below.]
(b) The Fréchet derivative of Φs(v) in (s, v) exists not only in L(R×Z;R) but also
in L(R × X ;R) and is continuous from R × Z to L(R × X ;R). This statement
makes sense because L(R×X ;R) ⊂ L(R× Z;R) by the canonical identification.
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(c) There exist positive constants K and L such that
|〈F (v), DΦs(v)〉| ≤ KΦs(v) + LΦs(v)1/2∂sΦs(v)(3.1)
holds for any v ∈ O. Here 〈·, ·〉 (no subscript) is the pairing of X and L(X ;R).
Let u ∈ C([0, T ]; O) ∩ C1([0, T ]; X) be the solution to the Cauchy problem
(3.2)

du
dt
= F (u),
u(0, x) = u0(x).
Moreover, for a fixed constant s0, set
r(t) = Φs0(u0)e
Kt,
s(t) = s0 −
∫ t
0
Lr(τ)1/2 dτ = s0 − 2LΦs0(u0)
1/2
K
(eKt/2 − 1),
for t ∈ [0, T ]. Then we have
Φs(t) (u(t)) ≤ r(t), t ∈ [0, T ].
Roughly speaking, this theorem means that the regularity of u(t) for t ∈ [0, T ]
follows from that of u0. Later we will use this when X = H
m+2, Z = Hm+5 and
Φs is related to some variant of the Sobolev norms.
We can extend Theorem 23 to t ≤ 0.
Corollary 24. Let u ∈ C([−T, T ]; O)∩C1([−T, T ]; X) be the solution to the Cauchy
problem (3.2). Extend the definition of ρ and σ sot that r(t) = r(|t|), s(t) = s(|t|)
by
r(t) = Φs0(u0)e
K|t|,
s(t) = s0 −
∫ |t|
0
Lρ(τ)1/2 dτ = s0 − 2LΦs0(u0)
1/2
K
(eK|t|/2 − 1),
for t ∈ [−T, T ]. Then we have
(3.3) Φs(t) (u(t)) ≤ r(t), t ∈ [−T, T ].
Proof. For t ≤ 0, set t′ = −t, u˜(t′) = u(−t′) = u(t). Then u˜ satisfies du˜/dt′ =
−F (u˜), u˜(0, x) = u0(x). Notice that −F satisfies (3.1). By Theorem 23, we have
Φs(t′)(u˜(t
′)) ≤ r(t′) for t′ ∈ [0, T ]. It means Φs(t)(u(t)) ≤ r(t) for t ∈ [−T, 0]. 
3.3. Pairing and estimates. Recall the norm ‖ · ‖(σ,s) in Section 1. When s = 2,
we have
‖v‖2(σ,2) =
∞∑
j=0
1
j!2
e4πσj‖v(j)‖22.
It is approximated by the finite sum
‖v‖2(σ,2,m) =
m∑
j=0
1
j!2
e4πσj‖v(j)‖22.
Set Ψj(v) =
1
2‖v(j)‖22 = 12‖Λ2v(j)‖20 = 12
∫
S1
(
Λ2v(j)
)2
dx for j = 0, 1, . . . ,m. We
introduce
Φσ,m(v) =
1
2
‖v‖2(σ,2,m) =
m∑
j=0
1
j!2
e4πσj
‖v(j)‖22
2
=
m∑
j=0
1
j!2
e4πσjΨj(v).
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Later {Φσ,m} will play the role of {Φs} in Corollary 24. Assume w ∈ Hm+2, v ∈
Hm+5. Let DΨj be the Fréchet derivative of Ψj and 〈w,DΨj(v)〉 be the pairing of
w ∈ Hm+2 and DΨj(v) ∈
(
Hm+2
)∗ ⊂ (Hm+5)∗. Indeed, DΨj(v) is an element of(
Hm+2
)∗
, because
〈w,DΨj(v)〉 = DΨj(v)w = d
dτ
Ψj(v + τw)
∣∣∣∣
τ=0
(3.4)
=
∫
S1
Λ2v(j)Λ2w(j) dx = 〈v(j), w(j)〉2,
where 〈·, ·〉2 is the H2 inner product. Recall
Fµ(u) = −uux − ∂xA−1
[
2µ(u)u+
1
2
u2x
]
.
It is easy to see that Fµ is continuous from H
m+5 to Hm+2.
Proposition 25. We have
|〈Fµ(v), DΦσ,m(v)〉|(3.5)
≤ (20πd1 + 8 + 4π2c1)‖v‖2Φσ,m(v) +
√
3πγΦσ,m(v)
1/2∂σΦσ,m(v)
for v ∈ Hm+5, where DΦσ,m is the Fréchet derivative of Φσ,m.
Proof. We have
〈Fµ(v), DΦσ,m(v)〉 =
m∑
j=0
1
j!2
e4πσj〈Fµ(v), DΨj(v)〉.(3.6)
By (3.4), we have
〈Fµ(v), DΨj(v)〉 = 〈v(j), ∂jxFµ(v)〉2(3.7)
= −〈v(j), ∂jx(vvx)〉2 − 2〈v(j), ∂j+1x A−1 [µ(v)v]〉2 −
1
2
〈v(j), ∂j+1x A−1(v2x)〉2.
By using (3.6), (3.7) and the estimates (3.21), (3.22) and (3.25) below, we ob-
tain (3.5). In the following subsections, we will calculate the three terms in (3.7)
separately. 
Remark 26. The µDP equation can be studied by using the following estimate. Set
FDPµ (u) = −uux − ∂xA−1[3µ(u)u].
Then we have
|〈FDPµ (v), DΦσ,m(v)〉| ≤ (20πd1 + 12)‖v‖2Φσ,m(v) +
2πγ√
3
Φσ,m(v)
1/2∂σΦσ,m(v).
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3.3.1. Estimate of 〈v(j), ∂jx(vvx)〉2. We have
〈v(j), ∂jx(vvx)〉2 = Pj +Qj ,(3.8)
Pj = 〈v(j), vv(j+1)〉2,(3.9)
Qj =
j∑
ℓ=1
(
j
ℓ
)
〈v(j), v(ℓ)v(j−ℓ+1)〉2 (j ≥ 1), Q0 = 0.(3.10)
Because of (1.1), we have
(3.11) Pj = I0 +
1
2π2
I1 +
1
(2π)4
I2,
where Ii = 〈v(j+i), ∂ix(vv(j+1))〉0. Set w = v(j) for brevity. Then Ii = 〈w(i), ∂ix(vwx)〉0.
Integrating ∂x(vw
2/2) = vwwx + vxw
2/2, we obtain
I0 = 〈w, vwx〉0 = −1
2
∫
S1
vxw
2 dx.
Therefore the Schwarz inequality and Proposition 5 (ii) imply
|I0| ≤ 1
2
‖vx‖0‖w2‖0 ≤ πd1‖v‖1‖w‖0‖w‖1 ≤ πd1‖v‖2‖w‖21.(3.12)
Next, we have I1 =
∫
S1 wx∂x(vwx) dx = −
∫
S1 vwxwxx dx by integration by parts.
Integrating ∂x(vw
2
x/2) = vwxwxx + vxw
2
x/2, we obtain
I1 = −1
2
∫
S1
vxw
2
x dx.
Therefore we get, by the Schwarz inequality, Proposition 5 (ii) and Proposition 7,
|I1| ≤ 1
2
‖vx‖0‖w2x‖0 ≤ πd1‖v‖1‖wx‖0‖wx‖1 ≤ 4π3d1‖v‖2‖w‖22.(3.13)
The estimate of I2 is a bit complicated. We divide it into a sum of three terms as
in
I2 = 〈wxx, ∂2x(vwx)〉0 = I21 + I22 + I23,
where
I21 = 〈wxx, vxxwx〉0, I22 = 2〈wxx, vxwxx〉0, I23 = 〈wxx, vwxxx〉0.
We have
|I21| ≤ ‖wxx‖0‖vxxwx‖0 ≤ d1‖wxx‖0‖vxx‖0‖wx‖1(3.14)
≤ 32π5d1‖v‖2‖w‖22,
|I22| ≤ 2‖wxx‖0‖vxwxx‖0 ≤ 2d1‖wxx‖0‖vx‖1‖wxx‖0(3.15)
≤ 64π5d1‖v‖2‖w‖22.
Integrating ∂x(vw
2
xx/2) = vwxxwxxx + vxw
2
xx/2, we obtain
I23 =
∫
S1
vwxxwxxx dx = −1
2
∫
S1
vxw
2
xx dx = −
1
4
I22.
Hence
(3.16) |I23| ≤ 16π5d1‖v‖2‖w‖22.
The three inequalities (3.14), (3.15) and (3.16) give
(3.17) |I2| ≤ 112π5d1‖v‖2‖w‖22.
20 Hideshi Yamane
Combining (3.11), (3.12), (3.13) and (3.17), we obtain
(3.18) |Pj | ≤ 10πd1‖v‖2‖w‖22 = 10πd1‖v‖2‖v(j)‖22
and
(3.19)
∣∣∣∣∣∣
m∑
j=0
1
j!2
e4πσjPj
∣∣∣∣∣∣ ≤ 10πd1‖v‖2
m∑
j=0
1
j!2
e4πσj‖v(j)‖22 = 20πd1‖v‖2Φσ,m(v).
Next we calculate
∑m
j=1 j!
−2e4πσjQj . Recall
Qj =
j∑
ℓ=1
(
j
ℓ
)
〈v(j), v(ℓ)v(j−ℓ+1)〉2 (j ≥ 1), Q0 = 0.
By Proposition 5 (iii), we have
‖v(ℓ)v(j−ℓ+1)‖2 ≤ γ
(
‖v(ℓ)‖2‖v(j−ℓ+1)‖1 + ‖v(ℓ)‖1‖v(j−ℓ+1)‖2
)
≤ 2πγ
(
‖v(ℓ)‖2‖v(j−ℓ)‖2 + ‖v(ℓ−1)‖2‖v(j−ℓ+1)‖2
)
.
Combining this estimate with the Schwarz inequality, we get
|Qj| ≤ 2πγ(Qj,1 +Qj,2),
Qj,1 =‖v(j)‖2
j∑
ℓ=1
(
j
ℓ
)
‖v(ℓ)‖2‖v(j−ℓ)‖2,
Qj,2 =‖v(j)‖2
j∑
ℓ=1
(
j
ℓ
)
‖v(ℓ−1)‖2‖v(j−ℓ+1)‖2.
Now we set bk = k!
−1e2πσk‖v(k)‖2 (k = 0, 1, . . . , j). Then we have
1
j!2
e4πσjQj,1 ≤
j∑
ℓ=1
bjbℓbj−ℓ,
1
j!2
e4πσjQj,2 ≤
j∑
ℓ=1
bj
bℓ−1
ℓ
(j − ℓ+ 1)bj−ℓ+1.
Set B =
(∑m
j=0 b
2
j
)1/2
, B˜ =
(∑m
j=1 jb
2
j
)1/2
. Notice that B2 = ‖v‖2(σ,2,m) =
2Φσ,m(v), B˜
2 = (2π)−1∂σΦσ,m(v). The repeated use of the Schwarz inequality
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gives ([9, Lemma 3.1])
m∑
j=1
1
j!2
e4πσjQj,1 ≤
m∑
j=1
j∑
ℓ=1
bjbℓbj−ℓ ≤
m∑
ℓ=1
bℓ√
ℓ
m∑
j=ℓ
√
jbjbj−ℓ
≤ BB˜
m∑
ℓ=1
√
ℓbℓ
ℓ
≤ BB˜2
(
m∑
ℓ=1
1
ℓ2
)1/2
≤ π√
6
BB˜2,
m∑
j=1
1
j!2
e4πσjQj,2 ≤
m∑
j=1
j∑
ℓ=1
bj
bℓ−1
ℓ
(j − ℓ+ 1)bj−ℓ+1
≤
m∑
ℓ=1
bℓ−1
ℓ
m∑
j=ℓ
√
jbj
√
j − ℓ + 1bj−ℓ+1
≤ B˜2
m∑
ℓ=1
bℓ−1
ℓ
≤ B˜2B
(
m∑
ℓ=1
1
ℓ2
)1/2
≤ π√
6
BB˜2.
Recalling Q0 = 0, we obtain
(3.20)
∣∣∣∣∣∣
m∑
j=0
1
j!2
e4πσjQj
∣∣∣∣∣∣ ≤ (2π)
2γ√
6
BB˜2 =
2πγ√
3
Φσ,m(v)
1/2∂σΦσ,m(v).
The inequalities (3.19) and (3.20) give, together with (3.8),∣∣∣∣∣∣
m∑
j=0
1
j!2
e4πσj〈v(j), ∂jx(vvx)〉2
∣∣∣∣∣∣(3.21)
≤ 20πd1‖v‖2Φσ,m(v) + 2πγ√
3
Φσ,m(v)
1/2∂σΦσ,m(v).
3.3.2. Estimate of 〈v(j), ∂j+1x A−1 [µ(v)v]〉2. We consider the second term of the
right-hand side of (3.7). By (1.1), we have
〈v(j), ∂j+1x A−1 [µ(v)v]〉2 = µ(v)〈v(j), A−1v(j+1)〉2.
= µ(v)
(
J0 +
1
2π2
J1 +
1
(2π)4
J2
)
,
where Ji = 〈v(j+i), A−1v(j+i+1)〉0 (i = 0, 1, 2). Set w = v(j) for brevity. We have
J0 = 〈w,A−1∂xw〉0, J1 = 〈wx, A−1∂2xw〉0, J2 = 〈wxx, A−1∂2xwx〉0.
Since A−1∂ix : H
0 → H0 (i = 0, 1, 2) are bounded operators whose norms are equal
to 1, we have
|µ(v)J0| ≤ ‖v‖0‖w‖0‖A−1∂xw‖0 ≤ ‖v‖2‖w‖22,
|µ(v)J1| ≤ ‖v‖0‖wx‖0‖A−1∂2xw‖0 ≤ 2π‖v‖2‖w‖22,
|µ(v)J2| ≤ ‖v‖0‖wxx‖0‖A−1∂2xwx‖0 ≤ (2π)3‖v‖2‖w‖22.
Therefore we get∣∣∣〈v(j), ∂j+1x A−1 [µ(v)v]〉2∣∣∣ ≤ [1 + 1/π + 1/(2π)]‖v‖2‖v(j)‖22
≤ 2‖v‖2‖v(j)‖22
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and
(3.22)
∣∣∣∣∣∣
m∑
j=0
1
j!2
e4πσj〈v(j), ∂j+1x A−1 [µ(v)v]〉2
∣∣∣∣∣∣ ≤ 4‖v‖2Φσ,m(v).
3.3.3. Estimate of 〈v(j), ∂j+1x A−1(v2x)〉2. We consider the third term of the right-
hand side of (3.7).
First, assume j = 0. Since the norm of ∂xA
−1 : H1 → H2 does not exceed 1, we
have ∣∣〈v, ∂xA−1(v2x)〉2∣∣ ≤ ‖v‖2‖∂xA−1(v2x)‖2 ≤ ‖v‖2‖v2x‖1(3.23)
≤ c1‖v‖2‖vx‖21 ≤ (2π)2c1‖v‖32 ≤ 8π2c1‖v‖2Φσ,m(v).
Next we assume j ≥ 1. We have
〈v(j), ∂j+1x A−1(v2x)〉2 = 〈v(j), (∂2xA−1)∂j−1x (v2x)〉2(3.24)
=
j−1∑
ℓ=0
(
j − 1
ℓ
)
〈v(j), (∂2xA−1)(v(ℓ+1)v(j−ℓ))〉2
=
j∑
ℓ=1
(
j − 1
ℓ− 1
)
〈v(j), (∂2xA−1)(v(ℓ)v(j−ℓ+1))〉2.
This is similar to Qj in (3.10). Since the norm of ∂
2
xA
−1 : H2 → H2 is 1, this
operator can be neglected in estimating 〈v(j), (∂2xA−1)(v(ℓ)v(j−ℓ+1))〉2. Moreover
we have (
j − 1
ℓ− 1
)
≤
(
j
ℓ
)
(j ≥ 1).
We can follow (3.20) for j ≥ 1 and employ (3.23) for j = 0 (Recall Q0 = 0). Finally
we obtain ∣∣∣∣∣∣
m∑
j=0
1
j!2
e4πσj〈v(j), ∂j+1x A−1(v2x)〉2
∣∣∣∣∣∣(3.25)
≤ 8π2c1‖v‖2Φσ,m(v) + 2πγ√
3
Φσ,m(v)
1/2∂σΦσ,m(v).
It completes the proof of Proposition 25.
3.4. Analyticity in the space variable. In this subsection, we prove a part of
Theorem 21. We assume that u0 ∈ A(r0) is as in Theorem 21. Then we can apply
Theorem 19 with arbitrarily large s. We will prove the analyticity of u(t) in x for
each fixed t.
Proposition 27. Let T > 0 be given. We have u(t) ∈ A(e2πσ(t)) ⊂ A(e2πσ(T )) for
t ∈ [−T, T ], where the function σ(t) is defined in Theorem 21.
Proof. Theorem 19 implies u(t) ∈ H∞. Set
µ0 = 1 +max {‖u(t)‖2; t ∈ [−T, T ]} ,
O = {v ∈ Hm+5; ‖v‖2 < µ0} ,
K = (20πd1 + 8 + 4π
2c1)µ0.
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Then u(t) ∈ O for t ∈ [−T, T ]. Proposition 25 implies that
|〈Fµ(v), DΦσ,m(v)〉| ≤ KΦσ,m(v) +
√
3πγΦσ,m(v)
1/2∂σΦσ,m(v)(3.26)
holds for any v ∈ O. Fix σ0 with e2πσ0 < r0. Then u0 ∈ A(r0) implies ‖u0‖(σ0,2) <
∞ by Proposition 9.
Set
ρm(t) =
1
2
‖u0‖2(σ0,2,m)eK|t| = Φσ0,m(u0)eK|t|,
σm(t) = σ0 −
∫ |t|
0
√
3πγρm(τ)
1/2 dτ
= σ0 −
√
6πγ
K
‖u0‖(σ0,2,m)(eK|t|/2 − 1).
These functions correspond to r(t) and s(t) in Corollary 24. Similarly, set
ρ(t) =
1
2
‖u0‖2(σ0,2)eK|t|,
σ(t) = σ0 −
∫ |t|
0
√
3πγρ(τ)1/2 dτ
= σ0 −
√
6πγ
K
‖u0‖(σ0,2)(eK|t|/2 − 1).
We have ρm(t) ≤ ρm+1(t) ≤ ρ(t), ρm(t) → ρ(t) (as m → ∞) and σm(t) ≥
σm+1(t) ≥ σ(t), σm(t) → σ(t) (as m → ∞). We can apply Corollary 24 and
obtain
(3.27) Φσm(t),m(u(t)) ≤ ρm(t) ≤ ρ(t), t ∈ [−T, T ].
By Fatou’s Lemma,
‖u(t)‖(σ(t),2) =
∞∑
j=0
1
j!2
e4πjσ(t)‖∂jxu(t)‖22 ≤ lim infm→∞
m∑
j=0
1
j!2
e4πjσm(t)‖∂jxu(t)‖22
= 2 lim inf
m→∞
Φσm(t),m (u(t)) ≤ 2ρ(t) <∞.
Therefore u(t) ∈ A(e2πσ(t)) ⊂ A(e2πσ(T )) for t ∈ [−T, T ] by Proposition 9. 
Proposition 28. The mapping [−T, T ]→ A(e2πσ(T )), t 7→ u(t) is continuous.
Proof. Let {tn} ⊂ [−T, T ] be a sequence converging to t∞ ∈ [−T, T ]. We have
u(tn)→ u(t∞) in H∞. On the other hand, ‖u(tn)‖(σ(T ),2) (n ≥ 0) is bounded since
‖u(t)‖(σ(T ),2) ≤ ‖u(t)‖(σ(t),2) ≤ ρ(t) ≤ ρ(T ).
Proposition 12 implies that u(tn) converges to u(t∞) with respect to ‖ ·‖(σ′,2) (σ′ <
σ(T )). By Corollary 11, this means convergence in A(e2πσ(T )). 
3.5. Analyticity in the space and time variables. We continue the proof of
Theorem 21. In the previous subsection, we have established the analyticity in the
space variable. Here, we will prove the analyticity in the space and time variables.
By convention, a real-analytic function on a closed interval is real-analytic on some
open neighborhood of the closed interval.
Proposition 29. Under the situation of Theorem 21, for any T > 0, there exists
δT > 0 such that we have u ∈ Cω([−T, T ], A(δT )).
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Proof. We have u0 ∈ G∆,s+1 for any ∆ < r0. Let s > 1/2. By Theorem 15,
there exists T˜ > 0 such that the Cauchy problem (2.5) has a unique solution
u˜ ∈ Cω(|t| ≤ T˜ (1 − d), G∆d,s+1) for 0 < d < 1. We have u˜ = u by the local
uniqueness, where u is the solution in Theorem 19. Set d = 1/2, T̂ = T˜ /2. Then
u = u˜ ∈ Cω(|t| ≤ T̂ , G∆/2,s+1). By Proposition 2, a convergent series in G∆/2,s+1
is convergent in A(∆/2). We have u ∈ Cω(|t| ≤ T̂ , A(∆/2)).
We have shown that u is analytic in t at least locally. Our next step is to show that
u is analytic in t globally. Set
S = {T > 0; u ∈ Cω([−T, T ], A(δT )) for ∃δT > 0} ∋ T̂ ,
T ∗ = supS ≥ T̂ .
We prove T ∗ =∞ by contradiction. Assume T ∗ <∞. By Proposition 27, u(T ∗) is
well-defined and there exists δ∗ > 0 such that
u(T ∗) ∈ A(δ∗) ⊂ Gδ′,s+1 (0 < δ′ < δ∗).
By Theorem 15 (with t replaced with t− T ∗), there exists ε > 0 and uˆ ∈ Cω([T ∗ −
ε, T ∗ + ε], Gδ
′/2,s+1) such that
uˆt +
1
2
(uˆ2)x + ∂xA
−1
[
2µ(uˆ)uˆ+
1
2
uˆ2x
]
= 0,
uˆ|t=T∗ = u(T ∗).
By the local uniqueness, we have uˆ = u. Namely, uˆ is an extension of u up to
|t| ≤ T ∗ + ε (valued in Gδ′/2,s+1 ⊂ A(δ′/2)). Therefore T ∗ + ε ∈ S. This is a
contradiction. 
Proposition 30. Under the situation of Theorem 21, the Cauchy problem (2.5)
has a unique solution u ∈ Cω(Rt × S1x).
Proof. The uniqueness in H∞ implies the uniqueness in the real-analytic category.
Let T be fixed. For r > 0 sufficiently small, we have
∂jtu(t) =
j!
2πi
∫
|τ−t|=r
u(τ)
(τ − t)j+1 dτ, t ∈ [−T, T ].
The integral is performed in A(δT ) and converges with respect to ‖ · ‖(σ,0) (e2πσ <
δT ). By Cauchy’s estimate, there exists C0 > 1/r such that
‖∂jtu(t)‖(σ,0) ≤ C0j!r−j < Cj+10 j!.
Therefore we have
‖∂kx∂jt u(·, t)‖0 ≤ Cj+10 e−2πkσj!k!
and there exists C > 0 such that
(3.28)
∥∥∥∂kx∂jt u∥∥∥
L2(S1×[−T,T ])
≤
√
2TCj+k+1(j + k)!.
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Set ∆ = ∂2/∂x2+∂2/∂t2. The binomial expansion of ∆ℓ (ℓ = 0, 1, 2, . . . ) and (3.28)
yield
∥∥∆ℓu∥∥
L2(S1×[−T,T ])
≤
√
2TC2ℓ+1(2ℓ)!
ℓ∑
p=0
(
ℓ
p
)
≤
√
2TC2ℓ+1(2ℓ)!2ℓ ≤
√
2TC(
√
2Cℓ)2ℓ.
This estimates implies the real-analyticity of u due to Theorem 31 by Komatsu
given below. 
In the last step of the proof of Proposition 30, we have used the following theorem.
Theorem 31. ([12]) Let Ω be a domain in Rn and let P = P (∂/∂x1, . . . , ∂/∂xn) be
an elliptic partial differential operator of order m with constant coefficients. Then,
for a function f ∈ L2
loc
(Ω) to be analytic in Ω, it is (necessary and) sufficient that
1) for every ℓ ∈ Z+, P ℓf (in the sense of distributions) belongs to L2loc(Ω), and that
2) for every compact subset K ⊂ Ω, there exist positive constants M and A such
that
(3.29) ‖P ℓf‖L2(K) ≤M(Aℓ)mℓ.
A better known result in this direction is [13], in which P = P (x, ∂/∂x1, . . . , ∂/∂xn),
x = (x1,, . . . , xn), is an elliptic operator of order m with analytic coefficients and
the right-hand side of (3.29) is replaced with M ℓ+1(mℓ)!. We can employ the result
of [13] instead of Theorem 31.
4. Global-in-time solutions: higher-order case
In this section we consider (2.13). Global-in-time solutions in Sobolev spaces have
been studied in [18]. Notice that the non-zero mean and the no-change-of-sign
conditions are not imposed.
4.1. Statement of the main results.
Theorem 32. ([18, Theorem 2.1, 3.5]) Let u0 ∈ Hs(S1), s > 7/2. Then the Cauchy
problem (2.13) has a unique global solution u in the space C(R, Hs)∩ C1(R, Hs−1).
Moreover, local uniqueness holds.
Remark 33. In [18], the authors solve the Cauchy problem for t > 0 only. Since
the equation is invariant under (t, u) 7→ (−t,−u), the result for t < 0 follows
immediately.
There is an analogous result about (2.24).
Theorem 34. ([19, Theorem 2.1, 3.2]) Let u0 ∈ Hs(S1), s > 7/2. Then the Cauchy
problem (2.24) has a unique global solution u in the space C(R, Hs)∩ C1(R, Hs−1).
Moreover, local uniqueness holds.
Our main result about the higher order µCH is the following theorem.
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Theorem 35. If u0 is a real-analytic function on S
1, then the Cauchy problem
(2.13) has a unique solution u ∈ Cω(Rt × S1x).
We have the following estimate of the radius of analyticity. Assume u0 ∈ A(r0).
Fix σ0 < (log r0)/(2π) and set
σ˜(t) = σ0 −
√
2γ2
K˜
‖u0‖(σ0,2)(eK˜t/2 − 1),
K˜ = γ1 [1 + max {‖u(t)‖4; t ∈ [−T, T ]}] ,
γ1 = 8 + 18π
2c1 + (20π + 24π
3 + 104π4)d1,
γ2 =
16πγ√
3
Then, for any fixed T > 0, we have u(·, t) ∈ A(σ˜(t)) for t ∈ [−T, T ].
Proof. Theorem 32 implies u(t) ∈ H∞ if u0 ∈ H∞. Set
µ˜0 = 1 +max {‖u(t)‖4; t ∈ [−T, T ]} (H4 norm, not H2),
O˜ = {v ∈ Hm+5; ‖v‖4 < µ˜0} (H4 norm, not H2),
K˜ = γ1µ˜0.
ρ˜(t) =
1
2
‖u0‖2(σ0,2)eK˜t,
σ˜(t) = σ0 −
∫ |t|
0
γ2ρ(τ)
1/2 dτ.
Then the proof is almost the same as that of Theorem 21 and follows from Propo-
sition 37 below. It is an analogue of Proposition 25. Notice that ‖v‖2 in (3.5) has
been replaced with ‖v‖4. 
There is an analogous result about (2.24).
Theorem 36. If u0 is a real-analytic function on S
1, then the Cauchy problem
(2.24) has a unique solution u ∈ Cω(Rt × S1x). The estimate of the radius of ana-
lyticity is the same as in Theorem 35.
The proof of Theorem 36 is almost the same as that of Theorem 35. One has only to
replace B−1 with A−2. The rest of this section is devoted to the proof of Theorem
35. It is enough to prove Proposition 37 below.
Proposition 37. We have
|〈G(v), DΦσ,m(v)〉|(4.1)
≤ γ1‖v‖4Φσ,m(v) + γ2Φσ,m(v)1/2∂σΦσ,m(v),
where γ1 and γ2 are given in Theorem 35.
Proof. Recall (2.19), namely
G(u) = −uux − ∂xB−1
[
2µ(u)u+
1
2
u2x − 3uxuxxx −
7
2
u2xx
]
.
We have
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〈G(v), DΦσ,m(v)〉 =
m∑
j=0
1
j!2
e4πσj〈G(v), DΨj(v)〉.(4.2)
By (3.4), we have
〈G(v), DΨj(v)〉 = 〈v(j), ∂jxG(v)〉2(4.3)
= −〈v(j), ∂jx(vvx)〉2 − 2〈v(j), ∂j+1x B−1 [µ(v)v]〉2 −
1
2
〈v(j), ∂j+1x B−1(v2x)〉2
+ 3〈v(j), ∂j+1x B−1 [vxvxxx]〉2 +
7
2
〈v(j), ∂j+1x B−1(v2xx)〉2.
We compare it with (3.7). We encountered 〈v(j), ∂jx(vvx)〉2 in (3.7). The follow-
ing two terms −2〈v(j), ∂j+1x B−1 [µ(v)v]〉2 and − 12 〈v(j), ∂j+1x B−1(v2x)〉2 have better
estimates than −2〈v(j), ∂j+1x A−1 [µ(v)v]〉2 and − 12 〈v(j), ∂j+1x A−1(v2x)〉2. Therefore
we can employ (3.21) and analogues of (3.22) and (3.25). Here we replace ‖v‖2
with (‖v‖2 ≤)‖v‖4. Our remaining task is to estimate 3〈v(j), ∂j+1x B−1 [vxvxxx]〉2
and 72 〈v(j), ∂j+1x B−1(v2xx)〉2. The results will be given as (4.8) and (4.13) in the
following subsection. 
4.2. Estimates: higher-order case.
4.2.1. Estimate of 〈v(j), ∂j+1x B−1 [vxvxxx]〉2. First we assume j ≥ 3. Since
〈v(j), ∂j+1x B−1 [vxvxxx]〉2 = 〈v(j), (∂4xB−1)∂j−3x [vxvxxx]〉2
=
j−3∑
ℓ=0
(
j − 3
ℓ
)
〈v(j), (∂4xB−1)v(ℓ+1)v(j−ℓ)〉2
=
j−2∑
ℓ=1
(
j − 3
ℓ− 1
)
〈v(j), (∂4xB−1)v(ℓ)v(j−ℓ+1)〉2.
This is better than (3.10). Indeed, ∂4xB
−1 : H2 → H2 is as good as ∂2xA−1 : H2 →
H2 and the binomial coefficients have become smaller. We follow (3.20) with j ≥ 3
instead of j ≥ 0 and get
(4.4)
∣∣∣∣∣∣
m∑
j=3
1
j!2
e4πσj〈v(j), ∂j+1x B−1(vxvxxx)〉2
∣∣∣∣∣∣ ≤ 2πγ√3 Φσ,m(v)1/2∂σΦσ,m(v).
Next we consider the case j = 0. We have
|〈v, ∂xB−1[vxvxxx]〉|2 ≤ ‖v‖2‖∂xB−1[vxvxxx]‖2
and, by Proposition 5 (ii),
‖∂xB−1[vxvxxx]‖2 ≤ ‖vxvxxx‖0 ≤ d1‖vx‖1‖vxxx‖0
≤ (2π)4d1‖v‖2‖v‖3.
These two inequalities yield
(4.5) |〈v, ∂xB−1[vxvxxx]〉|2 ≤ (2π)4d1‖v‖3‖v‖22 ≤ (2π)4d1‖v‖4‖v‖22.
We have used ‖v‖3 ≤ ‖v‖4, because ‖v‖4 will inevitably appear later. We deal
with it by modifying the definition of O, so that ‖v‖3 and ‖v‖4 are bounded there.
Proposition 25 should be modified accordingly.
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Next assume j = 1. We have
|〈v(1), ∂2xB−1[vxvxxx]〉|2 ≤ ‖v(1)‖2‖∂2xB−1[vxvxxx]‖2
and, by Proposition 5 (ii) again,
‖∂2xB−1[vxvxxx]‖2 ≤ ‖vxvxxx‖0 ≤ d1‖vx‖1‖vxxx‖0
≤ (2π)3d1‖v‖2‖v(1)‖2.
Therefore ∣∣∣e4πσ〈v(1), ∂2xB−1[vxvxxx]〉2∣∣∣ ≤ (2π)3d1‖v‖2e4πσ‖v(1)‖22(4.6)
≤ (2π)3d1‖v‖4e4πσ‖v(1)‖22.
Next we assume j = 2. We have
|〈v(2), ∂3xB−1[vxvxxx]〉|2 ≤ ‖v(2)‖2‖∂3xB−1[vxvxxx]‖2 ≤ (2π)2‖v‖4‖∂3xB−1[vxvxxx]‖2
and, by Proposition 5 (ii),
‖∂3xB−1[vxvxxx]‖2 ≤ ‖∂x(vxvxxx)‖0 ≤ ‖v(2)v(3) + v(1)v(4)‖0
≤ d1(‖v(2)‖1‖v(3)‖0 + ‖v(4)‖0‖v(1)‖1) ≤ (2π + 4π2)d1‖v(2)‖22.
Therefore
(4.7)
∣∣∣e8πσ〈v(2), ∂3xB−1[vxvxxx]〉2∣∣∣ ≤ (8π3 + 16π4)d1‖v‖4e8πσ‖v(2)‖22.
By (4.4), (4.5), (4.6) and (4.7), we obtain∣∣∣∣∣∣
m∑
j=0
1
j!2
e4πσj〈v(j), ∂j+1x B−1(vxvxxx)〉2
∣∣∣∣∣∣(4.8)
≤ (8π3 + 16π4)d1‖v‖4Φσ,m(v) + 2πγ√
3
Φσ,m(v)
1/2∂σΦσ,m(v).
4.2.2. Estimate of 〈v(j), ∂j+1x B−1
[
v2xx
]〉2. First we assume j ≥ 3. Since
〈v(j), ∂j+1x B−1
[
v2xx
]〉2 = 〈v(j), (∂4xB−1)∂j−3x [v2xx]〉2
=
j−3∑
ℓ=0
(
j − 3
ℓ
)
〈v(j), (∂4xB−1)v(ℓ+2)v(j−ℓ−1)〉2
=
j−1∑
ℓ=2
(
j − 3
ℓ − 2
)
〈v(j), (∂4xB−1)v(ℓ)v(j−ℓ+1)〉2.
This is better than (3.10). We follow (3.20) with j ≥ 3 instead of j ≥ 0 and get
(4.9)
∣∣∣∣∣∣
m∑
j=3
1
j!2
e4πσj〈v(j), ∂j+1x B−1(v2xx)〉2
∣∣∣∣∣∣ ≤ 2πγ√3 Φσ,m(v)1/2∂σΦσ,m(v).
Next we consider the case j = 0. We have
|〈v, ∂xB−1[v2xx]〉|2 ≤ ‖v‖2‖∂xB−1[v2xx]‖2
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and, by Proposition 5 (ii),
‖∂xB−1[v2xx]‖2 ≤ ‖v2xx‖0 ≤ d1‖vxx‖1‖vxx‖0
≤ (2π)4d1‖v‖3‖v‖2.
These two inequalities yield
(4.10) |〈v, ∂xB−1[v2xx]〉|2 ≤ (2π)4d1‖v‖3‖v‖22 ≤ (2π)4d1‖v‖4‖v‖22.
Next assume j = 1. We have
|〈v(1), ∂2xB−1[v2xx]〉2| ≤ ‖v(1)‖2‖∂2xB−1[v2xx]‖2
and, by Proposition 5 (ii),
‖∂2xB−1[v2xx]‖2 ≤ ‖v2xx‖0 ≤ d1‖vxx‖1‖vxx‖0
≤ (2π)3d1‖v(1)‖2‖v‖2.
Therefore ∣∣∣e4πσ〈v(1), ∂2xB−1[v2xx]〉2∣∣∣ ≤ (2π)3d1‖v‖2e4πσ‖v(1)‖22(4.11)
≤ (2π)3d1‖v‖4e4πσ‖v(1)‖22.
Next assume j = 2. We have
|〈v(2), ∂3xB−1[v2xx]〉2| ≤ ‖v(2)‖2‖(∂3xB−1)[v2xx]‖2
≤ (2π)2‖v‖4‖(∂3xB−1)[v2xx]‖2
and
‖(∂3xB−1)[v2xx]‖2 ≤ ‖v2xx‖1 ≤ c1‖vxx‖21 ≤ c1‖v(2)‖22.
Therefore
(4.12)
∣∣∣e8πσ〈v(2), ∂3xB−1[v2xx]〉2∣∣∣ ≤ (2π)2c1‖v‖4e8πσ‖v(2)‖22.
By using (4.9), (4.10), (4.11) and (4.12), we obtain∣∣∣∣∣∣
m∑
j=0
1
j!2
e4πσj〈v(j), ∂j+1x B−1(v2xx)〉2
∣∣∣∣∣∣(4.13)
≤ (16π4d1 + 4π2c1)‖v‖4Φσ,m(v) + 2πγ√
3
Φσ,m(v)
1/2∂σΦσ,m(v).
Appendix: Local study of the non-quasilinear modified µCH equation
The difficulty of (0.8) lies in the presence of the non-quasilinear terms − 13u3x and
− 13µ(u3x). In [2], the authors employed the power series method to deal with the
non-quasilinear term auk−2u3x of the k-abc-equation. In the present paper, we
overcome the difficulty of non-quasilinearity by a µ-version of a classical trick used
in the proof of the Cauchy-Kowalevsky theorem ([6]) following [8] and [17]. We set
v = ux and differentiate (0.8) in x. It can be proved that (0.8) is equivalent to the
following quasilinear modified µCH system:
(4.14)

ut + 2µ(u)uv − v
3
3
+ ∂xA
−1
[
2µ2(u)u+ µ(u)v2 + γu
]
+
µ(v3)
3
= 0,
vt + 2µ(u)(uv)x − (v
3)x
3
+ ∂xA
−1
[
2µ2(u)v + µ(u)(v2)x + γv
]
= 0.
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Of course, this trick works for the the k-abc-equation as well. We can prove unique
solvability of the Cauchy problem for (4.14) and (0.8).
The Cauchy problem (0.8) for the non-quasilinear modified µCH equation can be
written in the following form:
(4.15)

ut + 2µ(u)uv − 13v3 + ∂xA−1
[
2µ2(u)u+ µ(u)v2 + γu
]
+ 13µ(v
3) = 0,
v = ux,
u(0, x) = u0(x).
We introduce the system below.
(4.16)

ut + 2µ(u)uv − 1
3
v3 + ∂xA
−1
[
2µ2(u)u+ µ(u)v2 + γu
]
+
1
3
µ(v3) = 0,
vt + 2µ(u)(uv)x − 1
3
(v3)x + ∂xA
−1
[
2µ2(u)v + µ(u)(v2)x + γv
]
= 0,
u(0, x) = u0(x), v(0, x) = v0(x).
Theorem 38. The Cauchy problems (4.15) and (4.16) are equivalent to each other
if v0(x) = ∂xu0(x). In particular, (4.16) implies v = ∂xu = ux if v0(x) = ∂xu0(x).
Proof. By differentiation with respect to x, we get the second equation in (4.16)
from (4.15).
To show the converse, differentiate both sides of the first equation of (4.16) in x.
By comparing it with the second equation, we get
(v − ux)t + ∂xA−1
[
2µ2(u)(v − ux) + γ(v − ux)
]
= 0.
It is enough to prove that wt + ∂xA
−1[a(t)w] = 0 and w(0, x) = 0 imply w = 0,
where a(t) is a continuous function in t. Set w =
∑
k∈Z wk(t)e
2kπix. Then we have
w′0(t) = 0, w
′
k(t)−
a(t)wk(t)
2kπi
= 0 (k 6= 0).
Since wk(0) = 0, we have wk(t) = 0 (k ∈ Z) for any t. It implies w = 0 and
v = ux. 
Remark 39. The trick of setting v = ux has been used in [8] (non-µ equation) and
[17] in a different function space rather formally, i.e. without discussion correspond-
ing to Theorem 38. In [8], this trick is applied to a quasilinear equation.
Theorem 40. If u0 and v0 are real-analytic functions on S
1, then the Cauchy
problem (4.16) has a holomorphic solution near t = 0. More precisely, we have the
following:
(i) There exists ∆ > 0 such that u0, v0 ∈ G∆,s+1 ⊂ A(∆) for any s.
(ii) If s > 1/2, there exists a positive time T∆ = T (u0, v0, s,∆) such that for every
d ∈ (0, 1), the Cauchy problem (4.16) has a unique solution which is a holomorphic
function valued in ⊕2G∆d,s+1 in the disk D(0, T∆(1 − d)). Furthermore, if γ = 0,
the analytic lifespan T∆ satisfies
T∆ =
const.
‖(u0, u′0)‖2∆,s+1
,
when ∆ is fixed. On the other hand, if γ 6= 0, we have the asymptotic behavior
T∆ ≈ const.‖(u0, v0)‖2∆,s+1
(large initial values), T∆ ≈ const. (small initial values).
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Proof. We give a detailed proof assuming ∆ = 1. The general case can be proved in
the same way as for Theorem 15. The norm on⊕2Gδ,s+1 is defined by ‖(u, v)‖δ,s+1 =
‖u‖δ,s+1 + ‖v‖δ,s+1. We use the same notation ‖ · ‖δ,s+1 for Gδ,s+1 and ⊕2Gδ,s+1.
Assume ‖(u, v) − (u0, v0)‖δ,s+1 < R, ‖(u′, v′) − (u0, v0)‖δ,s+1 < R. Set Rs+1 =
R+max (‖u0‖1,s+1, ‖v0‖1,s+1). Assume 0 < δ′ < δ ≤ 1. Then by (1.4), we have
(4.17) ‖w‖δ,s+1 < Rs+1, |µ(w)| < Rs+1,
where w is any of u, v, u′, v′. Let us consider differences concerning µ(u)uv and
µ(u)(uv)x. Since uv − u′v′ = u(v − v′) + (u− u′)v′, we get
‖uv − u′v′‖δ′,s+1 ≤ ‖uv − u′v′‖δ,s+1(4.18)
≤ cs+1 (‖u‖δ,s+1‖v − v′‖δ,s+1 + ‖u− u′‖δ,s+1‖v′‖δ,s+1)
≤ cs+1Rs+1‖(u, v)− (u′, v′)‖δ,s+1.
Combining (4.18) with Proposition 7, we get
‖(uv)x − (u′v′)x‖δ′,s+1 ≤ e
−1
δ − δ′ ‖(uv)x − (u
′v′)x‖δ,s+1(4.19)
≤ e
−1cs+1Rs+1
δ − δ′ ‖(u, v)− (u
′, v′)‖δ,s+1.
On the other hand, we have
(4.20) ‖(u′v′)x‖δ′,s+1 ≤ e
−1
δ − δ′ ‖u
′v′‖δ,s+1 ≤
e−1cs+1R
2
s+1
δ − δ′ .
Combining
µ(u)uv − µ(u′)u′v′ = µ(u)(uv − u′v′) + [µ(u)− µ(u′)] u′v′
with (4.17) and (4.18), we obtain
‖µ(u)uv − µ(u′)u′v′‖δ′,s+1(4.21)
≤ |µ(u)|‖uv − u′v′‖δ′,s+1 + |µ(u)− µ(u′)|‖u′v′‖δ′,s+1
≤ Rs+1‖uv − u′v′‖δ′,s+1 + cs+1R2s+1‖u− u′‖δ′,s+1
≤ 2cs+1R2s+1‖(u, v)− (u′, v′)‖δ,s+1
≤ 2cs+1R
2
s+1
δ − δ′ ‖(u, v)− (u
′, v′)‖δ,s+1.
Next, combining
µ(u)(uv)x − µ(u′)(u′v′)x = µ(u) [(uv)x − (u′v′)x] + [µ(u)− µ(u′)] (u′v′)x
with (4.19) and (4.20), we obtain
‖µ(u)(uv)x − µ(u′)(u′v′)x‖δ′,s+1(4.22)
≤ |µ(u)|‖(uv)x − (u′v′)x‖δ′,s+1 + |µ(u)− µ(u′)|‖(u′v′)x‖δ′,s+1
≤ 2e
−1cs+1R
2
s+1
δ − δ′ ‖(u, v)− (u
′, v′)‖δ,s+1.
The next step is to consider−v3/3, −(v3)x/3 and µ(v3). The factorization v3−v′3 =
(v2 + vv′ + v′2)(v − v′) implies
‖v3 − v′3‖δ,s+1 ≤ cs+1‖v2 + vv′ + v′2‖δ,s+1‖v − v′‖δ,s+1.
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Here we have
‖v2+ vv′+ v′‖2δ,s+1 ≤ cs+1
(‖v‖2δ,s+1 + ‖v‖δ,s+1‖v′‖δ,s+1 + ‖v′‖2δ,s+1) ≤ 3cs+1R2s+1.
Therefore
(4.23) ‖v3 − v′3‖δ,s+1 ≤ 3c2s+1R2s+1‖v − v′‖δ,s+1,
and it immediately gives
(4.24) ‖v3 − v′3‖δ,s+1 ≤
3c2s+1R
2
s+1
δ − δ′ ‖v − v
′‖δ,s+1.
Combining (4.23) with Proposition 7, we get
‖(v3)x − (v′3)x‖δ′,s+1 ≤ e
−1
δ − δ′ ‖v
3 − v′3‖δ,s+1(4.25)
≤ 3e
−1c2s+1R
2
s+1
δ − δ′ ‖v − v
′‖δ,s+1.
An immediate consequence of (4.24) is
(4.26) ‖µ(v3)− µ(v′3)‖δ′,s+1 = ‖v3 − v′3‖δ′,s+1 ≤
3c2s+1R
2
s+1
δ − δ′ ‖v − v
′‖δ,s+1.
The last step is to consider the images of µ2(u)u, µ2(u)v, µ(u)v2 and µ(u)(v2)x
under ∂xA
−1. Since
µ2(u)u − µ2(u′)u′ = µ2(u)(u− u′) + [µ(u) + µ(u′)] [µ(u)− µ(u′)]u′,
µ2(u)v − µ2(u′)v′ = µ2(u)(v − v′) + [µ(u) + µ(u′)] [µ(u)− µ(u′)] v′,
µ(u)v2 − µ(u′)v′2 = µ(u)(v2 − v′2) + [µ(u)− µ(u′)] v′2,
µ(u)(v2)x − µ(u′)(v′2)x = µ(u)(v2 − v′2)x + [µ(u)− µ(u′)] (v′2)x,
we have, by cs ≤ cs+1, ‖ · ‖δ,s ≤ ‖ · ‖δ,s+1 and Rs ≤ Rs+1,
‖µ2(u)u− µ2(u′)u′‖δ,s ≤ |µ2(u)|‖u− u′‖δ,s + |µ(u) + µ(u′)| |µ(u− u′)| ‖u′‖δ,s
≤ 3R2s+1‖u− u′‖δ,s+1,
‖µ2(u)v − µ2(u′)v′‖δ,s ≤ |µ2(u)|‖v − v′‖δ,s + |µ(u) + µ(u′)| |µ(u− u′)| ‖v′‖δ,s
≤ 3R2s+1‖(u, v)− (u′, v′)‖δ,s+1
‖µ(u)v2 − µ(u′)v′2‖δ,s ≤ |µ(u)|‖v2 − v′2‖δ,s + |µ(u − u′)| ‖v′2‖δ,s
≤ 3cs+1R2s+1‖(u, v)− (u′, v′)‖δ,s+1,
‖µ(u)(v2)x − µ(u′)(v′2)x‖δ,s ≤ 2π|µ(u)|‖v2 − v′2‖δ,s+1 + 2π |µ(u− u′)| ‖v′2‖δ,s+1
≤ 6πcs+1R2s+1‖(u, v)− (u′, v′)‖δ,s+1.
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To derive the last one, we have used the second inequality of Proposition 7. We
employ (1.2) to obtain∥∥∂xA−1 [µ2(u)u− µ2(u′)u′]∥∥δ′,s+1 ≤ 3e−1R2s+1δ − δ′ ‖u− u′‖δ,s+1,(4.27) ∥∥∂xA−1 [µ2(u)v − µ2(u′)v′]∥∥δ′,s+1 ≤ 3e−1R2s+1δ − δ′ ‖(u, v)− (u′, v′)‖δ,s+1,(4.28) ∥∥∂xA−1 [µ(u)v2 − µ(u′)v′2]∥∥δ′,s+1(4.29)
≤ 3e
−1cs+1R
2
s+1
δ − δ′ ‖(u, v)− (u
′, v′)‖δ,s+1,∥∥∂xA−1 [µ(u)(v2)x − µ(u′)(v′2)x]∥∥δ′,s+1(4.30)
≤ 6πe
−1cs+1R
2
s+1
δ − δ′ ‖(u, v)− (u
′, v′)‖δ,s+1.
It is much easier to obtain∥∥∂xA−1 [γu− γu′]∥∥δ′,s+1 ≤ e−1γδ − δ′ ‖u− u′‖δ,s+1,(4.31) ∥∥∂xA−1 [γv − γv′]∥∥δ′,s+1 ≤ e−1γδ − δ′ ‖v − v′‖δ,s+1.(4.32)
Set
Fµ,1(u, v) = −2µ(u)uv + 1
3
v3 − ∂xA−1
[
2µ2(u)u+ µ(u)v2 + γu
]− 1
3
µ(v3),
Fµ,2(u, v) = −2µ(u)(uv)x + 1
3
(v3)x − ∂xA−1
[
2µ2(u)v + µ(u)(v2)x + γv
]
.
Then by (4.21), (4.23), (4.27), (4.29), (4.26) and (4.31), we have
‖Fµ,1(u, v)− Fµ,1(u′, v′)‖δ′,s+1(4.33)
≤ R
2
s+1(4cs+1 + 2c
2
s+1 + 6e
−1 + 3e−1cs+1) + e
−1γ
δ − δ′ ‖(u, v)− (u
′, v′)‖δ,s+1.
By (4.22), (4.25), (4.28), (4.30) and (4.32), we have
‖Fµ,2(u, v)− Fµ,2(u′, v′)‖δ′,s+1(4.34)
≤ e
−1R2s+1(4cs+1 + c
2
s+1 + 6 + 6πcs+1) + e
−1γ
δ − δ′ ‖(u, v)− (u
′, v′)‖δ,s+1.
We have obtained two inequalities of the Lipschitz type.
Next we estimate Fj(u0, v0) (j = 1, 2). We have
‖µ(u0)u0v0‖δ,s+1 ≤ cs+1‖u0‖21,s+1‖v0‖1,s+1,
‖v30‖δ,s+1 ≤ c2s+1‖v0‖31,s+1,
‖∂xA−1
[
µ2(u0)u0
] ‖δ,s+1 ≤ e−1
1− δ ‖u0‖
3
1,s+1,
‖∂xA−1
[
µ(u0)v
2
0
] ‖δ,s+1 ≤ e−1cs+1
1− δ ‖u0‖1,s+1‖v0‖
2
1,s+1,
‖µ(v30)‖δ,s+1 ≤ ‖v0‖31,s+1,
‖∂xA−1[γu0]‖δ,s+1 ≤ e
−1γ
1− δ ‖u0‖1,s+1.
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Since X2Y ≤ (X + Y )3/3, X3 ≤ (X + Y )3 for X,Y ≥ 0, we get
‖Fµ,1(u0, v0)‖δ,s+1(4.35)
≤ 2cs+1 + c
2
s+1 + 6e
−1 + e−1cs+1 + 1
3(1− δ) ‖(u0, v0)‖
3
1,s+1
+
e−1γ
1− δ ‖(u0, v0)‖1,s+1.
Similarly we have
‖µ(u0)(u0v0)x‖δ,s+1 ≤ e
−1cs+1
1− δ ‖u0‖
2
1,s+1‖v0‖1,s+1,
‖(v30)x‖δ,s+1 ≤
e−1c2s+1
1− δ ‖v0‖
3
1,s+1,
‖∂xA−1
[
µ2(u0)v0
] ‖δ,s+1 ≤ e−1
1− δ ‖u0‖
2
1,s+1‖v0‖1,s+1,
‖∂xA−1
[
µ(u0)(v
2
0)x
] ‖δ,s+1 ≤ 2πe−1cs+1
1− δ ‖u0‖1,s+1‖v0‖
2
1,s+1,
‖∂xA−1[γv0]‖δ,s+1 ≤ e
−1γ
1− δ ‖v0‖1,s+1.
Therefore
‖Fµ,2(u0, v0)‖δ,s+1(4.36)
≤ e
−1(2cs+1 + c
2
s+1 + 2 + 2πcs+1)
3(1− δ) ‖(u0, v0)‖
3
1,s+1
+
e−1γ
1− δ ‖(u0, v0)‖1,s+1.

We set R = ‖(u0, v0)‖1,s+1. If γ = 0, the constants corresponding to L and M in
(2.1) and (2.2) are of degrees 2 and 3 respectively. Therefore T equals a constant
multiple of ‖(u0, v0)‖−21,s+1 if γ = 0. If γ 6= 0, we have to consider two cases sepa-
rately: large or small initial values. When the initial values are large, larger order
terms are dominant and T is approximated by a constant multiple of ‖(u0, v0)‖−21,s+1,
while T approaches a constant as the initial values approach 0. Theorem 38 allows
us to get a result about the original Cauchy problem (4.15). We assume u0 ∈ G∆,s+2
so that v0 = ∂xu0 belongs to G
∆,s+1.
Theorem 41. If u0 is a real-analytic function on S
1, then the Cauchy problem
(4.15) has a holomorphic solution near t = 0. More precisely, we have the following:
(i) There exists ∆ > 0 such that u0 ∈ G∆,s+2 for any s.
(ii) If s > 1/2, there exists a positive time T∆ = T (u0, s,∆) such that for every
d ∈ (0, 1), the Cauchy problem (4.15) has a unique solution which is a holomorphic
function valued in G∆d,s+2 in the disk D(0, T∆(1− d)). Furthermore, if γ = 0, the
analytic lifespan T∆ satisfies
T∆ =
const.
‖(u0, u′0)‖2∆,s+1
,
µ-Camassa-Holm equations 35
when ∆ is fixed. On the other hand, if γ 6= 0, we have the asymptotic behavior
T∆ ≈ const.‖(u0, u′0)‖2∆,s+1
(large initial values), T∆ ≈ const. (small initial values).
Remark 42. In [17], the author solved (4.15) in a space of analytic functions fol-
lowing [8]. What is new in the present paper is precise estimates of the lifespan.
Acknowledgment. This work was partially supported by JSPS KAKENHI Grant
Number 26400127.
References
[1] R. F. Barostichi, A. A. Himonas and G. Petronilho, Autonomous Ovsyannikov theorem and
applications to nonlocal evolution equations and systems, J. Funct. Anal., 270 (2016), 330-
358.
[2] R. F. Barostichi, A. A. Himonas and G. Petronilho, The power series method for nonlocal
and nonlinear evolution equations, J. Math. Anal. Appl., 443 (2016), 834-847.
[3] R. F. Barostichi, A. A. Himonas and G. Petronilho, Global analyticity for a generalized
Camassa-Holm equation and decay of the radius of spacial analyticity, J. Differential Equa-
tions., 263 (2017), 732-764.
[4] R. Camassa and d. Holm, An integrable shallow water equation with peaked solitons, Phys.
Rev. Lett., 71 (11) (1993), 1661-1664.
[5] G. M. Coclite, H. Holden and K. H. Karlsen, Well-posedness of higher-order Camassa-Holm
equations, J. Diff. Equ., 246 (2009), 929-963.
[6] R. Courant and D. Hilbert, Methods of Mathematical Physics, II, New York, N.Y.: Inter-
science Publishers, Inc., 1962.
[7] A. Fokas and B. Fuchssteiner, Symplectic structures, their Bäcklund transformations and
hereditary symmetries, Phys. D, 4 (1) 1981/1982, 47-66.
[8] A. A. Himonas and G. Misiołek, Analyticity of the Cauchy problem for an integrable evolution
equation, Math. Ann., 327 (2003), 575-584.
[9] T. Kato and K. Masuda, Nonlinear evolution equations and analyticity. I., Ann. Henri
Poincaré, section C, 3 (6) (1986), 455-467.
[10] T. Kato and G. Ponce, Commutator estimates and the Euler and Navier-Stokes equations,
Comm. Pure Appl. Math., 41 891-907 (1988).
[11] B. Khesin, J. Lenells and G. Misiołek, Generalized Hunter-Saxton equation and the geometry
of the group of circle diffeomorphisms, Math. Ann., 342 (2008), 617-656.
[12] H. Komatsu, A characterization of real analytic functions, Proc. Japan Acad., 36, 90-93
(1960).
[13] T. Kotake and M. S. Narasimhan, Regularity theorems for fractional powers of a linear elliptic
operator, Bull. Soc. Math. France, 90 (1962), 449–471.
[14] J. Lenells, G. Misiołek, F. Tiğlay, Integrable evolution equations on spaces of tensor densities
and their peakon solutions, Comm. Math. Phys., 299 (1) (2010) 129–161.
[15] H. P. McKean, Breakdown of a shallow water equation, Asian J. Math. 2. 867-874 (1998)
[16] C. Qu, Y. Fu and Y. Liu, Well-posedness, wave breaking and peakons for a modified µ-
Camassa-Holm equation, J. Funct. Anal., 266 (2014), 433-477.
[17] Y. Fu, A note on the Cauchy problem of a modified Camassa-Holm equation with cubic
nonlinearity, Discrete Contin. Dyn. Syst., 35 (5) (2015), 2011-2039.
[18] F. Wang, F. Li and Z. Qiao, On the Cauchy problem for a higher-order µ-Camassa-Holm
equation, Discrete Contin. Dyn. Syst., 38 (8) (2018), 4163-4187.
[19] F. Wang, F. Li and Z. Qiao, Well-posedness and peakons for a higher-order μ-Camassa-Holm
equation, Nonlinear Analysis, 175 (2018), 210-236.
[20] Z. Zhang and Z. Yin, Global existence for a two-component Camassa-Holm system with an
arbitrary smooth function, Discrete Contin. Dyn. Syst., 38 (11) (2018), 5523-5536.
Current address: Department of Mathematical Sciences, Kwansei Gakuin University, Gakuen
2-1 Sanda, Hyogo 669-1337, Japan
E-mail address: yamane@kwansei.ac.jp
