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Abstract-The period distribution of an error-correcting code tells how many codewords in the 
code have a specific minimum period, where the minimum period of a codeword is the minimum 
number of cyclic shifts necessary to obtain the same codeword. The period distributions of R-S 
codes, extended R-S codes, and cyclic codes, in general, will be calculated in this paper. The period 
distribution problem for the other noncyclic codes still remains unknown. 
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1. INTRODUCTION 
The well-known weight distribution of a given code tells how many codewords in the code have 
a specific Hamming weight. In published books, e.g., [I], one can find many achievements, made 
during the last few decades, about the weight distributions of various codes. In this paper, we 
will study another similar problem, the period distribution problem of error-correcting codes. 
Intuitively, the period distribution of a code tells how many codewords in the code have a specific 
minimum period, where the minimum period of a codeword is the minimum number of cyclic 
shifts necessary to obtain the same codeword. The period distributions ior Reed-Solomon (R-S) 
codes, extended R-S codes, and the general cyclic codes will be calculated in this paper. Up until 
now, however, nothing has been found about the period distribution of any noncyclic code. The 
readers are encouraged to look for the period distribution of any noncyclic code. 
Let c = (co, cl,. . . ,c,_l) be a word in [GF(q)ln; if there exists a positive integer t (0 < t 5 n) 
satisfying c = St c = (ct, ct+l, . . . ,ct_l), then th e integer t is one of the periods of the word c, 
where St c stands for the t-cyclic shift of c. It is clear that the word c has many possible periods, 
while the unique smallest such integer is defined as the minimum period of the word c. The 
definition of the period distribution of an error-correcting code can be formally stated as follows. 
DEFINITION. Let C be an (n, lc, d) error-correcting code, and pi (1 < i 5 n) the enumeration of 
codewords, in the code C, having minimum period i. The period distribution of the code C is 
defined by the integer set {pi : 1 < i 5 n}. 
The practical background for the period distribution of cyclic codes can be briefly illustrated 
a!3 follows. 
For a cyclic (n, Ic, d) error-correcting code C, it is well known that the codewords can be divided 
into disjoint equivalent classes, say Bj, j = 1,2,. . . , according to the equivalence relationship 
that two codewords c and e belong to the same equivalent class Bj if and only if c = St e, for 
some integer t. On the other hand, the minimum period of any codeword c in Bj (c E Bj) 
exactly equals IBj 1, thus pi = CIE3J,_i IBj I. This identity shows a close relationship between the 
structure property of a cyclic code and its period distribution {pi : 1 <_ i 5 n}. Furthermore, the 
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two observations ~~=, pi = ICI and i 1 pi (1 5 i 5 n, where x 1 y denotes that y can be divided 
by z) are also helpful for the structure study of cyclic codes. 
2. PERIOD DISTRIBUTION FOR R-S CODES 
Let g be a primitive element in the finite field GF(q) (q = pm and p be prime integer), the 
generator matrix G of an (N = q - 1, k, d) R-S code is [l] 
1 g”-l g2W) . . . gP-‘Wl) 
LEMMA 1. Let a = (a~, al,. . . , uk_1) be the information vector of the codeword c = (co, cl,. . . , 
CN-1) in an R-S code, i.e., c = a G. An integer T is a period of the codeword c = (co, cl, . . . ,CN-I ) 
if and only if a0 E GF(q) and the following equation is satisfied 
PROOF. By the definition of c = (CO, cl,. . . ,cN-1) = aG = (uo,ul,..., uk_l)G, we know that 
Ci = CfIi Uj g ij,forOIi<N-landthat 
SC= (CT, c,+1,.. . ,‘%+N-1) = 
( 
UO, al g’, a2g2?. . . , uk-l g(“+ 
> 
G. 
Thus, r is a period of the codeword c, i.e., c = 5” c, if and only if 
(a07 al,. . ’ ,ak-l)G = 
( 
ao, algr, a2g2?. . . , ~k_~ g(k+ 
> 
G. 
The proof is finished due to the fact that every codeword can be uniquely determined by its 
information vector. I 
For every integer T, 1 5 T 5 N, let the set vector D, be defined by D,. = {a = (uo, al,. . . , 
ak-1) : r is a period of the codeword c = aG}, then the necessary and sufficient condi- 
tion for T to be a period of the codeword c = aG is that the information vector a satisfies 
a E (Dl U D2 U . . . U D,)\(Dl U D2 U . . . U D,._l). The following identity is directly due to the 
definitions of p, and D,; 
pr = ID1 u D2 u . . .uD,l -ID1~D2u~~~uD,_l~, lsr<N. (2) 
The function f(m, n) defined by f(m, n) = [m/n] clearly states the number of integers in the 
range [l,m] that can be divided by n; here, 1x1 denotes the integer part of the real number x. 
In this section, the defined function f(., a) will be frequently used. 
THEOREM 1. The period distribution {pi : 1 5 i < N} of the (N, k, d) R-S code in GF(q) can 
be formulated by 
pi = Y(i, k) - Y(i - 1, k), for 1 < i 5 N, 
where 
Y(,, k) = +)“-’ c 
u=l l<il<iP<...<i,,<T 
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Born here on, lcm(., .) and gcd(., a) are the least common multiple function and greatest common 
divisor function, respectively; q**z := q”. 
PROOF. Because of Lemma 1 and the definition of D,, we can rewrite 
D, = {a= (ao,al, . . ..ak-I) : UO E GF(q), and 
(a1 ) . . . ) Q-1) = (a1 gT, u2 g2y.. . ) Uk_1 g@-1)‘)). (3) 
As g is a primitive element in GF(q), thus, gS = 1 if and only if N 1 s, where N = q - 1. Then, 
the necessary and sufficient condition for the equation (al,. . . , a&l) = (al gr, u2 g2T,. . . , a&l 
g(“-ljT) is that 
{ 
6, if N does not divide mr, 
U m= lIm<k-1. 
arbitrary, if N divides mr, 
While N 1 ( mr is equivalent to [N/ gcd(N, r)] ] ) m, thus, the number of integers m, 1 < m 5 
k - 1, satisfying N ] ( mr can be enumerated by f[k - 1, N/gcd(N, r)]; in other words, we have ) 
ID,1 = q** 
In the same way, the following two simultaneous equations 
(al,... ,ok_i) = ( 
oi$, a2g2r,...,ak_1g’k-1’r , 
> 
(a,... ,Uk_l) = 
( 
alg’, @gzs ,..., C+lg(“-1)’ , 
> 
are equivalent to 
arbitrary, if N divides both mr and ms, 
U m= 
0, otherwise, 
llr<N. (4) 
and 
for 1 2 s < r 5 N, 
l<mlk-1. 
While N I (mr) and N I ( ms are equivalent to [N/ gcd( N, r)] ] m and [N/ gcd(N, s)] ] m, ) 
thus, lcm[N/gcd(N, r), N/ gcd(N, s)] I m. Because of equation (3), 
(D, n D,] = q** 
{l’f(k-l’lcm[gcdfiN,r)’ gcdh,s)])}* (5) 
In general, it can be proved that for any 1 2 ii < i2 < . . . < i, 5 N, the following identity 
holds 
]Di, n Di, II . . . n Di,‘ ] = q** {l+f[k-l,lcm( N N N )]}. 
gcd(N, ii) ’ gcd(N, i2) ’ ’ * * ’ gcd(N, i,J 
(6) 
By the identity (6) and the well-known inclusion and exclusion principle, we have 
ID1uDzu...UD,I 
= &“-1 c 
u=l l<il<i2<...<irrlr 
xq*.(l+f[k-1’1cm(gcd~,i~)‘gcd~,~~)~”’~gcd~,~~))]} 
= Y(r, k). 
The theorem follows from (7) and (2). 
(7) 
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3. PERIOD DISTRIBUTION FOR EXTENDED R-S CODES 
It is known that the extended R-S code is a nontrivial cyclic code if and only if q = p is a 
prime [2]; moreover, in this case, the code’s generator polynomial is g(x) = (x - l)Pmk. This 
section will calculate the period distribution of the cyclic extended R-S codes. 
LEMMA 2. Let c be a codeword of the (p, k, d) cyclic extended R-S code in GF(p), and a(x) = 
~~~~ ai xi the corresponding information polynomial of c, then r (1 5 T 5 p) is a period of c if 
and only if (x - 1)” 1 [a(x) (x’ - l)]. 
PROOF. The codeword-polynomial of c is c(x) = xtzt cj xj = a(x) g(x) = a(x) (x - l)pTk, the 
codeword-polynomial of its r-cyclic shift S’ c is 
C(X) xT mod(xp - 1) = [a(x) xT g(x)] mod(xP - 1) = [a(x) x’ (x - l)p-“] mod(x - l)p 
= {[a(x) x:‘] mod(x - l)k} (x - l)p-“, 
thus, the information polynomial for SC is [a(x)xr]mod(x - l)k. In other words, SC = c 
is equivalent to a(x) = [a(x)xr] mod(x - l)k, and furthermore, is equivalent to a(x) [xc’ - l] 
mod(x - l)k = 0. I 
LEMMA 3. This lemma consists of two parts: 
(1) For every 1 5 T < p, the necessary and sufficient condition for (x - l)& 1 [a(x) (xr - l)] is 
a(x) = e (x - l)k-‘, where e E GF(p). 
(2) If r = p, then (x - l)k 1 [a(x) (x’ - l)]. 
PROOF. The second statement is obvious. 
For every integer 1 5 T < p, the following three division relations are equivalent to each other 
(x - 1)” 1 [a(x) (x’ - l)], (x - l)k-’ ( [a(x) (1 + x +a .. + xrpl)], and (x - l)k-l 1 a(x). 
Here, the trivial mathematical fact gcd[(x - l)“, (1 + x + .. . + x’-l)] = 1 has been used. 
Note that deg(a(x)) 5 k - 1, then (x - l)k-l 1 ( ) . pl’ a 2 im les u(x) = e (x - l)“-l, for some 
element e E GF(p). I 
THEOREM 2. The period distribution {pi : 1 5 i 5 p} of the (p, k, d) cyclic extended R-S code 
in GF(p) is pl = p, p, = p” - p, and pi = 0 for every i in the range [2, p - 11. 
PROOF. By Lemmas 2 and 3, the numbers 1,2,. . . , p - 1 are all periods of the codewords defined 
by the information polynomials of the form a(x) = e (x - l)“-‘, e E GF(p), and, moreover, any 
other codewords have minimum period p, thus, the theorem follows. I 
4. PERIOD DISTRIBUTION FOR GENERAL CYCLIC CODES 
In Sections 2 and 3, the period distributions for R-S codes and cyclic extended R-S codes 
have been formulated. Now, in this section, we generalize these results to enumerate the period 
distribution for an arbitrary cyclic code. 
LEMMA 4. Let U(X) be a given polynomial over GF(q), then the number of polynomials V(X), 
satisfying both deg(w(x)) 5 k - 1 and u(x) 1 w( x ) can be enumerated by (q/(1 - q)] (1 - q** (k - 
deg(u(x))]}. In the sequel, we use the function T(k,u(x)) to stand for the value [q/(1 - q)] 
(1 - q**[k - dedu(x))lI. 
PROOF. For U(X) ( w(x), there exists a polynomial T(X) over GF(q) such that V(X) = mu, 
then, deg(r(x)) = deg(w(x))-deg(u(x)). It is easy to see that we can find exactly q** [l+deg(r(x))] 
polynomials, denoted T(X), such that w(x) = T(~)u(x) is divided by U(X), thus, the number of 
polynomials with degree up to k - 1, and with U(X) as their factor can be enumerated by 
k-l-de&u(z)) 
c q** [l + deg(r(x))] = $--$I - q**[k - deg(4x))lI. I 
de&r(z))=0 
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In the following, we assume that g(x) is the generator polynomial of an (n, k, d) cyclic code C 
in GF(q); then, deg(g(x)) = n - k, g(z) 1 (sn - l), and h(x) := (xn - 1)/g(x) is the generator 
polynomial of the dual code of C. The polynomial h(x) is also called the parity check polynomial. 
LEMMA 5. Let c be a codeword defined by the information polynomial a(x), then, the integer r 
is a period of the codeword if and only if [a(x) (x’ - l)] mod[h(x)] = 0. 
PROOF. As the codeword polynomial of c is c(x) := a(x) g(x) and 
[c(x) xc’] mod(xn - 1) = [a(x) g(x) x’] mod(x” - 1) = [u(x) g(x) z’] mod[h(x) g(x)] 
= {/a(x) x7 modMx)Pg(x), 
then, the polynomial [u(x) x’] mod[h(x)] is th e information polynomial of the codeword Sr c, the 
r-cyclic shift of c. 
A codeword is uniquely determined by its information polynomial, thus, c = 5” c is equivalent 
to u(x) = [u(x) xc’] mod[h(x)]. I 
THEOREM 3. The period distribution {pi : 1 I i I n} of an (n, k, d) cyclic code defined by the 
generator polynomial g(x) over GF(q) can be formulated by 
pi = W(i, k) - W(i - 1, k), l<iln, 
where 
W(r, k) = .&u-1 
IA=1 
c 
l<il<iz<...<i,<r 
- l)““‘gcd(h(x), - I) ’ 
PROOF. Let E,. be the set of polynomials over GF(q) defined by E,. = {u(x) : degu(x) 5 k - 1 
and T is a period of the codeword defined by the information polynomial u(x)}. Because of 
Lemma 5, we have E, = {u(x) : degu(x) I k - 1 and h(x) 1 [a(x) (xr - l)]}. 
While {h(x) J [u(x) (x’ - l)]} is equivalent to {h(x)/gcd[h(x), (2’ - l)]} ) u(x), thus, by 
Lemma 4. 
h(x) 
Ic’ gcd[h(x), (XT - I)] * (8) 
For any 1 5 T < s 5 k - 1, the necessary and sufficient condition for both h(x) 1 [u(x) (xr - l)] 
and h(x) I k-4x> (x8 -111 is {h(~)lgcW(~), zT-l)l) I 4~) and {h(x)lwWx), (x8-111)  4x1, 
which is equivalent to 
h(x) h(x) 
gcd[h(x), (xr - l)]’ gcd[h(x), (x” - l)] u(x)’ 
By Lemmas 4 and 5, we have 
4) 4x1 
gcd[h(x), (xT - l)] ’ gcd[h(x), (x” - l)] >> ’ 
(9) 
In general, it can be proved that for any 1 5 il < i2 < . . . < i, < n, the following identity is 
satisfied 
lE+, n Ei, n . * . h(x) h(x) 
gcd(h(z), xil - 1)” ’ ” gcd(h(x), &. _ 1) * (10) 
According to the well-known inclusion and exclusion principle and equation (lo), then I_& U 
E2 u . . . U ErI = W(T, k). The proof is finished by the trivial fact pi = I..!$ u Es U . . . u Eil - (El U 
E2~+..~Ei_1J. I 
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5. CONCLUDING REMARKS 
I~EMARK 1. From the theoretical point of view, the above Theorems l-3 show a perfect solution 
for the period distribution problem for any cyclic code. But from a practical point of view, there 
are many further things to be done. For example, if we use Theorem 3 to directly calculate the 
period distribution of an arbitrary given cyclic code, it will require an exponential computation, 
which is impractical. Could we find a simpler polynomial time algorithm to calculate the period 
distribution for any cyclic code ? This is an interesting open problem. Another important open 
problem is to look for the period distribution for noncyclic codes. 
REMARK 2. The author’s study on period distribution was, in fact, initially motivated by the fol- 
lowing open problem, “How many R-S codewords have no inner period?” proposed by Nguyen [3]. 
In a former paper [4], we solved Nguyen’s open problem by enumerating the R-S codewords with 
the maximum minimum period, i.e., p,. In this paper, we did a further study to enumerate the 
codewords having an arbitrarily given minimum period. Codewords having a maximum minimum 
period are also useful for the design of signals with perfect generalized Hamming correlations (31. 
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