Introduction
Let us consider a continuous time parameter strictly stationary, measurable process {X^ : t&0} defined on a probability space that takes values in d-dimensional space R d . We shall assume that the distribution v of X Q has a density function p(x) with respect to Lebesgue measure X^ in
In this paper we are concerned with kernel type estimation of p(x). The similar problem is considered by Prakasa Rao in
[1] Chapter 6 (see also [4] ). It is assumed in [1] that {X^ :
: t£0> is a strictly stationary and Markov process satisfying so called G 2 (t,a) condition which is somewhat weaker then the Doeblin condition (see Doob [2] p. 221). Under these assumptions and additionally under the assumption that p(x) is a continuous and bounded function, the strong consistency of kernel estimator is proved in [1] . E. Masry and L. Gyôrfi in [5] consider discrete parameter stationary process {X^> which is asymptotically uncorrelated i.e.
•* 0.
The strong consistency is proved and the rate of convergence of kernel type estimator of p(x) is evaluated in [5] under the following assumption CD (1.2) y~(log(k))(log 2 (k))p 2 (k) < °q.
In this paper we consider a continuous time stationary process which is in a sense also uncorrelated. In fact we assume that the function r(h,t) defined below by (2.7) tends to zero. We do not make any assumption analogous to ( Since I h(s)ds in view of (2.1) (2.2), it suffices to show J o that (3.3) lim (h(s)) -1 E I(s) -p(x) = 0 S-»co for almost all xeR d (see [1] p. 329). Using (2.4) and (2.5) one can prove (3.3). The proof is very analogous to the given in [6] (one-dimensional case). The proof of (3.3) in d-dimensional case is given in [7] p. 44. Compare also with [5] p. 83.
Q.E.D. To prove Theorem 1 we shall need also the following lemma.
be a zero-mean strictly stationary, bounded process such that
Then for every a>0, e>0 there exists a natural number b such that ve have
Remark. The assertion of Lemma 2 follows immediately from the law of large numbers. However we will prove it because of the technique of getting b which plays essential role in a choice of the sequence {t fi : n=l,2,...}. The number b depends on a, c and on the rate of convergence of r(k) to zero. This rate of convergence is assumed to be known.
Proof of Lemma 2. Knowing the late of convergence of r(k)
we can choose k n such that > a sc. a p| sup ktl
Let kj^ be a natural number such that j^-< ^tj;
If ktb, then k = qk 2 +m, where k^^ and m<q, and we have 
This completes the proof of Lemma 2.
Proof of Theorem 1. According to Lemma 1 it suffices to find the sequence {t n : n=l,2, > such that we have
For every n we will find t R such that we have
We will define the sequence {t n : n=l,2,...} by induction. Clearly t x =l will do. We can assume that t l' t 2''''' fc n-l are known and h(t) is defined for 0*t<t ,. It follows from n-i (2.3) that h n _ 1 (t) is defined for all t*0.
Let us consider the following process 
Vi* |YjJ*L because of (2.5). It follows from the assumption (2.8) that the rate of the above convergence is known. Let us now apply Lemma 2 for the process {Y^: k=0,1,...} and ,-n e = a = 16n 2 ' Then we can find a number b such that we have n (3.14) P sup l ktb_
Another words we have the following inequality (3.15) P sup ktb
Without loss of generality we can assume that b n £l6Ln . Let s^b n be a real number and
[s]=entier(s). Using (3.15) we have 
Hence we have proved (3.12). Finally, applying Borel-Cantelli Lemma, we obtain (3.11). The proof of the theorem is now complete.
Application to Markov processes
Let us consider an R d -valued Markov process {Xfc : t*0, XQ-XQ -nonrandom} with the homogeneous transition probabilities P(x,t,A) and the family of probability measures {Px : xcR d > on (il,i) such that P(x,t,A) -Px(Xt«A) (see [3] for precise definition). We will assume that {Xfc : t*0} is measurable and recurrent. Let us recall the definition. 0 It is well known (see [9] ) that in this case the process {Xj. : t*0} has an invariant measure ji. We will assume that cl M(R )=1 and v has almost everywhere positive density function p(x) with respect to A^. It is also known (see [9] ) that lim P(x,t,A) = u(A). t-»00 Using the Lebesgue Theorem we obtain
where B(x,p) -{y : |y-x|sp>.
We consider the kernel function K of the form where P t (x) is defined by (2.6).
If the rate of convergence (4.1) is known for every 0<pspQ, then we are able to determine the sequence {t n : n-1,2,...}.
Proof. First let us assume that u is the initial distribution of the process : t*0). Then : tsO} is a strictly stationary process with respect to the probability measure U j d
We will show now that lim r(h,t) = 0, where r(h,t) is t-Ko defined by (2.7), 0<hsl. We have
as t-»oo B(x,p Q h) Therefore using Theorem 1 for every xeM p there exists h(t) defined by (2.2) such that P^lim p t (x) = p(x)) = 1 .
It follows also from Theorem 1 that if the rate of convergence (4.1) is known for 0<P S P Q then we can determine the sequence {t n : n=l,2,...} .
Finally we have
Since p(x Q )>0, X^-almost everywhere, the assertion of Theorem 2 follows immediately.
In particular, if {X fc : t*0> satisfies the Doeblin condition (see [2] (2) it follows that the condition C=0 is sufficient to the thesis of Lemma be fulfilled. In order to show this equality we add the first column of C multiplied by -1 to the second one. And we repeat this n-1 times with respect to the remaining columns, except the last one. Next we multiply the first column by n and add to the last one. Then 
