We consider a GI/GI/1 queue with impatient customers in heavy traffic. We use the solution of an approximating singular diffusion control problem to construct an admission control policy for the queue. The approximating control problem does not admit a so-called pathwise solution. Hence, the resulting admission control policy depends on second-moment data. We prove asymptotic optimality of the constructed policy using weak-convergence methods.
1. Introduction. Models of systems that involve customers queueing for service can be made more realistic by incorporating the impatience of these customers. A natural way to incorporate impatience is to assume that each customer independently abandons the queue, or reneges, if his service has not begun within a certain amount of time, which could be a random variable drawn from a given distribution. Many papers have studied such queueing systems with reneging customers from a performance evaluation standpoint; see, for example, Afanas'eva [1] , Baccelli et al. [3] , Daley [11] , Garnett et al. [12] , Kovalenko [21] , Lillo and Martin [25] , Palm [29] , Reed and Ward [32] , Stanford [35] , Ward and Glynn [37, 38] , and Zeltyn and Mandelbaum [41] . In particular, a lot is known about the behavior of these systems in asymptotic parameter regimes, such as the heavy-traffic regime for a queue with a single server (Ward and Glynn [37, 38] , Reed and Ward [32] ), as well as the many-server regime (Garnett et al. [12] , Zeltyn and Mandelbaum [41] ).
Several control problems are natural in queueing systems with impatient customers. In this paper we consider one such control problem. Suppose the manager of a GI/GI/1 queue with impatient customers receives a payment of $p > 0 when a customer enters the queue. However, the system manager must refund any reneging customer $r. A reasonable assumption is that r > p; that is, the customer receives additional compensation for not having received service. We assume that the customers are not strategic: They do not renege simply to make money. Rather, their time to reneging is drawn from an exponential distribution. The only control available to the manager is the ability to deny an arriving customer admission into the queue. For a FIFO queue, the likelihood that an admitted customer reneges before receiving service is increasing in the number of queued customers. Therefore, it may be in the manager's interest to exercise admission control and deny entry to customers when the queue is large, incurring an effective opportunity cost of $p per customer, rather than paying out $r when customer reneging is likely.
We assume that the manager has access to a bank account with an interest rate $ (with continuous compounding). When is large, the system manager has no reason to turn away customers, because future payouts are heavily discounted. Also, if the customer reneging rate is tiny, so that the chance of any one customer reneging is very small, the system manager will allow entry to all customers. In either case, our problem is uninteresting. Hence, we assume p/r < 1 + / −1 so that neither of the aforementioned situations occurs. (Although the part of the parameter space that yields a nontrivial problem is not initially obvious, our analysis shows that p/r < 1 + / −1 is a sufficient condition for a nontrivial problem, and suggests the condition is necessary as well.) The manager's goal is to minimize the infinite-horizon expected discounted cost of refunds to reneging customers and exercising admission control.
The control problem as stated above is essentially intractable for general arrival and service processes. Therefore, we lower our aspirations somewhat and look for admission control policies that perform well in some limiting parametric regime. The regime we consider is the so-called balanced heavy-traffic regime, where we assume that the arrival rate and service rate are both large and equal. Following the general approach outlined by Harrison [15] , we first set up and solve a diffusion control problem that approximates the problem of interest; see Theorem 3.1. We then interpret its solution as a policy in the original system, and establish that the policy is indeed asymptotically optimal in the regime of interest; see Theorem 4.1. An attractive feature of the policy obtained is that it is a simple barrier policy that admits customers if and only if the queue length is less than √ b , where b is a parameter that can be computed a priori from the problem primitives. A key feature of our solution is that b depends on the second moments of the interarrival and service-time distributions.
There have been several papers that have followed this approach in the literature, with Harrison and Wein [19, 18] , Martins et al. [28] , Harrison and Lopez [16] , Kumar [23] , Bell and Williams [5, 6] , Stolyar [36] , Mandelbaum and Stolyar [27] , Ata and Kumar [2] , and Budhiraja and Ghosh [8] being a partial list of such papers. However, this paper is different from the existing literature in several ways. First, the diffusion control problem that we need to solve turns out be a singular control problem for a regulated Ornstein-Uhlenbeck process (rather than the process more common in the heavy-traffic literature, reflected Brownian motion). Second, and most important, this problem does not seem to admit a so-called pathwise solution for the diffusion control problem. That is, it does not appear possible to find a control that would be optimal regardless of the sample path of the diffusion. The papers listed above all consider diffusion control problems that admit pathwise solutions. 1 Because the solution of the diffusion control problem is nontrivial in our case, we must solve it by explicitly constructing a solution to the associated Hamilton-Jacobi-Bellman (HJB) equations using the approach in Kumar and Muthuraman [24] . We then verify that the solution to the HJB equations is indeed the optimal value function for the diffusion control problem. Third, in establishing that the obvious interpretation of the solution to the diffusion control as a policy in the original system is indeed asymptotically optimal, we establish and use the properties of a generalized two-sided regulator map. This allows us to use a continuous mapping approach when evaluating the asymptotic behavior of our proposed policy. Finally, because our asymptotically optimal policy incorporates second-moment data in a nontrivial way, it could not have been arrived at via fluid approximations. Thus, the problem under consideration is the first example of a system that is sensitive as defined in Chen et al. [9] , and yet for which a provably asymptotically optimal policy has been constructed.
The remainder of this paper is organized as follows. We formulate our model in §2. We construct and solve an approximating diffusion control problem in §3. Finally, in §4, we propose a policy for the discrete-event queue based on the solution to the diffusion control problem, and prove its asymptotic optimality in heavy traffic.
Model formulation.
Our goal is to develop a stationary admission control policy for a single-server queue with reneging customers that minimizes expected infinite-horizon discounted cost. We penalize the system manager r whenever a customer reneges and penalize the manager p for denying a customer entry. The following presents the detailed system dynamics and control problem formulation.
Customers arrive to the queue according to a renewal process A = A t t ≥ 0 , and are served in the order of their arrival. The renewal process S = S t t ≥ 0 tracks the cumulative number of service completions over the amount of time the server has worked. We form these two renewal processes using two independent sequences of i.i.d. mean 1 random variables u i i = 1 2
and
so that the system arrival and service rates are and , respectively. Because our focus is control, for reasons of analytic tractability, we assume that each customer has a memoryless "patience" clock, and independently reneges if service has not finished within an exponential amount of time having mean −1 . The process R tracks the cumulative number of reneging customers
where N is a standard Poisson process independent of A and S, and Q is the queue-length process. 1 Note that we do not mean pathwise stochastic control (for which few results exist), in which the cost function is defined in a pathwise way. 2 For convenience of notation, our formulation of the process R allows the customer in service to abandon. However, our results will hold when R is defined as N t 0 Q s − 1 + ds , meaning that the customer in service is not allowed to abandon.
The queue-length process evolution equation depends upon the admission control decisions, which we capture in the function + → 0 1 , where + = 0 1 2 is the set of nonnegative integers. The system manager admits arriving customers that find the queue at level q if q = 1, and denies them entry otherwise. Although may have any problem data such as , , , , 2 A , 2 S , r, or p as parameters, may not be time dependent. The queue length at time t ≥ 0 is
where B t ≡ t 0
1 Q s > 0 ds is the server busy time. The integral in (3) should be interpreted as a RiemannStieltjes integral in the usual sense, as should all the integrals in this paper. For any right-continuous process with left limits (RCLL) X, the notation X s − denotes the left limit of the process X at the point s > 0. We require the left limit of the process Q in (3) because the decision to admit an arriving customer depends on the queue length just before that customer would join, if admitted.
We desire to specify an admission control policy that minimizes expected infinite-horizon discounted cost
Let denote the set of functions + → 0 1 that are admissible policies. Our objective is
3. The approximating diffusion control problem. Developing an optimal admission control policy without the assumption of Poisson arrivals and/or service appears intractable. Therefore, we formulate and solve an approximating diffusion control problem that is analytically tractable. Section 3.1 motivates the correct heuristic approximating problem. Section 3.2 introduces the class of barrier policies, and characterizes the properties of an optimal barrier admission control policy. We provide an iterative procedure for finding an optimal barrier policy in §3.3. Our analysis culminates in Theorem 1 in §3.4, where we specify an optimal barrier policy, and verify its optimality.
3.1. Heuristic derivation of the approximating control problem. First observe from (2) that the rate of customer reneging increases linearly in the queue-length process. Therefore, intuition suggests that the appropriate diffusion approximation for the queue-length process has linear drift. In particular, for I t ≡ t − B t the server idletime, and
the cumulative number of turned-away customers, algebraic manipulations of (3) show
where
Under suitable scaling, when and are close, the process X behaves like Brownian motion. Formally assuming that X is Brownian motion and C t = 0 for all t ≥ 0, we observe that Equation (7) defines a regulated Ornstein-Uhlenbeck (O-U) process on 0 . Theorem 2 in Ward and Glynn [37] rigorously establishes that an O-U process regulated only enough to remain in the positive orthant provides a universal diffusion approximation for a single-server queue with reneging customers. (By universal, we mean the regulated O-U process well approximates a queue with reneging customers in the five distinct limiting regimes identified in Theorem 1 of Ward and Glynn [37] , in which a diffusion approximation is appropriate for the system.) Therefore, the diffusion we use to formulate our approximating control problem is a regulated O-U. Later, in Proposition 4.2, we rigorously show that a Brownian motion well approximates X under diffusion scaling and in heavy traffic for a large class of control policies. In particular, we prove weak convergence.
Suppose

Condition 1.
P is a probability space, t t ≥ 0 is a filtration, W = W t t 0 ≤ t < is a Brownian motion having infinitesimal mean 0, infinitesimal variance 2 , and initial position x ≥ 0, and the triple Z L U W P t is a weak solution (see, for example, Definition 5.3.1 in Karatzas and Shreve [20] ) of
Condition 2. P 0 ≤ Z t < for all t ≥ 0 = 1; Condition 3. L is nondecreasing, has L 0 = 0, and increases only at times t when Z t = 0; in particular,
Condition 4. U is an adapted, nonnegative, nondecreasing, RCLL process.
The control L U is admissible if Conditions (3.1)-(3.4) hold, and also, Condition 5. E x 0 e − t dU t < and E x 0 e − t Z t dt < . We assume U t = 0 for t < 0, and Z t = x for t < 0. Our objective is to minimize
over all admissible controls U . We call v the value function associated with the control U . The objective function (11) approximates the original objective function (5) for the discrete-event system as follows. Pushing the diffusion Z down through the term U is like turning away customers in the discrete-event system, which implies that the term 0 e − t p dU t approximates the cost of rejecting customers. Next, because the state-dependent reneging rate at time t is Z t , assuming averaging occurs, replacing the term dR t by Z t dt provides an approximation to the cost caused by reneging customers.
Barrier policies.
We initiate our analysis by considering a class of polices known as barrier policies. A barrier policy that regulates at the level b > 0 has 0 ≤ Z t ≤ b for all t > 0, and
The existence of a weak solution to (9) follows from a linear generalization of the two-sided regulator map; see Proposition 4.1 part (i) in §4.1. (In fact, Proposition 4.1 part (i) guarantees strong solvability of (9), which implies weak solvability.) In preparation for the statement and proofs of our propositions characterizing the properties of barrier policies, we require some definitions and a lemma. For any function f 0 → , define
for t > 0, and extend the definition to t = 0 with the convention
denote the continuous part of U .
Lemma 3.1. Let f 0 → be twice continuously differentiable, and suppose Z L U satisfy (9) for U an admissible control. Assume either that the derivative of f is bounded over 0 , or that there exists a > 0 such that 0 ≤ Z t ≤ for all t ≥ 0. For any finite t > 0 and x ≥ 0,
The proof of Lemma 3.1 can be found in the appendix, as can the proofs of all our lemmas.
Our first proposition characterizes the expected infinite-horizon discounted cost of a barrier policy using an ordinary differential equation (ode). 
subject to the boundary conditions
Then, v represents the expected infinite-horizon discounted cost, starting from state 0 ≤ x ≤ b, associated with controlling the diffusion Z in (9) using the barrier policy that regulates at the level b so that U satisfies (12)- (14); i.e.,
Proof. By assumption, v is twice continuously differentiable on 0 . Furthermore, (13) holds and v , as a continuous function, is bounded over 0 b . We conclude that Lemma 3.1 applies. Under the barrier policy that regulates at the level b defined in (12)- (14), because the process W − · 0 Z s ds is continuous, the process in (9) can be written using the conventional two-sided regulator mapping defined in §2.4 of Harrison [14] as
Z s ds
Proposition 6 in Chapter 2 of Harrison [14] guarantees the processes 1 0 b and 2 0 b are continuous (which implies the process is also). Therefore,
for 0 ≤ x ≤ b. From (10), (13) , (14) , and assumption (17) , 
for any admissible control policy U having associated regulated diffusion Z satisfying (9) .
Proof. Consider a hybrid policy h that follows an arbitrary feasible policy U up to time t > 0, yielding a system content of Z t , and then enforces the barrier policy regulating at the level b and having associated value function v thereafter. In particular, define
To prove (24) , it is sufficient to show
for all x ≥ 0 and t > 0. By assumption, v 0 → is twice continuously differentiable, and, from (23), has bounded derivative over 0 . Therefore, Lemma 3.1 applies. Also, using (10), (21) , and (22), we find
Noting, for all x ≥ 0 and t > 0, that
it follows from (25) and (26) that for all x ≥ 0 and t > 0,
We use (23) and
to conclude from (27) that h t x ≥ v x for all x ≥ 0 and t > 0.
3.
3. An iterative procedure for finding an optimal barrier policy. We show that a barrier policy minimizes the objective function (11) for the approximating diffusion control problem over all admissible controls U . Weerasinghe [39] provides sufficient conditions for establishing the existence of a solution with a finite barrier. In this subsection, we describe an iterative procedure for finding b .
To prepare for the explanation of our iterative procedure, let
and c 0 = 1 be Kummer's function (which also arises in the study of M/M/ queues; see Baykal-Gursoy and Xiao [4] ). The barrier-level b dependent function
solves the ode with boundary conditions specified in (16)- (17). To see this, use Equation (103) in Polyanin and Zaitsev [30] to find one solution to the homogeneous equation 2
Then, apply formula (2) of Polyanin and Zaitsev [30] to obtain the general solution to the homogeneous equation. Next, use the method of undetermined coefficients to find the general solution to the nonhomogeneous equation in (16) . Finally, use relation 13.4.9 in Slater [34] 
to solve for the constants
Use (29) to define
where the function h is defined in (29) . Now, if we can find a b such that, letting
then we will have a barrier policy for which the associated value function is twice continuously differentiable over 0 and v 0 = 0. If we can also show that v satisfies (21) and (23), then we can use Proposition 3.2 to conclude the barrier policy that regulates at the level b is an optimal policy. The function v b in (31) is difficult to work with directly. We provide an iterative procedure that both produces b and has v that satisfies (23) . We defer the verification of condition (21) to §3.4.
Our iterative procedure defines a strictly decreasing positive sequence b n n = 0 1 having associated value functions v n ≡ v b n . We begin with b 0 , and assume the choice of b 0 is such that v 0 b 0 < 0. The existence of such a b 0 is not a priori apparent; we supply the argument in Proposition 3.3(i). For subsequent n, choose
We show in Proposition 3.3 parts (ii) and (iii) below that
exists, is finite, and is strictly positive. 
also exists and is finite for every x ≥ 0. (Note that v b 0 → as b ↓ 0, which can be seen using the asymptotic property of Kummer's function (36) .) The reader may have noticed the slight abuse of notation of using the subscript for both the converged barrier and function obtained from the iterative procedure as well as the optimal barrier and function. This is done deliberately to avoid unnecessary notation, because Theorem 3.1 shows these two barriers and functions are the same. Proof.
(i) Substitution for the constants in (31) yields
Next, relation 13.1.4 in Slater [34] states
as z → , which implies
Our assumption upfront that p/r < 1 + / −1 implies p − r < −r + Therefore, from (37) and (38), we conclude
Because v n+1 and v n both satisfy (16) 
Because v n b n < 0 v n b n+1 > v n b n and so b n+1 < 0. Therefore, (39) implies (12)- (14) . By Proposition 3.1, for h defined in (29) 
Because
Similarly, for a second barrier policy that also regulates at the level b n+1 but has cost of control ≡ v n b n+1 , for h defined in (29) with b = b n+1 and p = , by Proposition 3.1
From ( 
The equalities in (42) and (43) imply
and so
The limit b exists because part (ii) shows b n is a decreasing sequence that is bounded below. We argue b > 0 by contradiction. Suppose that b n → 0. Then, given any > 0, however small, there must be a n such that b n < for all n > n . Furthermore, for each of these n, v n b n < 0 by part (ii) above. 3.4. Verifying the optimality of a barrier policy regulating at b . We conclude §3 by verifying the optimality Equations (21)- (23) for v and b defined in (33) and (34) . This establishes that the policy constructed via the iterative procedure is indeed an optimal policy. 
where v = v b is defined by (31) . Furthermore, a barrier policy that regulates at the level b is optimal. In particular, for Z satisfying (9) and U satisfying (12)- (14) with
for any admissible control policy U and associated regulated diffusion Z satisfying (9) . 
Because Equation (31) already specifies the value v b , it follows that b satisfies the expression (45).
Next, because from Proposition 3.3 part (iii) v is twice continuously differentiable and satisfies (16)- (17), from Proposition 3.1,
Because U satisfies (12) , for x > b ,
and so, from (46) and the definition of v b in (31), we conclude that
To complete the proof, from Proposition 3.2 we must verify that (21)- (23) 4. The proposed policy. The barrier policy specified in Theorem 3.1, which minimizes infinite-horizon expected discounted cost for the approximating diffusion control problem in (11), motivates our proposed admission control policy. We reuse the word "barrier," and define a barrier admission control policy b for the reneging queue so that
where q represents the queue-length process, and 1 is the indicator function. In other words, a barrier policy admits customers whenever the queue length is below the level b. We propose a barrier admission control policy that depends upon the system arrival rate , the squared coefficients of variation of the interarrival and service times 2 A and 2 S , the reneging rate , the discount rate , and the cost parameters r and p. In particular, the proposed policy ( ) has
where b is the optimal barrier for the approximating diffusion control problem and satisfies (45) with 2 ≡ 2 A + 2 S . We expect our proposed policy to perform well in an asymptotic regime in which the objective function for the diffusion control problem in (11) well approximates the objective function for the discrete-event system in (5) under suitable scaling. When the process X in (8) , under suitable scaling, behaves like Brownian motion, the queue-length process Q in (7), under suitable scaling, behaves like a regulated Ornstein-Uhlenbeck diffusion, and so we expect a scaled version of the objective function in (5) to be close to the objective function in (11). In heavy traffic-i.e., when and are close and large-Brownian motion well approximates the process X when suitably scaled. Therefore, our proposed policy should perform well in heavy traffic.
To validate this intuition, we undertake an asymptotic analysis for a perfectly balanced system ( = ) that is initially empty. In particular, we show that our proposed policy minimizes expected infinite-horizon discounted cost as grows large. Although our asymptotic analysis does not require the assumption of perfect balance, restricting ourselves to this situation simplifies some of the exposition without losing the essence of the control problem. On the other hand, assuming the queue is initially empty as in Equation (3) is important because in such a case any stationary control policy is a barrier policy; for a detailed explanation, see §4.2. Briefly, because arrivals occur one at a time, the lowest state in which customers are not allowed entry will act as the barrier in our barrier policy.
Recall from §2 that denotes the set of functions + → 0 1 that are admissible policies. As → , arrivals occur more and more quickly in time, and, for ∈ an admissible policy, the cost function defined in (4) grows infinitely large. We expect the cost function to be of order √ when the arrival rate is , because the functional central limit theorem dictates that fluctuations in the process X defined in (8) are of order √ , meaning queue lengths are at least of order √ . Therefore, in our asymptotic optimality theorem stated below, we scale the cost function by −1/2 .
Theorem 4.1. Assume = . Let Z satisfy (9) and U satisfy (12)- (14) for (45) , and x = Z 0 = U 0 = 0. The proposed policy is asymptotically optimal in the sense that for any other admissible policy ∈ ,
We devote §4 to proving Theorem 4.1, that our proposed policy is asymptotically optimal in heavy traffic. The proof requires knowledge of the behavior of the system processes in heavy traffic, which in turn requires a generalization of the conventional two-sided regulator map to a mapping that allows for linear state dependance. Section 4.1 proves the linearly generalized one-and two-sided regulator mappings exist uniquely, are continuous, and satisfy several useful inequalities. We establish some basic results concerning the asymptotic behavior of our model under fluid and diffusion scaling in §4.2. Section 4.3 establishes both the weak convergence of the queue length, idletime, and proposed control process, appropriately scaled, and the convergence of the associated cost function , appropriately scaled, in heavy traffic, under our proposed policy. Finally, we prove that our proposed policy is asymptotically optimal in §4.4. 
for any w ∈ D 0 and T > 0. We require a generalization of both the "conventional" one-and two-sided regulator mappings; see, for example, Definitions 1.1 and 1.2 in Kruk et al. [22] . In particular, we require a regulator mapping that allows for linear state dependence. The two-sided regulator mapping generalization is useful to analyze policies that constrain the limiting diffusion to a compact state space 0 b for some b > 0, whereas the one-sided regulator mapping generalization is relevant for the policy that exercises no admission control. 
When = 0, the above mappings are exactly the "conventional" one-and two-sided regulator mappings. The conventional one-sided regulator mapping is introduced in Skorokhod [33] , and has the explicit form
Kruk et al. [22] in Theorem 1.4 provide the explicit form for the conventional two-sided regulator mapping
The key to developing properties for the linearly generalized regulator mappings is to connect the mappings to the conventional one-and two-sided regulator mapping. We do this through the integral equations and a finite constant that depends only on T ,
We now state and prove several properties of the one-and two-sided linearly generalized regulator mappings. 
Then there exist constants > 0 and n 0 that do not depend on n, such that for any T > 0, n ≥ n 0 , and
, and a finite constant, established, for example, in Lemma 4.5 of Dai and Dai [10] and Theorem 14.8.1 of Whitt [40] .
(ii)(a) From the integral Equation (55),
is a nondecreasing process because x t ≥ 0 for all t ≥ 0 and any x ∈ D 0 . Lemma 5.1 in Kruk et al. [22] then implies x ≤ x from which, using the explicit form of given in (53), we conclude 
where is a finite constant.
Theorem 14.8.1 of Whitt [40] establishes that j b for j ∈ 1 2 is continuous in x. Therefore, by (66) and the representation for j 0 b in (58),
as n → .
Stationary controls and scaling.
Recall that we are assuming that represents both the arrival and service rates for a system having processes as defined in §2. Our convention is to superscript any system process by the arrival/service rate .
We first observe that under any stationary admission control policy, the queue-length process in (3) can be written in terms of either the one-or two-sided linearly generalized regulator mapping as follows. Let ∈ (where is as defined in §2 and denotes the set of functions + → 0 1 that are admissible policies). If q = 1 for all q ∈ + , then no customer is denied entry, and C = 0, where C is defined in (6), and 0 is the zero process. The representation
is valid for the following reasons. (i) Equation (7) shows that condition (i) in Definition 4.1 is satisfied.
(ii) The process I is nondecreasing, has I 0 = 0, and, because I t = t 0
which shows condition (ii) in Definition 4.1 is also satisfied. Otherwise, if q = 0 for some q ∈ + , define
and recognize
To see that (69) holds, first observe that for q ≤ b , q = 1 q < b . Because the queue is initially empty, customers arrive one at a time, and no customer is admitted when the queue is at the level b ,
for all t ≥ 0, which from the definition of the process C tracking the cumulative number of turned-away customers in (6) implies
The following two observations show the equality (69) is valid.
(i) Equation (7) and the inequality in (70) show that condition (i) in Definition 4.2 holds.
(ii) The processes I and C are nondecreasing and have I 0 = C 0 = 0. Furthermore, for the same reasons as above, 0 
Q t d I t = 0
Similarly, also using (70) and (71),
The representations (67) and (69) are unique by part (i) of Proposition 4.1. Define the fluid-scaled quantities that are not centered
the fluid-scaled quantity that is centered
and the diffusion-scaled quantitiesÃ
From the scaling property of the linearly generalized regulator mapping in (51) and (52), when b = so that (67) holds,
and, when b < so that (69) holds,
for e t ≡ t t ≥ 0 the identity function. It is useful for our analysis to establish equivalent representations of the cost functions for the approximating diffusion control problem in (11) and the discrete-event system in (5), when scaled by −1/2 .
Lemma 4.2 (Equivalent Representations of the Cost Functions).
(i) For any control policy U admissible for the diffusion control problem in (11) ,
Z s ds dt
(ii) The cost function for the discrete-event system in (4) when scaled by −1/2 has the equivalent representation
where C is as defined in (6) and (82) and R is as defined in (2).
We require the following technicalities. All random variables are defined on a common probability space P . Note that we suppress d from the notation unless necessary. We often reference the functional strong law of large numbers, the functional central limit theorem, the continuous mapping theorem, and the random time-change theorem. A convenient reference for these theorems is Billingsley [7] or Whitt [40] .
A key component in our asymptotic optimality proof is the following proposition. Establishing such a result requires the following two lemmas, which are similar in spirit to Lemmas 4.5 and 4.6 in Budhiraja and Ghosh [8] . 4.3. Asymptotic system behavior under the proposed policy. We begin our asymptotic analysis by considering the limiting behavior of our proposed sequence of barrier policies
as becomes large. We require the following lemma. We note that the proof of Lemma 4.5 (in the appendix) employs arguments similar to those necessary to establish (155) in the proof of Theorem 5.3 in Bell and Williams [5] . (9) and (13), and part (ii) of Definition 4.2 shows that Condition 3.3, (12), and (14) are satisfied, with x = 0 because W 0 = 0.
We now argue the weak convergence in (91) S , and initial position zero. Because the limit in (95) does not depend on the choice of subsequence, we conclude that the weak convergence in (91) is valid, which completes the proof of part (i).
(ii) Recall the definition of R , , and N in (2), (76), and (80), and observe that
Q s ds
As in the proof of part (i), ⇒ 0 as → . The functional central limit theorem and random time-change theorem then imply
and so the weak convergence in part (i) together with the continuous mapping theorem show
Z s ds
Because Lemma 4.5 establishes that the family 0 e − t sup 0≤s≤t N s dt is uniformly integrable and t 0 Q s ds ≤ tb for all , the interchange of limit and expectation is valid, and we conclude
as → . It follows from the representation for Q Ĩ C in (90) and the representation of
Because from the definition of C in (6) and the scaling C in (82),
of Proposition 4.1 shows that for any t > 0,
The weak convergence in part (i) and the fact that Lemma 4.5 together with (97) justify the interchange of limit and expectation imply
as → . The convergences in (96) and (98) together with the equivalent representations for the cost function for the approximating diffusion control problem in (11) and 
Proof of asymptotic optimality (Theorem 4.1).
The following lemma shows that the policy that admits all customers is asymptotically no better than our proposed policy. 
pdU t + r Z t dt
Our next lemma shows that the barrier associated with an asymptotically optimal policy cannot grow any slower than rate √ .
Our asymptotic optimality proof additionally requires the following tightness result. 
on any subsequence k on which b k is finite for every k and
where b may be infinite, the sequence
, where X k is as defined in (89).
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The proof of Lemma 4.7 requires the following auxiliary ordering result on the conventional two-sided regulator mapping, which is useful in its own right. 
Because 0 < b < for all large enough , from the representation (87),
and so part (ii) of Lemma 4.2 and the definitions of R in (2) , N in (80), and in (76) imply
Under the assumption (103), every subsequence has a further convergence subsequence on which b is finite for every and −1/2 b converges. Therefore, from Lemma 4.8, there is a further convergent subsequence k on which
as k → . Next, because (102) holds and so Lemma 4.4 applies, k ⇒ 0 as k → . Then, the functional central limit and random time-change theorems show
It is straightforward to show that for any T > 0, the function f D 0 → defined as
is continuous with respect to the Skorokhod J 1 metric. The continuous mapping theorem then shows that
Z s ds dt
Taking the limit as T → and using the monotone convergence theorem shows
If U is an admissible control for the diffusion control problem in (11), Theorem 3.1 guarantees
Z s ds dt ≥
Because every subsequence contains a further subsequence k on which (104) holds, it follows that (101) is satisfied under the assumption in (103).
We now argue that U is an admissible control for the diffusion control problem in ( P the probability space assumed in §4.2 and t = W t 0 ≤ s ≤ t , the triple Z L U W P t is a weak solution of (9), which implies Condition 3.1 holds. Next, as in (62) in the proof of part (ii)(b) of Proposition 4.1,
The convergence in (106) implies b k X k is adapted to X k , which from (104) implies its weak limit U is adapted to W , and, from part (ii) of Definition 4.2, is nonnegative, nondecreasing, and RCLL for each k , which implies that its weak limit U is nonnegative, nondecreasing, and RCLL. Finally, from the assumption (102), the Condition 3.5 holds on the subsequence k , because each term in the sum is nonnegative. We conclude U is an admissible control.
To complete the proof, we must establish (101) without assumption (103); i.e., that (101) also holds when either lim inf
First observe that any subsequence contains a further convergent subsequence k on which one of the following holds: 
From integration by parts (see, for example, Proposition 4.8.6 in Harrison [14] ),
Substituting the differential obtained from (108) into (109) and also using the fact that
Because either f is bounded over 0 or f is bounded over 0 and 0 ≤ Z t ≤ for all t ≥ 0, the stochastic integral in the above expression is a martingale. Therefore, taking expectations of the above expression yields the stated result (15) .
Proof of Lemma 4. 
By Fubini, because f s ≡ e − s and g t ≡ √ p 1 − Q t are both nonnegative functions, interchanging the order of integration is valid, and so 
Together, (110) and (111) imply
where C is as defined in (6) 
Substituting (112) and (113) back into (4) shows 
For > 0 and = 2 −1 , from (115) and the functional strong law of large numbers, lim sup
We conclude is C-tight (116) from Theorem 15.1 in Billingsley [7] . It is straightforward to further show that N is C-tight, again using Theorem 15.1 in Billingsley [7] . Because for any 0 ≤ s ≤ t, B t − B s ≤ t − s B is C-tight. From (88), the process X is represented as a finite sum of C-tight processes, and so
Because Ā is C-tight, given > 0 and > 0, there exists and 0 such that
for all ≥ 0 . Because for any 0 ≤ s ≤ t, from the definition of C in (75),
it follows from (118) that lim sup 
The functional strong law of large numbers guarantees N Ā → 0 e as → , almost surely, uniformly on compact sets, and so it is also true that
as → , almost surely, uniformly on compact sets. The processĀ is nondecreasing, and so the random time-change theorem and (124) imply sup
as → , almost surely, uniformly on compact sets. Together, (123) and (125) imply (121). From (86) and Proposition 4.1(ii)(c), arguing as for the inequality (97) in the proof of part (ii) of Proposition 4.3,
For any > 0, because C is a nonnegative, nondecreasing process, and from (126),
for large enough that / < /2. By the inequality (50) and the convergence in (122),
as → . The inequality in (127) and the convergence in (128) imply
as → . By Lemma 4.3, any subsequence of Q X C I has a further convergent subsequence. By (122) and (129), the limit of X C on any subsequence is 0 0 . Let
as k → be a convergent subsequence. By assumption,
which, from Lemma 4.2 part (ii) and the nonnegativity of the processes C k and R k implies that for every T > 0,
For any 0 ≤ t ≤ T , 0 ≤ C k t ≤Ā k T , and 0 ≤ −1 k R k t ≤Ā k T , and so
Furthermore, the sequence Ā k T is uniformly integrable, and so by dominated convergence
where the last equality follows from the weak convergence in (129) and the continuous mapping theorem. From (2) , recalling the definition of and N in (76) and (77),
as k → , almost surely, uniformly on compact sets, which implies
From (131), (132), and (134), we conclude that for every T > 0, 
The weak convergences in (130), (136), and (137) together with the continuous mapping theorem imply and observe that M n ≡ n − n is a square-integrable martingale relative to the filtration u 1 u 2 u n . Write the centered and diffusion-scaled processÃ as follows
Bounding the residual interarrival time at t with the full interarrival time encompassing t yields
Now use (141) to bound (140),
and observe that for > 1,
where c 1 and c 2 are finite constants. Because 
as → . As in the proof of part (ii) of Proposition 4.3, using the weak convergence in (143),
as → . Therefore, from (4), part (ii) of Lemma 4.2, and (144),
as → , where Lemma 4.5 and the inequality X t ≤ 2 sup 0≤s≤t X s established in Proposition 4.1 part (ii)(a) justify the interchange of limit and expectation. Because 0 is an admissible control for the approximating diffusion control problem in (11), Theorem 3.1 establishes
Proof of Lemma 4.7. Let T > 0 and > 0. Let 1 > 0 be arbitrarily small. Fix . Suppose b = 0. Then, from (47), q = 0 for all q ∈ 0 1 2 , and so from (6), C t = A t . In other words, every customer is denied entry. The scalings in (75) and (82) then imply [7] , from which tightness in D Note that the function w coincides with the oscillation function in (49) on closed intervals; we introduce the notation w to be consistent with Billingsley [7] . where is as in Proposition 4.1, part (ii)(b).
In the following, we verify condition (16.17) in Billinglsey [7] . Because 
