Abstract. It is shown that the validity of Huygens' principle for the non -self-adjoint wave equation on a Petrov type Ill space-time implies that the space-time is conformally related to one in which every repeated null vector field of the Weyl tensor is recurrent. It is further shown that, given a certain mild assumption imposed on the covariant derivative of the Weyl curvature spinor, there are no Petrov type III space-times on which the non-self-adjoint scalar wave equation satisfies Huygens' Principle.
Introduction
This paper is devoted to the solution of Hadamard's problem for the general non-selfadjoint scalar wave equation in four dimensions which may be written in coordinate invariant form as where g' denotes the contravariant components of a pseudo-Riemmanian metric with signature (+, -, -, -) on the space-time manifold V4 and Va denotes the covariant derivative with respect to the Levi-Civita connection. We assume that g , A0 and C are C'-functions and restrict our consideration to a geodesically convex domain.
Hadamard [14] defined Huygens' principle to hold for equation (1.1) if for every Cauchy initial value problem, and for each point x 0 E V4 , the solution of equation (1.1) depends only on the Cauchy data in an arbitrarily small neighbourhood of S n C(xo), where S denotes the Cauchy surface and C(xo) the past null conoid of x 0 . Such an equation is called a Huygens' equation.
Hadarnard's problem is that of determining, up to equivalence, all Huygens' equations. Two equations of form (1.1) are equivalent if one may be transformed into the other by any combination of the following trivial transformations which preserve the Huygens' nature of the equation: (c) Replacement of the dependent variable u by A(x)u where .\(x) is nowhere vanishing.
The solution to Hadamard's problem has been found for the case when V4 is locally conformally flat. In this case it has been shown [3, 15, 17] that every Huygens' equation is equivalent to the ordinary wave equation
Lilu := 9 1 Va VbU = 0 (1.2) on fiat space-time. A detailed review of this work can be found in Professor Gunther's treatise "Huygens' Principle and Hyperbolic Equations" [13] . The problem has also been solved for (1.1) for space-times of Petrov type N [6, 12, 22, 311 and for the selfadjoint equation (1.1) (A° 0) for Petrov type D [7, 23, 331. Results have also been obtained in this case for Petrov types III [8] and II [4] , although for type III it was necessary to place a mild restriction on the Weyl tensor in order to solve the problem (see Theorem 2 below), while for type II only a partial result is available. McLenaghan and Walton [22, 31] show that any non-self-adjoint equation ( where Cabcd is the Weyl tensor defined below. For such a space-time Carminati and McLenaghan have proven the following two theorems [6] .
Theorem 1 (see (6) Theorem 2 (see [6] ). If any one of the following three conditions In Theorem 2, WABCD is the Weyl spinor, which we will introduce explicitly in the next section. We note that Carminati and McLenaghan also prove this result for the Weyl equation and Maxwell's equations [6] . It should also be mentioned that the restrictions (1.5) of Theorem 2 in the case of these equations has been recently removed by McLenaghan and Sasse [24] .
The proofs of the Theorems 1 and 2 and the other results for scalar wave equations of the form (1.1) are based on the following necessary conditions for (1.1) to be a Huygens' equation: The history of these conditions is as follows: Conditions (I) -(IV) were proved by Gunther [11] . Condition (V) was derived by Wünsch [32] for the self-adjoint case and McLenaghan [19] for the non-self-adjoint case. Condition (VI) is due to Anderson and McLenaghan [2] . The solution of Hadamard's problem for Petrov type N also required the use of a seventh necessary condition (VII) which has been derived by Rinke and Wünsch [30] . In the present paper these results are extended to the case of equation ( The plan of this paper is as follows:
Section 2 consists of a description of the formalisms used. Section 3 prepares for the proof of Theorems 3 and 4 by applying the formalisms of Section 2 to the necessary conditions. Sections 4 and 5 contain the proofs of Theorems 3 and 4, respectively. Finally, Section 6 contains our concluding remarks.
Formalism
We employ the two-component spinor formalism of Penrose [26, Let us look now at how all the spinorial quantities introduced above are denoted in the Newman-Penrose formalism. We begin with the Newman-Penrose spin connection which one denotes according to [7] VBB
where
Along with the spill connection, the spinor covariant derivative also contains four first-order differential operators, denoted in Newman-Penrose notation by (2.6) where S is an arbitrary scalar field. The curvature spinors and Maxwell spinor are also decomposed according to the spinor dyad in the Newman.. Penrose formalism. They take the form where the convenient notation LA,. AN = LA, . . . 1 A has been introduced and "cc." denotes the complex conjugate of the proceeding terms. The Newman-Penrose field equations are the equations relating the curvature components to the spin coefficients. Throughout this paper we will refer to the Newman-Penrose equations according to their enumeration in [25] and the Bianchi identities according to the order in which they occur at the end of Pirani [29: Chapter 41.
There are two types of transformations corresponding to the trivial transformations of Section 1 that will be employed in the proof of Theorems 3 and 5. The first is the dyad transformation ol=c_o (2.10) = e -2 (t + qo) J where w is also complex. The second is the conformal transformation. There is considerable freedom in choosing conformal weights for spinorial quantities. We will follow Penrose [27] and choose (2.11) -We must also assign conformal weights to the spin basis. Following McLenaghan and Walton [22] we will choose = e 2 OA and 1A = eiCA I (2.12) where r is a real parameter. These two transformations lead to transformations of the Newman-Penrose spin coefficients, curvature quantities, and differential operators. The transformations of some of these quantities are listed in [8] and [22] . In adition to the transformations listed in [8] and [22] we require the following transformations of the components of the Maxwell spinor induced by (2.12):
(2.13)
In Section 3,, we will outline the conversion of the necessary conditions (I) -(VI) into Newman-Penrose form in in preparation for the proof of Theorems 3 and 5. This will give us, when combined with the Newman-Penrose field equations and the Neman-Penrose form of the Bianchi identities, a large set of algebraic equations in the Newman-Penrose quantities. In Sections 4 and 5, we will prove Theorems 3 and 4 by showing that this set of algebraic equations is incompatible unless Theorems 3 and 4 hold.
Necessary conditions: Newman-Penrose form
As outlined at the end of Section 2, the goal here will be to prove Theorems 3 and 4 by showing that the Newman-Penrose field equations, Maxwell's equations, the Bianchi identities and the six necessary conditions are incompatible for a Petrov type III spacetime unless Theorems 3 and 4 hold. In order to do this, we will need to express the Petrov type III condition (1.4) and the six necessary conditions (I) -(VI) in NewmanPenrose form. As an intermediate step, we will express them in spinorial form. The method is straightforward and we will present only examples here.
We begin with the Petrov Type III condition. It is well known [29] that (1.4) implies
We can easily convert this to Newman-Penrose form by choosing our spin basis so that cA is proportional to 0A and öjj to tD. We may further use a dyad transformation to set I' 3 = -1, sø that
This form of the Weyl spinor will be used to simplify the expansion of the necessary conditions (I) -(VI).
We now proceed with the conversion of the necessary conditions. We will use the sixth necessary condition (VI) as an example of how the expansion is carried out. It is convenient to convert condition (VI) to spinorial form term by term (note that the TS operation is distributive over addition). Let us begin with the term 6SabkH !C c;de. Then, according to (2.2) and (2.2) 4 we have
TS(SabkHkcde) .'. S[(FRABC;KA,H.0 + K' A'B'C';AK'fBC)
where we introduce the notation
CB°B.
Recalling that Vf AB = 0 and noting that the symmetric part of CAB vanishes since CAB is skew-symmetric, we have
where the S operator on a spiror takes the symmetric part. The remaining terms in condition (VI) are converted to spinorial form in a similar manner, whence we obtain 
We remark that [23: equation (2.7)] has been used to obtain a stronger form of condition (iii)s.
We now have obtained the necessary conditions in a form suitable for conversion to the Newman-Penrose formalism. To perform this conversion, two methods were employed. The first, which was used for the expansion of the conditions (I) -(IV), is the NPspinor package for the MAPLE symbolic algebra system. For cases where larger expressions are involved, the NPspinor package may not be suitable for conversion from spinor to Newman-Penrose form. In the case of the necessary conditions (V) and (VI), we modified MAPLE code written specifically for the conversion of these conditions to Newman-Penrose form by G. C. Williams. A listing of the MAPLE code for the modified Williams routines can be found in [1] .
Because the tensorial form of the necessary conditions always involves the trace free symmetric part of a tensorial expression, the spinorial form of all the necessary conditions will involve spinors of the form S (A,A,,)(A' A) Thus, when we label the dyad components of such equations, it is sufficient to specify the number of unprimed indices with the value one and the number of primed indices with the value one. For instance, we can identify the dyad component S (ljl o o)(1'I'o' a') as the (3,2) component of the spinor S, and likewise for the conditions themselves. Thus, the component of condition (IV) with three 1 and two 1' indices would be denoted by (IV)/(3,2) . This component labeling scheme is the one used throughout the rest of this paper.
Proof of Theorem 3
As in Section 3 we choose our dyad so that ' T ABCD = 40(ABCLD). This form of WABCD is invariant under conformal transformations if we choose the conformal parameter r = 1 from the transformation, which we shall. Since we wish to deal only with the non-selfadjoint wave equation, we shall restrict our considerations to the case
We start by proving the following lemma. Solving the first four equations of (4.38) for the four unknowns pu, -ya, aX and 1) 21 we get 53 PV = -
Lemma 1.
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Substituting the above values into (4.38) 5 we get immediately a = 0. However, this clearly contradicts (4.39)2, and thus we conclude that assumption (iv) fails in the case = 2. Exactly the same steps lead to a contradiction for the case 0 2 = -2. Therefore, assumption (iv) is false, and we conclude that In order to establish Theorem 3 we need the following second lemma from [8] . Gröbner bases corresponding to a set of polynomials. The system corresponding to the set is first subdivided by factorization. Then a variant of Buchberger's algorithm which factors all intermediate results is applied to each subsystem. The result is a list of reduced subsystems whose roots are those of the original system, but whose variables have been successively eliminated and separated as far as possible. In the present case we obtain the two systems given by By inspection the system (5.14) clearly has no solution. On the other hand, equation (5.15) has two real solutions x = ±xo. However, upon substituting x 2 = x 0 2 into equation (5.15)2 we find that y must be imaginary. Thus, the only real solutions of the system (5.13) are x = y = 0. We have therefore shown that the only solutions in the specified gauge with a = /9 = = 0 are those for which Hab 0. We conclude that equation (1.1) is equivalent to the equation (1.7). We complete the proof of the theorem by noting that the conditions of Theorem 2 are now satisfied since the equations (5.2) imply the equations (1.6) in the conformal gauge we are using. I
Conclusion.
We have demonstrated in this paper that Theorems 1 and 2 of [8] for the self-adjoint scalar wave equation (1.1) (with A. 0) have counterparts, Theorems 3 and 4, for the case of the non-self-adjoint scalar wave equation. In particular, Theorems 3 and 4 now supercede Theorems 1 and 2. This extends the original work by two of us in [22] to extend the program begun by Carminati and McLenaghan [5, 6] to the case of non-selfadjoint wave equations.
