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ABSTRACT
Using a simulated nylon-6,6 batch process, this work presents three batch control
schemes, 1) within batch, 2) batch-to-batch, and 3) integrated batch-to-batch and within
batch, as improvements over fixed-recipe operation alone for disturbance rejection. The
control schemes were developed using process understanding gained through analysis of
a historical database of easily measured batch profiles. Various concerns regarding
development and implementation of each strategy were discussed. The strengths and
weaknesses of each controller's performance were discussed as well.
The analysis method used focused on separating batch measurement variability
into time-axis and magnitude-axis components. Partitioning the data in this way
generated time and magnitude “scale parameters” that described the normal variability in
the process. These scale parameters provided improved process understanding and
formed the basis for the improved control schemes developed in this work.
The within batch controller was a feedforward strategy that made mid-course
recipe adjustments based on predicted deviation from target quality. The batch-to-batch
controller utilized quality measurements to provide feedback adjustments to subsequent
batches. The integrated control scheme utilized the predictive feedforward performance
of the within batch controller tempered by the off-line feedback of the batch-to-batch
controller in a cascade arrangement.
The three control schemes were compared to fixed-recipe operation. All three
provided significant improvement in quality control. The within batch controller resulted
in a 91% reduction in mean squared target error (MSE) over fixed recipe operation. The
batch-to-batch controller provided an 87% reduction in MSE. The integrated control
scheme was found to be the most effective providing a 99% reduction in MSE over fixedrecipe operation.
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1. Introduction
Batch processes are increasingly becoming important to industry. Their flexible
nature makes them ideal for specialty chemical production. They are also used in the
pharmaceutical industries and may be found in many others. Unfortunately, batch
process control technology is only recently seeing growth. The adoption of standards
such as ISA’s S88.01 has allowed improved communication between control system
developers and end users opening up the door to the development of batch-oriented
control technologies. As more of these batch control systems become available, the
future should see a decrease in the amount of continuous-oriented process control
systems applied to batch systems. In the meantime, research in batch process control is
laying the foundation for the development of those batch-oriented control systems.
Batch processes present interesting control problems not encountered in
continuous processes. Instead of steady state conditions found in continuous processes,
batch operations offer transient behavior. Many of the traditional continuous process
control techniques either do not apply or must be adapted to apply to batch processes.
One continuous process control method being applied to batch processes is
Statistical Process Control (SPC). Traditional SPC is applied to off-line final product
quality measurements. The final product quality must be monitored off-line with
statistically "abnormal" operation resulting in control adjustments of the subsequent
batches. This method often relies on the "intuition" of the process operators who must
systematically search for the disturbance cause to make appropriate adjustments.
When online batch measurements are available, SPC may be applied with some
adaptation. Recent batch control techniques involve profile tracking, where a controller
adjusts process parameters in order to maintain certain 'nominal' measurement profiles.
Statistical limits may be applied to the measurement profiles indicating whether the
measured process variable is “abnormally” high or not.
At first glance, profile tracking may seem to be the answer for batch control.
Unfortunately, "practical evidence suggests … that due to often significant changes in
feedstock and process parameters, maintaining consistent temperature and/or pressure
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trajectories alone does not render consistent quality" [1]. Changing feedstock or process
parameters would also interfere with SPC limits.
Another difficulty associated with control of batch processes is that, when
available, most on-line measurements are often difficult to relate to final product quality.
Poor process understanding may lead to poor control systems. Recent research in the
batch control area has focused on the analysis of the available on-line measurements in an
effort to gain process understanding. Once better process understanding has been
achieved, often a simple control scheme may be developed resulting in significant
process improvement through quality control.

1.1 Objectives
Batch process control research has focused on developing analysis techniques to
improve process understanding then suggesting some sort of control scheme. Previous
work [2] demonstrated a simple and effective analysis technique that will be used here to
gain process understanding. Recent batch process control strategies may be categorized
into two classes; those that make adjustments within the present batch operation and
those that make adjustments to subsequent batches. Within batch control represents
feedforward adjustments made based on the history of the current batch. Batch-to-batch
control represents feedback adjustments based on the history of previous batches.
Currently, these two approaches have been implemented separately. This work will
demonstrate and assess the performance of an integrated batch-to-batch (feedback) and
within batch (feedforward) control approach.

1.2 Document Structure
This work is divided into 9 chapters. A thorough review of current literature
regarding batch processing, multivariate analysis methods, batch control techniques, and
nylon batch reaction simulation is presented in chapter 2. Chapter 3 describes the nylon6,6 simulated batch reaction characteristics that are pertinent to the control problem.
Following the process description, chapter 4 reviews the batch analysis technique
described by Kaistha [2]. The analysis method is applied to the simulated nylon-6,6
batch process in chapter 5. Chapters 6-8 present the development and implementation of
a within batch, a batch-to-batch, and an integrated batch control scheme respectively.
2

The strengths and weaknesses of the control strategies are discussed in the closing
sections of each chapter. Chapter 9 summarizes the results and suggests directions for
future research.
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2. Literature Review
This chapter will review current literature in relation to two main topics: Batch
Monitoring and Control and Batch Polymerization Reaction Simulation. Also covered is
literature addressing general background topics such as a Recent History of Batch
Processing and Detailed Explanation of Linear Multivariate Projection Techniques. The
topics treated in this literature review are considered necessary to add validity to the
polymer batch reaction simulation used and to demonstrate the uniqueness of the
proposed integration of batch-to-batch and within batch control techniques.
It should be noted that this work is a continuation of the work of Kaistha [2,3] and
Johnson [4]. Consequentially, many of the observations, discussions, and conclusions in
this literature review will be similar in nature and/or appearance to the reviews of Drs.
Kaistha and Johnson. However, the material found here represents the author's own
understanding and opinion of the works reviewed. In addition, a review of the works by
Kaistha and Johnson is included.

2.1 Recent History of Batch Processing
Batch processing in industry involves many difficulties and advantages not found
in continuous processing. Fisher [5] provides a detailed description of the batch
processing industry techniques and issues. Some of the benefits of batch processing listed
by Fisher include the flexibility to change product output and the economical production
of small amounts of product. For these reasons and others, batch operations are prevalent
in industries such as pharmaceuticals, specialty chemicals, and even biochemicals [5].
Historically, the field of batch process control has been clouded by uncertainty
stemming from a lack of standard industry terminology. Fisher outlines five typical
problems in the batch processing industry caused by the lack of standardization.
1. It is difficult for users to effectively communicate their
requirements to vendors because of the terminology
problems.
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2. Batch control systems are difficult to configure, and
switching from one vendor's software to another can be
a nightmare.
3. There is not a universal model for batch control
systems, which makes it hard to use the same recipes at
different plant sites or divisions within a corporation.
4. Operator interfaces are different from manufacturer to
manufacturer and sometimes from system to system
from the same manufacturer.
5. There is no standard documentation method for batch
control systems.
The resolution to these problems was supplied through the adoption of the ISA S88.01
standard [6] in the mid 1990's. Parshall and Lamb [7] provided a good introductory text
description of implementing the S88 concept on a variety of process industries.
The S88.01 standard was supplemented by the S88.02 and the S95.01 standards.
Where the S88.01 standard focused on the terminology of batch processing, the S88.02
standard focused on the forms of electronic information exchange [8]. The S95.01
standard focused on integrating batch and continuous processes into the larger corporate
system. Nowicki et al [8] provide a good description of both the S88.02 and S95.01
standards. Further information regarding these standards is available through the ISA
website www.isa.org.

2.2 Linear Multivariate Projection Techniques
This section will review the multivariate techniques used in this work, namely
principle component analysis, principle component regression, and partial least squares.
Each technique will be briefly presented with references to further information. It is
assumed the reader has a general knowledge of basic linear algebra techniques. Strang
[9] gives a comprehensive treatment of linear algebra basics.
2.2.1 Principle Component Analysis
Principle component analysis (PCA) is described by Wold [10] as the
decomposition of a matrix as follows:
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A = TPT
Where:

(2.1)

A = an m x n matrix of row vectors
T = an m x n matrix of scores
PT = an n x n matrix of principle components

The columns of P are called principle components. The principle components represent
the orthogonal principle directions of variation in the matrix A. The first principle
component (PC) describes the direction of maximum variance in A. The second PC
describes the second highest direction of variance in A that is also orthogonal to the first
PC (PC1). There are n PCs with the last representing the direction with the least variance
in A.
The scores represent the scalar magnitudes of the rows of A projected onto the
columns of P. The scores matrix T may be calculated by multiplying the data matrix A
by the principle components P. Each principle component is a vector made up of n values
called loadings. The loadings describe the weighting given to each element of the row
vectors in A or the contribution each of those elements make to the score of the PC.
Because the PCs are orthogonal, the projected scores of A are also orthogonal.
The effect of PCA is to rotate the coordinate axes such that A is described by
uncorrelated variables. PCA decomposes the variance in A into orthogonal principle
directions that are consequently uncorrelated.
One primary benefits of PCA is that for a highly correlated data set, most of the
variance is captured by the first few PCs with their corresponding scores. This effect
may be used to reduce the number of variables in a highly correlated system by
compressing the information into a few principle components and scores. This is
accomplished by retaining r desired PCs in a new reduced PrT matrix. The resulting
reduced scores Tr describe the projection of the rows of A onto the reduced PCs. The
information in A left unexplained by the reduced PCs is placed in a matrix of residuals E.
Equation 2.2 demonstrates the expansion of equation 2.1:
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A = TrPrT + E
Where:

(2.2)

Tr = an m x r matrix of scores
PrT = an r x n matrix of retained PCs along rows
E = an m x n matrix of residuals not explained by TrPrT

The number of retained PCs is chosen so that the residuals contained in E represent noise
in the data.
The data matrix A should be standardized (mean-centered and scaled to unit
variance) before performing PCA. Wold [10] presents the NIPALS algorithm for finding
the PCs and scores. Strang [9] presents an alternative method for finding the PCs and
scores through singular value decomposition (SVD). Singular value decomposition of
the data matrix A may be represent as follows:
A = U S VT
Where:

(2.3)

A = m x n data matrix
U = m x m matrix of left singular vectors along columns
S = m x n diagonal matrix of singular values
VT = n x n matrix of eigen vectors along rows

The rows of VT are the principle components or PCs of PT. The scores may be calculated
in two ways:
or

T=US
T=AV

since V = P

(2.4)
(2.5)

The SVD algorithm contained in Matlab® is used to perform the PCA in this
work. Further information regarding PCA may be found in the works of Jackson [11-13].
Non-linear analysis using PCA is described in Dong et al [14].
2.2.2 Principle Component Regression
Principle component regression (PCR) combines PCA and standard multivariable
linear regression. Multivariable linear regression (MLR) is discussed extensively in
[9,15-17]. MLR is used to solve the fundamental problem of linear algebra:
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AX = B
Where:

(2.6)

A = a m x n input data matrix
X = a n x p matrix of regression coefficients
B = a m x p matrix of outputs

Basically the regression coefficients X are often found by taking the pseudo-inverse of A
as represented in equation 2.7.
X = (ATA)-1ATB
Where:

(2.7)

(ATA)-1AT = the pseudo inverse of A

The pseudo inverse of A minimizes the squared sum of errors of the prediction of B. The
columns in X contain the regression coefficients that are multiplied by the rows of A to
predict the columns of B. Once the weights in X are determined, they may be used with
any subsequent rows of A to predict a new row of B. If B is a column vector, then X is
also a column vector.
The prediction provided by MLR may be improved by the introduction of nonlinear, quadratic terms as described by Johnson [4]. If the relationship between the input
matrix A and the predicted matrix B is non-linear in nature, better predictions are
available through the use of quadratic terms in A. In this work, an augmented Aaug
matrix is created as represented in equation 2.8.
Aaug = [A A.2]
Where:

(2.8)

A.2 = squared elements of A matrix

MLR provides reliable predictions for well-conditioned data matrices. However
if A has highly correlated columns such as those encountered in this work, the ATA
inversion would result in unstable estimates of the regression coefficients with high
variance. For this reason, MLR may be coupled with a projection method such as PCA
or partial least squares (PLS) to address the ill-conditioned data matrix.
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PCR represents a preliminary transformation of A into the well-conditioned
reduced scores matrix Tr with subsequent MLR of Tr with some desired prediction matrix
B. PCR results in small regression coefficients with small variances that give reliable
predictions. However, PCR does not always represent the best choice for creating a
predictive regression model. This is primarily due to the fact that PCA is an
unsupervised method in that it only considers the variance in A. Some of the smaller
directions of variation that are often regarded as noise may in fact have significant
correlation to the predicted outcomes in B. Other situations may arise where the scores
of the second or third PC are more highly correlated with B. In these situations, PCR
does not represent the optimal regression model.
2.2.3 Partial Least Squares
Partial least squares (PLS) is a supervised projection method that transforms the
data in A and B to maximize the covariance between the two matrices. The
transformation process extracts latent factors (analogous to PCs) from A that are more
correlated to B. The decomposition takes the following form:
A = TrPrT + E
B = UrQrT + F

(2.9)
(2.10)

With an inner relationship consisting of a MLR between Tr and Ur:
TrW = Ur
Where:

(2.11)

A = the input data matrix
Tr = the retained scores matrix
Pr = the retained latent factors from A
E = the residuals of A unexplained by TrPrT
B = the output data matrix
Ur = the retained scores matrix
Qr = the retained latent factors from B
F = the residuals of B unexplained by UrQrT
W = the inner regression coefficients (weights)

The quadratic Aaug matrix may be used in PLS with results similar to those described for
PCR in subsection 2.2.2. An algorithm that may be used to generate the PLS
9

transformation as well as general background information is described in Hoskuldsson
[17]. The use of a non-linear inner relationship may also be useful. Qin et al [18]
describe utilizing a neural network as the PLS inner relation.

2.3 Batch Control
The purpose of this section is to briefly summarize the techniques found in the
literature regarding batch-to-batch and within batch control. The works of Kaistha [2,3]
and Johnson [4] will be of special interest. A brief review of the batch monitoring and
analysis method of Kaistha [2] is presented first in order to provide appropriate
references and introduce the general method outline. The method of Kaistha is explained
in further detail in chapter 4. Chapter 5 presents an application of this method to the
nylon-6,6 simulation used in this work. Following the brief analysis method review,
works presenting the various batch-to-batch and within batch control methods are
reviewed.
2.3.1 The Batch Monitoring and Analysis Method of Kaistha
This section will discuss the batch monitoring and analysis approach utilized in
this work. It does not purport to establish this method as unique since this was
accomplished by both [2] and [4]. Reviews of alternative batch monitoring and analysis
approaches may be found in those works.
The work of Kaistha [2] presents a generic framework for the characterization of
batch profiles that is used in this work. The technique characterizes the variation found
in the easily measured batch process variables such as pressures, temperatures, etc. The
variability is separated into two main classes, consistent and inconsistent. The consistent
variability is further separated into time axis and magnitude axis variation. This
variability is characterized by scale parameters derived using multivariate techniques.
The fundamental philosophy being that 'abnormal' operation would be made manifest by
abnormal values in the scale parameters. This technique is novel in that it addresses the
time variation found in a batch process. It is useful because its scale parameters are
easily associated with process events leading to improved process understanding.
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2.3.2 Batch-to-Batch Control by Kaistha
Kaistha et al [3] use their generic framework for batch profile characterization to
implement a batch-to-batch controller on a batch polymerization reactor. The scale
parameters are utilized to create a simple regression model to predict product quality.
This prediction, in turn, drives a simple linear feedback control law that adjusts the recipe
of the next batch. This form of control proved useful for rejecting sustained common
cause disturbances that were well described by the regression model. Kaistha did not
suggest methods for controller gain determination.
2.3.3 Batch-to-Batch Control in the Literature
Kozub et al [19] develop a feedback control scheme for a semi-batch polymer
reactor. The technique requires the availability of a detailed first-principles model.
Time-axis variation is not addressed. Lee et al [20] utilize an iterative learning model
dubbed batch model predictive control (BMPC) to control a fixed run length batch
process. The model learns magnitude variations in the normal process profiles. The
method does not allow for time variability in the batch operation. Chin et al [21] and
Chae et al [1] enhance the BMPC model by integrating product quality constraints.
Appropriately the technique is renamed quality batch model predictive control
(QBMPC). As with most optimization techniques, this model becomes considerably
more complicated to implement compared to its BMPC origin. Again, it does not address
time variations. Vander Wiel et al [22] submit an approach that applies batch-to-batch
control when signaled by statistical process monitors. This statistical method does not
address within batch variation. Also it assumes quality measurements are available
before the beginning of the following batch as is assumed in this work for the batch-tobatch controller development. Mezghani et al [23] adopt the BMPC strategy to control a
semi-batch reactor used for flue chemicals. Improvements in the BMPC algorithm
include a method of implementation that guarantees convergence and the use of an offline filter in the presence of high frequency disturbances. Time variation is not
addressed. Xu et al [24] introduce a novel iterative learning control strategy for batch
processes. The technique addresses time variation by utilizing a Smith time delay
predictor to model the process dynamics. The model parameters are updated with each
11

subsequent batch. This strategy does not lend itself to process understanding and
improvement through analysis of the historical batch measurement profiles.
2.3.4 Within Batch Control by Johnson
The work of Johnson [4] demonstrated the ability of the Kaistha [2]
characterization method to predict the quality outcome early in batch progression. This
allowed the implementation of a within batch controller that utilized a simple split-range
control law to make mid-course recipe adjustments. It is important to note that the
interpretation of the scale parameters generated through the Kaistha method facilitated
improved process understanding as to the nature of the disturbances. Consequently, the
process of choosing appropriate control handles was greatly simplified. This controller
proved useful for rejecting common cause disturbances that were well described by the
prediction model.
2.3.5 Within Batch Control in the Literature
Yabuki et al [25] relate an experience with controlling product quality in a semibatch industrial process. The approach is two fold. First, automate as much as possible
to introduce as little variation as possible in the process. The second part of the approach
addresses unmeasured process disturbances by using a mid-course corrective action based
on predictors that are developed from a first-principles model. Often first-principles
models are not available which is one reason for the empirical model based approach of
this work. Clarke-Pringle et al [26] utilize a non-linear adaptive controller based on a
heat transfer model to control a semi-batch polymerization reactor. This control
approach is not easily adapted to other applications. Futhermore, the strategy is applied
with an assumed level of process understanding with no suggestion of a method to gain
such understanding.
Yabuki et al [27] present a method to make mid-course control adjustments using
either theoretical or empirical models to predict final product quality in a semi-batch
polymerization reactor. These models utilize readily available on-line measurements as
well as off-line analysis sampled throughout the course of the batch. Off-line analysis is
not a preferable method for implementing within batch control because of reliability
issues (e.g. a sample is held up in the lab or operator forgets to take sample). The control
12

law for the predictive model is derived from a database of batches in which the effects of
control moves are known. Such databases are not common in industry.
Russell et al [28] develop an approach they call a "shrinking-horizon modelpredictive control based on empirical models." Rather than making multiple empirical
models for various points in batch progression, the "shrinking-horizon" approach makes
one model entailing the entire batch then utilizes a Kalman filter to provide the
statistically optimal estimations for the remaining model parameters. Thus, predictions
may be made at any point during batch progression and utilized as feedback to a model
predictive controller. The drawbacks to this approach are that it does not address time
axis variability and numerous control moves are required in order to develop the model.

2.4 Batch Polymerization Reaction Simulation
This section will indicate the sources from which the simulation used in this work
is derived. The Nylon-6,6 process is chosen for application of the techniques presented
in this work. Odian [29] and Jacobs et al [30] review the industrial production of nylon6,6. Steppan et al [31] provide a kinetic model of the nylon-6,6 process which is utilized
by Russell et al [32] who develop a computer simulation using first-principles. Johnson
[4] interviewed Dr. Russell in order to create a duplicate simulation in the Matlab®
computing environment. The simulation created by Dr. Johnson is used in this work.
The reader is referred to [4] for details regarding the initial development of the
simulation. Details pertinent to the Nylon-6,6 simulation will be discussed in the
following chapter.
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3. Nylon-6,6 Simulation
This section will discuss the nylon-6,6 simulation utilized to demonstrate the
techniques presented in this work. Details necessary for describing the control problem
are included here. The simulation is coded in the Matlab® computing environment. For
further details regarding the simulation or reaction, the reader is directed to the work of
Johnson [4].

3.1 Process Description
Nylon-6,6 is the common name for poly(hexamethylene adipamide) or
poly(iminohexamethyleneiminoadipoyl) [29]. The reversible, second order reaction is
simply written as:
A + C ↔ L + W
Where:

(3.1)

A = Amine group derived from hexamethylene diamine (HMD)
C = Carboxyl group derived from adipic acid (AA).
L = Polymer link.
W = Water molecule.

Additional side reactions modeling degradation of the polymer are given as:
C
→ SE + W
L
→ SE + A

Where:

(3.2)
(3.3)

SE = stabilized end groups.

The available measurements for the process are the reactor pressure, jacket
pressure, reactor temperature, and vent vapor flow rate. Off-line analysis provides other
important variables describing product quality. The primary off-line measurement of
interest in this work is the number average molecular weight (MW). The nominal MW
for a batch is 13,250 g/gmol. The nylon-6,6 batch reaction master recipe indicates five
phases within the reaction operation; Preheating, Boiling I, Boiling II, Depressurization,
and Curing. The reactor is operated using a fixed-hold recipe (i.e. the Curing phase is
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terminated after a fixed amount of time passes following the end of the previous phase).
The fixed-hold technique is typical for industry [30].
Typical profiles of the available measurements are shown in figure 3.1. The
phase boundaries are evident in the reactor pressure profile as shown in figure 3.2.

3.2 Simulated Disturbances
The common disturbances affect the jacket heat transfer and feed quality [32].
Consequently, the degradation of the jacket heat transfer coefficient and varying
concentrations of water in the feed are simulated in this work. Additionally,
conversations with persons having personal experience with nylon-6,6 production
indicate the clogging of the vent orifice meter as another common disturbance. A
resultant drift in the vapor vent flow rate signal is simulated as the third type of
disturbance.
The "form" assumed by the disturbances is chosen to approximate what is thought
to be "real world" behavior. The degradation of the heat transfer coefficient is modeled
as a linear decrease from 100% of optimal to 95% over the course of 100 batches. The
initial charge water content is given a random value between 0-5% of above the nominal
amount (350kg [4]) with feedstock changes occurring arbitrarily every ten batches (one
simulated tank car). The vent flowrate sensor drift is defined as a percentage of the
maximum actual value added over the entire profile. This percentage is modeled as a
linear increase from 0-5% of the maximum actual value over the course of 100 batches.
Since disturbances are rarely noise free (clean), a significant amount of normally
distributed random noise is added to each disturbance profile. The disturbance profiles
may be viewed in figure 3.3.

3.3 Simulated Historical Database
In order to gain process understanding and recommend improvements, a historical
database is needed for analysis. The database of 100 batches with random uncorrelated
disturbances is generated. The sensor drift disturbance is omitted for database generation
because it is a disturbance to the control system rather than to the physical process like
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Figure 3.2 Reactor Phases. Adapted from Fig. 4.2 Johnson[4].
Where:

I = Preheating phase
II = Boiling I, 1st Reactor Pressure Decrease
III = Boiling II, 2nd Reactor Pressure Setpoint
IV = Depressurization
V = Curing Phase
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the heat and water disturbances. Omitting the vapor bias from the historical database will
demonstrate how the within batch control strategy handles an “unseen” disturbance.
Figure 3.4 shows that the random heat and water disturbances cover the disturbance
space.
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Figure 3.4 Random Disturbances for Generation of Historical Database
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4. Batch Process Analysis Technique
In an effort to clarify the analysis described in [2,4,33], the method as applied in
[4] will be reviewed in this section. Following the review, various methods for scale
parameter analysis will be presented.
Kaistha [2,33] describes partitioning batch profile variability into two classes;
consistent and inconsistent. Consistent variability may be defined as the normal
recurring variation in the batch profiles. This variability may be further partitioned into
time and magnitude axis components to characterize the profile patterns and to
distinguish the noise. On the other hand, inconsistent variability in the batch profiles
arises from special causes.

4.1 Time Alignment
The beginning and end of a phase in a batch is defined by certain process events,
pump turns on, heater pressure reduced, etc. These events occur at varying time lengths
that may be recorded and used to characterize the time variation component of the
consistent variability. The specific event times are averaged to provide a reference time
for the event. This reference time equates to a certain number of data points at the
operating sample rate. This number of data points is called the reference length for that
event. The profiles are then adjusted to the reference length using linear interpolation.
Other alignment methods include dynamic time warping and shapes and features, both of
which are discussed by Kaistha in [2].
The change in length of the raw profile to the reference length is called the time
scale parameter. Each phase will have a time scale parameter that describes the deviation
of the phase duration from the chosen reference time. Thus after time alignment of
multiple batches, there will be a matrix of time scale parameters characterizing the time
axis variability in each batch. Figure 4.1 and 4.2 show the results of time alignment of
the historical database for the simulated nylon process. Table 4.1 gives a portion of the
time scale parameter matrix for the nylon process. Note that perfect pressure control is
assumed in the simulation resulting in only two meaningful time scale parameters. Time
scale parameter 1 (TS1) is calculated for phase I and TS2 is calculated for phase III.
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Table 4.1 Portion of Time Scale Parameter Matrix
Batch Number

TS1 (unitless)

TS2 (unitless)

1

0.9931

0.9722

2

0.9862

0.8056

3

1.0138

1.2778

4

1.0000

0.8056

5…

0.9931

1.0278

4.2 Characterizing Measurement Axis Variability
Once the profiles are time aligned, the portion of consistent variability along the
measurement axis is manifest. The method chosen to characterize this variation is
principle component analysis (PCA). In a given set of time-aligned profiles, certain
regions of measurement axis variability will exist, some small others large in magnitude.
Due to the fact that PCA extracts the orthogonal components of maximum variance,
Kaistha indicates, "it is therefore quite possible that the first few principle components
would miss subtle, but nevertheless consistent, [magnitude] variability which is not of
high variance"[2]. To overcome this problem, the profiles are divided into regions of
variability to be characterized individually.
The first step in characterizing the measurement axis variability, or magnitude
scaling, is to develop reference profiles. This is simply accomplished by taking the mean
value at each observation over all the profiles. Subtracting the reference profile from the
time-aligned profiles creates mean-centered deviation profiles.
The regions of variability are more evident in the deviation profile format. Often
defining these regions at this point is intuitive and may be done manually as performed
by Johnson[4]. However, Kaistha describes a simple "evolving factors analysis"
algorithm that is useful for defining these regions systematically [2]. The manually
selected regions of variability for the temperature and vapor deviation profiles are shown
in Figure 4.3.
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Each region of variability is now subjected to PCA in order to explain the primary
direction of variation. The first principle component (PC), dubbed factor, is used to
calculate a score, called a magnitude scale parameter (MS), for each batch. If the regions
of variation were selected appropriately, there should be only small residuals remaining
after keeping the first PC (factor) for each region. Figure 4.4 reveals small residuals and
shows the factor used for each region on the nylon temperature profile. Each profile
analyzed using this method will have as many magnitude scale parameters as regions.

4.3 Scale Parameter Analysis
Following magnitude scaling, the time and magnitude scale parameters are
collected into a scale parameter matrix with each batch along the rows. Table 4.2 shows
a well-labeled portion of the scale parameter matrix resulting from analysis of the nylon
process. Note that MS1- MS3 are derived from the temperature profile while MS4 –
MS6 are from the vapor profile. The scale parameters (time and magnitude) are useful in
gaining process understanding because each is derived from a specific phase or region in
the batch progression. This will be more evident in following chapters where process
knowledge is used in conjunction with analysis of the scale parameters to propose various
improvement options.
Analyzing the scale parameter matrix is the part of the method that allows the
most freedom. Essentially, the scale parameter matrix contains a concentrated
explanation of how each batch varies from a defined reference. Many of the scale
parameters will be collinear. Multiple methods exist for analyzing this type of data
matrix. The preferred method for utilizing the information held by the scale parameter
matrix will depend on the intended application. Various methods for handling the
analysis of the scale parameter matrix and their respective advantages will be discussed
in this section. Most analysis methods will require that the scale parameter matrix be
standardized, or each column be mean-centered and have unit-variance, before the
analysis is performed.
4.3.1 Principle Component Analysis
As discussed in section 2.2, performing a PCA on the scale parameter matrix will
uncover the primary directions of variation in the data. One of the main advantages to a
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Table 4.2 Portion of Scale Parameter Matrix
Batch
Number

TS1

TS2

(unitless) (unitless)

MS1

MS2

MS3

MS4

MS5

MS6

(K)

(K)

(K)

(g/h)

(g/h)

(g/h)

1

0.9931

0.9722

1.1036

2.5341

8.7121

0.2e6

0.5e5

-0.6e4

2

0.9862

0.8056

-1.4860

5.8275

59.153

1.5e6

8.6e5

-5.9e4

3

1.0138

1.2778

0.6993

-5.2809 -57.092 -1.4e6

-6.7e5

5.8e4

4

1.0000

0.8056

1.3015

4.2108

69.634

1.7e6

9.3e5

-7.6e4

5…

0.9931

1.0278

0.8938

0.1844

-6.1866

0.1e6

0.9e5

1.0e4
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PCA analysis is the ease with which a high/low score on a principle component may be
tied to the process through examining the loadings. Tracing the contributions of high/low
score to specific process events leads to increased understanding of the physical
phenomena affecting process behavior. The reader is referred to section 5.3 for a specific
example of how PCA of the scale parameters leads to better process understanding. Once
a better understanding of the process is obtained, various improvement strategies may be
proposed and assessed.
Another advantage to PCA analysis is improved regression results when a quality
prediction model is desired. Often including all the collinear scale parameters in a
regression model, as is the case with multiple linear regression, can lead to poor
generalization. When PCA is used in conjunction with multiple linear regression, it is
referred to as principle component regression or PCR. PCR offers several advantages
over standard linear regression. One is the fact that the scale parameter matrix is
transformed so that the columns are no longer collinear. Another advantage of PCR is
the ability to "drop rank" or leave out information that is not correlated with the predicted
variable by dropping the corresponding PC. The ability to leave out extraneous
information from a regression model leads to good generalization.
One other possible advantage to utilizing PCA involves the creation of simplified
SPC charts for the process. Kaistha suggests creating statistical process control (SPC)
charts for each of the scale parameters [33]. These charts are useful for monitoring the
process for abnormal behavior, indicated by scale parameter and residual sum squared
error values that are statistically higher/lower than values corresponding to normal
operation. One drawback to this technique is that the number of scale parameters may
become cumbersome as the number of measurement profiles increases. Each profile
would add several new scale parameters, one for each region of variation. In such a
situation, a PCA of the scale parameters would reduce the number of charts needed to
monitor the process behavior. The interpretation of the resulting loadings would be
handled in a manner as discussed above (see section 5.3 for example of interpreting PCA
loadings). It should be noted that the PCA should be performed on a modified scale
parameter matrix that includes the sum squared error values for the residuals left from
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magnitude scaling. The abnormal residual error values "indicate special causes not
accounted for by the scale parameters" [33] and should therefore be included in the
modified scale parameter matrix.
4.3.2 Multiple Linear Regression
When attempting to utilize the scale parameters to predict batch outcome,
multiple linear regression represents the simplest model available and the standard to
which other regression techniques should be compared. Section 2.2 discusses the
multiple linear regression method. One advantage of multiple linear regression is the
simplicity of the model. There are no loadings to be interpreted. Instead, the weight of
each scale parameter defines its contribution to the predicted outcome. If a higher than
target outcome is predicted, the contributions of each scale parameter may be calculated
and analyzed, pointing to the primary contributor(s). This increases process
understanding because each scale parameter is derived from a specific phase or region of
the batch. One disadvantage to using multiple linear regression for creation of a batch
outcome prediction model, is the fact that many of the scale parameters are collinear. As
previously mentioned, this can lead to less than optimal generalization results due to
overfitting of the data.
4.3.3 Partial Least Squares
Another multivariable regression technique to consider for creation of a batch
outcome prediction model is partial least squares (PLS). As discussed in section 2.2, PLS
is a supervised transformation technique that maximizes the covariance of the input data
with the desired output data. This difference often allows PLS to provide better
generalization while keeping fewer latent factors (analogous to principle components in
PCR). This occurs because sometimes the primary direction of variation in the input data
is not highly correlated with the desired output. In such a situation, scores on the first
latent factor (LF) from PLS would be more correlated with the predicted variable than
scores on the first PC from PCR. Another possible advantage to utilizing PLS is the
ability to predict multiple output variables that could lead to optimization of multiple
product quality variables. The interpretation of the loadings on a LF is somewhat
analogous to the interpretation of the loadings on a PC. The main difference lies in the
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fact that PLS rotates the input as well as the output data to achieve maximum covariance.
This may make understanding the physical relationship between scale parameters and
outcome a little more convoluted. Therefore, PLS requires more effort to gain process
understanding through analysis of the LF loadings when compared to PCA.
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5. Analyzing the Process in Fixed Recipe Operation
The nylon-6,6 historical database analysis presented here is a combination of paraphrased
observations and remarks made by Johnson for scale parameter interpretation with visual
results obtained through the author's own analysis. One reason for this was to confirm
the results obtained by Johnson through analysis of a historical database generated using
random water and heat disturbances different from those used by Johnson. Another
reason for combining the words of Johnson to these results is that the interpretations are
the same since the same process is studied. Special note will be made when paraphrasing
the words of Dr. Johnson.

5.1 Time Alignment
The historical database is submitted to time-alignment analysis as described in
section 4.1. Two meaningful time scale parameters result from this analysis, TS1 from
phase I and TS2 from phase III. This is because perfect pressure control is assumed
maintaining constant phase duration for phases II and IV, while the duration of phase V is
held constant by the fixed hold recipe operation. The time-aligned profiles were
presented previously in Figure 4.2.

5.2 Magnitude Variation Analysis
Only the reactor temperature and vapor flow rate measurements demonstrate
magnitude variation. Assumed perfect pressure control in the nylon-6,6 simulation
results in perfect setpoint tracking in both the reactor and jacket pressure profiles as may
be viewed in Figure 4.2. Manually defining the regions of variability, as described in
section 4.2 result in three regions for each mean-centered measurement profile. The
manually defined regions of variation for the deviation profiles may be reviewed in figure
4.3. Subjecting each region to PCA and keeping the first PC or factor generates a
corresponding score or magnitude scale parameter. MS1-MS3 are obtained from regions
1-3 of the temperature profile while MS4-MS6 come from regions 1-3 of the vapor rate
profile. Figure 4.4 illustrated the small residuals left after magnitude scaling. This
indicates the magnitude scale parameters do a good job of describing the variation in their
respective regions. Small residuals also indicate good choice of region boundaries.
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5.3 Scale Parameter Analysis
The magnitude and time scale parameters are collected for analysis. PCA allows
the principle directions of variation in the scale parameters to be discovered. The
resulting first three PCs explain 99.5% of the variation in the scale parameter matrix (see
Figure 5.1). It is noteworthy that this represents a reduction from eight scale parameters
to three scores needed to describe the process variation. The following interpretations of
the PC loadings are paraphrased summaries of explanations offered by Johnson. The
ability to apply Johnson's interpretations to these original analysis results indicates
reproducibility of the technique since the process being analyzed is the same save for the
different random disturbances that were present in generating the historical database.
Analyzing the loadings on the PCs can lead to greater process understanding as
discussed in subsection 4.3.1. Figure 5.2 illustrates the loadings for PC1. PC1 has large
positive loadings for TS1, TS2, and MS6 and large negative loadings for MS2, MS3,
MS4, and MS5. The somewhat large positive loading on TS1 represents a longer preheat
time in phase I. The large positive loading on TS2 is indicative of a longer than average
boiling time for phase III. A lower than average reaction temperature in regions 2 and 3
is described by the large negative loadings for MS2 and MS3. Equally large negative
loadings on MS4 and MS5 indicate lower than average vapor discharge rates for regions
1 and 2 in the vapor profile measurement. Finally, the large positive loading on MS6
indicates a higher than average vapor rate in region 3. The combination of lower
temperatures, lower vapor flowrates, and longer preheat and boiling times indicates a heat
transfer problem. The higher vapor rate indicated by MS6 is interpreted as a
consequence of the lower rates in preceding phases: There is material to be vaporized
left over from the previous phases. The main source of heat transfer in the system comes
from the jacket. Therefore, a disturbance in jacket heat transfer is tentatively assigned
culpability for the process variation described in PC1.
PC2 illustrates a different disturbance phenomenon. Figure 5.3 illustrates the
loadings on PC2. There is a large positive loading for TS1 and a large negative loading
for MS1 and MS2 in PC2. The high positive loading on TS1 indicates a longer than
average preheat time in phase I. The large negative loadings on MS1 and MS2 indicate
30

105

Cumulative Percent Variance Explained

100

95

90

85

80

75

70

1

2

3

4
5
6
Principle Component Number

7

Figure 5.1 Cumulative Percent of Variance Explained
0.5
0.4
0.3

Loadings (unitless)

0.2
0.1
0
-0.1
-0.2
-0.3
-0.4
-0.5

TS1

TS2

MS1

MS2
MS3
MS4
Scale Parameter

MS5

MS6

Figure 5.2 Loadings on Principle Component 1

31

8

0.6

0.4

Loadings (unitless)

0.2

0

-0.2

-0.4

-0.6

-0.8

TS1

TS2

MS1

MS2
MS3
MS4
Scale Parameter

MS5

MS6

Figure 5.3 Loadings on Principle Component 2
lower than average temperatures for regions 1 and 2 in the temperature profile. Excess
water in the feedstock would slow the reaction by shifting it to the left until the water was
vaporized. Excess water would also require longer preheat and boiling phases. The
small positive loadings on MS4 and MS5 represent a slightly higher than average amount
of material being vaporized. This corroborates the excess water disturbance hypothesis.
The loadings for PC3 are presented in Figure 5.4. The large positive loadings on TS1 and
MS1 are indicative of longer preheat time and higher temperature respectively. Johnson
observes, “initially, these loadings do not conclusively point to a particular disturbance”
[4].
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6. Within Batch Control
This section describes the within batch controller as developed by Johnson [4] and
discusses its performance. The material in the following section will be a review of the
steps taken by Johnson in his development of the within batch controller for the simulated
nylon-6,6 process. For further information the reader is directed to [4]

6.1 Johnson's Quality Prediction Model
Johnson's development of a within batch control scheme began by implementing
the analysis method discussed in chapter 4 to gain an understanding of process behavior.
The time and magnitude alignment procedures resulted in two meaningful time scale
parameters and six magnitude scale parameters. Performing a PCA on the scale
parameter matrix and interpreting the loadings on the first three PCs indicated that the
primary causes of variation in the batch were related to heat transfer coefficient
degradation and excess water content in feedstock.
Having diagnosed the primary disturbances in the nylon batch process, Johnson
sought to predict the number average molecular weight (MW) accurately and early
enough to take appropriate corrective action. In the nylon-6,6 batch process, the
prediction must come before the beginning of phase IV due to issues surrounding
increasing polymer viscosity late in the batch. Johnson developed PCR models for
phases I-III utilizing quadratic terms [SP SP2] as discussed in section 2.2. Table 6.1
shows the prediction results for Johnson’s various PCR models using the scale
parameters available at each phase. Predictions earlier than phase III resulted in too
much spread. For this reason and given the satisfactory prediction results, the prediction
model at the close of phase III was adopted. Figure 6.1 illustrates the good generalization
results offered by the quadratic PCR model at the end of phase III.

6.2 MW-based Mid-course Recipe Adjustment
Once an online MW prediction was available, the process understanding gained
from previous analysis was enlisted to point to appropriate corrective actions. If the heat
transfer was low, there was an excess of HMD left in solution to polymerize leading to a
higher MW. An appropriate correction for this situation would be to further reduce the
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Table 6.1 Summary of Prediction Errors at the end of each Phase using PCR. Adapted
from Table 6.2 of Johnson[4].
Batch Phase
Linear Terms
Only
I
II
III
IV
V
Linear and
Quadratic Terms
I
II
III
IV
V

Available SPs

Retained PCs

Training RMSE

Test RMSE

2
2
5
6
8

2
2
5
6
8

0.9370
0.9370
0.0670
0.0659
0.0515

0.9120
0.9120
0.0877
0.0842
0.0626

2
2
5
6
8

3
3
9
12
16

0.9363
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jacket pressure, slowing the reaction rate and bringing the MW back to target. An excess
amount of water in the feedstock led to less HMD in solution to polymerize which in turn
resulted in a lower MW. The obvious correction was to replace the vaporized HMD
raising the MW back to target. Review of historical database analysis confirmed that
batches with higher MW exhibited signs that the primary disturbance was heat related,
while batches with lower MW exhibited signs of a water disturbance.
A simple split-range control scheme was developed with the MW deviation from
target utilized for the error signal to the controller. Johnson mathematically represents
the controller algorithm as follows:
∆HMD = KHMD * ∆MWest, MW < target
∆PjSP = KPj * ∆MWest , MW >= target
Where:

(6.1)
(6.2)

∆HMD = Amount of HMD to add
∆PjSP = Amount to change jacket pressure setpoint
KHMD = HMD gain
KPj = Pj gain
∆MWest = (MWpredicted – MWtarget)
It is clear from the above algorithm that two gains are needed to tune the above

controller. Basically, Johnson submits that these gains may be determined by utilizing
the prediction model to find one batch that will end high and another low. Then make a
step correction using a conservative best engineering estimate for the corresponding
gains. The final gains used in this work for Johnson's controller were:
KHMD = -4.72 (gHMD / (g/gmol))
KPj = -0.68 (mmHg gauge / (g/gmol))

6.3 Within Batch Control Results
Johnson tested the within batch controller on a set of 100 batches with random
water and heat disturbances. However, this work presents those disturbances in a manner
deemed to mimic "real world" behavior. In section 3.2, the addition of a vent vapor
flowrate bias disturbance was also discussed. The results presented here represent the
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performance of Johnson's within batch controller on the disturbances presented in section
3.2. Figure 6.2 compares fixed recipe batch operation and operation under Johnson's
linear split-range within batch controller with only heat transfer and water disturbances
present. Figure 6.3 presents the same comparison with the added vapor bias disturbance
present.
Figure 6.2 provides evidence that the within batch controller offers significant
improvement in quality control by maintaining the mean sum of squared error (MSE) of
the MW to only 43 while fixed recipe operation alone resulted in a MSE value of 4083.
This represents a 99% reduction in MSE. The within batch controller is very effective at
rejecting the disturbances it can appropriately diagnose.
The presence of a sustained disturbance that was not present in the training data
for within batch prediction model results in that disturbance being reflected in the MW
trend in Figure 6.3. The within batch controller simply has not "seen" this disturbance
before. It tries to classify it according to what it has seen resulting in an inaccurate
prediction that causes an over/under corrective action. This is evidenced by the
significantly larger MSE value of 354. Still, the within batch controller was able to
provide a 91% improvement in MSE over fixed recipe operation alone. The
"feedforward" nature of the within batch controller is evidenced by its inability to adjust
to the presence of a "new" disturbance.

6.4 Discussion
In Figure 6.2, batches 60-90 appear to be operating in a region where the within
batch controller may not be appropriately tuned. That is not to say that the controller was
not well tuned, but perhaps in this region, the non-linear process dynamics are not well
managed by the linear techniques used in the within batch controller. Reference to the
disturbances in Figure 3.3 reveals that these batches have in common a significantly
lowered heat transfer coefficient. These batches represent room for process improvement
because they exhibit less than optimal control in the presence of common cause
disturbances. Making a permanent gain adjustment to correct for the error in this region
would result in poor control in others. One answer is to integrate batch-to-batch control
to appropriately modify the within batch controller action.
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Figure 6.3 indicates room for process improvement. The within batch controller
is exhibiting sustained poor control behavior in the presence of a common cause
disturbance. Again, one solution is to integrate batch-to-batch control to appropriately
modify the within batch controller action. The "feedback" nature of batch-to-batch
control would allow it to provide the appropriate "tuning" for the within batch controller
as necessary.
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7. Batch-to-Batch Control
This chapter presents the development of a stand alone batch-to-batch control
scheme for the simulated nylon-6,6 process. The batch-to-batch development path is
similar to that of developing the within batch control scheme as described in chapter 6.
This chapter includes a brief review of the process understanding gained through
analyzing the historical database of batch profiles, a proposal for process improvement
via a batch-to-batch control scheme, discussion of solving technical issues such as
controller tuning, and an analysis of the batch-to-batch controller performance.

7.1 Process Understanding
The fixed-recipe historical database was analyzed in chapter 5. A brief review of
the interpretation of the scale parameters follows. The historical database analysis
resulted in two meaningful time scale parameters and six magnitude scale parameters.
The scale parameters were subjected to PCA to uncover the primary directions of
variation present. Interpretation of the loadings on the resulting PCs (section 5.3)
indicated the primary sources of disturbance as being heat transfer coefficient
degradation and excess water content in the feedstock. The PCR model developed by
Johnson and described in section 6.1 added insight that a heat disturbance led to higher
MW due to an excess of HMD in solution while a water disturbance led to lower MW
due to a HMD deficiency. The common denominator in both disturbance cases is the
excess or lack of HMD in solution. This understanding aids in development of an
appropriate control scheme.

7.2 Proposed Batch-to-Batch Control Configuration
In this section, a batch-to-batch control scheme is presented based on process
understanding gained through analysis of the process historical database. One critical
difference between within batch and batch-to-batch configurations is the presence of
actual quality measurements as feedback. The proposed feedback measurement for the
nylon-6,6 process is the number average molecular weight (MW). This MW is not a
value predicted by some model but an actual measurement made on a post batch basis.
Use of this feedback information will aid the batch-to-batch controller in rejecting both
40

sustained common cause disturbances present in the historical database and sustained
common cause disturbances that may arise in future operation (e.g. vapor flowrate
measurement drift).
The control handle for the batch-to-batch scheme needs to be chosen based upon
sound understanding of the physics of the process and an understanding of the sources of
variation. Previous discussion pointed to the lack/excess of HMD as a common link
between the two main sources of process variation. The HMD is a strong control handle
because it is one of the reactants necessary to produce the desired product. Therefore, the
initial amount of HMD added to the reactor is chosen for the batch-to-batch control
handle.
Due to the feedback nature of batch-to-batch control, the control law suggested by
Kaistha [33] contained an "integral" component. The control algorithm proposed for the
nylon-6,6 process is similar in mathematical form to the algorithm implemented by
Kaistha. The proposed batch-to-batch control law is mathematically represented as
follows:
∆HMDi = KHMD * ∆MWi-1 + KI * ∆HMDi-1
Where:

(7.1)

∆HMDi = Amount of HMD to add to batch i starting recipe
KHMD = HMD Gain
KI = "Integral" Multiplier
∆MWi-1 = (MWi-1 – MWtarget)

7.3 Gain Determination
The values for KHMD and KI in an industrial setting may be determined through
common industry practices such as making a small step change in the manipulated
variable to measure it's effect on the outcome. For the control law presented here, there
are two tuning parameters available, KHMD and KI. Standard PID controller tuning rules
for PI operation may be applied to determine appropriate values for these parameters. In
this work, the presence of the simulation allowed multiple “trial and error” tuning runs.
The values chosen for these parameters were as follows:
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KHMD = -2.5 (gHMD / (g/gmol))
KI = 1 (unitless)
The value for KHMD was chosen based on trial and error tuning. The value for KI was
chosen based on a standard PI tuning “rule of thumb” that states KI should roughly equal
the process dead time. In the nylon simulation, the dead time for the batch-to-batch
controller is one batch, hence the chosen value for KI.

7.4 Feedback Recipe Adjustments
The batch-to-batch control scheme was tested over two runs containing 100
batches. The disturbances used are presented in section 3.2. The first run included only
heat transfer and water disturbances. Figure 7.1 compares the performance of the batchto-batch controller with fixed recipe operation from the first run. The second run of 100
batches included all three disturbances (heat, water, and vapor). Figure 7.2 presents a
comparison of batch-to-batch with fixed recipe operation for the second run.
Figure 7.1 provides evidence that the batch-to-batch controller offers noticeable
improvement in quality control by maintaining the mean sum of squared error (MSE) of
the MW to only 505 while fixed recipe operation alone resulted in a MSE value of 4083.
This represents an 87% reduction in MSE. The batch-to-batch controller is somewhat
effective at rejecting process disturbances on a feedback basis.
The batch-to-batch controller performance is not affected by the vapor flowrate
measurement bias as is evident in Figure 7.2. The MSE values for batch-to-batch and
fixed recipe operation are essentially the same for the first and second runs. This is due
to the feedback control scheme that only takes into account the actual MW value.

7.5 Discussion
Figures 7.1 and 7.2 demonstrate improvement over simple fixed recipe operation
alone. Both figures show similar results for the batch-to-batch controller in the presence
of different combinations of disturbances (heat transfer, water content, and with or
without vapor bias). This may be attributed to the batch-to-batch controllers lack of
reliance on predicted control variable values. The batch-to-batch controller considers
only the actual MW value without regard to the batch measurement profiles while the
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feedforward natured within batch controller indirectly considers the measurement profiles
of the batches through its predicted MW value (MWest see chapter 6). The batch-to-batch
controller is sensitive to significant changes in the disturbances as evidenced by the small
spikes at batches 11, 21, 81, etc. These changes occur at each simulated change in
feedstock (see Figure 3.3). It takes at least one batch for the batch-to-batch controller to
recover from a significant change in the disturbances. Should these significant
disturbance changes (simulated feedstock changes in this work) occur too frequently,
then batch-to-batch control would not be an effective control strategy.
Comparing the results from the batch-to-batch controller with the within batch
controller reveals the strengths and weaknesses of both strategies when implemented
individually. The batch-to-batch MSE of 505 for heat and water disturbance only is
significantly higher than the corresponding MSE of 43 obtained by the within batch
controller. This demonstrates the advantage of feedforward control over feedback control
when the feedforward model is good.
However, in the presence of a disturbance that is not well modeled, the feedback
control performance may become better than or comparable to the feedforward control
performance depending on how poor the model becomes. This is evidenced by the batchto-batch control MSE value of 505 in the presence of the vapor bias compared to the
within batch control MSE value of 354 under the same conditions. The within batch
controller only has a 30% margin of improved performance over the batch-to-batch
controller in the presence of the vapor bias. It is likely that had the bias become larger,
the within batch controller results would have been even worse. Furthermore, the
contribution to the MSE for the within batch controller in this case resulted from the
sustained above target MW values indicating poor control.
These observations lend themselves well to the argument in favor of integrating
batch-to-batch control and within batch control schemes. The within batch controller
could reject the disturbances that were well modeled while the batch-to-batch controller
could somehow compensate for the effects of any “unknown” disturbances that might
arise.
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8. Integrated Batch-to-Batch and Within Batch Control
The development of an integrated batch-to-batch and within batch control scheme
is presented in this chapter. The integrated controller will take on the standard
configuration with the feedforward controller rejecting "most" of the disturbances and the
feedback controller addressing the remaining quality offset. The path to develop the
integrated control system is the same as for each of the individual components. The
process must be analyzed to gain better understanding, details regarding the control
system including handles and gains must be decided, and the resulting performance
should be reviewed. The primary difference here being that the historical database
analyzed is generated with the process under within batch control since the goal is to
integrate the batch-to-batch controller to act on the process under within batch control.
Analyzing the process under within batch control is useful for identifying changes in the
process variation.

8.1 Analyzing Process Under Within Batch Control
In order to gain a better understanding of the underlying physics of the nylon-6,6
batch process, the method described by Kaistha and Johnson is implemented on a
historical database of 100 batches with random water and heat disturbances under within
batch control described in chapter 5. Figure 3.4 showed good distribution over the
disturbance space. The within batch historical database batches are subjected to time
alignment via linear interpolation as described in section 4.1. Because only phases I and
III vary in length (this is due to assumptions of perfect pressure control and a fixed-hold
recipe), there are only two meaningful timescales for the process, TS1 for phase I and
TS2 for phase III. The resulting time-aligned batch profiles are shown in Figure 8.1.
Following time alignment, the batch measurement profiles are analyzed for
magnitude scale variability. Since perfect pressure control is assumed in the nylon-6,6
simulation, only the reactor temperature and vent vapor flowrate measurements exhibit
magnitude scale variation. Therefore, only those two profiles will provide meaningful
magnitude scale parameters. The mean-centered reactor temperature and vent vapor
flowrate profiles are manually divided into regions of variability as described in section
4.2. This results in 3 regions for each measurement. Each region is subjected to PCA to
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produce a magnitude scale parameter. The first PC or factor from each PCA is used to
generate a score or magnitude scale parameter for each batch. As can be viewed in
Figure 8.2, the residuals are small after magnitude scaling with only one factor per
region. This indicates that the magnitude scale parameters provide a mostly complete
description of the magnitude variation from their respective regions. The magnitude
scale analysis yields six magnitude scale parameters, MS1-MS3 from regions 1-3 of the
reactor temperature profile and MS4-MS6 from regions 1-3 of the vent vapor flowrate
profile.
The magnitude and time scale parameters are collected into the scale parameter
matrix. This matrix is then subjected to PCA as discussed in subsection 4.3.1 to find the
principle directions of variation in the scale parameters. The first three PCs describe
99.3% of the information in the scale parameters (see Figure 8.3). Analyzing the
loadings from the first three PCs will provide insight into what is happening in the
process. In analyzing these loadings it is noteworthy that the loadings for MS3, MS5,
and MS6 are all affected by the within batch controller action, though these effects are
not large in magnitude. It is also important to review the rationale behind the within
batch control scheme. The following quote is from section 5.3:
If the heat transfer was low, there was an excess of HMD left in solution to
polymerize leading to a higher MW. An appropriate correction for this
situation would be to further reduce the jacket pressure, slowing the reaction
rate and bringing the MW back to target. An excess amount of water in the
feedstock led to less HMD in solution to polymerize which in turn resulted
in a lower MW. The obvious correction was to replace the vaporized HMD
raising the MW back to target.

The loadings on PC1 are illustrated in figure 8.4. PC1 is described by large
positive loadings for TS2 and MS6 and large negative loadings for MS2, MS3, MS4, and
MS5. The slightly large positive loading on TS1 represents a longer preheat time in
phase I. The large positive loading on TS2 is indicative of a longer than average boiling
time for phase III. A lower than average reaction temperature in regions 2 and 3 is
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MS5

MS6

described by the large negative loadings for MS2 and MS3. Note that the loading for
MS3 is slightly larger than for MS2. This is due to the within batch controller’s
reduction of jacket pressure to correct for the overabundance of HMD caused by the low
heat transfer. Equally large negative loadings on MS4 and MS5 indicate lower than
average vapor discharge rates for regions 1 and 2 in the vapor profile measurement. Note
that the loading for MS5 is slightly less than that for MS4. Again, this is evidence of the
within batch controller action. The lowered jacket pressure reduces the vaporization rate.
Finally, the large positive loading on MS6 indicates a higher than average vapor rate in
region 3. Physically, the loadings on PC1 indicate the heat transfer disturbance already
discussed in section 5.3. Additionally, the loadings on PC1 describe the corrective action
taken by the within batch controller. The loadings confirm that the within batch control
actions have the appropriate effects for addressing the heat transfer disturbance.
Figure 8.5 shows the loadings on PC2. The interpretation of the loadings on PC2
for the within batch analysis is the same as the interpretation of PC2 for the fixed-recipe
analysis described in section 5.3 except for a discussion of the added effects of the within
batch controller. Notice that the loading for MS3 in this analysis reaches 0.2 while the
loading for MS3 in the fixed-recipe analysis is not quite as large (compare Fig. 5.3). This
is indicative of a higher reactor temperature in temperature region 3 under within batch
control. The higher temperature is due to a higher reaction rate caused by the HMD
addition of the within batch controller. The loading for MS5 and MS6 under within batch
control is significantly larger than when the process is operated fixed recipe (compare
Fig. 5.3). This is due to the initially higher then lower vaporization rate caused by the
higher reactor temperature explained above. The within batch controller action has the
correct effect to reject the excess water disturbance.
The loadings for PC3 are presented in Figure 8.6. As was the case for fixedrecipe analysis, the loadings on PC3 are not easily interpreted. Physically, the large
positive loadings for TS1 and MS1 indicate a longer preheat time in phase I and a higher
than average temperature in region 1 of the temperature profile respectively.
The analysis of the PC loadings of the process under within batch control
reaffirmed the presence of the heat and water disturbances. In fact, the PC loadings in
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this analysis are similar to those in chapter 5. This is because the dominant sources of
variation in the data are still the heat and water disturbances. The only difference lies in
the small variations in the principle component loadings that confirm that the action taken
by the within batch controller had the desired effects. The most probable explanation of
the remaining variation in the system is either due to inconsistent variability or
over/under correction by the within batch controller. As discussed in section 6.4, the
linear within batch control law may not be appropriately tuned for the all combinations of
non-linear disturbance dynamics. This could be overcome by the introduction of a batchto-batch controller that would “retune” the within batch controller when necessary.

8.2 Recommendations for Integrating Batch-to-Batch Control
In this section, integrating a batch-to-batch controller on the within batch
controlled process is proposed to improve quality control. This integrated control scheme
is presented based on understanding gained from thorough analysis of the process under
within-batch control alone. To provide feedback input to the batch-to-batch controller,
the actual MW is chosen as the control variable. This will allow the integrated batch-tobatch controller to exhibit characteristics similar to those exhibited by the standalone
batch-to-batch controller discussed in chapter 7, the most important being its lack of
reliance on a predictive model.
The control handle for the integrated batch-to-batch controller should be chosen
based upon sound understanding of the physics of the process and an understanding of
the sources of variation resulting from disturbances and within batch control. Previous
discussion pointed to the already discovered heat transfer and water disturbances as
sources of variation. It also pointed to over/under correction of the within batch controller
due to poor prediction of the MW by the model as a new source of variation. The within
batch controller has demonstrated effective rejection of the heat and water disturbances
when the model gives good predictions. In order to correct for the poor MW predictions
of the within batch controller model, a bias term may be added to the MWpredicted value.
The batch-to-batch controller could adjust this bias providing a more correct estimation
of the MWpredicted value thereby improving the within batch controller performance.
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Therefore, the proposed control handle for the batch-to-batch controller is the bias term to
be added to the within batch model predicted MWpredicted value.
The integrated batch-to-batch control law proposed here contains an "integral"
portion as discussed in section 7.2. The proposed integrated batch-to-batch control law
may be mathematically represented as follows:
Bi = KB * ∆MWi-1 + KI * Bi-1
Where:

(8.1)

Bi = Bias to be added to MWest for batch i.
KB = Bias Gain
KI = "Integral" Multiplier
∆MWi-1 = (MWi-1 – MWtarget)
MWi-1 = Actual MW value for batch i-1.

The revised within batch control law is mathematically presented for sake of
clarity as follows:
MWest = MWpredicted + B
∆HMD = KHMD * ∆MWest, MW < target
∆PjSP = KPj * ∆MWest , MW >= target
Where:

(8.2)
(8.3)
(8.4)

∆MWest = (MWest – MWtarget)
∆HMD = Amount of HMD to add
∆PjSP = Amount to change jacket pressure setpoint
KHMD = HMD gain
KPj = Pj gain
B = Bias term from batch-to-batch controller

8.3 Gain Determination
The gain determination for the integrated batch-to-batch controller is much the
same as the determination for the stand alone controller discussed in chapter 7. The value
for KB was chosen via trial and error while the value for KI represented the rule of thumb
amount of process dead-time. The result of the gain determination process yielded the
following gains for the integrated batch-to-batch controller:
KB = 0.5 (unitless)
KI = 1 (unitless)
53

The gains for the within batch controller split-range control law were left as
presented in chapter 6. This is because the within batch controller will be operating as if
it were stand-alone. The gains for the within batch controller were as follows:
KHMD = -4.72 (gHMD / (g/gmol))
KPj = -0.68 (mmHg gauge / (g/gmol))

8.4 Integrated Control Operation
The integrated batch-to-batch and within batch control scheme was simulated
over two runs of 100 batches. A comparison of results for fixed recipe operation and
integrated controller operation for the first run containing only heat and water
disturbances is presented in Figure 8.7. Figure 8.8 displays the same comparison for the
second run where the vapor bias disturbance was included as well.
Figure 8.7 shows good quality control results for the integrated control scheme in
the presence of heat and water disturbances. The MSE from target value was reduced to
the lowest value yet of 16. This represents a 99.6% improvement over fixed recipe
operation and a 63% improvement over stand alone within batch control.
Figure 8.8 demonstrates the robustness of the integrated control scheme. The
MSE from target was only 26 in the presence of the added vapor flowrate bias. This is
only 1.62 times larger than the MSE for integrated control in the presence of only heat
and water disturbances. The MSE of 26 also represents a 99.4% improvement over fixed
recipe operation and a 93% and 95% improvement over standalone within batch and
batch-to-batch control respectively for the same disturbances.

8.5 Discussion
The integrated control scheme provides improved performance over either
standalone controller in the presence of the heat and water disturbances. The regions of
poor control demonstrated by the stand alone within batch controller (batches 60-90 in
figures 6.2 and 8.7) are addressed by the integrated control scheme. The integrated
batch-to-batch controller successfully corrects for the offset remaining due to the
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over/undershoot of the within batch controller. Furthermore, the integrated controller
resulted in less deviation from target in the remaining batches than the stand alone within
batch controller. The integrated control scheme was able to take advantage of the
feedforward predictions from the integrated within batch controller to provide tighter
quality control than that offered by the standalone batch-to-batch controller (compare
figures 7.1 and 8.7).
The integrated batch-to-batch and within batch control scheme proves itself to be
robust in the presence of unforeseen disturbances similar in nature to the simulated vapor
bias. Where the stand alone within batch controller was unable to compensate for the
“unknown” disturbance resulting in a sustained offset from target, the integrated
controller with feedback input was able to compensate for this offset resulting in
significantly tighter quality control evidenced by the 93% improvement in MSE values
(see figures 6.3 and 8.8).
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9. Conclusions and Future Work
This chapter summarizes and draws conclusions about the performance results of
the three batch control schemes presented. Suggestions for future work considerations
are presented as well.

9.1 Summary and Conclusions
The three batch control schemes presented in this work each have strengths and
weaknesses. The controller performance errors are summarized in Table 9.1. Figure 9.1
compares the performance of each controller in the presence of only heat and water
disturbances. Figure 9.2 makes the same comparison in the presence of all three
disturbances: heat, water, and vapor bias. The heat and water disturbances were
included in the creation of the historical database analyzed for process understanding.
The third disturbance, vapor flowrate bias, was simulated later to observe the effect an
"unknown" disturbance would have on each control scheme.
The integrated batch-to-batch and within batch control scheme was the most
effective at addressing both sets of disturbances. The stand-alone within batch controller
was the next most effective. However, the performance of the stand-alone within batch
control scheme was subject to the limitations associated with model-predictive control: If
the disturbances affecting the system were not well modeled, the within batch controller
may have over/under corrected due to a poor prediction. The stand-alone batch-to-batch
controller provided significant improvement over fixed-recipe operation alone and was
not affected by the addition of the vapor bias disturbance. All three control schemes
showed a vast improvement over fixed-recipe operation alone as evidenced by table 9.1.
Table 9.1 Controller Performance Mean Squared Error
MSE for All 3
MSE for Heat and Water
Disturbances ((g/gmol)2)

Disturbances ((g/gmol)2)

Fixed-Recipe

4083

4083

Within Batch

43

354

Batch-to-Batch

505

505

Integrated

16

26

57
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Figure 9.1 Controller Performance in Presence of Heat and Water Disturbances
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Figure 9.2 Controller Performance in Presence of All 3 Disturbances
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Integrating the batch-to-batch controller and the within batch controller results in
a control scheme with both of the individual controller’s strengths and few of their
weaknesses. In figure 9.1, the integrated controller was able to provide tighter control
over stand-alone within batch control by tempering the integrated within batch controller
action appropriately based on feedback given to the integrated batch-to-batch controller.
In figure 9.2, the integrated controller provided tighter control over the stand-alone batchto-batch controller because of the feedforward predictions provided by the integrated
within batch controller. Furthermore, the effect of the "unknown" vapor bias under the
integrated control scheme was significantly reduced compared to operation under standalone within batch control. The main disturbance that would affect the integrated control
scheme would be an incorrect measurement of the MW. However since this is an off-line
laboratory measurement, it is thought that this possibility would be slim.

9.2 Future Work Considerations
The three control schemes presented in this work represent extensions of the
analysis framework described by Kaistha [2]. This analysis framework has been proven
multiple times in previous work [2-4] and herein to be effective at generating process
understanding for process improvement. Owing to the useful nature of this technique,
some sort of toolbox with accompanying documentation could be developed to facilitate
use of this technique.
The nylon-6,6 batch reaction simulation developed by Johnson [4] and used in
this work represents an opportunity for testing batch process improvement techniques.
One technique that is recently becoming of interest is in the area of "rich" process
measurement. However, it is often difficult to quantify the improvements such
measurement devices provide. The current simulation includes composition information
for the vent vapor material. A historical database containing "rich" process information
could be subjected to the current analysis technique. A within batch model might be
developed utilizing these new measurements in addition to those already present. The
performance of the "rich" model could be compared to that of the previous model. Also,
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observations could be made of any improvements in process understanding resulting
from including the rich measurements.
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GLOSSARY
PC

principle component

PCA

principle component analysis

PCR

principle component regression

PLS

partial least squares

LF

latent factor

MLR

multiple linear regression

MPCA

multiway principle component analysis

MPLS

multiway partial least squares

MS

magnitude scale

MSE

mean sum squared error

SPC

statistical process control

SSE

sum squared error

SVD

singular value decomposition

TS

time scale
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