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This paper intends to make some critical remarks on the relationship between 
universal grammar (UG), which is an essential concept for language acquisition in 
linguistics, and artificial intelligence (AI), which, along with deep learning, is derived 
from neural network models in cognitive psychology. These two concepts are widely 
referred to, and sometimes regarded as interactive or connected even by experts in the 
respective fields. For example, one of the authorities of AI, Matsuo (2015), contends 
that AI should include UG. Although Chomsky, the founder of UG, evoked the 
cognitive revolution in linguistics and psychology in the 1960s, which is closely related 
to the progress of AI, the goals of the studies in UG and AI are completely different and 
in fact, contradictory. This difference is significant, and sometimes causes considerable 
controversy. This paper describes this difference in detail in order to clarify the issues 





























































ところが Chomsky は，その著書 Syntactic 
Structures の中で構造主義の言語学に反論する
(Chomsky 1957)。以下の２文は，それを説明する
好例として頻繁に参照される Chomsky (1964) か
らの引用である（Chomsky 1964: 34）。 
 
1) John is easy to please. 
（ジョンは喜ばせるのが簡単だ） 




































































































































































































































































































































































































it would be of no interest to show that ... 
a computer program that could ‘beat’ a 
grandmaster in chess is about as interesting 
as a bulldozer that can ‘win’ the Olympic 
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