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Abstract
Recently, stochastic momentum methods have been widely adopted in training deep neural
networks. However, their convergence analysis is still underexplored at the moment, in
particular for non-convex optimization. This paper fills the gap between practice and theory
by developing a basic convergence analysis of two stochastic momentum methods, namely
stochastic heavy-ball method and the stochastic variant of Nesterov’s accelerated gradient
method. We hope that the basic convergence results developed in this paper can serve the
reference to the convergence of stochastic momentum methods and also serve the baselines
for comparison in future development of stochastic momentum methods. The novelty of
convergence analysis presented in this paper is a unified framework, revealing more insights
about the similarities and differences between different stochastic momentum methods and
stochastic gradient method. The unified framework exhibits a continuous change from
the gradient method to Nesterov’s accelerated gradient method and finally the heavy-ball
method incurred by a free parameter, which can help explain a similar change observed in
the testing error convergence behavior for deep learning. Furthermore, our empirical results
for optimizing deep neural networks demonstrate that the stochastic variant of Nesterov’s
accelerated gradient method achieves a good tradeoff (between speed of convergence in
training error and robustness of convergence in testing error) among the three stochastic
methods.
1. Introduction
Momentum methods have a long history dating back to 1960’s. Polyak (1964) proposed
a heavy-ball (HB) method that uses the previous two iterates when computing the next
one. For a twice continuously differentiable strongly convex and smooth objective function,
Polyak’s analysis yields an accelerated linear convergence rate. In 1983, Nesterov (1983)
proposed an accelerated gradient (NAG) method, which achieves the optimal O(1/t2) con-
vergence rate for convex smooth optimization 1. It was later on shown to have an accelerated
linear convergence rate for smooth and strongly convex optimization problems (Nesterov,
2004). Both the HB method and the NAG method use a momentum term in updating the
1. t is the number of iterations.
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solution, i.e., the difference between current iterate and the previous iterate. Therefore,
both methods have been referred to as momentum methods in literature.
Although the convergence analysis of HB has been recently extended to smooth func-
tions for both convex (Ghadimi et al., 2014; Ochs et al., 2015) and non-convex optimiza-
tion (Ochs et al., 2014), it is still under-explored for stochastic optimization, specially
stochastic non-convex optimization. In practice, the stochastic variants of HB and NAG
that use a (mini-batch) stochastic gradient or subgradient have been employed widely in
deep learning, leading to tremendous success in many areas (Krizhevsky et al., 2012). Due
to that training a deep neural networks (DNN) usually requires a huge amount of data,
the stochastic variants are much more efficient than their deterministic couterparts. Recent
studies also find that momentum term is useful in deep network training and more gen-
erally non-convex optimization (Sutskever et al., 2013; Ochs et al., 2014). The illustrative
example studied in (Ochs et al., 2014) shows that the momentum term has the potential to
escape from the local minimum in the deterministic setting.
Nonetheless, there still lacks any convergence analysis of the stochastic momentum meth-
ods for convex and non-convex optimization. Although one may believe that they should
entail similar convergence rate as the stochastic gradient (SG) methods, it is still of inter-
est to develop their own convergence analysis for convex and non-convex optimization. To
bridge this gap between practice and theory, we develop a basic convergence analysis of both
the stochastic HB method and the stochastic NAG method in a unified framework. Without
any surprise, for a general Lipschitz continuous convex objective function we show that the
objective value converges in expectation at the order of 1/
√
t, where t is the number of iter-
ations, and for a non-convex objective function with Lipschitz continuous gradient we show
that the gradient converges in expectation at the order of 1/
√
t. The novelty of convergence
analysis presented in this paper is a unified framework, revealing more insights about the
similarities and differences between different stochastic momentum methods and stochastic
gradient method. In particular, the unified framework exhibits a continuous change from
the gradient method to Nesterov’s accelerated gradient method and finally the heavy-ball
method incurred by a free parameter, which can help explain a similar change observed in
the testing error convergence behavior for deep learning.
It is worth mentioning that several recent works by Ghadimi and Lan (2016, 2013) have
established similar convergence results of the stochastic gradient method and the stochastic
version of a variant of accelerated gradient method for non-convex optimization under the
same setting. However, the variant of accelerated gradient method in (Ghadimi and Lan,
2016) is hard to be explained in the framework of momentum methods and their analy-
sis is not applicable to the stochastic heavy-ball method. Additionally, two recent stud-
ies (Reddi et al., 2016; Zhu and Hazan, 2016) have analyzed stochastic variance reduced
gradient (SVRG) methods for nonconvex finite-sum problems and established potentially
faster convergence than SG. It might be interesting to analyze stochastic momentum meth-
ods using variance reduced stochastic gradients by exploring our analysis and the analysis
of SVRG for non-convex finite-sum problems, which is beyond the scope of this paper and
is left as a future work.
In the reminder of the paper, we will first review the HB method and the NAG method
and present their stochastic variants. Then we present a unified view of these momentum
methods. In Section 3, we present the convergence analysis for stochastic momentum meth-
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ods. In Section 4, we present some empirical results for comparing different methods for
optimizing deep neural networks. Finally, we conclude this work.
2. Momentum Methods and their Stochastic variants
The problem of interest can be cast into
min
x∈Rd
f(x) (1)
where f(x) is not necessarily a convex function. We use ∇f(x) to denote the gradient of a
smooth function. A function is smooth iff there exists L > 0 such that
‖∇f(y)−∇f(x)‖ ≤ L‖y − x‖, ∀x,y ∈ Rd (2)
where ‖ · ‖ denotes the Euclidean norm. Note that the above inequality does not imply the
convexity. For a non-smooth function f(x), we denote by ∂f(x) the set of its subgradients.
A function f(x) is convex iff there exists v ∈ ∂f(x) such that ,
f(y) ≥ f(x) + v⊤(y − x) (3)
There are two types of momentum methods, one is based on the HB method and the
other is based on Nesterov’s AG (NAG) method. The HB method was originally proposed
for optimizing a smooth and strongly convex objective function. Its update is given below
for k = 0, . . . ,
HB: xk+1 = xk − α∇f(xk) + β(xk − xk−1) (4)
with x−1 = x0, where β ∈ [0, 1) is called the momentum constant and α is the step size.
Equivalently, the above update can be implemented by the following two steps for k = 0, . . . ,:
HB:
{
vk+1 = βvk − α∇f(xk)
xk+1 = xk + vk+1
(5)
The update of NAG consists of the following two steps for k = 0, . . . ,
NAG:
{
yk+1 = xk − α∇f(xk)
xk+1 = yk+1 + β(yk+1 − yk)
(6)
with y0 = x0. By introducing vk = yk − yk−1 with v0 = 0, the above update can be
equivalently written as
NAG:
{
vk+1 = βvk − α∇f(yk + βvk)
yk+1 = yk + vk+1
(7)
By comparing (7) to (5), one might argue that the difference between HB and NAG lies at
the point for evaluating the gradient (Sutskever et al., 2013). We will present a unified view
of the two methods that allows us to analyze them in a unified framework. It is notable that
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if the momentum constant β = 0, both HB and NAG reduce to the gradient method. The
convergence of HB and NAG has been established for convex optimization (Polyak, 1964;
Nesterov, 1983, 2004; Ghadimi et al., 2014; Ochs et al., 2015). One issue of the updates in
HB and NAG is that they need to compute the gradient of the objective function, which
in some applications (e.g., machine learning) is prohibitive for big data. Therefore, when
employed for optimizing deep neural networks, the gradient is usually replaced with the
stochastic (sub)-gradient, which yields the stochastic variants. We denote by Gk = G(xk; ξk)
a stochastic gradient (resp. subgradient) of f(x) at xk depending on a random variable
ξk such that E[G(xk; ξk)] = ∇f(xk) (resp. E[G(xk; ξk)] ∈ ∂f(xk)). Then the update of
stochastic HB (SHB) becomes
SHB: xk+1 = xk − αG(xk; ξk) + β(xk − xk−1) (8)
The update of stochastic NAG (SNAG) becomes
SNAG:
{
yk+1 = xk − αG(xk; ξk)
xk+1 = yk+1 + β(yk+1 − yk)
(9)
2.1. A Unified View of Stochastic Momentum Methods
In this subsection, we present a unified view of the two (stochastic) momentum methods
and (stochastic) (sub)-gradient methods. Since the choice of (sub)-gradient and stochastic
(sub)-gradient is irrelevant to our discussion here, we denote by G(x) either a (sub)-gradient
or a stochastic (sub)-gradient. We first present the unified framework and then show that
HB, NAG and the (sub)-gradient method are special cases of the unified framework. Let
α > 0, β ∈ [0, 1), and s ≥ 0. The updates of the unified momentum (UM) method are given
by
UM :

yk+1 = xk − αG(xk)
ysk+1 = xk − sαG(xk)
xk+1 = yk+1 + β(y
s
k+1 − ysk)
(10)
with ys0 = x0. We denote by SUM the stochastic version of UM when using a stochastic
(sub)-gradient in the above updates. It is notable that in the update of xk+1, a momentum
term is constructed based the auxiliary sequence {ysk}, which are intermediate updates
based on xk using a possibly different step size from that for updating yk. In particular,
HB uses a zero step size to construct the auxiliary sequence ysk, NAG uses a step size α the
same to that for yk and the gradient method uses a larger step size
α
1−β .
Next, we discuss three choices for s = 0, 1 and s = 11−β , which correspond to HB, NAG
and (sub)-gradient method, respectively.
When s = 0, then ysk+1 = xk, the update of xk+1 is equivalent to
xk+1 = xk − αG(xk) + β(xk − xk−1)
which is exactly the update of the HB method.
When s = 1, then ysk+1 = yk+1, then the update in (10) reduces to that in (6) or (9) of
the AG method.
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The last special case corresponds to using s = 11−β . We will show that the update of
xk+1 is equivalent to
xk+1 = xk − α
1− βG(xk), k ≥ 0 (11)
which is exactly the update of the gradient method using a step size α1−β . First, we ver-
ify (11) holds for k = 0. From the updates in (10), we have
x1 = y1 + β(y
s
1 − ys0) = x0 − αG(x0) + β(x0 − sαG(x0)− x0)
= x0 − αG(x0)− sβαG(x0) = x0 − αG(x0)(1 + β
1− β ) = x0 −
α
1− βG(x0)
Then we show (11) holds for any k ≥ 1. From the updates in (10), we have
xk+1 − xk = −αG(xk) + β(ysk+1 − ysk) = −αG(xk) + β(xk − sαG(xk)− xk−1 + sαG(xk−1))
Then
xk+1 − xk + sαG(xk) = β(xk − xk−1 + sαG(xk−1)) + (s− 1− βs)αG(xk)
Since s = 11−β , then s− 1− βs = 0, thus
xk+1 − xk + sαG(xk) = β(xk − xk−1 + sαG(xk−1)), k ≥ 1
Therefore
xk+1 − xk + sαG(xk) = βk(x1 − x0 + α
1− βG(x0)) = 0
which leads to (11).
To facilitate the unified analysis of the stochastic momentum methods, we note that (10)
implies the following recursions, which are straightforward to verify
xk+1 + pk+1 = xk + pk − α
1− βG(xk), k ≥ 0 (12)
vk+1 = βvk + ((1 − β)s − 1)αG(xk), k ≥ 0 (13)
where vk =
(1−β)
β
pk and pk is given by
pk =

β
1− β (xk − xk−1 + sαG(xk−1)), k ≥ 1
0, k = 0
(14)
It is worth mentioning that the recursion in (12) has been observed and employed in (Ghadimi et al.,
2014), but it focused on the convergence analysis of the heavy-ball method for convex op-
timization in the deterministic setting.
3. Unified Convergence Analysis for Convex and Non-convex
Optimization
In this section, we present the basic convergence results and analysis of the stochastic
momentum methods. We first state the main results and then present the analysis. In the
sequel, we let Gk = G(xk; ξk) denote a stochastic gradient or a stochastic subgradient.
5
Yang Lin Li
3.1. Main results
3.1.1. Convex Optimization
Theorem 1 (Convergence of SUM) Suppose f(x) is a convex function, E[‖G(x; ξ) −
E[G(x; ξ)]‖2] ≤ δ2 and ‖∂f(x)‖ ≤ G for any x. Let update (10) run for t iterations with
G(xk; ξk). By setting α = C√t+1 we have
E[f(x̂t)− f(x∗)] ≤ β(f(x0)− f(x∗))
(1− β)(t+ 1) +
(1− β)‖x0 − x∗‖2
2C
√
t+ 1
+
C(1 + 2sβ)(G2 + δ2)
2(1− β)√t+ 1
where C is a postive constant, x̂t =
∑t
k=0 xk/(t+ 1) and x∗ is an optimal solution.
Remark: The difference of the convergence bounds for different variants of SUM only lies
at the constant factor 1 + 2sβ in the third term. We emphasize here that this constant
factor 1+2sβ is artifact of our analysis, which should not be understood that SNAG or SG
is worse than SHB. Indeed, with a refined analysis, we might achieve a better convergence
for SNAG (more generally SUM when sβ ≥ 1/2) under a slightly different condition.
Theorem 2 Suppose f(x) is a convex function and ‖G(x; ξ)‖ ≤ M . Let update (10) run
for t iterations with sβ ≥ 1/2. We have
E[f(x̂t)− f(x)] ≤ β(f(x0)− f(x∗))
(1− β)(t+ 1) +
(1− β)‖x0 − x∗‖2
2α(t+ 1)
+
sαβM
(1− β)
E
[∑t
k=0 ‖Gk − Gk−1‖
]
t+ 1
where C is a postive constant, x̂t =
∑t
k=0 xk/(t+ 1) and x∗ is an optimal solution.
Remark: The third part in the above convergence bound has a variational term in terms
of the stochastic subgradient Vt = E
[∑t
k=0 ‖Gk − Gk−1‖
]
. In the worse case, Vt ≤ 2M(t+1)
which yields a bound with a similar order to that in Theorem 1 by setting α = C√
t+1
. If
Vt ≤ o(t), we could achieve a better convergence.
3.1.2. Non-convex Optimization
Theorem 3 (Convergence of SUM) Suppose f(x) is a non-convex and L-smooth function,
E[‖G(x; ξ)−∇f(x)‖2] ≤ δ2 and ‖∇f(x)‖ ≤ G for any x. Let update (10) run for t iterations
with G(xk; ξk). By setting α = min{1−β2L , C√t+1} we have
min
k=0,...,t
E[‖∇f(xk)‖2] ≤ 2(f(x0)− f∗)(1− β)
t+ 1
max
{
2L
1− β ,
√
t+ 1
C
}
+
C√
t+ 1
Lβ2((1− β)s− 1)2(G2 + σ2) + Lσ2(1− β)2
(1− β)3
Remark: We would like to make several remarks. First, the difference of the convergence
bounds for different variants of SUM lies at term Lβ2((1 − β)s − 1)2(G2 + σ2)), which
is equal to Lβ2, Lβ4 and 0 for SHB, SNAG and SG, respectively. Second, two different
views of SG yield the same convergence result as that in (Ghadimi and Lan, 2013). The
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first view considers SG as a special case of of SUM with β = 0, which gives the update
xk+1 = xk − αGk. Theorem 3 then implies a convergence bound of
2(f(x0)− f∗)
t+ 1
max
{
2L,
√
t+ 1
C
}
+
CLσ2√
t+ 1
(15)
with α = min{1/(2L), C/√t+ 1}. The second view considers SG as a special case of SUM
with s = 11−β , which yields the update in (11), i.e., xk+1 = xk − α1−βGk. Theorem 3 then
implies the same convergence bound in (15) with α = min{1−β2L , C(1−β)√t+1 }. Third, the step
size α of different variants of SUM used in the analysis of Theorem 3 is the same value.
Below, we present a result with different step sizes α for different variants of SUM in the
analysis, which sheds more insights of different methods.
Theorem 4 (Convergence of SUM) Suppose f(x) is a non-convex and L-smooth function,
E[‖G(x; ξ)−∇f(x)‖2] ≤ δ2 and ‖∇f(x)‖ ≤ G for any x. Let update (10) run for t iterations
with G(xk; ξk). By setting α = min{ 1−β2L[1+((1−β)s−1)2] , C√t+1} we have
min
k=0,...,t
E[‖∇f(xk)‖2] ≤ 2(f(x0)− f∗)(1− β)
t+ 1
max
{
2L[1 + ((1− β)s− 1)2]
1− β ,
√
t+ 1
C
}
+
C√
t+ 1
Lβ2(G2 + σ2) + Lσ2(1− β)2
(1− β)3
Remark: The above result allows us to possibly set a larger initial step size for SG
(s = 1/(1 − β)) and SNAG (s = 1) than that for SHB (s = 0). Our empirical studies for
deep learning in Section 4 also demonstrate this point.
3.2. Analysis
3.2.1. Proof of Thereom 1
Lemma 1 Let x−1 = x0. For any k ≥ 0, we have
E[‖xk+1 + pk+1 − x‖2] ≤ E[‖xk + pk − x‖2]− 2α
1− βE[(f(xk)− f(x))]
− 2αβ
(1− β)2E[(f(xk)− f(xk−1))] +
(
α
1− β
)2
(2sβ + 1)(G2 + δ2)
Summing the above inequality for k = 0, . . . , t gives
2α
1− β
t∑
k=0
E[f(xk)− f(x)] ≤ 2αβ
(1− β)2 (f(x0)− f(xt)) + ‖x0 − x‖
2
+
α2
(1− β)2 (2sβ + 1)(G
2 + δ2)(t+ 1)
Let x = x∗ and noting that f(xt) ≥ f(x∗), we have
t∑
k=0
E[f(xk)− f(x∗)] ≤ β
1− β (f(x0)− f(x∗))
+
1− β
2α
‖x0 − x∗‖2 + α
2(1− β) (2sβ + 1)(G
2 + δ2)(t+ 1)
7
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Define x̂t =
∑t
k=0 xk/(t+ 1). By convexity of f(x), we have
E[f(x̂t)−f(x∗)] ≤ β
(1− β)(t+ 1)(f(x0)−f(x∗))+
(1− β)‖x0 − x∗‖2
2α(t+ 1)
+
α(2sβ + 1)(G2 + δ2)
2(1− β)
By plugging the value of α, we complete the proof of Theorem 1.
3.2.2. Proof of Theorem 2
The proof of Theorem 2 proceeds similarly as that of Theorem 1 until we get (16), then we
proceed as follows
‖xk+1 + pk+1 − x‖2 = ‖xk + pk − x‖2 − 2α
1− β (xk + pk − x)
⊤Gk +
(
α
1− β
)2
‖Gk‖2
= ‖xk + pk − x‖2 − 2α
1− β (xk − x)
⊤Gk − 2αβ
(1− β)2 (xk − xk−1)
⊤Gk
+
2sα2β
(1− β)2 (Gk − Gk−1)
⊤Gk − 2sα
2β
(1− β)2 ‖Gk‖
2 +
(
α
1− β
)2
‖Gk‖2
The above inequality holds for any k ≥ 0 if we define G−1 = 0. Since sβ > 1/2 and
‖Gk‖ ≤M , then
‖xk+1 + pk+1 − x‖2 ≤ ‖xk + pk − x‖2 − 2α
1− β (xk − x)
⊤Gk − 2αβ
(1− β)2 (xk − xk−1)
⊤Gk
+
2sα2β
(1− β)2M‖Gk − Gk−1‖
Taking expectation on both sides and using the first two inequalities in (17), we have
t∑
k=0
E[f(xk)− f(x)] ≤ β
1− β (f(x0)− f(x)) +
1− β
2α
‖x0 − x‖2 + sαβM
(1− β)
t∑
t=0
‖Gk − Gk−1‖
Then
E[f(x̂t)− f(x)] ≤ β(f(x0)− f(x))
(1− β)(t+ 1) +
(1− β)‖x0 − x‖2
2α(t + 1)
+
αsβM
(1− β)
∑t
t=0 ‖Gk − Gk−1‖
t+ 1
3.2.3. Proof of Theorem 3
We first present two lemmas.
Lemma 2 Let zk = xk + pk. For SUM, we have for any k ≥ 0,
E[f(zk+1)− f(zk)] ≤ 1
2L
E[‖∇f(zk)−∇f(xk)‖2]
+
(
Lα2
(1− β)2 −
α
1− β
)
E[‖∇f(xk)‖2] + Lα
2
2(1 − β)2σ
2
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Lemma 3 For SUM, we have for any k ≥ 0,
E[‖∇f(zk)−∇f(xk)‖2] ≤ L
2β2((1 − β)s − 1)2α2(G2 + σ2)
(1− β)4
We continue the proof of Theorem 3 as follows. Let B,B′ be defined as
B =
α
(1− β) −
Lα2
(1− β)2 , B
′ =
Lβ2((1− β)s− 1)2α2(G2 + σ2)
2(1− β)4 +
Lα2σ2
2(1− β)2
Lemma 2 and Lemma 3 imply that
E[f(zk+1)− f(zk)] ≤ −BE[‖∇f(xk)‖2] +B′
By summing the above inequalities for k = 0, . . . , t and noting that α < 1−β
L
,
B
t∑
k=0
E[‖∇f(xk)‖2] ≤ E[f(z0)− f(zt+1)] + (t+ 1)B′ ≤ E[f(z0)− f∗] + (t+ 1)B′
Then
min
k=0,...,t
E[‖∇f(xk)‖2] ≤ f(z0)− f∗
(t+ 1)B
+
B′
B
Assume α ≤ 1−β2L , then
B =
α
1− β −
α2L
(1− β)2 =
α
1− β
(
1− αL
1− β
)
≥ α
2(1− β)
Then
min
k=0,...,t
E[‖∇f(xk)‖2] ≤ 2(f(z0)− f∗)(1 − β)
α(t+ 1)
+
2(1 − β)
α
B′
Assume α = min{1−β2L , C√t+1}. Then
min
k=0,...,t
E[‖∇f(xk)‖2] ≤ 2(f(z0)− f∗)(1− β)
t+ 1
max
{
2L
1− β ,
√
t+ 1
C
}
+
C√
t+ 1
Lβ2((1− β)s− 1)2(G2 + σ2) + L(1− β)2σ2
(1− β)3
We then complete the proof by noting that z0 = x0.
3.2.4. Proof of Theorem 4
With a slightly different analysis from that of Lemma 2, we can have the following lemma.
Lemma 4 Let zk = xk + pk. For SUM, we have for any k ≥ 0,
E[f(zk+1)− f(zk)] ≤ 1
2L((1− β)s − 1)2E[‖∇f(zk)−∇f(xk)‖
2]
+
(
[1 + ((1 − β)s− 1)2]α2L
2(1 − β)2 −
α
1− β
)
E[‖∇f(xk)‖2] + Lα
2
2(1 − β)2σ
2
With Lemma 4 and Lemma 3 and a similar analysis as that for Theorem 3, we can easily
prove Theorem 4.
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4. Empirical Studies
In this section, we present some empirical results. We focus on the non-convex optimization
of deep neural networks. We use two benchmark datasets, namely CIFAR-10 and CIFAR-
100, and learn a deep convolutional neural network (CNN) for classification on the two
datasets, respectively. Both datasets contain 50000 training images of size 32 ∗ 32 from 10
classes (CIFAR-10) or 100 classes (CIFAR-100) and 10000 testing images of the same size.
The employed CNN consists of 3 convolutional layers and 2 fully-connected layers. Each
convolutional layer is followed by a max pooling layer. The output of the last fully-connected
layer is fed into a 10-class or 100-class softmax loss function. We emphasize that we do
not intend to obtain the state-of-the-art prediction performance by trying different network
structures and different engineering tricks, but instead focus our attention on optimization.
We compare the three variants of SUM, i.e., SHB, SNAG, and SG, which corresponds to
s = 0, s = 1 and s = 1/(1 − β) in (10). We fix the momentum constant β = 0.9 and the
regularization parameter of weights to 0.0005. We use a mini-batch of size 128 to compute
a stochastic gradient at each iteration. All three methods use the same initialization. We
follow the procedure in (Krizhevsky et al., 2012) to set the step size α, i.e., initially giving a
relatively large step size and and decreasing the step size by 10 times after certain number
of iterations when observing the performance on testing data saturates.
First, we report some experimental results on CIFAR-10 data. For the initial step size,
we search in a range ({0.001, 0.002, 0.005, 0.01, 0.02, 0.05}) for different methods and select
the best one that yields the fastest convergence in training error. In particular, for SHB
the best initial step size is 0.001 and that for SNAG and SG is 0.01. In fact, using a larger
initial step size (e.g, 0.002) for SHB gives a divergent result. The training and testing error
of different methods versus the number of iterations is plotted in Figure 1. We also plot the
performance of different methods with the same initial step size 0.001 in Figure 2. From the
results, we can see that with the same step size 0.001 the three methods converge similarly
in training error, which is consistent with the result in Theorem 3. However, the testing
error curves of different methods exhibit different degree of oscillation. In particular, the
degree of oscillation of testing error across iterations for the three methods is ordered in SG,
SNAG, SHB from large to small, which coincides with our unified framework for explaining
the three methods with the free parameter s varying from 10 2 to 1 and 0. After the step
size is decreased to a very small value that can discount the large value of s, the oscillation
of testing error for all methods is gone 3. Moreover, we observe that SG and SNAG allow
a larger initial step size (0.01) on this data, which makes them converge faster in training
error without obvious loss in testing performance 4. This result also verifies Theorem 4.
Second, we report some experimental results on CIFAR-100 data. We plot the training
and testing error of the three methods with two different initial step sizes in Figure 3 and
Figure 4, respectively. We observe similar trends in the training error and testing error,
i.e., the three methods have similar performance (convergence speed) in training error but
exhibits different degree of oscillation in the testing error convergence. They also show that
SNAG achieves the best prediction performance on the testing data. For this data, we also
2. which is the value of 1/(1− β) because the momentum constant is β = 0.9.
3. See SG after 25 epochs in Figure 1.
4. Indeed SNAG achieves better testing error.
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Figure 1: Training and testing error of different methods with the best initial step size on
CIFAR-10.
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Figure 2: Training and testing error of different methods with the same initial step size on
CIFAR-10.
observe that a larger step size 0.005 yields a faster convergence in the training error for
SNAG, but it gives worse testing error, which is illustrated in Figure 5.
Finally, we present a comparison of SUM with different values of s including variants
besides SHB, SNAG and SG. In particular, we compare SUM with s ∈ {0, 0.5, 1, 2, 10}. Note
that s = 0 corresponds to SHB, s = 1 corresponds to SNAG and s = 10 corresponds to SG
since β = 0.9. The results on the CIFAR-100 data are shown in Figure 6. From the results,
we can observe that for the convergence of training error the different variants perform
similarly with SG (s = 10) performing slightly worse. For the convergence of testing error,
we observe a clear change from s = 10 to s = 0 in that the oscillation decreases. However,
SUM with s = 2 converge to a slightly better solution in terms of the testing error.
5. Conclusion
In this paper, we have developed a unified framework of momentum methods that subsumes
the heavy-ball method, the Nesterov’s accelerated gradient method, the gradient method
and their stochastic variants as special cases. We have also established basic convergence
results of the stochastic momentum methods for both convex and non-convex optimization,
which have been widely adopted in training deep neural networks. The unified framework
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Figure 3: Training and testing error of different methods with the initial step size 0.001 on
CIFAR-100.
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Figure 4: Training and testing error of different methods with the initial step size 0.002 on
CIFAR-100.
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Figure 5: Training and testing error of SNAG with different initial step size on CIFAR-100.
exhibits that the difference between the heavy-ball, the accelerated gradient method and
the gradient method lies at the momentum term between two consecutive auxiliary points
(i.e., the step size used to compute the auxiliary sequence). The unified framework helps
explain some experimental results for optimization deep neural networks, but also raises
some open problems, e.g., how to quantitatively analyze the theoretical impact of different
momentum terms on the convergence of generalization error for deep learning?
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Figure 6: Training and testing error of SUM with different s on CIFAR-100.
References
Euhanna Ghadimi, Hamid Reza Feyzmahdavian, and Mikael Johansson. Global convergence
of the heavy-ball method for convex optimization. coRR, 2014.
Saeed Ghadimi and Guanghui Lan. Stochastic first- and zeroth-order methods for nonconvex
stochastic programming. SIAM Journal on Optimization, 23(4):2341–2368, 2013.
Saeed Ghadimi and Guanghui Lan. Accelerated gradient methods for nonconvex nonlinear
and stochastic programming. Math. Program., 156(1-2):59–99, 2016.
Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep
convolutional neural networks. In Advances in neural information processing systems,
pages 1097–1105, 2012.
Yurii Nesterov. A method of solving a convex programming problem with convergence rate
O(1/sqr(k)). Soviet Mathematics Doklady, 27:372–376, 1983.
Yurii Nesterov. Introductory lectures on convex optimization : a basic course. Applied
optimization. Kluwer Academic Publ., 2004. ISBN 1-4020-7553-7.
Peter Ochs, Yunjin Chen, Thomas Brox, and Thomas Pock. ipiano: Inertial proximal
algorithm for nonconvex optimization. SIAM J. Imaging Sciences, 7(2):1388–1419, 2014.
Peter Ochs, Thomas Brox, and Thomas Pock. ipiasco: Inertial proximal algorithm for
strongly convex optimization. Journal of Mathematical Imaging and Vision, 53(2):171–
181, 2015.
B. T. Polyak. Some methods of speeding up the convergence of iteration methods. USSR
Computational Mathematics and Mathematical Physics, 4:791–803, 1964.
Sashank J. Reddi, Ahmed Hefny, Suvrit Sra, Barnaba´s Po´czos, and Alexander J. Smola.
Stochastic variance reduction for nonconvex optimization. CoRR, abs/1603.06160, 2016.
Ilya Sutskever, James Martens, George E. Dahl, and Geoffrey E. Hinton. On the importance
of initialization and momentum in deep learning. In Proceedings of the 30th International
Conference on Machine Learning (ICML), pages 1139–1147, 2013.
13
Yang Lin Li
Zeyuan Allen Zhu and Elad Hazan. Variance reduction for faster non-convex optimization.
CoRR, abs/1603.05643, 2016.
Proof of Lemma 1
Proof For clarity of presentation, we let Ek[·] denote the expectation over the randomness
in ξ1, . . . , ξk and let Ek|k−1[·] denote the expectation over ξk given ξ1, . . . , ξk−1 fixed. We
use E[·] to denote the expectation over all randomness. We abuse the notation ∂f(xk) to
denote Ek|k−1[Gk]. Define δk = Gk − ∂f(xk). From the recursive relation in (12) and the
definition of pk in (14), we have for any x ∈ Rd and k ≥ 1
‖xk+1 + pk+1 − x‖2 = ‖xk + pk − x‖2 − 2α
1− β (xk + pk − x)
⊤Gk +
(
α
1− β
)2
‖Gk‖2
= ‖xk + pk − x‖2 − 2α
1− β (xk − x)
⊤Gk − 2αβ
(1− β)2 (xk − xk−1)
⊤Gk
− 2sα
2β
(1− β)2G
⊤
k−1Gk +
(
α
1− β
)2
‖Gk‖2 (16)
= ‖xk + pk − x‖2 − 2α
1− β (xk − x)
⊤(δk + ∂f(xk))− 2αβ
(1− β)2 (xk − xk−1)
⊤(δk + ∂f(xk))
− 2sα
2β
(1− β)2 (δk−1 + ∂f(xk−1))
⊤(δk + ∂f(xk)) +
(
α
1− β
)2
‖δk + ∂f(xk)‖2
Taking expectation over both sides and by noting that
Ek[(xk − x)⊤(δk + ∂f(xk))] = Ek−1[(xk − x)⊤∂f(xk)]
Ek[(xk − xk−1)⊤(δk + ∂f(xk))] = Ek−1[(xk − xk−1)⊤∂f(xk)]
Ek[(δk−1 + ∂f(xk−1))⊤(δk + ∂f(xk))] = Ek[δ⊤k−1δk] + Ek[δ
⊤
k−1∂f(xk)] + Ek[δ
⊤
k ∂f(xk−1)]
+ Ek[∂f(xk−1)⊤∂f(xk)] = Ek−1[[(δk−1 + ∂f(xk−1))⊤∂f(xk)]
Ek[‖δk + ∂f(xk)‖2] = Ek[‖δk‖2] + Ek−1[‖∂f(xk)‖2]
we have
Ek[‖xk+1 + pk+1 − x‖2] = Ek−1[‖xk + pk − x‖2]
− 2α
1− βEk−1[(xk − x)
⊤∂f(xk)]− 2αβ
(1− β)2Ek−1[(xk − xk−1)
⊤∂f(xk)]
− 2sα
2β
(1− β)2Ek−1[G
⊤
k−1∂f(xk)] +
(
α
1− β
)2
(Ek[‖δk‖2 + Ek−1[‖∂f(xk)‖2])
We also note that
f(xk)− f(x) ≤ (xk − x)⊤∂f(xk)
f(xk)− f(xk−1) ≤ (xk − xk−1)⊤∂f(xk)
− E[G⊤k−1∂f(xk)] ≤
E[‖Gk−1‖2 + ‖∂f(xk)‖2]
2
≤ δ2/2 +G2 ≤ δ2 +G2
Ek[‖δk‖2] ≤ δ2, Ek−1[‖∂f(xk)‖2 ≤ G2
(17)
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where the first two inequalities are due to the convexity and the last three inequalities are
due to the boundness assumption. Thus
E[‖xk+1 + pk+1 − x‖2] ≤ E[‖xk + pk − x‖2]− 2α
1− βE[(f(xk)− f(x))]
− 2αβ
(1− β)2E[(f(xk)− f(xk−1))] +
(
α
1− β
)2
(2sβ + 1)(G2 + δ2) k ≥ 1
By letting x−1 = x0, we note that the above inequality also holds for k = 0 following a
similar analysis.
Proof of Lemma 2
Proof Since f(x) is a smooth function, we have
f(y)− f(x)−∇f(x)⊤(y − x) ≤ L
2
‖y − x‖2
Then
f(zk+1) ≤ f(zk) +∇f(zk)⊤(zk+1 − zk) + L
2
α2
(1− β)2 ‖Gk‖
2
= f(zk)− α
1− β∇f(zk)
⊤Gk + L
2
α2
(1− β)2 ‖Gk‖
2
= f(zk)− α
1− β∇f(zk)
⊤(δk +∇f(xk)) + L
2
α2
(1− β)2 ‖Gk‖
2
= f(zk)− α
1− β∇f(zk)
⊤δk − α
1− β∇f(zk)
⊤∇f(xk) + L
2
α2
(1− β)2 ‖Gk‖
2
= f(zk)− α
1− β∇f(zk)
⊤δk − α
1− β (∇f(zk)−∇f(xk))
⊤∇f(xk)− α
1− β ‖∇f(xk)‖
2
+
L
2
α2
(1− β)2 ‖Gk‖
2
Taking expectation on both sides
E[f(zk+1)− f(zk)] ≤ E
[
− α
1− β (∇f(zk)−∇f(xk))
⊤∇f(xk)− α
1− β ‖∇f(xk)‖
2 +
L
2
α2
(1− β)2 ‖∇f(xk)‖
2
]
+
L
2
α2
(1− β)2E[‖Gk −∇f(xk)‖
2]
= E
[
− α
1− β (∇f(zk)−∇f(xk))
⊤∇f(xk)
]
+
(
L
2
α2
(1− β)2 −
α
1− β
)
E[‖∇f(xk)‖2] + Lα
2
2(1− β)2σ
2
(18)
≤ 1
2
E
[
1
L
‖∇f(zk)−∇f(xk)‖2 + Lα
2
(1− β)2 ‖∇f(xk)‖
2
]
+
(
L
2
α2
(1− β)2 −
α
1− β
)
E[‖∇f(xk)‖2] + Lα
2
2(1− β)2σ
2
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Proof of Lemma 3
Proof
‖∇f(zk)−∇f(xk)‖2 ≤ L2‖zk − xk‖2 = L2‖pk‖2 = L
2β2
(1− β)2 ‖xk − xk−1 + sαGk−1‖
2
Recall the recursion in (13).
vk+1 = βvk + ((1− β)s − 1)αGk
Note that v0 = 0. Denote by αˆ = α((1 − β)s − 1). By induction, we can show that
vk = αˆ
k−1∑
i=0
βk−1−iGi = αˆ
k−1∑
i=0
βiGk−1−i
Let Γk−1 =
∑k−1
i=0 β
i = 1−β
k
1−β . Then
‖vk‖2 =
∥∥∥∥∥
k−1∑
i=0
βi
Γk−1
αˆGk−1−i
∥∥∥∥∥
2
Γ2k−1 ≤ Γ2k−1
k−1∑
i=0
βi
Γk−1
αˆ2‖Gk−1−i‖2 = Γk−1
k−1∑
i=0
βiαˆ2‖Gk−1−i‖2
Then
E[‖vk‖2] ≤ Γk−1
k−1∑
i=0
βiαˆ2(G2 + σ2) = Γ2k−1αˆ
2(G2 + σ2) ≤ α
2((1− β)s − 1)2(G2 + σ2)
(1− β)2
Then
‖∇f(zk)−∇f(xk)‖2 ≤ L
2β2
(1− β)2E[‖xk − xk−1 + sαGk−1‖
2] =
L2β2
(1− β)2E[‖vk‖
2]
≤ L
2β2((1 − β)s− 1)2α2(G2 + σ2)
(1− β)4
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Proof of Lemma 4
Proof We can follow the same analysis as in the proof of Lemma 2 and get
E[f(zk+1)− f(zk)] ≤ E
[
− α
1− β (∇f(zk)−∇f(xk))
⊤∇f(xk)
]
+
(
L
2
α2
(1− β)2 −
α
1− β
)
E[‖∇f(xk)‖2] + Lα
2
2(1− β)2σ
2
≤ 1
2
E
[
1
L((1− β)s − 1)2 ‖∇f(zk)−∇f(xk)‖
2 +
Lα2((1− β)s− 1)2
(1− β)2 ‖∇f(xk)‖
2
]
+
(
L
2
α2
(1− β)2 −
α
1− β
)
E[‖∇f(xk)‖2] + Lα
2
2(1− β)2σ
2
=
1
2L((1 − β)s − 1)2E[‖∇f(zk)−∇f(xk)‖
2]
+
(
α2L[1 + ((1 − β)s− 1)2]
2(1 − β)2 −
α
1− β
)
E[‖∇f(xk)‖2] + Lα
2
2(1− β)2σ
2
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