We obtain a strong approximation for the logarithmic average of sample extremes. The central limit theorem and laws of the iterated logarithm are immediate consequences.
Introduction and results
Let X 1 ; X 2 ; : : : be independent identically distributed random variables with distribution function F. Several authors studied the asymptotic properties of
Brosamler (1988), Schatte (1988) and Lacey and Philipp (1990) obtained the ÿrst laws of large numbers for T n =log n in the case when the X i 's have ÿnite second moments. For extensions for the non-i.i.d. case and unbounded h, see Berkes and Dehling (1993) , Berkes et al. (1998a) and Lifshits (1998, 1999) . If h is the indicator of (−∞; x] Weigl (1989) and Cs orgő and HorvÃ ath (1992) established the asymptotic normality of (T n − ET n )=(log n) 1=2 . For reÿnements we refer to HorvÃ ath and Khoshnevisan (1996), Berkes et al. (1998b) and Berkes and HorvÃ ath (1997) . A detailed survey on almost sure limit theorems can be found in Berkes (1998) .
In this paper we investigate the asymptotic properties of logarithmic averages of maxima. Let
and deÿne
Throughout this paper we assume that there is a non-degenerate distribution function H such that lim n→∞ P{ n 6t} = H (t): (1.1) Fisher and Tippett (1928) and Gnedenko (1943) showed that all distribution functions H arising as limits in (1.1) must be one of the following types: where U (t) denotes the (generalized) inverse of −log(1 − F(x)). For further properties and applications of extreme values we refer to de Haan (1970) and Galambos (1978) . The ÿrst almost sure max-limit theorems were established by Fahrner and Stadtm uller (1998) and Cheng et al. (1998) . They proved that if h is an almost everywhere continuous, bounded function and (1.1) holds, then
In this paper we provide an almost sure approximation for S(n). The asymptotic variance of S(n) will depend on the type of the limit distribution function in (1.1). Let
if F ∈ D( ), where = and
if F ∈ D( ), where = .
Our main result is the following strong approximation:
Theorem 1.1. We assume that h is of bounded variation and has compact support. If (1:1) holds; then there is a Wiener process {W (t); 06t6∞} and a positive numerical sequence n such that
with some ¿ 0 and lim n→∞ n =log n = 2 ; (1.9) where 2 is deÿned by (1:5) -(1:7).
The weak convergence of S(n t ), 06t61 and the laws of the iterated logarithm are immediate consequences of Theorem 1.1. Namely, under the conditions of Theorem 1.1 we have
lim sup n→∞ (2 log n log log log) −1=2 {S(n) − ES(n)} = a:s:
and lim inf n→∞ log log log n log n Remark 1.1. In the proof of Theorem 1.1 we will show that (1.8) holds with any 0 ¡ ¡ 1=24.
Remark 1.2. The norming and centering sequences in (1.2) -(1.4) are used in the proof of Theorem 1.1. However, these special choices of a(k) and b(k) are unimportant. If (1.1) holds then the norming and centering sequences are equivalent with a(k) and b(k) in (1.2) -(1.4) (cf. Bingham et al. (1987) ), so Theorem 1.1 remains true for any choices of a(k) and b(k) as long as (1.1) holds.
Computation of the variance
In this section we show that
where 2 is deÿned by (1.5), (1.6), or (1.7) depending on which domain of attraction F belongs to. The proof of (2.1) will be done in two steps. First, we establish (2.1) in three special cases and then we show that (2.1) holds if F is in the domain of attraction of an extreme value distribution.
Since h is bounded, by the Cauchy-Schwartz inequality we have
Elementary arguments give that
where
Then for any i ¡ j we have
Let i; j be the measure generated by the distribution of ( i ; j ). Then for any s ¿ 0
Since H k is right continuous, it follows that
On the other hand, the formula for P{ i 6t; j 6s} shows that in the open half-plane (A 1 ∪ A 2 ) c , P{ i 6t; j 6s} depends only on s and thus
Therefore,
Lemma 2.1. If the conditions of Theorem 1:1 are satisÿed
and a(i) = 0 and b(i) = i 1= ( ¿ 0); then (2:1) holds where 2 is deÿned in (1:5).
Proof. Elementary calculations give sup
−∞¡x¡∞
Next, we show that
Observing that
we obtain immediately (2.7). By (2.7) we have that
By (2.6) we conclude
and
Putting together (2.10) and (2.11) we get
we get that
The boundedness of h gives that c ij and d i are uniformly bounded and thus by (2.7) we have
Combining (2.3), (2.7), (2.8), (2.12) and (2.13) we obtain that
(2.14)
Using the deÿnitions of c ij and d i one can easily verify that
Change of variables gives that
Next, we prove that
with some c 1 ¿ 0 and c 2 ¿ 0. We can assume, without loss of generality, that the support of h is in [0; A] with some A ¿ 0. We write
with some c 3 . For all 06t6A and A exp(−y= )6s6A we have that I {t ¡ s exp(y= )}= 1. Since ' and ' are bounded, Taylor expansion yields
If c * is so large that h(t) = 0 if t¿c * , then
completing the proof of (2.16). Let r = r(n) = (log n) −1=2 . Using (2.16) we obtain that sup log R6u6(1−r)log n
Thus, we have
which also completes the proof of Lemma 2.1.
In the following lemma, we take a specially chosen function in the domain of attraction of and show that (2.1) holds again.
Lemma 2.2. If the conditions of Theorem 1:1 are satisÿed;
and a(i) = 0 and b(i) = i −1= ( ¿ 0); then (2:1) holds where 2 is deÿned in (1:6).
Proof. Similarly to (2.6) we have
Following the proof of Lemma 2.1 one can easily verify that
where R = (log n) 2 and
with (t) = (t). Repeating the proof of (2.16) we get that G * (y)6c 7 exp(−c 8 y);
Next, we consider a function which is in the domain of attraction of .
Lemma 2.3. If the conditions of Theorem 1:1 are satisÿed;
and a(i) = log i and b(i) = 1; then (2:1) holds where 2 is deÿned in (1:7).
Proof. It is easy to see that
We have the same rate of convergence in (2.6) as well as in (2.18), so following the proof of Lemma 2.1 we arrive at
where R = R(n) = (log n) 2 ,
where (t) = (t). We can assume, without loss of generality, that the support of h is in [ − A; A] with some A ¿ 0 and
If y ¿ 2A, then t6s + y for all −A6t; s6A and therefore L(y) = 0. Hence
which completes the proof of Lemma 2.3.
Next, we collect some technical results on the norming and centering constants in (1.1).
Lemma 2.4. We assume that ¿ 0 and B ¿ 1. If F ∈ D( ) and b(k) is deÿned in (1:2); then
is a regularly varying sequence with exponent 1= (resp. −1= ) and therefore (2.20) -(2.23) follow from Theorem 1:2:1 of Bingham et al. (1987) . According to Theorem 8:13:4 in Bingham et al. (1987) , there is a slowly varying function ' such that
for any u ¿ 0. Observing that U is a monotone function, Polya's theorem (cf. Bingham et al., 1987, p. 60 ) yields that
The uniform convergence in (2.28) implies immediately (2.24) -(2.27). We recall that c ij are deÿned in (2.9), (2.17) and (2.19) and the deÿnition depends on the extreme value distribution we have in the limit.
Lemma 2.5. We assume that the conditions of Theorem 1:1 are satisÿed; ¿ 0 and B ¿ 1. Then for any ¿ 0 there is N such that
Proof. We use (2.5). We assume that F ∈ D( ). The other two cases are very similar and their proofs will be omitted. Since is continuous, by (1.1) we have that
So integration by parts and the bounded variation of h(t) give
Using again integration by parts, for any Á ¿ 0 we can ÿnd N 1 and N 2 such that
if i¿N 1 and j − i¿N 2 . By Lemma 2.4 and the fact that h has a compact support we have that
Hence, integration by parts yields
completing the proof. Now, we are ready to prove the main result of this section. Proof. Since h is bounded, for any i ¡ j we have
Observing that the random variable
is bounded and di ers from 0 only if max 16k6j X k is reached for some 16k6i, i.e. with probability not greater than i=j, we get that
and therefore
We recall that R = (log n) 2 . Next for any ¿ 0 and B ¿ 1 we write 
if i¿N . Hence, if n¿n 0 , then
R6i¡j6n;1+ 6j=i6B 1 ij 6c 14 log(1= ) log n: (2.34)
Putting together (2.2) and (2.30) -(2.34) we conclude that for any ¿ 0 lim sup
6c 15 log(1= ): (2.35)
Since (2.35) holds for any F in the domain of attraction of an extreme value distribution, Theorem 2.1 follows from Lemmas 2.1-2.3.
Proof of Theorem 1.1
We can and shall assume, without loss of generality, that |h|61. For any i ¡ k we deÿne
Let r ¡ p ¡ q be positive integers and deÿne
Lemma 3.1. If the conditions of Theorem 1:1 are satisÿed; then for any d¿1 we have
Proof. Let 2 p ¡ i62 q . Clearly, M i; 0 = M i; 2 r implies that the maximum of X 1 ; : : : ; X i is taken among the ÿrst 2 r terms and thus
Now by |h|61 we have
and therefore (3.2) yields
Now (3.1) follows immediately from (3.3) and (3.4).
Lemma 3.2. If the conditions of Theorem 1:1 are satisÿed; then for any positive integers M and N we have
with some constants c 1 and c 2 .
Proof. We prove only (3.6) since the proof of (3.5) is similar; in fact simpler. It is easy to see that
Since |h|61 we get that | i |62 and therefore
First, we show that if M ¡ i ¡ j ¡ k ¡ '6M + N and at least one of j − i and ' − k is larger than N 1=2 , then
Assume that j − i¿N 1=2 and set *
Using Lemma 3.1 we obtain that
Similar estimates hold for E| k − * k; i |; E| ' − * '; i | and thus
Observing that i and { * j; i ; * k; i ; * '; i } are independent and E i = 0, we conclude that the second expected value in (3.10)
By Lemma 3.1 for any integer d¿1 we have that
and similarly,
Lemma 3.3. If the conditions of Theorem 1:1 are satisÿed; then
Proof. Applying (3.12) with d = 1 and using the monotone convergence theorem we get
Also, (3.12) with d = 2 and Lemma 3.2 give
where · denotes the L 2 norm. Thus, and
Lemma 3.4. If the conditions of Theorem 1:1 are satisÿed; then
Proof. Lemma 3.2 implies that
and (3.12) with d = 2 gives
Hence by the independence of Á * 
where the second equality follows from the observation that n is proportional to log n (cf. 
with any ¿ 0.
Proof. Let
By Lemma 3.2 we have
Using (3.11) with d = 4, (3.19) yields that
Also, by Lemma 3.4 we have After the preliminary results the proof of Theorem 1.1 will be very simple.
Proof of Theorem 1.1. By Lemmas 3.3 and 3.5 we have that
=W ( with any ¿ 0, completing the proof of Theorem 1.1.
