The Poisson-Boltzmann theory has become widely accepted in modeling electrostatic solvation interactions in biomolecular calculations. However the standard practice of atomic point charges in molecular mechanics force fields introduces singularity into the Poisson-Boltzmann equation. The finite-difference/finite-volume discretization approach to the Poisson-Boltzmann equation alleviates the numerical difficulty associated with the charge singularity but introduces discretization error into the electrostatic potential. Decomposition of the electrostatic potential has been explored to remove the charge singularity explicitly to achieve higher numerical accuracy in the solution of the electrostatic potential. In this study, we propose an efficient method to overcome the charge singularity problem. In our framework, two separate equations for two different potentials in two different regions are solved simultaneously, i.e., the reaction field potential in the solute region and the total potential in the solvent region. The proposed method can be readily implemented with typical finite-difference Poisson-Boltzmann solvers and return the singularity-free reaction field potential with a single run. Test runs on 42 small molecules and 4 large proteins show a very high agreement between the reaction field energies computed by the proposed method and those by the classical finite-difference Poisson-Boltzmann method. It is also interesting to note that the proposed method converges faster than the classical method, though additional time is needed to compute Coulombic potential on the dielectric boundary. The higher precision, accuracy, and efficiency of the proposed method will allow for more robust electrostatic calculations in molecular mechanics simulations of complex biomolecular systems.
I. INTRODUCTION
The importance of solvation in computer simulations is well recognized in computational studies of biomolecules. Due to the often prohibitively high computational expense of explicit solvent models, implicit solvent models have emerged as simple and accurate alternatives for solvation interactions. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] In implicit solvents, solvation interactions are usually separated as nonelectrostatic and electrostatic components. The nonelectrostatic interactions are nowadays modeled as a repulsive cavity component and an attractive dispersion component for accuracy and transferability. To model the electrostatic interactions, a biomolecule is approximated as a cavity of low interior dielectric constant, embedded in a continuous medium of high dielectric constant. The interior of the cavity contains point charges representing charge distributions on atomic centers in the molecule. When mobile ions are present, the ion distribution is also modeled in a mean field fashion, assumed to obey the Boltzmann distribution. With such a continuum approximation of the electrostatic interactions, the electrostatic poten where is the dielectric constant, 0 is the solute charge density, is the ion-exclusion function with values of 0 within the Stern layer and 1 outside the Stern layer, e is the unit charge, z i is the valence of ion type i, c i is the number density of ion type i, k B is the Boltzmann constant, and T is the absolute temperature. For a solution with symmetric 1:1 salt, Eq. ͑1͒ can be simplified to
where 2 =8e 2 I / out k B T and C = ez / k B T. Here "out" denotes the outside solvent, and I represents the ionic strength of the solution and is computed as I = z 2 c. If the electrostatic potential is weak and the ionic strength is low, 15 the nonlinear PBE can be simplified to a linear PBE, ٌ · ٌ = − 4 0 + out 2 . ͑3͒
Currently, there are three major numerical methods widely used for solving the PBE. One such approach is the finite-difference method ͑FDM͒. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] In this method, the physical properties of the solution, such as the charge density and dielectric constant, are mapped onto a cubic or rectangular lattice, and a discrete approximation to the governing partial differential equations is produced. The second approach is the finite-element method ͑FEM͒, [27] [28] [29] [30] [31] [32] which is based on the weak variational formulation. The potential to be solved is approximated by a superposition of a set of basis functions. A linear or nonlinear system for the coefficients produced by the weak formulation has to be solved. A nice property of the FEM is that the mesh is unstructured so that adaptivity can be achieved. Also body fitted mesh can be generated to fit nicely to the boundary or the interface, such as the molecular surface. However this strategy may introduce additional cost, such as constant remeshing for dynamical problems. The third approach is the boundary-element method ͑BEM͒. [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] In BEM, the Poisson equation or PBE is solved for either the induced surface charge [33] [34] [35] [36] 40, 41, 43, 44 or the normal component of the electric displacement [37] [38] [39] 42, 45, 46 on the dielectric boundary between the solute and the solvent.
In biomolecular models, point charges are widely used to represent atomic charge density distribution. Unfortunately this practice introduces singularity into the right hand side of the PBE. The presence of the charge singularity results in discontinuity in the electrostatic potential and causes a large error when FDM or FEM is used. 13, 31 To conquer this problem, two regularization schemes for FDM or FEM were proposed. 31, [47] [48] [49] A straightforward scheme is to remove the singular component, i.e., the singular Coulombic potential, from the electrostatic potential and leave the regular component or the reaction field potential in the differential term, 31, 47 in
Here ⍀ 1 denotes the solute region, ⍀ 2 denotes the solvent region, and ⌫ denotes the dielectric boundary between the solute and the solvent. f͑•͒ represents either the nonlinear term in Eq. ͑2͒ or the corresponding linear term in Eq. ͑3͒. In this scheme, the Coulombic potential has to be calculated everywhere, and 2M unknowns ͑M is the number of grids͒ are to be solved. 47 A more practical scheme is to decompose the electrostatic potential into three components: a singular potential, a harmonic potential, and a regular potential, 48, 49 
where the singular component and the harmonic component are both defined in the solute and on the dielectric boundary,
where G is the Green's function. The regular component is defined in the whole domain, and the corresponding equation is
The singular component needs to be computed on the dielectric boundary to solve for the harmonic component, which is used to enforce the continuity of the regular component to avoid overfloating when evaluating the exponential function. 48 The regular component solved using Eq. ͑8͒ plus the harmonic component solved using Eq. ͑7͒ gives the reaction potential in the solute. Thus the solution of the PBE requires the solution of both Eqs. ͑7͒ and ͑8͒, though the two equations can be solved sequentially.
In this work, we introduce an alternative method to remove the charge singularity in FDM. The Poisson equation is solved for the reaction field potential inside, and simultaneously the PBE is solved for the total potential outside. Unlike the decomposition schemes above, different potentials are assigned on the finite-difference grids based on whether the grid is inside the solute or in the solvent. Therefore there is no need to solve two equations separately for both the harmonic component and the regular component, like the second decomposition scheme above. This method can be implemented with existing FDM solvers without significant change in the program. Another benefit of this method is that the reaction field energy of the molecule can be directly obtained after solving the equation because the reaction field potential is what is needed to compute the reaction field energy.
II. THEORY

A. Solution without salt
It is illustrative to consider a straightforward situation, a molecular solute immersed in a solvent without salt, before considering the general situation where the PBE has to be used. Suppose the solute with dielectric constant in is surrounded by the solvent with dielectric constant out . Then Eq. ͑2͒ or Eq. ͑3͒ becomes
In Eq. ͑9͒, can be split into the Coulombic potential and the reaction field potential, i.e., = C + RF . The Coulombic potential is defined as
which means that the Coulombic field is generated by atomic charges in a uniform medium with dielectric constant in throughout the whole space. Thus the reaction field is simply the electrostatic field generated by the charges induced by transferring the environment surrounding the solute from in to out . And a general equation for the reaction field potential is
In doing so, we merely move the Coulombic potential to the right side and treat its effect as some charge distribution. Fortunately Eq. ͑11͒ can be further simplified as follows.
In the solute region ͑⍀ 1 ͒ with = in , use of Eq. ͑10͒ gives
while in the solvent region ͑⍀ 2 ͒ with = out , the right side of Eq. ͑11͒ is equal to zero because 0 = 0. Thus Eq. ͑11͒ is simplified to
Hence, in a solution system without salt, the reaction field potential is characterized by the Laplace equation both inside and outside the constant dielectric regions, i.e.,
However, in the region with variable dielectric constant, only the more general equation ͓Eq. ͑11͔͒ applies. Furthermore since there is a jump in dielectric constant at the dielectric boundary ͑⌫͒, only the integral form of Eq. ͑11͒ should be used. After the application of the divergence theorem, we have
Apparently, we have assumed that there is no charge on the dielectric boundary. Equation ͑15͒, combined with the continuity requirement of RF , leads to the following jump conditions across ⌫:
B. Solution with salt
Now consider the general situation, a molecular solute solved in a solution system with salt. Different from the situation without salt, an ion-exclusion Stern layer exists in the solvent region ͑⍀ 2 ͒, which is typically set 2.0 Å away from the dielectric interface. Since there is no atomic charge in the solvent region, Eqs. ͑2͒ and ͑3͒ in ⍀ 2 can be reduced to
where = 0 within the Stern layer and = 1 outside the Stern layer. If we split the total potential in Eq. ͑17͒ and solve for the reaction field potential as in the case of solution without salt, we have to calculate the Coulombic potential at every grid outside, as reviewed in Sec. I. An alternative way is to keep Eq. ͑17͒ unchanged and solve for the total potential outside. However the boundary conditions need to be modified to make a connection between the reaction field potential inside and the total potential outside. Apparently we need the relation = C + RF in this strategy.
To summarize, we solve Eq. ͑12͒ for the reaction field potential in ⍀ 1 and solve Eq. ͑17͒ for the total potential in ⍀ 2 , subject to the relation of = C + RF ,
Note that the first equation in Eq. ͑18͒ is simply Eq. ͑11͒ so that its integral form is also the same as Eq. ͑15͒ on ⌫. And again the corresponding jump condition across ⌫ is readily obtained from its integral form, which is the same as Eq. ͑16͒. Therefore the jump conditions are
Finally it is worth pointing out that the same jump condition can also be derived from the second equation in Eq. ͑18͒ because = C + RF .
III. NUMERICAL PROCEDURES
Our finite-difference scheme is based on the integral form of Eq. ͑18͒. Thus this discretization scheme should be more appropriately termed the finite-volume method ͑Fig. 1͒. Across the interface, the finite-volume method keeps its simple form, as will be shown below. Although this strategy may cause loss of some accuracy since it does not consider the location of the dielectric boundary with subgrid resolution, the simple formulation suits our current purpose to demonstrate the basic idea of the charge-singularity removal scheme.
Use of the divergence theorem on the integral form of Eq. ͑18͒ gives
͑21͒
On grid ͑i , j , k͒, Eqs. ͑20͒ and ͑21͒ are discretized into the following:
FIG. 1. Finite-volume/finite-difference discretization scheme.
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Here it is implied that the unknown potentials on the grids to be solved are either reaction field potentials or total potentials based on whether the grids are inside or outside.
The following notations are introduced to accommodate the use of different potentials in different regions in Eqs. ͑22͒ and ͑23͒. ͑1͒ ⍀ 1 is used to denote the solute grids with all of their six neighbor grids also within the solute region. ͑2͒ ⍀ 2 is used to denote the solvent grids with all of their six neighbor grids within the solvent region. ͑3͒ ⌫ 1 is used to denote the solute grids with one or more of their six neighbor grids in the solvent region. ͑4͒ ⌫ 2 is used to denote the solvent grids with one or more of their six neighbor grids in the solute region. ͑5͒ ⍀ 1 is defined as
For grids in ⍀ 1 , Eq. ͑22͒ can be simplified to
͑24͒
with the help of Eq. ͑12͒. For grids in ⍀ 2 , Eq. ͑23͒ can be used directly. For boundary grids in ⌫ 1 , Eq. ͑22͒ can be used by noting that one or more of their six neighbor grids of ͑i , j , k͒ are in ⍀ 2 where we only know the total potential. Therefore we replace the reaction field potentials ͑ RF ͒ on the neighbor grids in ⍀ 2 with − C in Eq. ͑22͒. For boundary grids in ⌫ 2 , Eq. ͑23͒ can be used by noting that one or more of their six neighbor grids of ͑i , j , k͒ are in ⍀ 1 where we only know the reaction field potentials. Therefore we replace the total potentials ͑͒ on the neighbor grids in ⍀ 1 with RF + C in Eq. ͑23͒. In doing so, we have the following equations serving as jump conditions on the dielectric boundary grids ͑⌫ 1 ഫ ⌫ 2 ͒ in our new method:
where ͚ m is a sum over neighbor points in the solute, ͚ n is a sum over neighbor points in the solvent, and i,j,k = i,j,k
As described above, the Coulombic potential is required on the dielectric boundary grids. Here the Coulombic potential is computed with the finite-difference Green's function, 50 g͑⌬x,⌬y,⌬z͒
͑27͒
where ͑⌬x , ⌬y , ⌬z͒ is the distance vector between the source and field point in the grid unit. The Coulombic potential is then given by ͑⌬x,⌬y,⌬z͒ = q ϫ g͑⌬x,⌬y,⌬z͒ ͑ 28͒
for charge q. Here the use of the finite-difference Green's function is to achieve an optimal consistency with the classical FDM solution of the PBE for easy validation of the new singularity-free formalism. Note that use of analytical Green's function ͑1 / r͒ may improve the accuracy of the reaction field potential if the jump conditions are explicitly enforced on the analytical dielectric boundary. 49 In this work the finite-difference Green's functions are precomputed for grid separation up to 20 per dimension. Beyond 20 grids, the difference between the analytical Green's function and the finite-difference Green's function approach is extremely small, so the analytical form 1 / r is used.
On the space boundary ͑⌸͒, one or more of the neighbor grid points are outside the domain of interest. We approximate the potentials at these points by using the analytical solution to the linearized PBE, which is also called the Debye-Huckel approximation. These potentials are therefore in the form of out = 1 out
Here ͚ i is a sum over all atoms, Q i is the charge of the nth atom, r i is the radius of the ith atom, and R i is the distance between the ith atom and the grid. In this equation, the underlying assumption is that the space boundary grid is so far away from the molecule that the molecule can be regarded as spherically symmetrical. It should be pointed out that the Debye-Huckel approximation overpredicts the electrostatic potential in the solution of the nonlinear PBE, 51 though an analysis of the accuracy of the space boundary potential is beyond the scope of this work.
The terms corresponding to the grid points outside the domain of interest are moved to the right side of Eq. ͑23͒. This is equivalent to treating them as induced charges on the space boundary. Thus we have
Here in is the potential on the grid within the space boundary, out is the potential on the grid outside the space boundary, ͚ m is a sum over neighbor points in the solvent, ͚ n is a sum over neighbor points outside the space boundary, and ͚ i is a sum over all atoms.
After the Coulombic potential is computed on all the grids on the dielectric boundary, a linear/nonlinear system of unknown reaction field potentials inside and total potentials outside can be constructed by combining Eqs. ͑23͒-͑30͒.
Three matrices can be introduced to store the dielectric constants along three orthogonal grid edges, respectively, i.e., ͕ i,j,k x ͖, ͕ i,j,k y ͖, and ͕ i,j,k z ͖. After introducing the Kronecker delta function, a uniform finite-difference linear/ nonlinear system can be expressed as
In Eq. ͑31͒, the following notations are used: = RF in ⍀ 1 and = in ⍀ 2 , and xm ϫ ym ϫ zm is the dimension of the finite-difference grids. Finally q i,j,k is defined as
where ͚ m is a sum over neighboring grid points in the solute. Note that the space boundary charge is the same as in the classical FDM. Thus to implement Eqs. ͑31͒ and ͑32͒ in a FDM, first find all dielectric boundary grids ͑⌫ 1 ഫ ⌫ 2 ͒. This information is readily available when the molecular surface is mapped to the finite-difference grids to determine the dielectric constants on all grid edges. Second add "dielectric boundary grid" charges according to Eq. ͑32͒ with the solute Coulombic potentials. Finally eliminate the atomic charges on the grids after computing the Coulombic potentials above. All other procedures remain the same as in the classical FDM.
A few other operations are needed to discretize the solution system as in any FDM, including mapping atomic charges to the finite-difference grid points and defining the dielectric boundary. In this study, a standard trilinear mapping of charges was used. 52 To obtain the three matrices of the dielectric constants 
IV. SIMULATION DETAILS
All calculations were conducted with a modified Amber 10 package. 58 Only the linearized PBE was tested in the current study. The dielectric constant in was set to 1, and out was set to 80. The solvent probe was set to be 1.4 Å to compute the solvent excluded surface that was used as the solute/ solvent dielectric boundary. The ionic strength was set to 150 mM. The ion probe was set to be 2.0 Å to compute the ion accessible surface that was used as the interface between the Stern layer and the bulk ion accessible solvent region. The finite-difference grid spacing was set as 0.5 Å. The ratio between the longest dimension of the finite-difference grid and that of the solute was 5 for small molecules and 2 for proteins. The convergence for the linear system was set to be 10 −6 if it is not mentioned otherwise. We used 42 small molecules and 4 large proteins to test the consistency of the new method with the classical approach; specifically the reaction field energies were compared to those by the classical FDM, i.e., subtraction of the total electrostatic potential with in = out = 1 from the total electrostatic potential with in = 1 and out = 80,
͑33͒
The 42 small molecules include 25 amino acid side chain analogs ͑both neutral and charged͒, NMA ͑n-methylamine͒, three dipeptides ͑GLY, ALA, and PRO͒, 5 bases ͑from five nucleotides: DA, DC, DG, DT, and DU͒, 8 phosphate analogs with sugars ͑DAP from DA, DA3P from DA3, DA with a 3Ј-OH end group, DA5P from DA5, DA with a 5Ј-OH end group, DANP from DAN, DA with both 5Ј-OH and 3Ј-OH end groups, and their corresponding parts from RA, RA3, RA5, and RAN, respectively͒. 59 These small molecules cover all the standard templates for proteins and nucleic acids in the Amber force fields. 58 The PDB code of the four proteins are 1pgb ͑56 residues and 855 atoms͒, 2trx ͑108 residues and 1654 atoms͒, 1tsr ͑194 residues and 3010 atoms͒, and 1e6q ͑499 residues and 7819 atoms͒.
V. RESULTS AND DISCUSSION
The original proposals to remove charge singularity were to increase the numerical accuracy of the FDM. However, it was later found that the removal of charge singularity alone has little effect to enhance the numerical accuracy of the FDM without proper enforcement of jump conditions across the dielectric interface. 47, 49 This study focuses on the validity of the new decomposition scheme to remove charge singularity. Thus exactly the same physical and numerical model as the classical method was used for easy validation. Furthermore the new method was implemented with the same PB solver used in the classical method. Finally the electrostatic energy was computed as 1 2 ͚ i q i i . That is to say, the discretization approximation in both charges and the dielectric boundary is still there. Therefore the numerical results for the same quantity calculated by both methods are supposed to be equal in theory.
Indeed, as shown in Fig. 2 , a high level agreement between the new method and the classical method can be observed in terms of the reaction field energies for the 42 tested small molecules. The number of the atoms of the 42 small molecules ranges from 3 to 26, and the reaction field energies range from Ϫ98.5331 to Ϫ0.1291 kcal/mol. The correlation coefficient between the two sets of data is 1.000 006, and the rms relative deviation is 2.95ϫ 10 −4 %. The reaction field energy calculations for the four tested proteins are listed in Table I . The relative deviations between the two methods for the four proteins are 1.54ϫ 10 −4 %, 1.01ϫ 10 −3 %, 1.08 ϫ 10 −3 %, and 7.90ϫ 10 −5 %, respectively. We also evaluated the convergence behaviors of the new and classical methods by counting the number of iterations necessary to reach a certain precision level in the calculated reaction field energies. The precision level here is defined as the relative deviation between the intermediate result and the final result of the iterations. In this analysis, we tested convergence criteria up to 10 −12 , with which the precision level of the reaction field energy is supposed to be advanced to 10 −12 . Our data show that the classical method can reach the 10 −9 precision level for the relatively small proteins, 1pgb and 1trx, but only 10 −7 for the two larger proteins, 1tsr and 1e6q, while the new method can truly reach the 10 −12 level for all four tested proteins. As shown in Fig. 3 , the new method converges continuously for whatever sized tested proteins, while the classical method has difficulty in reaching a higher precision level, especially for larger proteins. This is indicated by the flat region in the convergence plots. The flat region tends to expand for larger proteins and thereby results in deterioration in the convergence quality. In addition the new method exhibits better convergence rate. For example, to obtain the 10 −6 precision level, the classical method needs roughly twice iterations than the new method for all four tested proteins.
The different efficiency between the classical and new methods can be appreciated by the fact that the classical method keeps the singular charges in the equation and thus suffers from the large error and the difficulty in converging a larger potential value near singular charge sources. While the larger error is believed to cancel via Eq. ͑33͒ if the same grid and charge mapping strategy are used, the larger potential still causes loss of significant digits in the calculation of the reaction field energy and the precision is consequently re- duced. The larger potential comes from two sources in the classical approach. The first source is the self-potential for the singular point charges. In FDM, the singular charges are mapped to the eight corners of each lattice cell, and there arises the artificial interaction between the eight grid charges. The second source is the large short-range Coulombic potential between charges in close contact. Since the new method solves the Laplace equation in the solute that does not contain any singular charges, it is free of the above chargesingularity related limitations. Note that our new method requires the calculation of the Coulombic potential on the dielectric boundary while enforcing the boundary condition. To evaluate the additional cost, we compared the computation time on the dielectric boundary condition ͑DBC͒ to the computation time on the space boundary condition ͑SBC͒ ͑see Table I͒. The DBC time is typically half of the SBC time in the new method. The difference in SBC time between the out = 80 case and the out = 1 case arises from the different ion concentrations in the solvent. Thus despite the additional time cost in DBC, the new method is overall faster than the classical method to obtain the reaction field energy.
VI. CONCLUSION
In the present work we have proposed an efficient method to remove the charge singularity of the PBE. In our method, two differential equations for two different potentials in two different regions are solved simultaneously, i.e., the reaction field potential in the solute region and the total potential in the solvent region. This method can readily be implemented within any finite-difference PoissonBoltzmann solver and can give the reaction field energy with a single run.
We validated the new method by comparing the calculated reaction field energies of 42 small molecules and 4 large proteins with those obtained by the classical method.
The result shows a very good agreement between the new and classical methods, with a rms relative deviation of 2.95 ϫ 10
−4 % for the tested small molecules and a rms relative deviation of 1 ϫ 10 −3 % for the tested proteins. More interestingly, further evaluation of the precision level and convergence rate of the new method shows additional benefit in adopting the new decomposition scheme. The new method was found to converge continuously and smoothly for all tested proteins, while the classical method has difficulty reaching higher precision for larger proteins. This directly leads to the new method's faster convergence rate. Indeed the classical method needs roughly twice iterations than the new one for all four tested proteins, for example, to reach the convergence of 10 −6 . Note that additional time is needed for the calculation of the Coulombic potential on the dielectric boundary in the new decomposition scheme. However the total time used for the boundary potential in the new method is still less than the time of two runs used in the classical method to obtain the reaction field energy.
Finally accuracy improvement can be achieved in the finite-difference calculation when the removal of charge singularity is coupled with the enforcement of dielectric jump conditions at the analytical solute/solvent interface. Indeed, the coupled strategy was found to improve the accuracy and precision of the finite-difference calculation for a tested analytical system in a separate study. 60 Furthermore the removal of charge singularity alone was found to have the additional benefit of significantly improving the accuracy of the dielectric boundary force for the tested system. 60 In summary the new method allows for higher efficiency, precision, and accuracy in electrostatic energy and force evaluations, which in turn allow for more robust biomolecular simulations to be conducted. Specifically, the new method can certainly find applications in areas where tens of millions of electrostatic calculations are needed, such as conformational sampling and free energy simulations, where the electrostatic calculation is often the bottleneck in both efficiency and accuracy since other molecular mechanics terms can be analytically computed with very high efficiency.
