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Abstract
We establish a central limit theorem for a class of pre-averaging covariance estimators in a general endogenous time
setting. In particular, we show that the time endogeneity has no impact on the asymptotic distribution if certain functionals
of observation times are asymptotically well-defined. This contrasts with the case of the realized volatility in a pure diffusion
setting. We also discuss an optimal choice of the weight function in the pre-averaging.
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1 Introduction
In the past decade an improvement in the availability of financial high-frequency data has highlighted applications of the
classic asymptotic theory for the quadratic covariation of a semimartingale to the inference for the covariance structure of asset
returns. Empirical evidences, however, suggest that at ultra-high frequencies asset price processes follow a semimartingale
contaminated by noise (called microstructure noise) rather than a pure semimartingale. In addition, at ultra-high frequencies
financial data are possibly recorded at irregular times, and this causes the non-synchronicity of observation times between
multiple assets.
Recently various approaches have been proposed for estimating the quadratic covariation matrix of a semimartingale
observed at a high frequency in a non-synchronous manner with additive observation noise. Thus far the most prominent ones
are the subsampling approach by (Bibinger 2011; Zhang 2011), the realized kernel estimation by Barndorff-Nielsen et al.
(2011), the pre-averaging method by (Christensen et al. 2010, 2013), the quasi maximum likelihood (QML) approach by
(Aı¨t-Sahalia et al. 2010; Liu and Tang 2014), and the spectral method by (Bibinger et al. 2014; Bibinger and Winkelmann
2015). In this paper we focus on the pre-averaging method, especially the modulated realized covariance (abbreviated MRC)
introduced in Christensen et al. (2010).1
Specifically, we consider the following model:
Yt = Xt + ǫt, t ≥ 0,
where X = (Xt)t≥0 is a d-dimensional process (latent log-price) and ǫ = (ǫt)t≥0 is a d-dimensional error process (mi-
crostructure noise) which is, conditionally on the process X , centered and serially independent. We assume that X is of the
form
Xt = X0 +
∫ t
0
asds+
∫ t
0
σsdWs,
where a = (as)s≥0 is an Rd-valued ca`dla`g process, σ = (σs)s≥0 is an Rd ⊗ Rd′-valued ca`dla`g volatility, and W is a d′-
dimensional Wiener process. Our objective is the quadratic covariation matrix of X over some fixed interval [0, T ] (hereafter
an asterisk denotes the transpose of a matrix):
[X,X ]T =
∫ T
0
Σtdt, Σt = σtσ
∗
t .
1The preliminary version Koike (2013) of this paper focuses on the pre-averaged Hayashi-Yoshida estimator, which is another covariance estimator
introduced in Christensen et al. (2010).
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Let us recall the definition of the MRC estimator in the synchronous sampling case. Suppose that we have observation data
(Yti)
N
i=0 with observation times 0 ≤ t0 < t1 < · · · < tN−1 < tN ≤ T . Then, we choose a weight function g on [0, 1] and a
window size K with which we associate the variables called the pre-averaging of Y :
Y ti =
K−1∑
j=1
g
(
j
K
)
∆ti+jY, ∆tiY = Yti − Yti−1 .
Since the observation errors are centered and serially independent, one can expect that Y ti ’s are close to the latent returns.
Therefore, it is natural to consider the statistic
∑N−K+1
i=0 Y ti
(
Y ti
)∗
as an estimator of [X,X ]. In fact, Christensen et al.
(2010) showed that a bias corrected version of this estimator has the consistency and the asymptotic mixed normality as long
as the observation times are equidistant (ti = i/N ) and we consider the situation where N goes to infinity. This bias corrected
version of the estimator is called the MRC estimator.
Now, our main concern is the following two questions:
(a) What happens when the observation times are endogenous?
(b) What is an optimal choice of the weight function g?
By the term “endogenous” we mean that the observation times depend on the latent log-price process X . Indeed, this issue
is a relatively new subject in this area despite its importance for both theoretical and practical perspectives. In fact, in a pure
one-dimensional diffusion setting, Fukasawa (2010) showed that the endogeneity of the observation times can cause a bias
of the asymptotic distribution of the realized volatility
∑N
i=1(∆tiX)
2
, which is a natural estimator for [X,X ]T in such a
setting. This phenomenon was independently found by Li et al. (2014b), and they also constructed a feasible central limit
theorem as well as conducted empirical work that provides evidence that time endogeneity exists in financial data. In their
analysis, the skewness and kurtosis of the returns ∆tiX play an important role. In particular, Li et al. (2014b) showed that
the former quantity has a strong connection with the covariance between the returns ∆tiX and the durations ti − ti−1 (see
Remark 3 of Li et al. (2014b)). Renault and Werker (2011) discussed the effect of this covariance on the volatility inference
in a semi-parametric context. On the other hand, Li et al. (2013) derived a corresponding result to the one by Li et al. (2014b)
in the presence of microstructure noise. More precisely, they considered the following estimator: choose two integers p and q
such that p < q, and set
Yˆti =
1
p
p−1∑
j=0
(
Yti+j+q − Yti+j
)
.
They showed that after appropriate scaling, the estimator
∑N−(p+q)+1
i=0 (Yˆti)
2 is (possibly biased) asymptotic mixed normal
under some regularity conditions; see Theorem 2 of Li et al. (2013) for details. In particular, according to their theory the
asymptotic distribution of the estimation error
√
N
q (
1
q
∑N−(p+q)+1
i=0 (Xˆti)
2 − [X,X ]T ) due to the diffusion part is character-
ized by the probability limit of the processes given by
N
q
∑
i≥q,ti≤t
q−1∑
j=1
q − j
q
∆ti−jX
2 (∆tiX)2 and √Nq3/2 ∑
ti+p+q−1≤t
(Xˆti)
3 (1.1)
for each t ∈ [0, T ]. Note that if p = q their estimator corresponds to the MRC estimator while g(x) = x ∧ (1 − x) and
K = 2p. In this paper we concentrate on the case where p = q because the estimator achieves the optimal rate of convergence
under these circumstances.
Therefore, regarding question (a) one possible approach would be to find some counterparts of the quantities in Eq.(1.1) in
the multivariate and the general weight function setting. Unfortunately, we encounter some difficulties taking this approach.
Namely, (i) it is not clear what the first quantity of (1.1) corresponds to in the general weight function setting, and (ii) it is
preferable to give an explicit relation between the asymptotic distribution of the estimator and the tuning parameters g and
2
K in order to obtain information on the optimal choice. This is especially important for question (b). The characterization
by the quantities in (1.1), however, is not adapted to this purpose because their limiting variables will depend on the tuning
parameters in an unspecified way. For this reason we introduce another set of conditions, which is independent of the choice of
the tuning parameters, for handling the time endogeneity. Those conditions require that certain functionals of the observation
times are asymptotically well-defined, and they seem reasonable for covering important models used in financial econometrics
(cf. Remark 3.4). Interestingly, it turns out that the time endogeneity has no impact on the asymptotic distribution of the MRC
estimator under our conditions. This is quite different from the case of the realized volatility in a pure diffusion setting and
makes the derivation of feasible limit theorems easier.
On the other hand, regarding question (b) we try to find an optimal weight function in the sense that it minimizes the
asymptotic variance of the MRC estimator in the univariate and parametric setting with equidistant observation times. To
accomplish this, we need to extend the class of weight functions to those with unbounded supports. This is implemented in
Section 2. After that, in Section 5.1 the double exponential density is shown to be an optimal weight function. In fact, it
turns out that the double exponential density is a counterpart of the optimal kernel function for the flat-top realized kernel of
Barndorff-Nielsen et al. (2008). Therefore, the MRC estimator with the double exponential density and the oracle window
size K achieves the parametric efficiency bound from Gloter and Jacod (2001). We also point out that this optimal weight
function has a computational advantage and discuss two related topics, comparison with other efficient estimators and what
happens in the presence of jumps.
This paper is organized as follows. Section 2 presents the mathematical model and the construction of the MRC estimator
in a more general setting. Section 3 is devoted to the main result of this paper. Section 4 discusses connections between our
assumption on the observation times and quantities related to the observation times appearing in the preceding studies. Section
5 deals with question (b) and related topics. All proofs are given in Section 6.
General notation
We denote by Rd ⊗ Rd′ the set of d × d′ matrices. For a matrix A ∈ Rd ⊗ Rd′ , we write the entries Akl, 1 ≤ k ≤ d,
1 ≤ l ≤ d′, and the Frobenius norm ‖A‖, i.e. ‖A‖2 = ∑dk=1∑d′l=1(Akl)2. For the case of d′ = 1 we write Ak instead of
Ak1. Finally, Dd×d
′
T denotes the space of Rd ⊗Rd
′
-valued ca`dla`g functions on [0, T ] equipped with the Skorokhod topology.
2 The setting
We begin by constructing a suitable stochastic basis on which our noisy process Y is defined. We fix a stochastic basis
B(0) = (Ω(0),F (0),F(0) = (F (0)t )t≥0, P (0)) on which our latent process X is defined, such that all the constituting processes
a, σ and W are adapted. For each k = 1, . . . , d the observation times for Y k are denoted by tk0 , tk1 , . . . , i.e. the observation
data (Y k
tki
)tki≤T are available. They are assumed to be F
(0)
-stopping times which implicitly depend on a parameter n ∈ N
representing the observation frequency and satisfy that tki ↑ ∞ as i→∞ and supi≥0(tki ∧ t− tki−1 ∧ t)→p 0 as n→∞ for
any t ∈ R+, with setting tk−1 = 0 for notational convenience (hereafter we will refer to such a sequence as a sampling scheme
for short).
At the observation frequency n ∈ N, we construct the stochastic basis B = (Ω,F ,F = (Ft)t∈R+ , P ) where our
noisy process Y is defined in the following way (for notational simplicity we subtract the index n from B). First, define
the sequence (T ni )i∈Z+ of F(0)-stopping times sequentially by T n0 = mink=1,...,d tk0 and T ni = mink=1,...,dmin{tkj :
tkj > T ni−1} for i = 1, 2 . . . . Namely, (T ni ) is the increasing reordering of total observation times. T ni ’s are indeed
F
(0)
-stopping times because they can be rewritten as T ni = mink=1,...,d infj≥1
(
tkj
)
{tkj>T ni−1}
, where for an F(0)-stopping
time τ and a set A ∈ F (0)τ , we define τA by τA(ω(0)) = τ(ω(0)) if ω(0) ∈ A; τA(ω(0)) = ∞ otherwise (see I-1.15 of
Jacod and Shiryaev (2003)). For each t ∈ R+, we have a transition probability Qt(ω(0), du) from (Ω(0),F (0)t ) into Rd sat-
isfying
∫
uQt(ω
(0), du) = 0, which will correspond to the conditional distribution of the noise at the time t given F (0)t . We
endow the space Ω(1) = (Rd)N with the product Borel σ-field F (1) and with the probability measure Q(ω(0), dω(1)) which is
the product⊗i∈NQT ni (ω(0))(ω(0), ·). Then, we define the probability space (Ω,F , P ) by Ω = Ω(0)×Ω(1), F = F (0)⊗F (1),
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and P (dω(0), dω(1)) = P (0)(dω(0))Q(ω(0), dω(1)). Here, we impose the following measurability condition to ensure the
probability measure P is well-defined:
The process (Qt(·, A))t∈R+ is F(0)-progressively measurable for any Borel subset A of Rd. (2.1)
Any variable or process defined on either Ω(0) or Ω(1) can be considered in the usual way as a variable or a process on Ω. In
terms of financial applications, the space Ω(0) stands for latent log-price processes, while the space Ω(1) stands for microstruc-
ture noise. Now, the error process ǫ = (ǫt)t∈R+ is realized as ǫt = ǫ0Nn(t), where (ǫ
0
i )i∈N denotes the canonical process on
(Ω(1),F (1)) and Nn(t) =
∑∞
i=0 1{T ni ≤t}. By construction (ǫT ni )i∈Z+ is, conditionally on F (0), serially independent. Finally,
the filtration F is defined as the one generated by F(0) and (ǫt)t∈R+ .
Next we explain the construction of the MRC estimator in the non-synchronous sampling setting, which is briefly discussed
in Section 3.6 of Christensen et al. (2010). Following Barndorff-Nielsen et al. (2011), we introduce the notion of refresh time:
Definition 2.1 (Refresh time). The refresh times T0, T1, . . . of the sampling schemes {(tki )}dk=1 are defined sequentially by
T0 = max{t10, . . . , td0} and Tp = maxk=1,...,dmin{tki : tki > Tp−1} for p = 1, 2, . . . .
We introduce synchronized observation times by interpolating the next-ticks into the grid (Tp)∞p=0. That is, for each
k = 1, . . . , d define the synchronized observation times (τkp )∞p=0 for Y k by τk0 = tk0 and
τkp = min{tki : tki > Tp−1}, p = 1, 2, . . . .
Here, unlike the preceding studies, we prefer the next-tick interpolation scheme to the previous-tick interpolation scheme be-
cause it automatically makes the resulting synchronized observation times stopping times as we have τkp = infi≥1
(
tki
)
{tki>Tp−1}
.
Based on the synchronized data constructed in the above, we introduce the pre-averaging as follows. We choose a sequence
kn of positive integers and a number θ ∈ (0,∞) such that
kn = θ
√
n+ o(n1/4) (2.2)
as n→∞. We also choose a continuous function g : [0, 1]→ R which is piecewise C1 with a piecewise Lipschitz derivative
g′ and satisfies
g(0) = g(1) = 0 and
∫ 1
0
g(x)2dx > 0. (2.3)
After that, for any d-dimensional stochastic process V = (V 1, . . . , V d) we define the quantity
V
k
i =
kn−1∑
p=1
g
(
p
kn
)(
V kτki+p
− V kτki+p−1
)
, (2.4)
and set V i = (V
1
i , . . . , V
d
i )
∗
. Now the MRC estimator in the non-synchronous setting is defined as
MRC[Y ]nT =
1
ψ2kn
NnT−kn+1∑
i=0
Y i
(
Y i
)∗ − ψ1
2ψ2k2n
[Y, Y ]nT ,
where Nnt = max{p : Tp ≤ t}, ψ1 =
∫ 1
0
g′(x)2dx, ψ2 =
∫ 1
0
g(x)2dx and
[Y, Y ]nt =
Nnt∑
p=1
∆pY (∆pY )
∗
, ∆pY =
(
Y 1τ1p − Y
1
τ1p−1
, . . . , Y dτdp − Y
d
τdp−1
)∗
for each t ∈ [0, T ].2 In the synchronous and equidistant sampling case, a central limit theorem for the MRC estimator has
been shown in Christensen et al. (2010). One of our main purposes is to develop an asymptotic distribution theory for the
MRC estimator in the situation where observation times are possibly non-synchronous and endogenous.
2We set
∑q
i=p ≡ 0 if p > q by convention.
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Remark 2.1 (Pre-averaged Hayashi-Yoshida estimator). Christensen et al. (2010) also discuss another type of covariance
estimator for non-synchronous and noisy observations, which is a pre-averaged version of the Hayashi-Yoshida estimator
from Hayashi and Yoshida (2005) and thus called the pre-averaged Hayashi-Yoshida estimator. Formally, it is defined as the
Rd ⊗ Rd-valued variable whose (k, l)-th entry is given by
1(
kn
∫ 1
0 g(x)dx
)2 ∑
i,j:tki ∨tlj≤T
Y
k
tki
Y
l
tlj
1{[tki ,tki+kn )∩[tlj ,tlj+kn ) 6=∅},
where Y ktki =
∑kn−1
p=1 g
(
p
kn
)
(Y k
tki+p
− Y k
tki+p−1
) and Y ltlj is defined analogously. A central limit theorem for the pre-averaged
Hayashi-Yoshida estimator is given by Christensen et al. (2013) when tki ’s are asymptotically regular in the sense that they
satisfy conditions in Proposition 2.54 of Mykland and Zhang (2012) (see Assumption (T) of Christensen et al. (2013) for
details). One reason why we do not focus on this estimator is that it is generally less efficient than the MRC estimator (see
Section 6 of Christensen et al. (2010) and Remark 3.5 of Christensen et al. (2013)). Another reason is that it is difficult to
generalize the limit theorem given by Christensen et al. (2013) to more general sampling settings because the asymptotic
(co)variance of the estimator complexly depends on the special form of the observation times provided by their Assumption
(T).3 On the other hand, the pre-averaged Hayashi-Yoshida estimator has an advantage in terms of robustness; see Remarks
3.3 and 4.5 of Christensen et al. (2013).
Another main purpose is to find an optimal weight function g, and to accomplish this we need to extend the definition of
the MRC estimator for weight functions with unbounded supports. Specifically, we consider a function g on R satisfying the
following condition:
[W] (i) g is continuous and piecewise C1 with a piecewise Lipschitz derivative g′.
(ii) For every r > 0 there exists a positive constant Cr such that |g(x)| + |g′(x)| ≤ Cr(1 + |x|2)−r for any x ∈ R.
(iii) ∫∞−∞ g(x)2dx > 0.
Then, a naı¨ve extension of (2.4) is as follows:
V
k
i =
NnT−i∑
p=−i+1
g
(
p
kn
)(
V kτki+p
− V kτki+p−1
)
.
Unfortunately, this definition suffers from the end effect. In fact, summation by parts yields
ǫki = −
NnT−i−1∑
p=−i+1
{
g
(
p+ 1
kn
)
− g
(
p
kn
)}
ǫkτki+p
+ g
(
NnT − i
kn
)
ǫkτk
Nn
T
− g
(−i+ 1
kn
)
ǫkτk0
,
hence the noise ǫk
τk0
and ǫk
τk
Nn
T
at the end points will have some impact on the limiting variable of ǫki unless g has a bounded
support. To avoid this problem, we take the averages of the first and the last kn distinct observations:
V˚ k0 =
1
kn
kn−1∑
p=0
V kτkp , V˚
k
T =
1
kn
NnT∑
p=NnT−kn+1
V kτkp .
This idea is commonly used in the literature of realized kernel estimators and called the jittering; see e.g. Barndorff-Nielsen et al.
(2008) and Barndorff-Nielsen et al. (2011). Now we define the adjusted returns (∆˜τkp V k)
NnT−kn+1
p=kn
based on the data V˚ k0 , V kτk
kn
, V k
τk
kn+1
, . . . , V k
τk
Nn
T
−kn−1
, V k
τk
Nn
T
−kn
, V˚ kT .
Namely, set ∆˜τkp V
k = V kτkp
− V k
τkp−1
for p = kn + 1, . . . , NnT − kn and
∆˜τkkn
V kkn = V
k
τkkn
− V˚ k0 , ∆˜τk
Nn
T
−kn+1
V k = V˚ kT − Vτk
Nn
T
−kn
.
3This point can be solved by pre-synchronizing the data similarly to our case, i.e. consider Y ki instead of Y
k
tki
; see Koike (2014) for details. See also
Section 6.3 of Bibinger (2012) where other advantages of such a procedure are discussed for the case of the subsampling approach.
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After that, our adjusted version of the pre-averaging is defined by
V˜ ki,T =
NnT−kn+1−i∑
p=−i+kn
g
(
p
kn
)
∆˜τki+pV
k =
NnT−kn+1∑
p=kn
g
(
p− i
kn
)
∆˜τkp V
k (2.5)
and V˜i,T = (V˜ 1i,T , . . . , V˜ di,T )∗. Consequently, our estimator takes the following form:
M˜RC[Y ]nT =
1
ψ2kn
NnT−kn+1∑
i=kn
Y˜i,T
(
Y˜i,T
)∗
− ψ1
2ψ2k2n
[Y, Y ]nT ,
where ψ1 =
∫∞
−∞ g
′(x)2dx and ψ2 =
∫∞
−∞ g(x)
2dx. Note that if g is a continuous function on [0, 1] which is piece-
wise C1 with a piecewise Lipschitz derivative g′ and satisfies (2.3), with extending g to the whole real line by setting
g(x) = 0 for x /∈ [0, 1] we obtain a weight function g satisfying the condition [W]. In this case it can easily be shown
that n1/4
(
MRC[Y ]nT − M˜RC[Y ]nT
)
→p 0 as n → ∞ under the assumptions of Theorem 3.1, so we can also apply the
asymptotic theory developed in this paper to the original estimator MRC[Y ]nT .
3 Main result
3.1 Generalization of the framework of the synchronized observation times
We start with generalizing the framework of the grid (Tp) and the synchronized observation times (τkp ) for a technical
reason. In fact, this generalization will be useful for the localization procedure used in the proof.
In the remainder of this section we will suppose that the sequences (Tp)∞p=0 and (τkp )∞p=0 (k = 1, . . . , d) are given a priori
and satisfies the following condition:
[H] (i) (Tp) and (τkp ) (k = 1, . . . , d) are sampling schemes.
(ii) τk0 ≤ T0 and Tp−1 < τkp ≤ Tp for any p ≥ 1 and any k ∈ {1, . . . , d}.
Apparently, the sequence (Tp) of the refresh times and the sequences (τkp ) (k = 1, . . . , d) of the next-ticks into (τp) defined
in the previous section constitute one example of such sequences.
After that, we define the quantities Nnt , (2.5) and [Y, Y ]nt based on these schemes. Then define the process M˜RC[Y ]n by
M˜RC[Y ]nt =
1
ψ2kn
Nnt −kn+1∑
i=kn
Y˜i,T
(
Y˜i,T
)∗
− ψ1
2ψ2k2n
[Y, Y ]nt
for each t ∈ [0, T ]. Here, we also extend the definition of the MRC estimator to a process for the later use. Note that the
summands of the first term in the right hand side of the above definition are always defined by using all the returns on [0, T ].
We will show a functional stable central limit theorem for the process M˜RC[Y ]n in the following.
Note that we also need to modify the construction of the stochastic basis B by replacing the sequence (T ni ) with the
increasing reordering of τkp ’s. This is not an essential change because M˜RC[Y ]nt only contains variables observed at τkp ’s.
Remark 3.1. Apart from the theoretical necessity, the above generalization is meaningful in terms of applications. In fact,
this allows us to use the Generalized Synchronization method, which was introduced by Aı¨t-Sahalia et al. (2010), for the data
synchronization instead of the method based on refresh times. Some advantages of such a generalization are explained in
Section 3.3 of Aı¨t-Sahalia et al. (2010). In particular, this generalization implies that the MRC estimator is robust to data
misplacement error, as long as these misplaced data points are within the same sampling intervals {(Tp−1, Tp]}∞p=1. This is
important in practice because it may occur that the order of consecutive ticks is not recorded correctly.
3.2 Conditions
This subsection collects the regularity conditions necessary to derive our main result. In the following ̟ denotes a given
positive constant.
First, we impose the following regularity conditions on the drift and the volatility processes:
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[A1] For each j ≥ 1, there is an F(0)-stopping time ρj , a bounded F(0)-progressively measurable Rd-valued process a(j),
and a constant Λj such that
(i) ρj ↑ ∞ as j →∞,
(ii) a(ω(0))s = a(j)(ω(0))s if s < ρj(ω(0)),
(iii) E [‖a(j)t1 − a(j)t2‖2|Ft1∧t2] ≤ ΛjE [|t1 − t2|̟|Ft1∧t2 ] for any F(0)-stopping times t1 and t2 bounded by j.
[A2] For each j ≥ 1, there is an F(0)-stopping time ρj , a bounded, ca`dla`g and F(0)-adapted Rd ⊗ Rd′ -valued process σ(j),
and a constant Λj such that
(i) ρj ↑ ∞ as j →∞,
(ii) σ(ω(0))s = σ(j)(ω(0))s if s < ρj(ω(0)),
(iii) E [‖σ(j)t1 − σ(j)t2‖2|Ft1∧t2] ≤ ΛjE [|t1 − t2|̟|Ft1∧t2 ] for any F(0)-stopping times t1 and t2 bounded by j.
Remark 3.2. [A1] and [A2] hold true if a and σ are Itoˆ semimartingales, for example, hence they are satisfied by most
practical stochastic volatility models, e.g. the Heston model. This type of continuity condition on the coefficient processes
are necessary due to the irregularity of observation times as Hayashi and Yoshida (2011). In fact, in that paper the maximum
duration rn(t) of sampling times up to the time t (defined in page 2419 of that paper) is only required to satisfy the condition
rn(t) = op(n
−ξ) for some ξ ∈ (45 , 1). The discussion in Section 12 of Hayashi and Yoshida (2011) shows that this is because
they assume that the volatility process is (12 − λ)-Ho¨lder continuous for any λ > 0. In this paper we assume that the quantity
corresponding to rn(t) (defined in (3.1)) satisfies rn(t) = op(n−ξ) for every ξ ∈ (0, 1), so we only need a weaker continuity
condition than the one of Hayashi and Yoshida (2011).
Second, we impose a regularity condition on the noise process. We denote by Υ the covariance matrix process of the noise
process, i.e. Υt(·) =
∫
zz∗Qt(·, dz).
[A3] There is a constant Γ > 4 and a sequence (ρj)j≥1 of F(0)-stopping times increasing to infinity such that
sup
ω(0)∈Ω(0),t<ρj(ω(0))
∫
‖z‖ΓQt(ω(0), dz) <∞.
Moreover, for each j there is a bounded ca`dla`gF(0)-adaptedRd⊗Rd-valued process Υ(j)t and a constant Λj such that
(i) Υ(j)(ω(0))t = Υ(ω(0))t if t < ρj(ω(0)),
(ii) E [‖Υ(j)t1 −Υ(j)t2‖2|Ft1∧t2] ≤ ΛjE [|t1 − t2|̟|Ft1∧t2 ] for any F(0)-stopping times t1 and t2 bounded by j.
Remark 3.3. The local boundedness of the moment process is necessary for verifying a Lyapunov-type condition and the
negligibility of edge effects. The continuity of the covariance matrix process is necessary due to the same reason as for [A2].
Third, we impose the following condition on the grid and the synchronized observation times:
[A4] It holds that
rn(t) := sup
p≥0
(Tp ∧ t− Tp−1 ∧ t) = op(n−ξ) (3.1)
as n → ∞ (note that T−1 = 0 by convention) for every t > 0 and every ξ ∈ (0, 1). Moreover, for each n we have an
F
(0)
-optional positive-valued process Gnt , an F(0)-optional [0, 1]d ⊗ [0, 1]d-valued process χnt = (χn,klt )1≤k,l≤d and a
random subset Nn of Z+ satisfying the following conditions:
(i) {(ω, p) ∈ Ω × Z+ : p ∈ Nn(ω)} is a measurable set of Ω × Z+. Moreover, there is a constant κ ∈ (0, 12 ) such
that #(Nn ∩ {p : Tp ≤ t}) = Op(nκ) as n→∞ for every t > 0.
(ii) E[n(Tp+1 − Tp)
∣∣F (0)Tp ] = GnTp and E[1{τkp+1=τ lp+1}|F (0)Tp ] = χn,klTp for every n, every Z+ \ Nn and any k, l =
1, . . . , d.
(iii) There is a ca`dla`g F(0)-adapted positive valued process G such that sup0≤t≤T |Gnt −Gt| = Op(n−̟) as n→∞.
Moreover,Gt− > 0 for all t > 0.
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(iv) There is a ca`dla`g (F (0)t )-adapted [0, 1]d⊗ [0, 1]d-valued process χ such that sup0≤t≤T ‖χnt −χt‖ = Op(n−̟) as
n→∞.
(v) For each j ≥ 1 there is a ca`dla`gF(0)-adapted positive-valued processG(j), a ca`dla`gF(0)-adapted [0, 1]d⊗ [0, 1]d-
valued process χ(j), an F(0)-stopping time ρj , and a constant Λj such that ρj ↑ ∞ as j → ∞ and G(ω(0))t =
G(j)(ω(0))t, χ(ω
(0))t = χ(j)(ω
(0))t if t < ρj(ω(0)) and
E
[‖G(j)t1 −G(j)t2‖2 + ‖χ(j)t1 − χ(j)t2‖2|Ft1∧t2] ≤ ΛjE [|t1 − t2|̟|Ft1∧t2 ]
for every j and any F(0)-stopping times t1 and t2 bounded by j.
Remark 3.4. (i) [A4] is motivated by multiplicative error modeling of durations, which is widely used in financial econo-
metrics (cf. Hautsch (2012)). Namely, the sequence Dp = Tp − Tp−1 of durations is often modeled as Dp = Ψpηp, where
Ψp = E[Dp|FTp−1 ], p = 1, 2, . . . are the conditional (expected) durations. Especially, we have E[ηp] = 1, hence the pro-
cess Ψp controls the frequency of the sampling times Tp. Consequently, it is natural to assume an [A4](iii) type condition
in our context, which asserts that the scaled conditional durations GnTp = nΨp converges to some process G, ensuring the
existence of the asymptotic covariance matrix of our estimator. We also remark that conditions like (3.1) and [A4](iii) are
widely used in studies of irregular observations in our context; see Barndorff-Nielsen et al. (2011), Koike (2014) and Chapter
14 of Jacod and Protter (2012) for instance.
(ii) Condition [A4](iv) on the limiting behavior of the functional χn is required to deal with the (F (0)-conditional) covariance
between ǫkτkp and ǫ
l
τ lp
, which is given by Υklτkp 1{τkp=τ lp}. This type of condition also appears in Bibinger and Mykland (2014)
due to the same reason as ours (see Assumption 3.2 (iii)-(iv) of Bibinger and Mykland (2014)). Note that χn,kls ≡ 1 in the
synchronous case and χn,kls ≡ 1{k=l} in the completely non-synchronous case, so this condition is satisfied in these two cases.
(iii) The continuity condition [A4](v) imposed on the limiting processes are necessary for proving that we can ignore the
impact of the time endogeneity on the asymptotic distribution of the estimator. Note that this condition itself does not rule out
any kind of time endogeneity.
(iv) The set Nn represents an exceptional set of indices for which the equations in condition [A4](ii) are invalid. Introducing
this type of set is useful to ensure the stability of the condition under the localization procedure used in the proof; see Lemma
6.3. It also allows the existence of outliers in the durations. For example, we can consider the situation where Tp = logn/n
if p ≤ nκ and Tp = 1/n otherwise.
(v) [A4] implies that NnT /n converges to a non-zero random variable in probability (see Lemma 6.1). In particular, this
condition connects the number of (synchronized) observations with the parameter n to drive our asymptotic theory.
To illustrate [A4], we give two simple but commonly used examples satisfying [A4] when we consider the case that (Tp)
is defined as the refresh times of {(tki )}dk=1 and (τ1p ), . . . , (τdp ) are defined as the next-tick interpolations to (Tp) as in the
previous section.
Example 3.1 (Poisson sampling). Let (tki ) be a sequence of Poisson arrival times with the intensity npk for each k and
suppose that (t1i ), . . . , (tdi ) are mutually independent and independent of Y . Then [A4] is satisfied with Nn being empty. In
fact, it is easy to show that [A4](iv) holds true with χt being the identity matrix of order d, while (3.1) follows from Corollary
1 of Resnick and Tomkins (1973). [A4](iii) is satisfied with
Gs =
d∑
k=1
∑
1≤l1<···<lk≤d
(−1)k−1
pl1 + · · · plk
. (3.2)
This can be proven as follows. Set p =
∑d
k=1 pk and let N˜ be a Poisson process with the intensity np. Let (ηj)∞j=1 be a
sequence of i.i.d. random variables such that P (ηj = k) = pk/p, k = 1, . . . , d. We assume that (ηj) is independent of
N˜ . For each k ∈ {1, . . . , d} define the process N (k) by N (k)t =
∑N˜t
j=1 1{ηj=k}. A short calculation shows that N (k) is a
Poisson process with the intensity npk. Therefore, Theorem 6 of Cinlar and Agnew (1968) implies that N (1), . . . , N (d) are
independent. This fact yields E[n(Tp+1 − Tp)|F (0)Tp ] = p−1E[min{j : {η1, . . . , ηj} = {1, . . . , d}}]. Now (3.2) follows from
Eq.(6) of Von Schelling (1954). [A4](v) is then obvious.
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Example 3.2 (Times generated by hitting barriers). Let us focus on the univariate case, i.e. d = d′ = 1. Note that in this case
we have Ti = t1i . Then, a common example of endogenous observation times is a class of stopping times generated by hitting
times (cf. Section 4.4 of Fukasawa (2010) and Example 4 of Li et al. (2014b)). Specifically, suppose that σ2t is continuous and
bounded away from 0 and define
t10 = 0, t
1
i+1 = inf
{
t > t1i :Mt −Mt1i = −α/
√
n or Mt −Mt1i = β/
√
n
}
(3.3)
for positive constants α, β, where Mt =
∫ t
0
σsdWs. This observation scheme satisfies [A4] with Nn being empty. In fact,
using a representation of a continuous local martingale with Brownian motion, we have
P
(
Mt1i+1 −Mt1i = −α/
√
n
∣∣F (0)
t1i
)
= β/(α+ β), P
(
Mt1i+1 −Mt1i = β/
√
n
∣∣F (0)
t1i
)
= α/(α+ β).
Especially, it holds that supiE[|
√
n(Mt1i+1 −Mt1i )|r] < ∞ for any r > 0. Therefore, an analogous argument to the proof
of Proposition 2.1 from Obło´j (2004) yields the following result: for each r ≥ 1 there exists a positive constant Cr such
that E[| ∫ t1i+1
t1i
σ2sds|r] ≤ Crn−r for every n, i. In particular, this inequality yields (3.1) because σ2t is bounded away from
0. Moreover, noting that E
[
(Mt1i+1 −Mt1i )2|F
(0)
t1i
]
= σ2
t1i
E
[
t1i+1 − t1i |F (0)t1i
]
+ op(n
−1) as n → ∞ uniformly in i ≤ NnT
because of the continuity of σ, we also obtain [A4](iii) with Gt = αβ/Σt. [A4](iv)–(v) are obvious.
We further discuss about [A4] in Section 4.
3.3 Result
The statement of our main theorem requires the notion of stable convergence, which is common in this area. We however
need to note that in our case the stochastic basis B, which supports our observation data, changes as n varies, hence the
common definition of stable convergence used in the literature (cf. Definition 1 of Podolskij and Vetter (2010)) needs to be
modified here. This has been done in page 47 of Jacod and Protter (2012) as follows. Let (X ,A,P) be a probability space
and assume that we have a random element Zn taking values in a Polish space S and defined on an extension (Xn,An,Pn)
of (X ,A,P) for each n ∈ N ∪ {∞}. In this setup the sequence Zn is said to converge stably in law to Z∞ if En[Uf(Zn)]→
E∞[Uf(Z∞)] for any A-measurable bounded random variable U and any bounded continuous function f on S. Then we
write Zn →ds Z . The most important property of this notion is the following: For each n ∈ N, let Vn be a real-valued
variable on (Xn,An,Pn), and suppose that the sequence Vn converges in probability to a variable V on (X ,A,P). Then we
have (Zn, Vn)→ds (Z∞, V ) for the product topology on the space S × R, provided that Zn →ds Z .
Now we are ready to state the main theorem of this paper.
Theorem 3.1. Suppose that [W], [H] and [A1]–[A4] are satisfied. Then
n1/4
(
M˜RC[Y ]n − [X,X ]
)
→ds W in Dd×dT (3.4)
as n → ∞, where W is an Rd ⊗ Rd-valued continuous process defined on an extension of B(0), which is conditionally on
F (0) centered Gaussian with independent increments, and with conditional covariances
E˜
[
Wklt Wk
′l′
t |F (0)
]
=
2
ψ22
∫ t
0
[
Φ22θ
{
Σkk
′
s Σ
ll′
s +Σ
kl′
s Σ
lk′
s
}
Gs +
Φ11
θ3
{
Υ˜kk
′
s Υ˜
ll′
s + Υ˜
kl′
s Υ˜
lk′
s
} 1
Gs
+
Φ12
θ
{
Σkk
′
s Υ˜
ll′
s +Σ
lk′
s Υ˜
kl′
s +Σ
ll′
s Υ˜
kk′
s +Σ
kl′
s Υ˜
lk′
s
}]
ds (3.5)
for k, l, k, l′ = 1, . . . , d and t ∈ R+. Here, Υ˜ is the Rd ⊗ Rd-valued process defined by Υ˜kls = Υkls χkls , and
Φ22 =
∫ ∞
0
φg,g(y)
2dy, Φ12 =
∫ ∞
0
φg,g(y)φg′,g′(y)dy, Φ11 =
∫ ∞
0
φg′,g′(y)
2dy
with φu,v being the function on R defined by φu,v(y) =
∫∞
−∞ u(x− y)v(x)dx.
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Remark 3.5. (i) The above theorem tells us that under our assumptions the observation times affect the asymptotic distribution
of the MRC estimator only through the asymptotic conditional duration process G and the limiting process χ measuring the
degree of the non-synchronicity. In particular, the time endogeneity has no impact on the asymptotic distribution. This
contrasts with the case of the realized volatility in a pure diffusion setting, where the time endogeneity can cause a bias in the
asymptotic distribution as demonstrated in Fukasawa (2010) and Li et al. (2014b).
(ii) It is also worth pointing out that the effect of the observation times is not through the Asymptotic Quadratic Variation of
Time, unlike the case of the realized volatility as described in Mykland and Zhang (2009) for instance. Especially, even the
randomness of the durations plays no role in the asymptotic distribution of the MRC estimator in the current setup. This is
again different from the case of the realized volatility, where the randomness of the durations inflates the asymptotic variance.
(iii) Our result further suggests that the interpolation errors caused by the synchronization does not matter in the first order
approximation of the estimator, which has already been pointed out in Section 3.6 of Christensen et al. (2010). This is also
different from the case of the Hayashi-Yoshida estimator in a pure diffusion setting: See Section 3.2 of Bibinger (2012) for
details. We mention that the treatment of the time endogeneity for the Hayashi-Yoshida estimator is much more complex
than ours. Recently Potiron and Mykland (2015) have dealt with this topic in a pure diffusion setting. Robert and Rosenbaum
(2012) discuss a related topic in a setting with microstructure noise modeled by the concept of uncertainty zones. More
precisely, in their model the observations of the latent process can be estimated and they show that the Hayashi-Yoshida
estimator based on these estimated observations consistently estimates the quadratic covariation. However, its asymptotic
distribution is not known so far.
(iv) Here we should note that our result does not imply that the randomness, the endogeneity and the non-synchronicity of
observation times play no role in the limit of our statistical experiments. Investigating this topic apparently requires more
sophisticated arguments and is beyond the scope of this paper. We only refer to the recent work of Ogihara (2014), which
has developed the LAN property for non-synchronously observed (Gaussian) diffusion processes with noise when observation
times are random but independent of the observed processes. This work has also found that the observation times affect
the Fisher information only through their spot intensity process, which corresponds to the process 1/G in our case if the
observations are synchronous.
(v) We further remark that our condition [A4] plays a crucial role to reduce the effects of the randomness of observation times.
In fact, the recent work of Bibinger and Mykland (2014) has pointed out the role of the long-run variation of time in the asymp-
totic distribution of the (generalized) multi-scale estimator of (Bibinger 2011; Zhang 2006). The well-known relation between
pre-averaging and multi-scale estimators (cf. Section 3.5 of Christensen et al. (2010) and Section 2.2 of Bibinger and Mykland
(2014)) suggests that this would also be the case in our setting. Indeed, [A4] characterizes the asymptotic long-run variation
of time in terms of G; See Proposition 4.2.
Remark 3.6. In Example 3.2, the stable convergence result of Theorem 3.1 still holds true when we replace M in (3.3) by
X . This can be shown as follows. Define the process Z by Zt = exp
(∫ t
0 as/σsdWs − 12
∫ t
0 a
2
s/σ
2
sds
)
for each t ≥ 0. As
is well known, Zt is a positive continuous local martingale. Therefore, by a localization argument we may assume that both
Z and 1/Z are bounded. In particular, Z is a martingale, so we can define a probability measure P˜ (0)T on (Ω(0),F (0)) by
P˜
(0)
T (E) = P
(0)(1EZT ). P˜
(0)
T is obviously equivalent to the probability measure P (0). Set W ′t =Wt −
∫ t
0 as/σsds for each
t. Then, by the Girsanov theorem (W ′t )0≤t≤T is a standard Wiener process on (Ω(0),F (0), (F (0)t )0≤t≤T , P˜ (0)T ) and it holds
that Xt =
∫ t
0 σsdW
′
s. Hence [A4] holds true under P˜ (0)T . Moreover, [A1]–[A3] are obviously satisfied under P˜
(0)
T . Therefore,
(3.4) holds true under P˜ (0)T . Since the stable convergence is stable under equivalent changes of probability measures, (3.4)
also holds true under the original probability measure P (0). It is worth mentioning that the continuity condition on the drift a
is unnecessary in this case.
Remark 3.7 (Feasible limit theorem). The stable convergence (3.4) allows us to consider Studentization of the MRC estimator,
provided that some consistent estimators for the asymptotic conditional covariances (3.5) are available. Such estimators can
be constructed by a kernel-based approach as in Section 4.3 of Koike (2015a), for example. It would also be possible to
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apply other approaches such as histogram-type estimators of Bibinger (2012); Bibinger and Mykland (2014) or a subsampling
method of Christensen et al. (2013) to our case.
Remark 3.8 (Serially dependent noise). The MRC estimator is inconsistent if the error process is serially dependent (see
Lemma 1 of Hautsch and Podolskij (2013)). This is because the bias correction term (ψ1/2ψ2k2n)[Y, Y ]nT does not correct the
bias in the presence of such serial dependence. In fact, if the serial dependence is sufficiently weak, the bias is proportional to
the long-run covariance matrix of the noise. So, if the bias is correctly adjusted, the MRC estimator is still consistent, and it
would even enjoy a central limit theorem where the asymptotic variance would be the same as (3.5) except that the covariance
matrix Υt of the noise would change to the long-run covariance matrix (see also Theorem 1 of Hautsch and Podolskij (2013)).
4 Discussion about the assumption on observation times
4.1 Connection with the tricity
Let us focus on the univariate case (so we have Tp = t1p). One striking feature of the time endogeneity in a pure diffusion
setting is that the (scaled) cubic power variation, or the tricity
√
n
Nnt∑
p=1
(XTp −XTp−1)3
plays an important role in the asymptotic theory of the realized volatility. This is natural in a sense because the time endo-
geneity possibly causes the skewness of the returns (XTp+1 −XTp)p∈Z+ even if the volatility process σ is deterministic; see
Example 3.2 for instance. More generally, for a given one-dimensional Wiener process W and for any probability measure µ
onR such that
∫
xµ(dx) = 0, we can find a sequence (Sp)p∈Z+ of stopping times such thatWSp+1−WSp i.i.d.∼ µ (cf. Example
5 of Li et al. (2014b)).
On the other hand, our condition [A4] makes the tricity of the pre-averaged data asymptotically negligible:
Proposition 4.1. Under the assumptions of Theorem 3.1, it holds that
√
n
k
3/2
n
Nnt −kn+1∑
i=kn
(X˜i,T )
3 →p 0
as n→∞ for any t ∈ [0, T ] (recall that X˜i,T is defined by (2.5)).
This result gives some intuition of why the time endogeneity is less important in a noisy diffusion setting. Indeed, it can
be shown that the pre-averaged data is asymptotically centered Gaussian in some sense; see Lemma 6.7 of Koike (2015b).
4.2 Connection with the long-run variation of time
As was stated in Remark 3.5(iv), Bibinger and Mykland (2014) have introduced the functional
Sn,m(t) =
n
m
Nnt∑
p=1
(Tp − Tp−1)
m∧p∑
q=1
(Tp−q+1 − Tp−q), t ∈ R+, m = 1, 2, . . .
to derive a central limit theorem for the generalized multi-scale estimator. Our assumption on observation times characterizes
the limiting process of this functional as follows:
Proposition 4.2. Under [A4], suppose further that #(Nn ∩ {p : Tp ≤ t}) = Op(1) as n → ∞ for every t > 0. Then
Sn,m(t)→
∫ t
0
Gsds as n→∞ for every t, provided that m→∞ and m = o(n).
5 Optimal weight function and related topics
5.1 Optimal weight function
We turn to question (b). Noting that φ′′g,g = −φg′,g′ , in the univariate and equidistant sampling case our estimator has the
same asymptotic variance as that of the flat-top realized kernel with the kernel function φg,g and the bandwidth kn. Here, the
11
flat-top realized kernel with the kernel function K and the bandwidth H is defined by
RK(Y ) = γ0(Y ) +
NnT−1∑
h=1
K
(
h− 1
H
)
{γh(Y ) + γ−h(Y )} , γh(Y ) =
NnT∑
j=h+1
∆jY∆j−hY.
According to Proposition 1 of Barndorff-Nielsen et al. (2008), in the parametric setting, i.e. both σ and Υ are constant,
the asymptotic variance of RK(Y ) is minimized by the kernel Kopt(x) = (1 + x)e−x with the oracle bandwidth H =
(
√
Υ/σ)
√
NnT . Therefore, if there exists a function g on R satisfying [W] and φg,g = Kopt, such a function g is an optimal
weight function. Fortunately, we can find such a g by a simple Fourier analysis and it is given by g(x) = e−|x|. In other
words, the (twice) double exponential density function is an optimal weight function for our estimator. In this case our
estimator achieves the parametric efficiency bound 8σ3
√
Υ of the asymptotic variance from Gloter and Jacod (2001) with the
oracle tuning parameter kn = (
√
Υ/σ)
√
NnT .
Despite its efficiency, the optimal kernel Kopt is not preferable in practice due to its computational disadvantage. That is,
since the support of Kopt is unbounded, it requires n (all) realized autocovariances γh(Y ) to be computed. As a consequence,
the order of the computation for RK(Y ) becomes O(n2). In contrast, our optimal weight function has a nice feature in
terms of the computation. Let us define the sequences (y+p )
NnT−kn+1
p=kn
and (y−p )
NnT−kn+1
p=kn
recursively by y+kn = ∆˜knY , y
−
kn
=
∆˜Nn
T
−kn+1Y and
y+p = e
−1/kny+p−1 + ∆˜pY, y
−
p = e
−1/kny−p−1 + ∆˜NnT−p+1Y, p = kn + 1, . . . , N
n
T − kn + 1.
Then it can easily be seen that Y˜i,T = y+i + y
−
NnT−i+1 − ∆˜iY , hence we can compute (Y˜i,T )
NnT−kn+1
i=kn
with the order O(n).
Consequently, the order of the computation of our estimator is O(n), which is, in general, even less than that of the MRC
estimator with a weight function with a bounded support.
5.2 Comparison with other approaches
We shall compare the pre-averaging approach with two existing nonparametric volatility estimation methods which also
achieve the parametric efficiency bound: the QML approach from Xiu (2010) and the spectral method from Reiß (2011). In
terms of implementation, the QML approach has two advantages over the others. Namely, it contains no tuning parameter and
it always ensures the positivity of the estimated value. On the other hand, the spectral approach has an advantage that it is also
non-parametrically asymptotically efficient in the sense that it achieves an asymptotic lower bound for estimating integrated
volatilities in settings with non-constant volatilities (see Reiß (2011) for details). Another advantage of the spectral approach
is that it can be extended to an efficient estimator for multivariate volatility matrices in a non-synchronous observation setting
(the local method of moment (LMM) estimator from Bibinger et al. (2014)). Selection of the tuning parameter θ in our
estimator also has a theoretical issue. Namely, the optimal θ contains unknown parameters and it is not clear whether we may
plug-in some estimated values into them. This issue can presumably be solved by modifying the estimator to an adaptive
version, which has already been done in the case that g has a bounded support; see Section 7.6.2 of Aı¨t-Sahalia and Jacod
(2014) for details.
An advantage of the pre-averaging approach over these two approaches is that it enables us systematically to extend
functionals of semimartingale increments in a noisy observation setting. It is known that such functionals serve as statistical
analyses of jumps very much (cf. Chapter 10 of Aı¨t-Sahalia and Jacod (2014)), so the pre-averaging approach is expected to
be more appropriate than the others in terms of handling jumps, and this is indeed one of the original motivations to introduce
the concept of pre-averaging by Podolskij and Vetter (2009). In fact, it is not obvious how to handle jumps separately from
diffusion parts in the QML approach. For the spectral method, a threshold method originally proposed by Mancini (2001) can
be applied to separating jumps from the spectral volatility estimator, as shown by Bibinger and Winkelmann (2015). However,
Bibinger and Winkelmann (2015) have also shown that the spectral estimator from Reiß (2011) is not a rate-optimal estimator
for the entire quadratic variation. As we will briefly see in the next subsection, the pre-averaging approach can handle the
effect of jumps in volatility inferences more efficiently.
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5.3 Jumps
We shall briefly discuss how much the pre-averaging procedure can improve the estimation of the quadratic variation in
the presence of jumps. Specifically, we assume that our observations are generated by the process Zt = Yt + Jt instead of Yt,
where J is a ca`dla`g process defined on B(0) and of the form Jt =
∑Lt
k=1∆JSk with Lt being a point process with the jump
times S1 < S2 < · · · . Moreover, for the sake of brevity, we concentrate our attention on the following simplified situation:
d = d′ = 1, T = 1, t1i = i/n, as ≡ 0, σ and Υ are constants, ǫ i.i.d.∼ N(0,Υ).
To indicate the dependence of quantities on the weight function g explicitly, in the following we will write Z˜(g)i,1 in-
stead of Z˜i,1, for example. We introduce threshold pre-averaging estimators for the (squared) volatility σ2 and the sum∑L1
k=1(∆JSk)
2 of the squared jumps as follows:
ÎV n(g, ρn) =
1
ψ(g)2kn
∑n−kn+1
i=kn
(
Z˜(g)i,1
)2
1{|Z˜(g)i,1|≤ρn} −
ψ(g)1
ψ(g)2k2n
[Z,Z]n1 ,
ĴV n(g, ρn) =
1
ψ(g)2kn
∑n−kn+1
i=kn
(
Z˜(g)i,1
)2
1{|Z˜(g)i,1|>ρn},
where ρn is a sequence of positive numbers tending to 0 as n→∞. Then we obtain the following result:
Proposition 5.1. In addition to the above assumptions, suppose that g1, g2 satisfy [W], ρn = cn−w for some c > 0 and
w ∈ (18 , 14 ), P (S1 = 0) = P (SL1 = 1) = 0 and (Sk)k≥1 is independent of W . Then n1/4(ÎV n(g1, ρn)−σ2, ĴV n(g2, ρn)−∑L1
k=1(∆JSk)
2) →ds (vC(g1, θ)ζC , vJ(g2.θ)ζJ ) as n → ∞, where ζC and ζJ are mutually independent standard normal
variables which are defined on an extension of B(0) and independent of F (0), and vC(g, θ)
2 = 4
ψ(g)22
(
Φ(g)22θσ
4 + 2Φ(g)12θ σ
2Υ+ Φ(g)11θ3 Υ
2
)
,
vJ (g, θ)
2 = 8
ψ(g)22
(
Φ(g)22θσ
2 + Φ(g)12θ Υ
)∑L1
k=1(∆JSk)
2.
Note that, for the case that g has a bounded support, central limit theorems for the MRC estimator have been derived
in fairly general settings by (Jacod et al. 2010; Koike 2015b), and the derivation of Proposition 5.1 is pursued completely
analogous to these papers.
From Proposition 5.1 our adjusted MRC estimator is also a rate-optimal estimator for the entire quadratic variation. How-
ever, in terms of efficiency it is better to use different weight functions between the estimation of the continuous and the jump
parts. This is because the optimal choices of θ for minimizing vC(g, θ) and vJ(g, θ) do not coincide for any g satisfying [W].
Namely, the estimator Q̂V n(g1, g2, ρn) := ÎV n(g1, ρn) + ĴV n(g2, ρn) could be a more efficient estimator for the quadratic
variation than usual MRC estimators in the presence of jumps. For example, if we set g1(x) = e−|x|, then g2(x) = e−
√
5|x|
makes the optimal choices of θ for minimizing vC(g1, θ) and vJ (g2, θ) coincide. In this case the minimum value of vJ (g2, θ)
becomes 4
√
5σ
√
Υ.
Remark 5.1 (Comparison with Bibinger-Winkelmann’s spectral jump estimator). Bibinger and Winkelmann (2015) have
overcome the aforementioned problem of estimating jumps in the spectral approach by a clever adjustment which exploits a
trigonometric identity. Their adjusted estimator for ∑L1k=1(∆JSk)2, which is given by Eq.(16) of Bibinger and Winkelmann
(2015), enjoys a central limit theorem with the optimal rate n−1/4. In the current situation the asymptotic variance of this
estimator is given by
Ξ = 2
(∫ ∞
0
dz
(σ2 + π2z2Υ)2
)−2 ∫ ∞
0
σ2 + 4π2z2Υ
(σ2 + π2z2Υ)4
dz
L1∑
k=1
(∆JSk)
2
according to Theorem 2 of Bibinger and Winkelmann (2015). The integrals in the expression can be calculated using the
formula ∫ ∞
0
dz
(σ2 + π2z2Υ)n+1
=
(2n− 1)!!
2σ2n+1
√
Υ(2n)!!
, n = 1, 2, . . . ,
and we obtain Ξ = 9σ
√
Υ
∑L1
k=1(∆JSk)
2 which is slightly greater than 4
√
5σ
√
Υ
∑L1
k=1(∆JSk)
2
. So ĴV n(g, ρn) could be
more efficient in the ideal situation where we can choose the optimal θ.
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To evaluate the absolute efficiency of estimating σ2 +
∑L1
k=1(∆JSk)
2
, we need to derive a reasonable asymptotic lower
bound for estimating this quantity. For this purpose we further simplified our model as follows:
Zi = σWi/n +
K∑
k=1
γk1{Sk≤i/n} + ǫi, i = 1, . . . , n, (5.1)
where we assume that Υ > 0, K ∈ N and 0 < S1 < · · · < SK < 1 are known and deterministic, and consider the problem of
estimating the (deterministic) parameter ϑ = (σ, γ1, . . . , γK) ∈ (0,∞)×RK from observations generated by (5.1). Note that
simplification of making the number of jumps and jump times deterministic is commonly used for establishing asymptotic
lower bounds for estimating jumps in the absence of noise (cf. Cle´ment et al. (2014) and Section 4 of Li et al. (2014a)).
Proposition 5.2. For model (5.1), we have the LAN property at any ϑ with rate n−1/4 and asymptotic Fisher information
matrix (2σ
√
Υ)−1EK+1, where EK+1 is the identity matrix of order K + 1.
Proposition 5.2 implies that an asymptotic lower bound for estimating σ2+
∑K
k=1 γ
2
k is given by 8σ3
√
Υ+8σ
√
Υ
∑K
k=1 γ
2
k .
In particular, the above choice of the weight function g1 does not attain this bound. So the next question is whether there is
a weight function g satisfying [W] and vJ(g, θ) = 8σ
√
Υ for some θ > 0. Unfortunately, however, we have the following
negative result.
Proposition 5.3. There is no function g satisfying [W] and vJ(g, θ) = 8σ
√
Υ for some θ > 0.
Finally, we remark that the asymptotic lower bound 8σ
√
Υ
∑K
k=1 γ
2
k for estimating
∑K
k=1 γ
2
k is achievable if we know σ
in addition to Υ and Sk’s:
Proposition 5.4. Consider the vector zn := (Z1, . . . , Zn)∗ of observations generated from model (5.1). Let γ̂n be the K-
dimensional random vector whose k-th component is equal to the ⌈nSk⌉-component of 2σ
√
Υn−
1
2Vn(σ)
−1Dnzn, where the
n × n matrices Vn(σ) and Dn are defined by (6.43). Then we have n1/4(γ̂n − γ) d−→ N(0, 2σ
√
ΥEK) as n → ∞, where
γ = (γ1, . . . , γK)
∗
.
Remark 5.2. Although the estimator γ̂n constructed in Proposition 5.4 is infeasible in practice because σ, Υ, . . . are usually
unknown, it is interesting in the sense that the form of the estimator suggests that a feasible efficient estimator might be
obtained by plugging appropriately estimated values in unknown parameters. We leave this topic to future research.
6 Proofs
6.1 Asymptotic behavior of Nnt
The aim of this subsection is to prove the following result:
Lemma 6.1. [A4] implies that Nnt /n→p
∫ t
0
1/Gsds as n→∞ for every t.
To prove this result, we introduce some preliminary results which we will also use later. Throughout the section, we fix
constants γ > 0 and ξ ∈ (0, 1) such that
ξ >
(
3
4
+ γ
)
∨
{
3
4
+
1
Γ
+ γ
(
1− 2
Γ
)}
∨
(
4 +̟
4 + 2̟
+ γ
)
∨
(
κ+
1
2
+ 2γ
)
∨ (1−̟ + γ), (6.1)
and set r¯n = n−ξ and dn = ⌈n−γ⌉.
First, we remark the following result, which is more or less known and repeatedly used throughout the section:
Lemma 6.2. Consider a sequence (Inj )j∈Z+ of filtrations and a sequence (ζnj )j∈N of random variables adapted to the filtra-
tion (Inj ) for each n. Let T be a non-empty set and suppose that a non-negative integer-valued variable Nn(t) is given for
each n ∈ N and each t ∈ T. Suppose also that there is an element t0 ∈ T such that Nn(t0) is an (Inj )-stopping time and
Nn(t) ≤ Nn(t0) for all t ∈ T. If
∑Nn(t0)
j=1 E
[∣∣ζnj ∣∣2 ∣∣Inj−1]→p 0, then supt∈T ∣∣∣∑Nn(t)j=1 {ζnj − E [ζnj ∣∣Inj−1]}∣∣∣→p 0.
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The proof of this lemma is essentially the same as that of Lemma 2.3 from Fukasawa (2010), so we omit it.
Next we show that we may assume that the following strengthened version of [A4]:
[SA4] We have [A4], and for every n it holds that
sup
p≥0
(Tp − Tp−1) ≤ r¯n. (6.2)
The following lemma is a version of Lemma 4.1 from Hayashi et al. (2011):
Lemma 6.3. Assume [A4]. One can find sampling schemes (T˜p) and (τ˜kp ) (k = 1, . . . , d) such that
(i) (T˜p) and (τ˜kp ) satisfy [SA4] with the same limiting processes G and χ as those of the original sampling schemes,
(ii) There is a subset Ω(0)n of Ω(0) such that limn P (0)(Ω(0)n ) = 1. Moreover, on Ω(0)n we have Tp ∧ T = T˜p ∧ T and
τkp ∧ T = τ˜kp ∧ T for all k, p.
Proof. Set Rn = inf{s : rn(s) > r¯n}. Since (rn(s))s≥0 is an F(0)-adapted continuous nondecreasing process, Rn is
an F(0)-stopping time. Moreover, Ω(0)n := {Rn > T } satisfies limn P (0)(Ω(0)n ) = 1 by (3.1). Now we define (T˜p)∞p=−1
sequentially by T˜−1 = 0 and
T˜p =
{
Tp ∧Rn, if Tp−1 < Rn,
T˜p−1 + n−1, otherwise.
Since we can rewrite T˜p as
T˜p = (Tp ∧Rn){Tp−1<Rn} ∧
(
T˜p−1 ∨Rn + n−1
)
{Tp−1≥Rn}
, (6.3)
T˜p is an F(0)-stopping time. Then it is obvious that (T˜p) is a sampling scheme and satisfies (6.2). After that, for each k we
define (τ˜kp )∞p=−1 sequentially by τ˜k−1 = 0 and
τ˜kp =
{
τkp ∧Rn, if Tp−1 < Rn,
T˜p, otherwise.
Since τkp has a similar representation to Eq.(6.3), it is an F(0)-stopping time. Moreover, it is evident that (T˜p) and (τ˜kp ) satisfy
[H] and (ii).
Next, for each n ≥ 1 and any k, l = 1, . . . , d we define the processes G˜n and χ˜n by
G˜nt = G
n
t 1[0,Rn)(t) + 1[Rn,∞)(t), χ˜
n,kl
t = χ
n,kl
t 1[0,Rn)(t) + 1[Rn,∞)(t).
These processes are obviously F(0)-optional. Moreover, by construction (T˜p+1 − T˜p) is equal to (Tp+1 − Tp) on the set
{Tp+1 < Rn}, and to n−1 on the set {Tp ≥ Rn}. Therefore, setting N˜n = Nn ∪ {p ∈ Z+ : Tp < Rn ≤ Tp+1}, we
have G˜n
T˜p
= E
[
n(T˜p+1 − T˜p)
∣∣F (0)
T˜p
]
for every p ∈ Z+ − N˜n. Similarly, we also have χ˜n,kl
T˜p
= P
(
τ˜kp+1 = τ˜
l
p+1
∣∣F (0)
T˜p
)
for
every p ∈ Z+ − N˜n. Moreover, since Rn → ∞ as n → ∞ by (3.1), we have limn P (sup0≤t≤T |G˜nt −Gnt | > 0) = 0 and
limn P (sup0≤t≤T ‖χ˜nt − χnt ‖ > 0) = 0. This implies that (T˜p) and (τ˜kp ) satisfy (i), and thus the proof is completed.
Proof of Lemma 6.1. A standard localization argument, based on Lemma 6.3, allows us to assume the strengthened version
[SA4] of [A4].
We begin by proving Nnt = Op(n). (6.2), [A4](i)–(ii) and (6.1) yield
Nnt =
Nnt +1∑
p=2
E
[
n(Tp − Tp−1)
∣∣F (0)Tp−1]
GnTp−1
+ op(n). (6.4)
On the other hand, (6.2) again imply thatE
[∑Nnt +1
p=2 E
[
n(Tp − Tp−1)
∣∣F (0)Tp−1]] ≤ nt+nr¯n, hence∑Nnt +1p=2 E [n(Tp − Tp−1)∣∣F (0)Tp−1] =
Op(n). Now, since sup0≤s≤T (1/Gns ) = Op(1) by [A4](iii), (6.4) yields Nnt = Op(n).
15
Next, (6.2) as well as the tightness of Nnt /n and sup0≤s≤t(1/Gns ) imply that
Nnt +1∑
p=2
E
[
(Tp − Tp−1)2
∣∣F (0)Tp−1]
(GnTp−1)
2
≤ r¯2n
(
sup
0≤s≤t
1
Gns
)2
Nnt = op(1),
hence Lemma 6.2 yields
Nnt +1∑
p=2
E
[
(Tp − Tp−1)
∣∣F (0)Tp−1]
GnTp−1
=
Nnt +1∑
p=2
(Tp − Tp−1)
GnTp−1
+ op(1) =
∫ t
0
1
Gs
ds+ op(1).
Combining this with Eq.(6.4), we obtain the desired result.
6.2 Proof of Theorem 3.1
6.2.1 Outline of the proof
First, we note that we may also strengthen conditions [A1]–[A3] due to a standard localization procedure which is de-
scribed in detail e.g. in Lemma 4.4.9 of Jacod and Protter (2012) as follows:
[SA1] at is bounded, and there is a constant Λ such that
E
[‖at1 − at2‖2|Ft1∧t2] ≤ ΛE [|t1 − t2|̟|Ft1∧t2 ] (6.5)
for any bounded F(0)-stopping times t1 and t2.
[SA2] σt is bounded, and there is a constant Λ such that
E
[‖σt1 − σt2‖2|Ft1∧t2] ≤ ΛE [|t1 − t2|̟|Ft1∧t2 ] (6.6)
for any bounded F(0)-stopping times t1 and t2.
[SA3] There is a constant Γ > 4 and a constant Λ such that the process ∫ ‖z‖ΓQt(dz) is bounded and
E
[‖Υt1 −Υt2‖2|Ft1∧t2] ≤ ΛE [|t1 − t2|̟|Ft1∧t2 ]
for any bounded F(0)-stopping times t1 and t2. Moreover, Υt is ca`dla`g.
Next we introduce some notation. Set Ip = [Tp−1, Tp) for every p ∈ Z+. For any process V and any (random) interval
I = [S, T ), we define the random variable V (I) by V (I) = VT − VS . We also set |I| = T − S. For any real-valued function
u on R, we set unp = u(p/kn) for p ∈ Z. For any d-dimensional processes U , V , any k, l ∈ {1, . . . , d} and any u, v ∈ {g, g′},
we define the process Ξ(k,l)u,v (U, V )n by
Ξ(k,l)u,v (U, V )
n
t =
1
ψ2kn
Nnt −kn+1∑
i=kn
U˘(u)ki V˘ (v)
l
i,
where U˘(u)ki =
∑NnT−kn
p=kn
unp−iU
k(Ip) and V˘ (v)li is defined analogously. Moreover, we define the processes A and M by
At =
∫ t
0
asds and Mt =
∫ t
0
σsdWs respectively, and also define the d-dimensional process E by
E
k
t = −
1
kn
∞∑
p=1
ǫkτkp 1{τkp≤t}, t ∈ R+, k = 1, . . . , d.
It can easily be seen that E is a purely discontinuous locally square-integrable martingale on B under [SA3].
Now we turn to the outline of the proof. In the first step we show that the errors from end effects and interpolations to the
synchronized sampling times are asymptotically negligible:
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Proposition 6.1. Assume [W], [H] and [SA1]–[SA4]. Then sup0≤t≤T
∥∥∥M˜RC[Y ]nt −Ξ[X ]nt + ψ12ψ2k2n [Y, Y ]nt ∥∥∥ = op(n−1/4)
as n→∞, where Ξ[X ]n is the Rd ⊗ Rd-valued process such that
Ξ[X ]n,kl = Ξ(k,l)g,g (X,X)
n + Ξ
(k,l)
g,g′ (X,E)
n + Ξ
(l,k)
g,g′ (X,E)
n + Ξ
(k,l)
g′,g′(E,E)
n, k, l = 1, . . . , d.
In the next step we prove a martingale approximation of the error process. For any d-dimensional processes U, V , any
k, l ∈ {1, . . . , d} and any real-valued functions u, v on [0, 1], we define the processesM(k,l)u,v (U, V )n and L(k,l)u,v (U, V )n by
M(k,l)u,v (U, V )
n
t =
Nnt +1∑
q=kn
Cnu,v(U)
k
qV
l(Iq), L
(k,l)
u,v (U, V )
n
t =M
(k,l)
u,v (U, V )
n
t +M
(l,k)
v,u (V, U)
n
t ,
where
Cnu,v(U)
k
q =
q−1∑
p=(q−dn)∨kn
cnu,v(p, q)U
k(Ip), c
n
u,v(p, q) =
1
ψ2kn
∞∑
i=kn
unp−iv
n
q−i.
Here, let us recall that the number dn is given by dn = ⌈n−γ⌉ and γ satisfies (6.1). Moreover, define the Rd ⊗ Rd-valued
process L[M ]n by
L[M ]n,kl = L(k,l)g,g (M,M)
n + L
(k,l)
g,g′ (M,E)
n + L
(l,k)
g,g′ (M,E)
n + L
(k,l)
g′,g′(E,E)
n.
Proposition 6.2. Under the assumptions of Proposition 6.1, sup0≤t≤T
∥∥∥Ξ[X ]nt − [X,X ]t − ψ12ψ2k2n [Y, Y ]nt − L[M ]nt ∥∥∥ =
op(n
−1/4) as n→∞.
The above two propositions suggest that it suffices to prove the following stable limit theorem in Dd×dT :
n1/4L[M ]n →ds W . (6.7)
For the proof we apply Jacod’s stable limit theorem, and especially the version from Jacod and Protter (2012) (note that
condition (2.1) ensures that B is a very good filtered extension of B(0), i.e. the variable Q(·, A) is F (0)t -measurable for all
A ∈ Ft and all t ∈ R+). Set
ζ(k,l)u,v (U, V )
n
q = n
1/4{Cnu,v(U)kqV l(Iq) + Cnv,u(V )lqUk(Iq)}
for U, V ∈ {M,E}, u, v ∈ {g, g′}, k, l ∈ {1, . . . , d} and q ≥ kn. Then we define the Rd ⊗ Rd-valued random variable ζnq =
(ζn,klq )1≤k,l≤d by ζn,klq = ζ
(k,l)
g,g (M,M)nq + ζ
(k,l)
g,g′ (M,E)
n
q + ζ
(k,l)
g′,g (E,M)
n
q + ζ
(k,l)
g′,g′ (E,E)
n
q . Since n1/4L[M ]nt =
∑Nnt +1
q=kn
ζnq
and ζnq is FTq -measurable and satisfies E[ζn,klq |FTq−1 ] = 0, in the light of Theorem 2.2.15 of Jacod and Protter (2012) it
suffices to verify the following conditions:∑Nnt +1
q=kn
E
[
ζn,klq ζ
n,k′l′
q
∣∣FTq−1]→p ∫ t0 Vklk′l′s ds, (6.8)∑Nnt +1
q=kn
E
[∣∣ζn,klq ∣∣4 ∣∣FTq−1]→p 0, (6.9)∑Nnt +1
q=kn
E
[
ζn,klq W
j(Iq)
∣∣FTq−1]→p 0, (6.10)∑Nnt +1
q=kn
E
[
ζn,klq N(Iq)
∣∣FTq−1]→p 0 (6.11)
for any t > 0, k, l, k, l′ ∈ {1, . . . , d}, j ∈ {1, . . . , d′} and any bounded F(0)-martingale N orthogonal to W . Here, Vklk′l′s is
the integrand in the right hand side of (3.5).
Eq.(6.8) follows from the following lemma:
Lemma 6.4. Under the assumptions of Proposition 6.1, it holds that∑Nnt +1
q=kn
E
[
ζ
(k,l)
g,g (M,M)nq ζ
(k′,l′)
g,g (M,M)nq
∣∣FTq−1]→p 2θΦ22ψ22 ∫ t0 {Σkk′s Σll′s +Σkl′s Σlk′s }Gsds,
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∑Nnt +1
q=kn
E
[
ζ
(k,l)
g,g′ (M,E)
n
q ζ
(k′,l′)
g,g′ (M,E)
n
q
∣∣FTq−1]→p 2Φ12θψ22 ∫ t0 Σkk′s Υ˜ll′s ds,∑Nnt +1
q=kn
E
[
ζ
(k,l)
g′,g′ (E,E)
n
q ζ
(k′,l′)
g′,g′ (E,E)
n
q
∣∣FTq−1]→p 2 Φ11θ3ψ22 ∫ t0 {Υ˜kk′s Υ˜ll′s + Υ˜kl′s Υ˜lk′s } 1Gs ds,∑Nnt +1
q=kn
E
[
ζ
(k,l)
g,g (M,M)nq ζ
(k′,l′)
g,g′ (M,E)
n
q
∣∣FTq−1]→p 0, ∑Nnt +1q=kn E [ζ(k,l)g,g (M,M)nq ζ(k′,l′)g′,g′ (E,E)nq ∣∣FTq−1]→p 0,∑Nnt +1
q=kn
E
[
ζ
(k,l)
g,g′ (M,E)
n
q ζ
(k′,l′)
g′,g′ (E,E)
n
q
∣∣FTq−1]→p 0
as n→∞ for all k, l, k′, l′ and all t ∈ [0, T ].
On the other hand, Eqs.(6.9)–(6.11) follow from the following lemma.
Lemma 6.5. Let k, l ∈ {1, . . . , d}, u, v ∈ {g, g′}, U, V ∈ {M,E} and t ∈ [0, T ]. Under the assumptions of Proposition 6.1,
the following statements hold true:
(a) n∑Nnt +1q=kn E [∣∣Cnu,v(U)kqV l(Iq)∣∣4 ∣∣FTq−1]→p 0 as n→∞,
(b) n1/4∑Nnt +1q=kn E [Cnu,v(U)kqV l(Iq)W j(Iq)∣∣FTq−1]→p 0 for every j = 1, . . . , d′,
(c) n1/4∑Nnt +1q=kn E [Cnu,v(U)kqV l(Iq)N(Iq)∣∣FTq−1] →p 0 as n → ∞ for any one-dimensional square-integrable martin-
gale N on B(0) orthogonal to M .
6.2.2 Proof of Proposition 6.1
Throughout the discussions, for (random) sequences (xn) and (yn), xn . yn means that there exists a (non-random)
constant K ∈ [0,∞) such that xn ≤ Kyn for large n. Also, we denote by E0 the conditional expectation given F (0),
i.e.E0[·] := E[·|F (0)]. Moreover, for each δ ∈ (0, T ), we set βδ = sup0≤h≤δ (‖Xh −X0‖+ ‖XT −XT−h‖). Eqs.(2.1.33)–
(2.1.34) from Jacod and Protter (2012) and [SA1]–[SA2] imply that, for any r ≥ 1, there is a constant Kr such that
E [(βδ)
r
] ≤ Krδr/2 (6.12)
for any δ ∈ (0, T ).
Lemma 6.6. Under the assumptions of Proposition 6.1, the following statements hold true:
(a) For any r ∈ [0,Γ], there is a constant Kr > 0 such that
E
[∥∥∥X˜i,T∥∥∥r + ∥∥∥X˘(g)i∥∥∥r ∣∣F (0)T(i−dn+1)+ ] ≤ Kr {E [(β(kn+1)r¯n)r ∣∣F (0)T(i−dn+1)+ ]+ (knr¯n)r/2} , (6.13)
E0
[
‖ǫ˜i,T ‖r + ‖E˘(g′)i‖r
]
≤ Krk−r/2n (6.14)
for every i.
(b) There is a constant K > 0 such that
E
[∥∥∥X˜i,T − X˘(g)i∥∥∥2 ∣∣F (0)T(i−dn+1)+
]
≤ K
{
k−1n r¯n +
(
|gnNnT−kn+1−i|
2 + |gnkn−i|2
)
E
[(
β(kn+1)r¯n
)2 ∣∣F (0)T(i−dn+1)+ ]}
(6.15)
for every i.
Proof. (a) First, by (6.2) we have |∆˜τk
kn
Xk| + |∆˜τ l
Nn
T
−kn+1
Xk| ≤ 2β(kn+1)r¯n . Moreover, the Burkholder-Davis-Gundy
(henceforth BDG) inequality, (6.2) and [W] yield
E
∣∣∣∣∣∣
NnT−kn∑
p=kn+1
gnp−iX
k(Ikp )
∣∣∣∣∣∣
r ∣∣FT(i−dn+1)+
 ≤ E
max
m∈Z+
∣∣∣∣∣∣
m∑
p=kn+1
gnp−iX
k(Ikp )
∣∣∣∣∣∣
r ∣∣FT(i−dn+1)+
 . (knr¯n)r/2 .
This inequality also holds true when we replace Xk(Ikp ) with Xk(Ip), hence we obtain (6.13).
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Next, summation by parts yields
ǫ˜ki,T = −
NnT−kn∑
p=kn
∆(g)np−iǫ
k
τkp
+ gnNnT−kn+1−i˚ǫ
k
T − gnkn−i˚ǫk0 , (6.16)
hence the equation ∆(g)np−i =
∫ (p−i+1)/kn
(p−i)/kn g
′(x)dx, [W] and the BDG inequality yield E0 [‖ǫ˜i,T ‖r] . k−r/2n . On the other
hand, since Ek(Ip) = −k−1n
∑
q ǫ
k
τkq
1{Tp−1<τkq≤Tp} = −k−1n ǫkτkp , the BDG inequality again yields E0
[∥∥∥E˘(g′)i∥∥∥r] . k−r/2n ,
hence we obtain (6.14).
(b) Summation by parts yields
X˜i,T − X˘(g)i
=−
NnT−kn∑
p=kn
∆(g)np−i
(
Xkτkp
−XkTp
)
+ gnNnT−kn+1−i
(
X˚kT −XkTNn
T
−kn
)
− gnkn−i
(
X˚k0 −XkTkn−1
)
,
hence (6.15) can be shown in a similar manner to the proof of (6.13) using the Lipschitz continuity of g.
Proof of Proposition 6.1. Fix α > 0, and define the F(0)-stopping time Rnα by
Rnα = inf{t : n−1Nnt > α}. (6.17)
Since ∆Nnt ≤ 1 for every t, it holds that
Nnt∧Rnα ≤ αn+ 1 (6.18)
for all t ≥ 0. Moreover, by Lemma 6.1 we also have
lim sup
α→∞
lim sup
n→∞
P (Rnα ≤ T ) = 0. (6.19)
In particular, by the Markov inequality and (6.19) it is enough to prove
E
[
sup
0≤t≤T∧Rnα
∣∣∣∣M˜RC[Y ]n,klt −Ξ[X ]n,klt + ψ1ψ2k2n [Y, Y ]n,klt
∣∣∣∣
]
= o(n−1/4) for any α > 0.
In view of Lemma 6.6, for this it suffices to show the following equations for any k, l = 1, . . . , d and any α > 0:
sup0≤t≤T∧Rnα
∣∣∣ 1kn ∑Nnt −kn+1i=kn {ǫ˜ki,T − E˘(g′)ki } X˜ li,T ∣∣∣ = op(n−1/4), (6.20)
sup0≤t≤T∧Rnα
∣∣∣ 1kn ∑Nnt −kn+1i=kn {ǫ˜ki,T − E˘(g′)ki } X˘(g)li∣∣∣ = op(n−1/4), (6.21)
sup0≤t≤T∧Rnα
∣∣∣ 1kn ∑Nnt −kn+1i=kn {ǫ˜ki,T − E˘(g′)ki } ǫ˜li,T ∣∣∣ = op(n−1/4), (6.22)
sup0≤t≤T∧Rnα
∣∣∣ 1kn ∑Nnt −kn+1i=kn {ǫ˜ki,T − E˘(g′)ki } E˘(g′)li∣∣∣ = op(n−1/4). (6.23)
Since (6.21) (resp. (6.23)) can be shown in a similar manner to (6.20) (resp. (6.22)), we only prove (6.20) and (6.22).
First, thanks to [W](i), there are points−∞ =: x0 < x1 < · · · < xΛ < xΛ+1 :=∞ such that g is ofC1 and g′ is Lipschitz
continuous on (xλ, xλ+1) for everyλ = 0, 1 . . . ,Λ. We denote byPn the set of all integers p such that xλ ∈ [p/kn, (p+1)/kn]
for some λ ∈ {1, . . . ,Λ}. We evidently have #Pn ≤ 2Λ. Also, let us set ∆2(g)np = kn∆(g)np − (g′)np . Then the following
claims hold true: (I) supp |∆2(g)np | < ∞, (II) supp/∈Pn |kn∆2(g)np | < ∞ and (III) supp:|p|>dn |nK∆2(g)np | < ∞ for any
K > 0. In fact, (I) is a consequence of the Lipschitz continuity of g and the boundedness of g′. (II) follows from the identity
∆2(g)np = kn
∫ (p+1)/kn
p/kn
{g′(x) − g′(p/kn)} dx and the fact that g′ is Lipschitz continuous on (xλ, xλ+1) for every λ. (III) is
a consequence of [W](ii).
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Now, (II) and (III) imply that there is a constant C > 0 such that
E0

∣∣∣∣∣∣∣∣
1
kn
NnT−kn∑
p=kn
p−i/∈Pn
∆2(g)np−iǫ
k
τkp
∣∣∣∣∣∣∣∣
2 ≤ Ck−4n dn
for every i. Therefore, noting the identity
ǫ˜ki,T − E˘(g′)i = −
1
kn
NnT−kn∑
p=kn
∆2(g)np−iǫ
k
τkp
+ gnNnT−kn+1−i˚ǫ
k
T − gnkn−i˚ǫk0 ,
which follows from (6.16) and the definition of E˘(g′)i, (6.20) and (6.22) follow once we show that
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣∣∣
1
kn
Nnt −kn+1∑
i=kn

1
kn
NnT−kn∑
p=kn
p−i∈Pn
∆2(g)np−iǫ
k
τkp
 X˜ li,T
∣∣∣∣∣∣∣∣ = op(n
−1/4), (6.24)
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣∣∣
1
kn
Nnt −kn+1∑
i=kn

1
kn
NnT−kn∑
p=kn
p−i∈Pn
∆2(g)np−iǫ
k
τkp


NnT−kn∑
q=kn
∆(g)nq−iǫ
l
τ lq

∣∣∣∣∣∣∣∣ = op(n
−1/4). (6.25)
First we prove (6.24). Since we have
1
kn
Nnt −kn+1∑
i=kn

1
kn
NnT−kn∑
p=kn
p−i∈Pn
∆2(g)np−iǫ
k
τkp
 X˜ li,T =
1
k2n
NnT−2kn∑
p=−Nnt +2kn−1
p∈Pn
∆2(g)np
νn(t,p)∑
i=(kn−p)∨kn
ǫkτki+p
X˜ li,T ,
where νn(t, p) = (NnT − kn − p) ∧ (Nnt − kn + 1), the Davis inequality and (I) imply that
E0
 sup
0≤t≤T∧Rnα
∣∣∣∣∣∣∣∣
1
kn
Nnt −kn+1∑
i=kn

1
kn
NnT−kn∑
p=kn
p−i∈Pn
∆2(g)np−iǫ
k
τkp
 X˜ li,T
∣∣∣∣∣∣∣∣
 . 2Λk2n
√√√√√NnT∧Rnα−kn+1∑
i=kn
∣∣∣X˜ li,T ∣∣∣2.
Hence (6.24) holds true by Lemma 6.6 and (6.18).
Next we prove (6.25). We decompose the target quantity as
1
kn
Nnt −kn+1∑
i=kn

1
kn
NnT−kn∑
p=kn
p−i∈Pn
∆2(g)np−iǫ
k
τkp


NnT−kn∑
q=kn
∆(g)nq−iǫ
l
τ lq

=
1
k2n
NnT−2kn∑
p=−Nnt +2kn−1
p∈Pn
∆2(g)np
νn(t,p)∑
i=(kn−p)∨kn
ǫkτki+p

i+p−1∑
q=kn
∆(g)nq−iǫ
l
τ lq
+∆(g)np ǫ
l
τ li+p
+
NnT−kn∑
q=i+p+1
∆(g)nq−iǫ
l
τ lq

=: It + IIt + IIIt.
We can prove sup0≤t≤T∧Rnα |It| = op(n−1/4) similarly to the proof of (6.24), while it can easily be seen sup0≤t≤T∧Rnα |IIt| =
Op(k
−3
n n) = op(n
−1/4). Now we prove sup0≤t≤T∧Rnα |IIIt| = op(n−1/4). For this it suffices to show that (i) the process
(n1/4IIIt)t∈[0,T ] is C-tight, and (ii) IIIt = op(n−1/4) for every t ∈ [0, T ].
We begin with proving (i). For 0 ≤ s ≤ t ≤ T , the Schwarz inequality yields
|IIIt − IIIs| ≤ 1
k2n
∑
p∈Pn
|∆2(g)np |
√
Nnt −Nns

νn(T,p)∑
i=kn+1
∣∣∣∣∣∣ǫkτki+p
NnT−kn∑
q=i+p+1
∆(g)nq−iǫ
l
τ lq
∣∣∣∣∣∣
2

1/2
. (6.26)
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In particular, since III0 = 0, noting the identity ∆(g)nq−i =
∫ (q−i+1)/kn
(q−i)/kn g
′(x)dx, we obtain
E0
[
sup
0≤t≤T
|n1/4IIIt|
]
.
n1/4
k2n
· 2Λ · N
n
T√
kn
. 2Λ
NnT
n
. (6.27)
On the other hand, setting wT (f, δ) = sup{|f(t) − f(s)| : t, s ∈ [0, T ], |t − s| ≤ δ} for a function f : [0, T ] → R and a
number δ > 0, (6.26) yields
E0[wT (n
1/4IIIt, δ)] . 2Λ
√
wT (n−1Nn, δ)
{
n−1NnT
}1/2
. (6.28)
Since the process n−1Nn is C-tight by Lemma 6.1 and Theorem VI-3.37 of Jacod and Shiryaev (2003), claim (i) follows from
(6.27)–(6.28) and Proposition VI-3.26 of Jacod and Shiryaev (2003).
Next, in order to prove (ii), we rewrite IIIt as
IIIt =
1
k2n
NnT−2kn∑
p=−Nnt +2kn−1
p∈Pn
∆2(g)np
NnT−kn∑
q=(kn−p)∨kn+p+1
ǫlτ lq
νn(t,p)∧(q−p−1)∑
i=(kn−p)∨kn
∆(g)nq−iǫ
k
τki+p
.
Then the Davis inequality yields E0[|IIIt|] . k−2n · 2Λ
√
NnT /kn = op(n
−1/4), which implies that claim (ii) holds true.
Consequently, we obtain (6.25) and the proof of the proposition is completed.
6.2.3 Proof of Proposition 6.2
Next we prove some auxiliary results.
Lemma 6.7. Under [SA3], sup0≤p≤Nnt +1 |ǫkτkp | = op(n
1/4) for any t > 0 and any k = 1, . . . , d.
Proof. Fix η > 0. By the Markov inequality, [SA3] and Lemma 6.1 we have
P
(
n−1/4 sup
0≤p≤Nnt +1
|ǫkτkp | > η
∣∣F (0)) ≤ η−Γn−Γ/4E0 [ sup
0≤p≤Nnt +1
|ǫkτkp |
Γ
]
≤ η−Γn−Γ/4
Nnt +1∑
p=0
E0
[∣∣∣ǫkτkp ∣∣∣Γ
]
. η−Γn−Γ/4(Nnt + 2) = op(1),
hence the desired result holds true.
Lemma 6.8. Suppose either that V is a d-dimensional ca`dla`g process or that V = E and [SA3] holds true. Then
sup
1≤q≤Nnt +1
|Cnu,v(V )kq | = Op(nγ)
as n→∞ for any t > 0, u, v ∈ {g, g′} and k = 1, . . . , d.
Proof. First consider the former case. In this case, summation by parts yields
Cnu,v(V )
k
q =
q−2∑
p=(q−dn)∨kn
{
cnu,v(p, q)− cnu,v(p+ 1, q)
}
V kTp
+ cnu,v(q − 1, q)V kTq−1 − cnu,v((q − dn) ∨ kn, q)V kT(q−dn)∨kn−1 ,
hence the (piecewise) Lipschitz continuity of u, v implies that sup1≤q≤Nnt +1 |Cnu,v(V )kq | . nγ sup0≤s≤t |V ks | = Op(nγ).
Next consider the latter case. In this case, the BDG inequality, [SA3] and Lemma 6.1 yield
E0
[
sup
1≤q≤Nnt +1
|Cnu,v(E)kq |4
]
≤
Nnt +1∑
q=1
E0
[|Cnu,v(E)kq |4] . (Nnt + 1)k−4n d2n = Op(n2γ),
hence the Markov inequality implies that sup1≤q≤Nnt +1 |Cnu,v(E)kq | = Op(nγ).
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Now we turn to the main body of the proof of Proposition 6.2.
Lemma 6.9. Under the assumptions of Proposition 6.2, it holds that
sup
0≤t≤T
∣∣∣Ξ(k,l)u,v (U, V )nt − L(k,l)u,v (U, V )nt − ψ−12 φu,v(0)[Uk, V l]t∣∣∣ = op(n−1/4) (6.29)
as n→∞ for any k, l ∈ {1, . . . , d}, U, V ∈ {X,E} and u, v ∈ {g, g′}.
Proof. Similarly to the proof of Proposition 6.1, it suffices to prove (6.29) with replacing sup0≤t≤T by sup0≤t≤T∧Rnα , where
Rnα is defined by (6.17).
First we show that Ξ(k,l)u,v (U, V )nt = Ξ˜
(k,l)
u,v (U, V )nt + op(n
−1/4) uniformly in t ∈ [0, T ∧Rnα], where
Ξ˜(k,l)u,v (U, V )
n
t =
1
ψ2kn
∞∑
i=kn
Ui,tVi,t, (6.30)
Ui,t =
∑Nnt +1
p=kn
unp−iU
k(Ip) and Vi,t is defined analogously. Thanks to [W], we have
Ξ(k,l)u,v (U, V )
n
t − Ξ˜(k,l)u,v (U, V )nt =
1
ψ2kn
Nnt −kn+1∑
i=Nnt −dn+1
U˘(u)ki V˘ (v)
l
i +
1
ψ2kn
∞∑
i=Nnt −dn+1
Ui,tVi,t + op(n
−1/4)
=: A1,t + A2,t + op(n
−1/4)
uniformly in t ∈ [0, T ∧Rnα]. The Ho¨lder inequality, Lemma 6.6, (6.12), (6.18) and (6.1) imply that
E
[
sup
0≤t≤T∧Rnα
|A1,t|
]
≤ 1
ψ2kn
E
 sup
0≤t≤T∧Rnα
Nnt −kn+1∑
i=Nnt −dn+1
∣∣∣U˘(u)ki ∣∣∣ ∣∣∣V˘ (v)li∣∣∣

≤ ψ−12 k−1n d1−2/Γn E
 sup
0≤t≤T∧Rnα

Nnt +dn∑
i=kn
∣∣∣U˘(u)ki ∣∣∣Γ/2 ∣∣∣V˘ (v)li∣∣∣Γ/2

2/Γ

. k−1n d
1−2/Γ
n n
2/Γknr¯n = O(n
1/Γ+1/2−ξ+γ(1−2/Γ)) = o(n−1/4),
hence we obtain sup0≤t≤T∧Rnα |A1,t| = op(n−1/4). On the other hand, noting that A2,t = 1ψ2kn
∑Nnt +dn
i=Nnt −dn+1 Ui,tVi,t +
op(n
−1/4) uniformly in t ∈ [0, T ∧Rnα] due to [W], we similarly deduce sup0≤t≤T∧Rnα |A2,t| = op(n−1/4).
Next, a direct computation shows Ξ˜(k,l)u,v (U, V )nt =
∑Nnt +1
p,q=kn
cnu,v(p, q)U
k(Ip)V
l(Iq), hence [W] implies that
Ξ˜(k,l)u,v (U, V )
n
t = L
(k,l)
u,v (U, V )
n
t +
Nnt +1∑
p=kn
cnu,v(p, p)U
k(Ip)V
l(Ip) + op(n
−1/4)
uniformly in t ∈ [0, T ∧Rnα]. Therefore, the proof is completed once we prove
sup
0≤t≤T∧Rnα
∣∣Bt − ψ−12 φu,v(0)[Uk, V l]t∣∣ = op(n−1/4), (6.31)
where Bt =
∑Nnt +1
p=kn
cnu,v(p, p)U
k(Ip)V
l(Ip). If U = A or V = A, (6.31) holds true since E[sup0≤t≤T∧Rnα |Bt|] .
√
r¯nT =
o(n−1/4) and [Uk, V l] = 0. Otherwise, UkV l − [Uk, V l] is an (Ft)-martingale, hence a standard martingale argument yields
Bt =
∑Nnt +1
p=kn
cnu,v(p, p)[U
k, V l](Ip) + op(n
−1/4) uniformly in t ∈ [0, T ∧Rnα]. Moreover, since cnu,v(p, p) = ψ−12 φu,v(0) +
Op(k
−1
n ) uniformly in p ≥ dn and
∑dn
p=kn
cnu,v(p, p)[U
k, V l](Ip) = op(n
−1/4) as well as [Uk, V l]Tdn = op(n
−1/4), we
obtain Bt = ψ−12 φu,v(0)[Uk, V l]t + op(n−1/4) uniformly in t ∈ [0, T ∧ Rnα] due to Lemma 6.7. Thus we complete the
proof.
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In the remaining tasks to prove Proposition 6.2, the most sophisticated part is the proof of the negligibility of the term
L
(k,l)
u,v (A,M)n. If the process as is a constant and Tp’s are independent of M , L(k,l)u,v (A,M)n is a martingale with respect
to an appropriate filtration, so this is an easy task. Dropping the assumption that as is a constant is not difficult. Here the
problem is that Tp could depend on M . In fact, in a pure diffusion setting this dependence could cause the non-negligibility of
the approximation error of the realized covariance due to the drift term (see Fukasawa (2010) or Li et al. (2014b) for details).
Unlike such a setting, we can prove the negligibility of such a term without ruling out the dependence between (Tp) and M ,
as long as [A4] is satisfied:
Lemma 6.10. Suppose that V ∈ {A,M,E}, u, v ∈ {g, g′} and k, l ∈ {1, . . . , d}. Under the assumptions of Proposition 6.2,
we have sup0≤t≤T |M(k,l)u,v (V,A)nt | = op(n−1/4) and sup0≤t≤T |M(k,l)u,v (A, V )nt | = op(n−1/4).
Proof. For the proof we may replace sup0≤t≤T by sup0≤t≤T∧Rnα similarly to the above.
First, since [SA2] and (6.2) yield sup0≤t≤T∧Rnα
∣∣∣M(k,l)u,v (A,A)nt ∣∣∣ . dnr¯n = op(n−1/4), the lemma holds true for V = A.
Therefore, it suffices to consider the case that V ∈ {M,E}. In this case E [Cnu,v(A)kqV l(Iq)∣∣FTq−1] = 0 and
√
n
NnT∧Rnα
+1∑
q=kn
E
[∣∣Cnu,v(A)kqV l(Iq)∣∣2 ∣∣FTq−1] = Op (√n(dnr¯n)2) = Op(n3/2+2γ−2ξ) = op(1)
by (6.2), [SA2]–[SA3] and (6.1), hence Lemma 6.2 yields sup0≤t≤T∧Rnα |M
(k,l)
u,v (A, V )nt | = op(n−1/4).
Now we prove sup0≤t≤T∧Rnα |M
(k,l)
u,v (V,A)nt | = op(n−1/4). First, by (6.2), [SA2]–[SA3] and the Doob inequality, there
is a constant K such that
E
[∣∣Cnu,v(V )kq ∣∣2 |FT(q−dn−1)+ ] ≤ Kdnr¯n (6.32)
for any q, n. Combining this estimate with (6.2), (6.18) and (6.5), we obtain
E
 sup
0≤t≤T∧Rnα
∣∣∣∣∣∣
Nnt +1∑
q=kn
Cnu,v(V )
k
q
{
Al(Iq)− alTq−1 |Iq|
}∣∣∣∣∣∣

≤E
NnT∧Rnα+1∑
q=kn
∣∣Cnu,v(V )kq ∣∣
{∫ Tq−1+2r¯n
Tq−1
E
[∣∣∣als − alTq−1 ∣∣∣ |FTq−1]ds
} . n√dnr¯nr¯1+̟/2n = o(n−1/4).
Therefore, we have
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣M(k,l)u,v (V,A)nt −
Nnt +1∑
q=kn
Cnu,v(V )
k
qa
l
Tq−1 |Iq|
∣∣∣∣∣∣ = op(n−1/4). (6.33)
Next we show that
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣M(k,l)u,v (V,A)nt − n−1
Nnt +1∑
q=kn
Cnu,v(V )
k
qa
l
Tq−1GTq−1
∣∣∣∣∣∣ = op(n−1/4). (6.34)
(6.2), the boundedness of a, (6.32) and (6.18) yield
E
√nN
n
T∧Rnα
+1∑
q=kn
∣∣∣Cnu,v(V )kqalTq−1 |Iq|∣∣∣2
 . √n · n · dnr¯n · r¯2n = O(n2+γ−3ξ) = o(1).
Therefore, Lemma 6.2 implies that
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣M(k,l)u,v (V,A)nt − n−1
Nnt +1∑
q=kn
Cnu,v(V )
k
qa
l
Tq−1E
[
n|Iq |
∣∣F (0)Tq−1]
∣∣∣∣∣∣ = op(n−1/4),
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hence by [A4], Lemma 6.8, the boundedness of a, (6.2) and (6.1) we obtain
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣M(k,l)u,v (V,A)nt − n−1
Nnt +1∑
q=kn
Cnu,v(V )
k
qa
l
Tq−1G
n
Tq−1
∣∣∣∣∣∣ = op(n−1/4).
Furthermore, since we have
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣n−1
Nnt +1∑
q=kn
Cnu,v(V )
k
qa
l
Tq−1
(
GnTq−1 −GTq−1
)∣∣∣∣∣∣ . sup0≤t≤T |Gnt −Gt| · n−1
NnT∧Rnα
+1∑
q=kn
∣∣Cnu,v(V )kq ∣∣
and n−1
∑NnT∧Rnα+1
q=kn
∣∣Cnu,v(V )kq ∣∣ = Op(√dnr¯n) due to (6.32) and (6.18), we obtain (6.34) by [A4] and (6.1).
Now we show that
sup
0≤t≤T∧Rnα
∣∣∣∣∣∣M(k,l)u,v (V,A)nt − n−1
Nnt +1∑
q=kn
Cnu,v(V )
k
qFT(q−dn−1)+
∣∣∣∣∣∣ = op(n−1/4), (6.35)
where F = alG. First, by (6.5), [SA1], [A4](v) as well as a standard localization procedure, for each j ≥ 1 there are a
bounded (F (0)t )-progressively measurable process F (j), (F (0)t )-stopping time ρj and a constant Kj such that ρj ↑ ∞ as
j → ∞, Ft = F (j)t if t < ρj and E
[|F (j)t1 − F (j)t2 |2|Ft1∧t2] ≤ KjE [|t1 − t2|̟|Ft1∧t2 ] for any (F (0)t )-stopping times
t1, t2 bounded by T . Then, for a fixed j, the Schwarz inequality, (6.32), the boundedness of a, (6.2) and (6.18) yield
E
n−1 sup
0≤t≤T∧Rnα
∣∣∣∣∣∣
Nnt +1∑
q=kn
Cnu,v(V )
k
q
(
FTq−1 − FT(q−dn−1)+
)∣∣∣∣∣∣ ;T < ρj

.
√
dnr¯n(dnr¯n)
̟/2 = Op
(
n−
1+̟
2 (ξ− 12−γ)
)
= op(n
−1/4).
Since limj→∞ P (ρj ≤ T ) = 0, we conclude that (6.35) holds true by the Markov inequality.
After all, it suffices to show that sup0≤t≤T∧Rnα |At| →p 0 as n→∞, where At = n−3/4
∑Nnt +1
q=kn
Cnu,v(V )
k
qFT(q−dn−1)+ .
Set Hp = n−3/4
∑p+dn
q=p+1 c
n
u,v(p, q)FT(q−dn−1)+ . Then, by construction H
p is FTp−1 -measurable and we have At =∑Nnt
p=kn
HpV k(Ip). Therefore, by Lemma 6.2 it is enough to prove
∑NnT∧Rnα+1
p=kn
E
[∣∣HpV k(Ip)∣∣2 ∣∣FTp−1] →p 0, which
follows from (6.1) and the fact that |Hp| . n−3/4dn sup0≤t≤Tp−1 |Ft| uniformly in p. Thus we complete the proof.
Proof of Proposition 6.2. Note that φg,g′ (0) = φg′,g(0) = 0 due to integration by parts and [W]. Therefore, in the light of
Lemmas 6.9–6.10 as well as (6.19) the proof is completed once we show that
n1/4 sup
0≤t≤T
∣∣∣∣ 12k2n [Y, Y ]n,klt − [Ek,El]t
∣∣∣∣→p 0 (6.36)
as n→∞. First, it can easily be shown that
1
2k2n
[Y, Y ]n,klt =
1
2k2n
Nnt∑
p=1
(ǫkτkp ǫ
l
τ lp
+ ǫkτkp−1
ǫlτ lp−1
) +Op(n
−1/2)
uniformly in t ∈ [0, T ]. On the other hand, we can write [Ek,El]t = k−2n
∑Nnt +1
p=1 ǫ
k
τkp
ǫlτ lp
1{τkp=τ lp≤t}, hence
sup
0≤t≤T
∣∣∣∣∣∣ 12k2n
Nnt∑
p=1
(ǫkτkp ǫ
l
τ lp
+ ǫkτkp−1
ǫlτ lp−1
)− [Ek,El]t
∣∣∣∣∣∣
≤ sup
0≤t≤T
∣∣∣∣∣∣ 1k2n
Nnt∑
p=1
ǫkτkp ǫ
l
τ lp
1{τkp 6=τ lp}
∣∣∣∣∣∣+ 12k2n
∣∣∣ǫkτk0 ǫlτ l0∣∣∣+ 1k2n sup0≤p≤NnT+1
∣∣∣ǫkτkp ǫlτ lp∣∣∣ =: Γ1 + Γ2 + Γ3.
The Doob inequality yields Γ1 = Op(n−1/2), while we obviously have Γ2 = Op(n−1). Furthermore, Lemma 6.7 implies that
Γ3 = op(k
−2
n n
1/2) = op(n
−1/4). This yields (6.36).
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6.2.4 Proof of Lemma 6.4
Let (U, u), (V, v), (Uˇ , uˇ), (Vˇ , vˇ) ∈ {(M, g), (E, g′)} and set
V
n
t =
√
n
Nnt +1∑
q=kn
Cnu,v(U)
k
qC
n
uˇ,vˇ(Uˇ)
k′
q E
[
V l(Iq)Vˇ
l′(Iq)
∣∣FTq−1] .
It suffices to compute the limiting variable of Vnt explicitly.
Set Hq =
√
nCnu,v(U)
k
qC
n
uˇ,vˇ(Uˇ)
k′
q . Then, for any r ∈ [1, 2] there is a positive constant Kr such that
E
[
|Hq|r
∣∣FT(q−dn−1)+ ] ≤ Kr (√ndnr¯n)r (6.37)
for every q by the Schwarz and BDG inequalities, [SA2]–[SA3] and (6.2). This estimate will often be used in the following.
Moreover, we can rewrite Vnt as Vnt =
∑Nnt +1
q=kn
HqE
[
[V l, Vˇ l
′
](Iq)
∣∣FTq−1] since V lVˇ l′ − [V l, Vˇ l′ ] is an (Ft)-martingale.
Now we separately consider the following three cases:
Case 1: V = Vˇ =M . We fix α > 0 for a while. First, since the boundedness of σ, (6.2), (6.37) and (6.18) yield
E
Nnt∧Rnα+1∑
q=kn
|Hq|2 E
[∣∣∣[M l,M l′ ](Iq)∣∣∣2 ∣∣FTq−1]
 . r¯2nE
Nnt∧Rnα+dn+1∑
q=kn
|Hq|2

. r¯2n · n · n(dnr¯n)2 = O(n3+2γ−4ξ) = o(1),
Lemma 6.2 implies that Vnt∧Rnα =
∑Nnt∧Rnα+1
q=kn
Hq[M
l,M l
′
](Iq) + op(1). Next, since [M l,M l
′
]t =
∫ t
0 Σ
ll′
s ds, by a similar
argument to the proof of (6.33) (using (6.37) instead of (6.32)) we can show that
E
∣∣∣∣∣∣
Nnt∧Rnα
+1∑
q=kn
Hq
{
[M l,M l
′
](Iq)− Σll′Tq−1 |Iq|
}∣∣∣∣∣∣
 . n · √ndnr¯n · r¯1+̟/2n = O(n2+γ−(2+̟/2)ξ).
Hence (6.1) yields
V
n
t∧Rnα =
Nnt∧Rnα
+1∑
q=kn
HqΣ
ll′
Tq−1 |Iq|+ op(1). (6.38)
Moreover, similar arguments to the proofs of (6.34) and (6.35) (using (6.37) instead of (6.32)) yield
V
n
t∧Rnα = n
−1
Nnt∧Rnα
+1∑
q=kn
HqFT(q−dn−1)+ + op(1), (6.39)
where F = Σll′G. (6.39) yields Vnt∧Rnα =
∑Nnt∧Rnα
p,p′=kn
H˜p,p′U
k(Ip)Uˇ
k′(Ip′ ) + op(1), where
H˜p,p′ = n
−1/2
p∧p′+dn∑
q=p∨p′+1
cnu,v(p, q)c
n
uˇ,vˇ(p
′, q)FT(q−dn−1)+ .
Therefore, we have the following decomposition:
V
n
t∧Rnα =
 ∑
kn≤p<p′≤Nnt∧Rnα
+
∑
kn≤p′<p≤Nnt∧Rnα
+
∑
kn≤p=p′≤Nnt∧Rnα
 H˜p,p′Uk(Ip)Uˇk′(Ip′ ) + op(1)
=: I+ II+ III+ op(1).
We first prove I = op(1). Fix L > 0, and we further decompose I as
I =
∑
kn≤p<p′≤Nnt∧Rnα
(
H˜p,p′1{|H˜p,p′ |≤L} + H˜p,p′1{|H˜p,p′ |>L}
)
Uk(Ip)Uˇ
k′(Ip′ ) =: I
′(L) + I′′(L).
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First we show I′(L) = op(1) as n→∞. Since H˜p,p′1{|H˜p,p′ |≤L}U
k(Ip) isFTp′−1-measurable for p < p′ andE[Uˇk
′
(Ip′ )|FTp′−1 ] =
0 and we have
|I′(L)| ≤ sup
kn≤j≤Nnt∧Rnα+1
∣∣∣∣∣∣
j∑
p′=kn
∑
p:kn≤p<p′
H˜p,p′1{|H˜p,p′ |≤L}U
k(Ip)Uˇ
k′ (Ip′)
∣∣∣∣∣∣ ,
by the Lenglart inequality it suffices to prove
∆n := E
N
n
t∧Rnα
+1∑
p′=kn
∣∣∣∣∣∣
∑
p:kn≤p<p′
H˜p,p′1{|H˜p,p′ |≤L}U
k(Ip)Uˇ
k′ (Ip′)
∣∣∣∣∣∣
2
→ 0.
The boundedness of σ and Υ, (6.2), (6.18) and the fact that H˜p,p′ = 0 if |p−p′| ≥ dn as well as H˜p,p′ isFTp∧p′−1 -measurable
yield
∆n . r¯nE
Nnt∧Rnα+dn+1∑
p′=kn
∑
p:kn∨(p′−dn+1)≤p<p′
∣∣∣H˜p,p′1{|H˜p,p′ |≤L}Uk(Ip)∣∣∣2
 . L2ndnr¯2n,
hence we obtain the desired result. Next we show limL→∞ lim supn P (|I′′(L)| > 0) = 0. First, since |cnuˇ,vˇ(p′, q)| . 1 and∑∞
q=−∞ |cnu,v(p, q)| ≤ knψ2
(
1
kn
∑∞
i=−∞ |uni |
)(
1
kn
∑∞
q=−∞ |vnq |
)
. kn by [W], there is a constantK > 0 such that |H˜p,p′ | ≤
K sup0≤s≤t |Fs| if 1 ≤ p < p′ ≤ Nnt∧Rnα . So, noting that |I′′(L)| ≤
∑
kn≤p<p′≤Nnt∧Rnα
|H˜p,p′ |1{|H˜p,p′ |>L}|U
k(Ip)Uˇ
k′(Ip′)|,
we obtain lim supn P (|I′′(L)| > 0) ≤ P (sup0≤s≤t |Fs| > L/K). This yields the desired result because F is ca`dla`g.
Consequently, we conclude that I = op(1) as n→∞.
By symmetry we also have II = op(1) as n → ∞. Now we consider III. First, a similar argument to the proof of (6.35)
yields
III =
Nnt∧Rnα∑
p=kn
[
n−1/2
p+dn∑
q=p+1
cnu,v(p, q)c
n
uˇ,vˇ(p, q)
]
FTp−1U
k(Ip)Uˇ
k′(Ip) + op(1).
Moreover, we have n−1/2
∑p+dn
q=p+1 c
n
u,v(p, q)c
n
uˇ,vˇ(p, q) = θψ
−2
2
∫∞
0 φu,v(y)φuˇ,vˇ(y)dy + Op(k
−1
n ) uniformly in p ≥ dn by
[W], hence we obtain
III =
(
θ
ψ22
∫ ∞
0
φu,v(y)φuˇ,vˇ(y)dy
)Nnt∧Rnα∑
p=kn
FTp−1U
k(Ip)Uˇ
k′(Ip) + op(1).
Now combining these results with (6.19), we conclude that
V
n
t =
(
θ
ψ22
∫ ∞
0
φu,v(y)φuˇ,vˇ(y)dy
) Nnt∑
p=kn
FTp−1U
k(Ip)Uˇ
k′(Ip) + op(1).
Therefore, in the light of Theorem VI-6.22 of Jacod and Shiryaev (2003), the limiting variable of Vnt can be computed
explicitly once we show that
sup0≤t≤T
∣∣∣∑Nntp=kn Mk(Ip)Mk′(Ip)− [Mk,Mk′ ]t∣∣∣→p 0, (6.40)
sup0≤t≤T
∣∣∣∑Nntp=kn Mk(Ip)Ek′(Ip)∣∣∣→p 0, (6.41)
sup0≤t≤T
∣∣∣∣∑Nntp=kn Ek(Ip)Ek′ (Ip)− ∫ t0 Υ˜kk′sGs ds
∣∣∣∣→p 0 (6.42)
for any T > 0. (6.40)–(6.41) can be verified by standard martingale arguments based on Lemma 6.2. On the other hand,
another standard martingale argument yields
∑Nnt
p=1 E
k(Ip)E
k′(Ip) =
1
k2n
∑Nnt
p=1Υ
kk′
τkp
1{τkp=τk′p } + op(1) uniformly in t ∈
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[0, T ]. Then, using the boundedness and the ca`dla`g property of Υ as well as Lemma 6.1, we can easily show that
Nnt∑
p=1
E
k(Ip)E
k′ (Ip) =
1
k2n
Nnt +1∑
p=1
Υkk
′
Tp−11{τkp=τk′p } + op(1)
uniformly in t ∈ [0, T ], hence by Lemma 6.2 and [A4] we obtain ∑Nntp=1 Ek(Ip)Ek′ (Ip) = 1k2n ∑Nnt +1p=1 Υ˜kk′Tp−1 + op(1)
uniformly in t ∈ [0, T ]. Now (6.42) follows from Theorem VI-6.22 of Jacod and Shiryaev (2003) and Lemma 6.1) (note that
the convergenceNnt /n→p
∫ t
0
1/Gsds holds true uniformly in t ∈ [0, T ] because the limiting process is nondecreasing).
Case 2: V = Vˇ = E. Again fix α > 0. In this case we have E
[
[V l, V l
′
](Iq)
∣∣FTq−1] = E [Υll′τ lp1{τ lp=τ l′p }∣∣FTq−1], hence a
similar argument to the proof of (6.38) yields Vnt∧Rnα =
1
k2n
∑Nnt∧Rnα+1
q=kn
HqΥ
ll′
Tq−1
1{τ lq=τ l′q } + op(1), and a similar argument
to the proof of (6.34) (using (6.37) instead of (6.32)) implies that Vnt∧Rnα =
1
k2n
∑Nnt∧Rnα+1
q=kn
HqΥ˜
ll′
Tq−1
+ op(1). Now we can
apply similar arguments to those of Case 1 after the equation (6.39), and thus we obtain
V
n
t =
(
1
ψ22θ
∫ ∞
0
φu,v(y)φuˇ,vˇ(y)dy
) Nnt∑
p=kn
Υ˜ll
′
Tp−1U
k(Ip)Uˇ
k′ (Ip) + op(1).
Now the proof is completed in a similar manner to the previous case.
Case 3: V 6= Vˇ . In this case we have [V l, V l′ ] = 0, hence it holds that Vnt →p 0.
Consequently, we complete the proof. 
6.2.5 Proof of Lemma 6.5
(a) By (6.2), [SA2]–[SA3], the BDG inequality and (6.18) we have
E
nNnt∧Rnα+1∑
q=kn
E
[∣∣Cnu,v(U)kqV l(Iq)∣∣4 ∣∣FTq−1]
 . nr¯2nE
Nnt∧Rnα+dn+1∑
q=kn
∣∣Cnu,v(U)kq ∣∣4

. nr¯2n · n(dnr¯n)2 = O(n3+2γ−4ξ) = o(1).
Therefore, the Markov inequality and (6.19) yield the desired result.
(b) Since E[El(Iq)W j(Iq)|FTq−1 ] = 0, it is enough to consider the case that V = M . In this case a standard martingale
argument yields
n1/4
Nnt +1∑
q=kn
E
[
Cnu,v(U)
k
qV
l(Iq)W
j(Iq)
∣∣FTq−1] = n1/4 N
n
t +1∑
q=kn
Cnu,v(U)
k
q [M
l,W j ](Iq) + op(1)
= n1/4M(k,l)u,v (U,B)t + op(1),
where B = ([M l,W j])1≤l≤d. Therefore, noting that Blt =
∫ t
0
σljs ds and σ satisfies (6.6), Lemma 6.10 yields the desired
result.
(c) Since N is orthogonal to W and defined on B(0), we have E [Cnu,v(U)kqV l(Iq)N(Iq)∣∣FTq−1] = 0, which yields the
desired result. 
6.3 Proofs of the results from Section 4
6.3.1 Proof of Proposition 4.1
By a localization procedure we may replace [A1]–[A4] by [SA1]–[SA4], respectively. First, Lemma 6.6, (6.2) and the
boundedness of a yield
√
n
k
3/2
n
Nnt −kn+1∑
i=kn
(X˜i,T )
3 =
√
n
k
3/2
n
Nnt −kn+1∑
i=kn
(M˜i,T )
3 + op(1).
Then, similarly to the proofs of Proposition 6.1 and (6.30), we can deduce
√
n
k
3/2
n
Nnt −kn+1∑
i=kn
(X˜i,T )
3 =
√
n
k
3/2
n
∞∑
i=kn
(M̂i,t)
3 + op(1),
where M̂i,t =
∑∞
p=kn
gnp−iM(Ip(t)) and Ip(t) = [T p−1 ∧ t, Tp ∧ t). Now, by Itoˆ’s formula we deduce
√
n
k
3/2
n
∞∑
i=kn
(M̂i,t)
3 = 3
√
n
k
3/2
n
∞∑
i=kn
∫ t
0
(M̂i,s)
2dM̂i,s + 3
√
n
k
3/2
n
∞∑
i=kn
∫ t
0
M̂i,sd[M̂i,·, M̂i,·]s =: It + IIt.
Since I is a locally square-integrable martingale and its predictable quadratic variation satisfies
E [〈I〉t] = 9 n
k3n
∞∑
i,j=kn
E
[∫ t
0
(M̂i,s)
2(M̂j,s)
2d〈M̂i,·, M̂j,·〉s
]
.
nr¯n
kn
∞∑
i=kn
E
[∫ t
0
(M̂i,s)
4ds
]
. nr¯n · knr¯n = op(1),
the Lenglart inequality yields It = op(1). On the other hand, by using associativity and linearity we obtain
IIt = 3ψ2
√
n
k
1/2
n
∞∑
p,q=kn
cg,g2(p, q)
∫
Iq(t)
M(Ip(s))d[M,M ]s =
3ψ2√
θ
n1/4M
(1,1)
g,g2 (M, [M,M ])
n
t + op(1),
hence Lemma 6.10 yields IIt = op(1), and thus we complete the proof. 
6.3.2 Proof of Proposition 4.2
Application of the Davis and Lenglart inequalities deduces Sn,m(t) =
∑Nnt +1
p=m+1 |Ip| 1m
∑m
q=1E
[
n|Ip−q+1|
∣∣F (0)Tp−q] +
op(1). Then we obtain Sn,m(t) =
∑Nnt
p=1G
n
Tp−1
|Ip|+ op(1) due to [A4], which yields the desired result. 
6.4 Proofs of the results from Section 5.3
In the following we set i(k) = ⌈nSk⌉ for every k ∈ N.
6.4.1 Proof of Proposition 5.1
Lemma 6.11. Suppose that g is a function satisfying [W]. Then, under the assumptions of Proposition 5.1,
n−kn+1∑
i=kn
P
(∣∣∣Y˜ (g)i,1∣∣∣ > ρn
2
)
→ 0 as n→∞.
Proof. Take a constant r such that r > 4/(1− 4w). Then, the Markov inequality and Lemma 6.6 imply that
n−kn+1∑
i=kn
P
(∣∣∣Y˜ (g)i,1∣∣∣ > ρn) ≤ 1
ρrn
n−kn+1∑
i=kn
E
[∣∣∣Y˜ (g)i,1∣∣∣r] . n1−r/4
ρrn
,
hence the assumption on ρn yields the desired result.
Proof of Proposition 5.1. We start with proving the following equations:
ÎV n(g1, ρn) = H(Y, Y ; g1)
n − ψ(g)1
ψ(g)2k2n
[Z,Z]n1 + op(n
−1/4),
ĴV n(g2, ρn) = 2H(Y, J ; g2)
n +H(J, J ; g2)
n + op(n
−1/4),
where H(U, V ; g)n = 1ψ(g)2kn
∑n−kn+1
i=kn
U˜(g)i,1V˜ (g)i,1. For this, it suffices to show
1
kn
n−kn+1∑
i=kn
(
Y˜ (g)i,1
)2
1{|Z˜(g)i,1|>ρn} = op(n−1/4),
1
kn
n−kn+1∑
i=kn
U˜(g)i,1J˜(g)i,11{|Z˜(g)i,1|≤ρn} = op(n−1/4)
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for U ∈ {Y, J}. First, Lemma 6.11 implies that
1
kn
n−kn+1∑
i=kn
(
Y˜ (g)i,1
)2
1{|Z˜(g)i,1|>ρn} =
1
kn
n−kn+1∑
i=kn
(
Y˜ (g)i,1
)2
1{|Z˜(g)i,1|>ρn,|Y˜ (g)i,1|≤ρn/2} + op(n−1/4),
1
kn
n−kn+1∑
i=kn
U˜(g)i,1J˜(g)i,11{|Z˜(g)i,1|≤ρn} =
1
kn
n−kn+1∑
i=kn
U˜(g)i,1J˜(g)i,11{|Z˜(g)i,1|≤ρn,|Y˜ (g)i,1|≤ρn/2} + op(n−1/4).
Next, take η ∈ (0, 2w − 14 ) and set In = {i ∈ {kn, . . . , n− kn + 1} : Sk ∈ ( i−n
1/2+η
n ,
i+n1/2+η
n ) for some k = 1, . . . , L1}.
Such an η exists because w > 1/8. Then, noting that |J˜(g)i,1| is sufficiently small if i /∈ In because of [W], we have
1
kn
n−kn+1∑
i=kn
(
Y˜ (g)i,1
)2
1{|Z˜(g)i,1|>ρn} =
1
kn
∑
i∈In
(
Y˜ (g)i,1
)2
1{|Z˜(g)i,1|>ρn,|Y˜ (g)i,1|≤ρn/2} + op(n−1/4),
1
kn
n−kn+1∑
i=kn
U˜(g)i,1J˜(g)i,11{|Z˜(g)i,1|≤ρn} =
1
kn
∑
i∈In
U˜(g)i,1J˜(g)i,11{|Z˜(g)i,1|≤ρn,|Y˜ (g)i,1|≤ρn/2} + op(n−1/4).
Now, since it holds that
1
kn
∑
i∈In
(
Y˜ (g)i,1
)2
1{|Z˜(g)i,1|>ρn,|Y˜ (g)i,1|≤ρn/2} ≤
ρ2n#In
4kn
. nη−2w
and
1
kn
∣∣∣∣∣∑
i∈In
U˜(g)i,1J˜(g)i,11{|Z˜(g)i,1|≤ρn,|Y˜ (g)i,1|≤ρn/2}
∣∣∣∣∣ ≤ 9ρ2n#In4kn . nη−2w,
we obtain the desired equations.
Next, by simple calculations we can easily deduce that H(J, J ; g2)n =
∑L1
k=1(∆JSk)
2 + op(n
−1/4) and
H(Y, J ; g2)
n =
L1∑
k=1
 i(k)+dn∑
p=i(k)−dn
{
cng2,g2(p, i(k))X(Ip)−
1
kn
cng′2,g2(p, i(k))ǫ
p
n
}∆JSk + op(n−1/4).
Therefore, we can prove the desired result in a similar manner to the proof of Proposition 6.2 from Koike (2015b), which is
based on Propositions 6.6–6.7 and Lemma 6.7 from Koike (2015b).
6.4.2 Proof of Proposition 5.2
We begin by introducing some notation. We denote by Pn,ϑ the law of the vector zn := (Z1, . . . , Zn)∗ from (5.1) with
ϑ = (σ, γ1, . . . , γK). Define the n× n matrices Dn and Vn(σ) by
Dijn =

1 if i = j,
−1 if i = j + 1,
0 otherwise,
and Vn(σ)ij =

σ2
n + Υ if i = j = 1,
σ2
n + 2Υ if 2 ≤ i = j ≤ n,
−Υ if |i− j| = 1,
0 otherwise.
(6.43)
Then the law of Dnzn under Pn,ϑ is given by N(
∑K
k=1 γkei(k), Vn(σ)), where e1, . . . , en denote the canonical basis of Rn
(recall that i(k) is defined by i(k) = ⌈nSk⌉). Next, define the n×n orthogonal matrixUn byU ijn = 2√2n+1 cos
[
2π
2n+1
(
i− 12
) (
j − 12
)]
.
Then by Lemma 1 of Kunitomo and Sato (2013)Un diagonalizesVn(σ) asUnVn(σ)Un = Λn(σ) := diag(λn1 (σ), . . . , λnn(σ)),
where λni (σ) = σ
2
n +4Υ sin
2
[
π
2
(
2i−1
2n+1
)]
. Therefore, setting z′n = (Z ′1, . . . , Z ′n)∗ = Λn(σ)−
1
2Un(Dnzn −
∑K
k=1 γkei(k)),
we have Z ′i
i.i.d.∼ N(0, 1) under Pn,ϑ.
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Lemma 6.12. Let (τn) be a sequence of real numbers tending to some τ ∈ (−1, 0) ∪ (0, 1). Then
1
2n+ 1
n∑
j=1
1
λnj (σ)
cos [πτn (2j − 1)] = O(1) as n→∞. (6.44)
Proof. We imitate a proof of the Riemann-Lebesgue lemma. Since the quantity in the left side of (6.44) coincides with the
real part of
∆n :=
1
2n+ 1
n∑
j=1
1
λnj (σ)
exp
[√−1πτn (2j − 1)] ,
it suffices to prove ∆n = O(1). Summation by parts yields
∆n =
1
2n+ 1
n−1∑
j=1
(
1
λnj (σ)
− 1
λnj+1(σ)
)
1− e2
√−1πτnj
e−
√−1πτn − e√−1πτn +
1
λnn(σ)
1 + e−
√−1πτn
e−
√−1πτn − e√−1πτn
 .
Therefore, noting that λn1 (σ) < · · · < λnn(σ), we have
|∆n| ≤ 4
2n+ 1
1
|sin (πτn)|
1
λn1 (σ)
.
Since λn1 (σ) ≥ σ
2
n and sin (πτ) 6= 0, we obtain ∆n = O(1).
Proof of Proposition 5.2. Let hn = (h(k)n )0≤k≤K be (K + 1)-column vectors tending to h = (h(k))0≤k≤K ∈ RK+1 as
n → ∞, and set δni = λni (σ + n−
1
4 h
(0)
n )/λni (σ) − 1. Then, noting that Un does not depend on σ, the log-likelihood ratio is
given by
log
(
dP
n,ϑ+n−
1
4 hn
dPn,ϑ
)
= −1
2
n∑
i=1
{
log(1 + δni )− (Z ′i)2
δni
1 + δni
}
+
K∑
k=1
n− 14h(k)n
n∑
j=1
U
i(k)j
n
(1 + δnj )
√
λnj (σ)
Z ′j −
1
2
(
n−
1
4 h(k)n
)2 n∑
j=1
(
U
i(k)j
n
)2
(1 + δnj )λ
n
j (σ)
 .
Similarly to the proof of Eq.(3.2) from Gloter and Jacod (2001), we can deduce
sup
1≤i≤n
|δni | → 0,
n∑
i=1
(δni )
2 → 2(h(0))2(2σ
√
Υ)−1.
Therefore, noting that Z ′i
i.i.d.∼ N(0, 1) under Pn,ϑ (especially Z ′i{(Z ′i)2 − 1} is centered under Pn,ϑ), it is enough to prove
n−
1
2
n∑
j=1
U
i(k)j
n U
i(l)j
n
λnj (σ)
= (2σ
√
Υ)−11{k=l} +O
(
1√
n
)
(6.45)
as n→∞ for any k, l = 1, . . . ,K in order to derive the desired result.
By a trigonometric identity we can decompose the target quantity as
n−
1
2
n∑
j=1
U
i(k)j
n U
i(l)j
n
λnj (σ)
=
2n−
1
2
2n+ 1
n∑
j=1
1
λnj (σ)
{
cos
[
πφ+n (k, l) (2j − 1)
]
+ cos
[
πφ−n (k, l) (2j − 1)
]}
=: In + IIn,
where φ+n (k, l) =
i(k)+i(l)−1
2n+1 and φ
−
n (k, l) =
i(k)−i(l)
2n+1 . Since φ
+
n (k, l) → Sk+Sl2 ∈ (0, 1), Lemma 6.12 yields In =
O(n−1/2). Similarly we have IIn = O(n−1/2) if k 6= l. Now consider the case that k = l. Applying a standard approximation
argument for Riemann sums by the corresponding integral, we obtain IIn = n−
1
2 Jn +O(n
−1/2), where
Jn =
2
π
∫ π
2
π
2
1
2n+1
1
σ2
n + 4Υ sin
2(z)
dz
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(cf. Eq.(8.8) of Gloter and Jacod (2001)). Since Jn =
√
n
σ (
σ2
n +4Υ)
−1/2+O(1), we obtain In = (2συ)−1+O(n−1/2). This
completes the proof of (6.45).
6.4.3 Proof of Proposition 5.3
Assume that there is a function g satisfying [W] and vJ(g, θ) = 8σ
√
Υ for some θ > 0. Without loss of generality we
may assume ψ(g)2 =
∫∞
−∞ g(x)
2dx = 1. Since the minimizer of θ 7→ vJ (g, θ) is θ∗ =
√
Φ(g)12Υ/Φ(g)11σ2, we obtain
2
√
Φ(g)22Φ(g)12 = 1. Now, setting K = φg,g , we have K(0) = ψ(g)2 = 1 and Φ(g)12 =
∫∞
0
K ′(x)2dx by integration by
parts, hence the Schwarz inequality and integration by parts yield
2
√
Φ(g)22Φ(g)12 = 2
√∫ ∞
0
K(x)2dx
∫ ∞
0
K ′(x)2dx ≥ 2
∣∣∣∣∫ ∞
0
K(x)K ′(x)dx
∣∣∣∣ = 1.
In our case the equality holds true, so there is a constant c such that K ′(x) = cK(x) for all x ≥ 0. Since K(0) = 1 and
K(x)→ 0 as x→∞, we haveK(x) = ecx for all x ≥ 0 and c < 0. This gives a contradiction becauseK ′(0) = −φg′,g(0) =
0 due to integration by parts. 
6.4.4 Proof of Proposition 5.4
We use the same notation as in Section 6.4.2. Noting that the left side of Eq.(6.45) is equal to n− 12 ei(k)Vn(σ)−1ei(l), we
haveE [γ̂nk ] = n−
1
2 ·2σ√Υei(k)Vn(σ)−1
∑K
l=1 γlei(l) = γk+O(n
−1/2). Therefore, it suffices to prove n1/4(γ̂n−E [γ̂n]) d−→
N(0, 2σ
√
ΥEK). γ̂
n
k − E [γ̂nk ] can be rewritten as γ̂nk − E [γ̂nk ] = n−
1
2 · 2σ√Υei(k)UnΛn(σ)− 12 z′n. Since z′n ∼ N(0, En),
it is enough to prove
√
nCov(γ̂nk , γ̂
n
l )→ 2σ
√
Υ1{k=l} for all k, l = 1, . . . ,K , which follows from (6.45). 
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