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We present mathematical results which can be used to compute the parameters 
of a system described by differential equations, using the method of minimum 
norm differential approximation. The algorithm is described and several exam- 
ples are given in both the ordinary and partial differential equations cases. 
The approximating subspaces used in this algorithm are those spanned by 
certain B-splines of degree 3 in the O.D.E. case and by tensor products of 
B-splines in the P.D.E. case. Singular value decomposition is used in two 
distinct ways in the algorithm. The method described can be used on any type 
of differential operator with constant coefficients, i.e., elliptic, hyperbolic, 
parabolic, although only in the case of elliptic operators can error bounds 
between the data function and a generalized solution of the D.E. with the 
approximated parameters be estimated. 
In this paper we present an algorithm which can be used to identify parameters 
in a differential operator, either ordinary or partial, with unknown constant 
coefficients. Let ud be a data function which is thought to satisfy a differential 
equation of the form 
a4 [%I = ft 
where / is known and a is the unknown parameter vector. The problem of 
parameter estimation is to determine an “optimum” Q*, so that either 
or, if u* satisfies 
W”) [%I =f, 
qa*j p*1 =A 
then u* is “close” to ud . 
This problem is of considerable interest to many disciplines. Bellman [I], 
Perdreauville and Goodson [4], and others have contributed to the field. In [2], 
Coray and Gearhart developed a new technique of differential approximation, 
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called Minimum Norm Differential Approximation (MNDA). For results 
stated in this paper but not proved we refer the reader to [2]. An immediate 
application of MNDA is in the field of parameter estimation, and we now present 
results and an algorithm utilizing MNDA to identify parameters. 
By way of brief introduction we present a short summary of MNDA. Let ud 
andf be given, as well as the form of L, i.e., 
L(a)[u] = c (-1y D”(fz&D%), 
l4<rn 
1%” 
where: a denotes an M vector whose elements are the Q’S; OL, p, are K-tuples 
of nonnegative integers with 
IPI = i Pi; 
i=l 
and 
. 
k 
Given then 
w4 bl = f7 (1) 
multiply both sides of (1) by an arbitrary function v in Hs3(Q), where Q is the 
domain of definition of the D.E. and H,s(Q) is the standard Sobolev-Hilbert 
space. This leads us to 
L(a) [up =fv. 
Integrating both sides (the left by parts), produces 
where 
B(a, 24, v)=s nf% 
B(a, u, v) = c aaB 1 D% D% dx. 
/;;y D na 
Now form the continuous linear functional EW,(a) on Hs3(Q) by defining 
G&q4 = qa, %I , 4 - .f” I 
The MNDA method is to select an a* which minimizes 
II -&&)ll~ 
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It is not possible to carry out this minimization over all of Hsa(Q), hence in 
practice the algorithm is performed over finite-dimensional subspaces. In the 
case of O.D.E.‘s the B spline 
0 x > 2, 
i’,;ti”- x) + 3(1 - x)2 - 3(1 - 43 
l<X<2, 
O<x<l, 
4(-x) x<o 
is used to generate a finite-dimensional subspace S. Specifically, if Q = (c, d) 
we set 
h = (d - cm + 31, 
where n is the desired dimension of S and 
Q(X) = h-1’2# [+ - (j+ l)], j = l,..., tt 
form the basis functions. 
In the case of P.D.E.‘s a basis for S is taken to be functions of the form 
where h, , h, are the aforementioned h in the x and y directions. The method 
can be carried out over any rectangle contained in Q. 
THE ALGORITHM 
The algorithm for this method proceeds as follows. From Lemma 5.1 of [2], 
we have that 
where 
II G&N” = g’(a) G-W), 
and where & is the jth basis element of S, and G is the Gram matrix of inner 
products in the Sobolev-Hilbert space Ha3(Q). On this space we have a choice 
of two equivalent inner products and we choose the computationally easier one, 
he., 
(f, g)H:m) = ,c3 s, @fD% a 
Using singular value decomposition [3], we write 
G = VTZV, 
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where V is unitary and Z is diagonal and positive definite. Thus we seek a” 
which solves the problem: 
where 
mjn[(Ba + d)r VrX-l V(Ba + D)], 
g=(u) = Ba + d, 
where B is the matrix of coefficients of a, determined by 
Hence B is the matrix whose elements are the Jo Da?l DB& and d is the vector 
whose components are the Jo f+j . Writing 
we then have 
z-1 = 2’-1jaz-l/Z 
min[(Z-1/2 VBu + Z--1/2 Vd)T (Z-1’2 VBa + Z-1/2 Vd)] 
a 
= min ]j Z-II2 VBu + ,Y-1/2 Vd 111”, , 
(I (3) 
where Za denotes the Euclidean length. The problem is thus one of linear least 
squares approximation, and the algorithm proceeds as follows. Let 
M = Z--112 VB F zz -z”lP VD, 
and computing the SVD of M, we obtain 
M = USQ’. 
Hence, the solution to (3) is 
a* = QS UTF, 
where S+ is the generalized inverse of the diagonal S, i.e., the diagonal entries 
of Sf are I/sii if sii # 0 and 0 otherwise. 
COMMENTS 
Before presenting numerical examples we make several remarks. First, we 
observe that if the observed function ud is in P(Q) but not in Ho3(Q) the method 
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is still applicable as the functional E,Ja) on Hs3(Q) is not affected by the boundary 
conditions of ud . Second, if the D.E. is of order 2M, the method requires ud 
and its derivatives up to and including order M, as compared to most methods, 
which require 2M derivatives of ud . Third, if a* is such that L(a*) is an elliptic 
operator, then an error bound between ud and a generalized solution u* of 
is possible, namely, 
where p is a coercitivity constant. This constant depends on the differential 
operator L, not on the method. As a final remark we observe that the positive 
definite matrix G has been calculated exactly in general for one- and two- 
dimensional problems. The results are utilized in the program and need not be 
computed. 
In the construction of B(a, ud , V) there is some latitude in that the question 
arises of how many times integration by parts should be perfromed, e.g., if a 
term of the kind uf) * et appears in L(u) [u& what should its corresponding term 
be in R(u, ud , V) ? In the case of O.D.E.‘s we have chosen in the program to 
integrate by parts as many times as required to produce a term of the kind 
UI;’ .zl(i) where i < j. In the case of P.D.E.‘s the same rule applies to each 
partial derivative, i.e., 
(2,o) . 
Ud u becomes z&0)&o) and u$*‘) . v becomes u~z@~). 
TEST RESULTS 
All problems were run on a Burroughs 6700 in double precision. 
EXAMPLE 1. 
ud = x6.2 ex + sin(x2), 
f(x) = e2(4x6** + 68.2~+~ + 644.8x4.2 + l895.712x3.2 
+ 2599.833622*2 + 953.27232x1.2) - 8 sin(x2) 
- 132x cos(x2) + 8 cos(x2) - 16x2 sin(xs) 
- 48x2 cos(x2) + 160x3 sin(x2) + 16x4 sin(x2) 
+ 32x6 cos(x2). 
With this f, ud satisfies a d.e. of the form 
-w [%I = f, 
where a = (I, -6, 4, 0, 1, 1, 0). 
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We remark that ud is not in Ha3(Q) for any Q. Using 10 basis functions on 
9 = (0, 2) this method produced a* such that 
\I u - a* lla < 10-6. 
EXAMPLE 2. 
Ud zz= x3( 1 - x)” . y3( 1 - y)“, 
f(X, y) = x3(1 - x3 .y3(1 - Y)~ - (3x2 - 12x3 - 15x1 + 6x5) 
x (y” . (1 - Y)~) + x3(1 - x3 * (6y - 36y2 f 60y3 - 30~~). 
With this f, ud satisfies the P.D.E. 
u--u,+uyy =f, 
where a = (1, -1, 0, 0, 0, 1). 
Using three basis functions in each direction and setting &? = (0, I) x (0, l), 
the result was an a* such that 
11 a - a* Ilrn < 10-a. 
EXAMPLE 3. 
ud = esy, 
f(x, y) = 2exY + xy@Y - 2xezy + 3yexY + yaexY + xaezY. 
With this f, ud satisfies the P.D.E. 
UXX + u,, + uzy i-3% +2u, fu =f, 
where a = (1, I, 1, 3, 2, 1). 
Using three basis functions in each direction and setting Q = (0, 1) x (0, 1) 
the method produced as a* such that 
!i a - a* IJm -c lo-lo. 
EXAMPLE 4. 
ud = sin(xy), 
f (x, y) = sin(q) + Y cos(xy) + cod - q sin&) 
+ x cos(q) - x%n(xy). 
With this f, ud satisfies a P.D.E. of the form 
UYY +%y+%+uy+u=f, 
where a = (0, 1, 1, 1, 1, 1). 
Using three basis functions in each direction, B = (0, 1) x (0, l), the method 
produced an a* such that 
II a - a* Ilm < 10-12. 
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