ABSTRACT
INTRODUCTION
Most of homology search methods, e.g. SSEARCH, FASTA (Pearson, 1991) and BLAST , seek homologous sequences in a database making use of substitution matrices for their scoring schemes. The substitution matrix used in homology search has a great influence on the results. Table 1 shows an example of the substitution matrix. It is one of the most widely used substitution matrices referred to as blocks substitution matrices 62 (BLOSUM 62) (Henikoff et al., 1992 (Henikoff et al., , 1993 . The Blosum matrix family was derived from many (more than 2000) protein patterns called blocks. Blocks are composed of sequence segments which are * To whom correspondence should be addressed. identical more than a particular percentage of residues (e.g. in the case of BLOSUM 62, 62%). Log odds scores (logarithms of ratios of likelihoods) are calculated by counting the substitutions in blocks as follows. First, the observed probabilities of substitutions,
are calculated where f ij is the frequency of the observed amino acid pairs i, j , and then, the log odds scores for matches or mismatches between amino acid i and j are calculated as
where p i , p j are the probabilities of occurrence of amino acid i and j respectively in a database. The point accepted mutation (PAM) matrix family (Dayhoff et al., 1978) is also common, which is proposed earlier and based on the probability of single point mutations and the theory of Markov processes. The construction of the PAM matrix family is different in the calculation of q ij from Henikoff's method. Dayhoff's method was applied to large databases by different research groups independently (Gonnet et al., 1992; Jones et al., 1992) . Gonnet et al. proposed a probabilistic model of gap insertion from massively collected alignment data.
The OPTIMA substitution matrix (Kann et al., 2000) is derived from Cluster of Orthologous Group (COG) database (Tatusov et al., 1997 (Tatusov et al., , 2001 ) using the Blosum62 matrix by maximizing the average of confidence parameters C = 1/(1 + E), where E is the E-value of alignment scores between homologous sequences. Although Kann's method had a new idea and increased the significance of alignment scores between related sequences, in a view of the probability of error, there is still room for improvement. It should be noted that the term 'error' in this paper means the classification error, not the alignment error. 
In information science, it is believed that learning from both positive and negative examples are more powerful than learning from only positive examples (Gold, 1967; Laird, 1988) . PAM and BLOSUM matrix families are composed of substitution probabilities from positive examples, i.e. alignments of related sequences, and background probabilities from composition of a database as negative examples. OPTIMA uses alignments of random sequences as negative examples in calculating E-values. But, it does not seem that the previous methods make full use of negative examples.
Linear separation methods such as linear programming or support vector machines may be applied to optimization of score matrices. However, The minimization of the number of errors in linear separation is known to be computationally hard (Amaldi et al., 1998) .
Therefore, we need to choose a more appropriate learning model to overcome the difficulty of separating positive and negative data by taking account of negative examples more explicitly.
It is believed that the distribution of normalized optimal alignment scores of unrelated sequences can be approximated by extreme value distribution (EVD) (Kotz et al., 2001) . E-value is the expected number of sequences in a database whose alignment scores are greater than a given alignment score. It is calculated from a database size D and a normalized score x as E = D · Pr [X ≥ x] , where Pr[X ≥ x] is the probability derived from the EVD that a normalized alignment score between unrelated sequences exceeds x. Many experiments support that E-values of normalized scores discriminate relationships more clearly (Karin et al., 1990; Brenner et al., 1998) .
Bayesian decision theory is useful when probability distributions are known. We apply it to sequence classification and experiment our method with the COG database. Since the optimization results depend on the nature of database, it is important to optimize a substitution matrix with a database which agrees with one's purpose. On the other hand, the score matrix optimized for the COG database should also be useful for other databases (e.g. PFAM and SCOP databases). Thus, we apply the optimized score matrix to PFAM and SCOP databases. Furthermore, we apply the proposed method to optimization of score matrices for PFAM and SCOP databases too.
SYSTEM AND METHODS
In our system, the input consists of a substitution matrix with gap costs and a classified protein sequence database, in which classes are disjoint from each other. The output is a substitution matrix with gap costs. Given a substitution matrix as an initial value and classified protein sequence data as a training dataset, our goal is to optimize the substitution matrix in order to improve the classification accuracy.
Learning sample
The relationship of two sequences is predicted based on their optimal alignment score. Therefore, positive examples are alignment scores of related sequences and negative examples are those of unrelated sequences. Optimal alignments are calculated by the Smith-Waterman alignment algorithm (Smith et al., 1981) . The raw score S of an alignment can be described as
where n ij , n ogap and n egap denote the numbers of substitutions between amino acids i and j , open gaps and extension gaps, respectively, and w ij , w ogap and w egap are scores per substitution, open gap and extension gap, respectively. When we change the score function w, we can recalculate the alignment score S with the 212-dimensional vector n. This is based on the assumption that small change of a substitution matrix does not so much affect optimal alignments. It is important to normalize scores, because scores are affected by the lengths of amino acid sequences. The normalization formula is
where λ, K are parameters, and N is the search space size. We calculate these parameters based on the ML method (Bailey et al., 2002) .
Objective function
It is the most important in optimization to design an objective function. Since we want to reduce the numbers of false positives and false negatives, the objective function must reflect them. We make use of the error rate because minimizing the error rate is one of the best criteria in a statistical view.
Error rate The error rate is defined by,
where #F P , #F N, #P and #N are the numbers of false positives, false negatives, positive examples and negative examples, respectively. And it can be written as
where Sensitivity = (#P − #F N)/#P , Specificity = (#N − #F P )/#N 1 and c = #P /(#P + #N ). Therefore, the error rate has correlation with sensitivity and specificity, which are major evaluation criteria of discrimination methods. The error rate depends on the choice of a threshold. We approximate Bayes decision rule to determine thresholds.
Bayes error We describe Bayesian decision theory (Duda et al., 2000) in brief. We often face the problem of class membership, where we judge the membership of some elements to 1 Some other papers define Specificity = (#P − #F N )/(#P − #F N + #F P ). a certain class using their features, and must answer 'yes' or 'no'. A function is called a discriminant function, if its output helps to decide on the class membership. Suppose the data to be dealt with is a random sample from continuous space. In this case, using a discriminant function for a class c, the probability of error for an observed data x is
, if the function answers as x ∈c.
Considering the overall sample space, the error rate by the Bayes discriminant function is,
See Appendix section for derivation. This is called as the Bayes error or the Bayes risk for the 0-1 loss. Figure 1 will give some insights. The boundaries, at those points the minimizer of error B (x) changes, should be the thresholds for the membership decision. In general, the true conditional probabilities P (x | c), P (x |c) are unknown. Therefore, we infer these probability distributions by sampling and parameter estimation. The prior probabilities P (c), P (c) are unknown, too. To mitigate the bias of a database and from another practical reason (which will be discussed later), the prior probabilities P (c i ) are set to either 1 2 or |c i |/ j |c j |. If the estimated probability distribution coincides with the true distribution and the threshold coincides with the Bayes discriminant function, the estimated Bayes error coincides with the minimum error rate.
Modification for sequence classification
We consider the multi-class membership problem. Suppose C = {c 1 , . . . , c l } is a set of classes. Given a data n (or an fixed alignment) and a score function f w , where w is a vector of parameters (or a substitution matrix), we calculate its observed score by Equations (1) and (2). Suppose the membership of a sequence to class c j is determined by sampling a sequence from class c j and calculating their alignment score. Since we use only one optimal threshold t j for a class c j , the probability of error to overall database sequences can be calculated from Equation (3) as,
where S is a random variable for alignment scores between database sequences and sequences in class c j , and its distribution depends on the substitution matrix w. We should maximize the expected probability that membership determinations over all classes by Bayes decision boundaries are successful. So, in order to optimize the score function overall classes, we designed the objective function (see Appendix section for details)
where the parameter w consists of a substitution matrix and gap costs. It is logarithm of the expected probability that alignment scores between a given sequence and representative sequences of each group can determine their membership correctly.
Decision boundary
We have to decide a threshold as the Bayes decision boundary between two distributions which we assume to be unimodal for the ease of determining thresholds. In the case where both distributions are normal distributions, it can be solved analytically. But, since we assume EVDs, we must use numerical methods to solve the equation,
We choose the Van Wijngaarden-Dekker-Brent method (Press et al., 1993) , because we are interested in only the solution between peaks of two distributions and the method is a bracketing method and sufficiently fast. If any cross points are not found, the score which gives the peak of p(x | c i ) is chosen as a decision boundary.
Extreme value distribution
Many extreme values (maximums or minimums) form extreme value distributions (Kotz et al., 2001) . Its cdf is
where µ, σ (σ > 0) are parameters. To estimate these parameters, we use the momentum estimator where γ is Euler's constant (≈0.57722), S is the standard deviation andX is the average (Kotz et al., 2001) . It may be a rough estimator, but needs less computation time than the ML estimator does.
Optimization method
We adopt the nonlinear conjugate gradient method (Press et al., 1993; Nocedal et al., 1999) for optimizing our objective function. It requires first differential of the objective function. We approximated it by finite differencing (Nocedal et al., 1999) . We adopted Brent's method (Press et al., 1993) for the line search in the conjugate direction. Since the conjugate gradient methods find only a local optimum, a good initial value will help the discovery of a good solution.
Optimization procedure
We summarize the optimization procedure, (Fig. 2 ).
1. perform sampling of positive and negative examples for each class; 2. calculate the normalized alignment scores using the current score parameters; 3. estimate the statistical parameters of the score distributions for each class;
4. calculate a decision boundary for each class; 5. calculate the error rate for each class; 6. calculate the objective function and its gradient; 7. move the score parameters in the search direction.
Iterate this procedure until the objective function converges to a local optimum or the number of iterations reaches a certain constant.
IMPLEMENTATION
We have written our software in C language with MPI library, and it is available from http://olab.is.s. u-tokyo.ac.jp/˜hourai/optssd/index.html
EXPERIMENT

Correct relationships
To obtain accurate substitution matrices, correct relationships should be known. Phylogenetic analysis, or comparative genomics reveal gene functions of some other species. COG database (Tatusov et al., 1997 (Tatusov et al., , 2001 ) is carefully collected in order to exclude paralogs, but to contain remote homologs. It contains more than 3000 groups and more than 70 000 protein sequences. We make use of mainly this database in experiments for the purpose of comparison with Kann's method because the database has plenty of data with clear relationships.
Some details in optimization
We begin with the published substitution matrices as initial values, and optimize them with alignment data by maximizing the proposed objective function, giving 1 2 to the prior probability for each class. We assume EVDs for both distributions of positives and negatives.
If a substitution matrix is replaced by another matrix, the optimal alignments will change. Thus, after several steps in optimization, we perform sequence alignment again. Moreover, we cannot perform all-to-all alignment, because it will need 70 000 × 70 000 sequence alignments per iteration for the COG database. Therefore, as for the positive examples we sampled alignment pairs from the same group. As for negative examples for a certain class, we sampled each alignment pair, one from the class and the other from another class.
Evaluation method
For fairness, we use the ratio of errors to evaluate score functions, which is different from our objective function. It is calculated as follows: Given sampled alignment scores, we calculate the minimum number of errors (false positives + false negatives) achieved by selecting the optimal threshold per each class. Then, the numbers are summed up and the sum is divided by the number of sampled alignments. This metric represents a somewhat maximum ability of a substitution matrix to classify the sequences in a database.
RESULTS
We optimized substitution matrices based on the assumption that the calculated probability of error is correlated with classification accuracy. Our results support this assumption. In this section, we show the experimental results in different conditions. Note that in these experiments, we resampled alignment pairs and performed alignments every 10 optimization steps.
Cross validation
We tested the score functions drawn from the training dataset (half of the COG database) using the test dataset (the other half of the COG database). The initial substitution matrix is PAM250. There is no apparent sign of over-fitting in this optimization (Fig. 3 ). This result also shows the great reduction in both the average error rate 2 and the ratio of the number of errors to that of alignment pairs. The figure also shows that the objective function is strongly correlated to the ratio of errors. Figure 4 shows the experimental results changing initial values. The initial open/extension gap costs are 12/2 for BLOSUM50, 11/1 for BLOSUM62, 12/1 for GONNET, 12/1 for JONES, 120/20 for OPTIMA and 14/2 for PAM250. In this experiment, about 100 alignment pairs are chosen at random as positive and negative examples respectively for each class. As a whole, about 600 000 pairs are used as training data at each optimization step.
Differences by initial values
All substitution matrices are improved but seem to have converged to distinct local optima. The reductions of the number of errors are from 43% for JONES to 13% for OPTIMA. Table 2 shows the optimized score matrix derived by the proposed method, which is referred to as COGOPT. In this learning, about 250 alignment pairs are chosen at random as positive and negative examples respectively for each class and about 1 500 000 alignments are used as a whole. It is derived from OPTIMA (Kann et al., 2000) with COG database.
Derived substitution matrix
Consistency to other databases
We evaluated substitution matrices with COG, SCOP (Murzin et al., 1995) and PFAM databases (Bateman et al., 2002) . SCOP40%ID (SCOP95%ID) is derived excluding sequences with more than 40% (90%) identity from SCOP database (Brenner et al., 1998; Chandonia et al., 2002) . SCOP sequences are classified based on super family. The ratios of the minimum number of errors are shown on Table 3 .
The numbers following matrix names on the table are open and extension gap costs. PFAMOPT, SCOP40OPT and SCOP95OPT are derived by the proposed method with PFAM (325 766 sequences and 3360 classes), SCOP40%ID (4774 sequences and 1109 classes) and SCOP95%ID (8004 sequences and 1109 classes) databases, respectively. Our matrices achieved the best performance to the database with which we optimized and also achieved good performance 2 It is the value of the translated objective function, Fig. 3 . Cross validation experiment: Groups in database are divided into 2 disjoint sets, and then they are used as both test and training sets alternatively. The top figure shows the average of normalized objective functions versus the number of optimization steps. The bottom figure shows the ratio of the minimum number of errors to the number of alignments versus the number of optimization steps. The points labeled 'training set' are from training data and the points labeled 'test set' are from test data. The test dataset is the half of database, and the training dataset is the other half. Exchanging the role (training, test) for datasets, we calculated average values obtained from two training (test) datasets. We tested score matrices every five optimization steps.
to other databases. Especially, PFAMOPT showed notable performances to all databases.
Sensitivity and specificity for structural conservation
Sensitivity and specificity can be measured by receiver operating characteristic (ROC) analysis (Gribskov et al., 1996; Brenner et al., 1998) . For this purpose, we draw the fraction of true positives-false positives per query plot by performing all versus all alignment with the SCOP40%ID database described above (Fig. 5) .
Each sequence is ranked based on the E-value obtained by the SSEARCH program (Pearson, 1991) . The matrices on the figures are ones with good results on the previous experiment (Table 3) . Over a wide range, SCOP95OPT is the best. GONNET is better than COG-OPT in the region of higher fractions of true positives 
but little worse in the region of lower fractions of true positives.
DISCUSSION
We proposed a new optimization criterion. It has following advantages over existing methods.
• A user needs not to know any elaborate model of evolution.
• The input consists of only a classified database and an initial substitution matrix.
• The optimization process is automatic.
• The specificity and sensitivity are improved.
But, there remained several problems.
• The prior probabilities have influence on the optimization speed. • The type of distribution of positive examples is not analytically known.
• If the substitution matrix changes, optimal alignments change, too.
• Databases may contain sequences classified into multiple classes.
• Optimization process finds only a local minimum and does not always converges to the same values.
The first problem is concerned with the objective function.
In our experiments, we assumed 1 2 for the prior probabilities P (c i ), P (c i ). It was supposed that the use of accurate P (c i ) should improve results. But it was not true. We experimented The second problem is concerned with our assumption on the probability distributions. In a case that a type of distribution is unknown, we assume a unimodal distribution. In the sequence alignment case, we used the EVD for positive examples. However, since they did not always fit to EVD, we excluded data which have high scores. High score data may inflate the variance of the distribution too much and weaken the influence of the lower scores on the error rate. We experimented by using the normal distribution, but the result was little worse. The wide foot seemed not to fit the real distribution.
The third problem remained in the optimization method. We fixed alignments in line search and several optimization steps. But it may lead score parameters to destructive changes, although such a phenomenon was not observed in our experiments. Since the optimal alignment score is the maximum of many candidate alignment scores, the preservation of alignments, which give large scores and can be represented as vertices of a convex hull, may help to work around this problem and to reduce the computation of sequence alignment. However, since we re-sample alignment pairs, it is hard to maintain them. It will be a future work.
The forth is that sequences may belong to multiple classes and it may be difficult to extract such information from databases. Fortunately, the databases we used have plenty of sequences and smaller number of such sequences. So the probability that such sequences are selected as negative example pairs in our method is extremely small. Our experimental results show that the influence on the distributions of negative examples is small. The last problem can be divided into further two points. The first is that the change of the unit scores as multiplying or shifting by a constant do not change an optimal alignment. However, restrictions for these degrees of freedom are not always necessary, because such a direction which does not change the objective function will not be searched by the steepest descent method. Practically, it seems valid for the conjugated gradient method, too. The other one is that optimized matrices converged to distinct optima as shown in Figure 4 . This is the restriction for most of nonlinear optimization methods that they can find only local minima. However, in our experiments, all matrices are improved considerably. We believe it is worth optimizing.
APPENDIX
Derivation of Bayes error 3
In order to minimize the probability of error (loss function in Bayesian statistics), a Bayes discriminant function should be 'x ∈ c', if P (c | x) > P (c | x) 'x ∈c', if P (c | x) < P (c | x).
3 Duda et al. (2000) .
The predictor which uses the Bayes decision rule achieves the probability of error of conditional Bayes error, error B (x) = min error(x) = min{P (c | x), P (c | x)}, and it is optimal in a probabilistic view.
Considering the overall sample space, the error rate by the Bayes discriminant function is, The last derivation is from Bayes' theorem,
p(x | c)P (c) = P (c | x)p(x).
In the case of alignment scores, one can judge the significance from thresholds. We can rewrite the error rate by limiting the Bayes decision boundary to a threshold t as follows, (1 − i (w)).
Derivation of objective function
In this derivation, we assumed that an optimal alignment score is independent from the optimal alignment scores for the other classes.
