Abstract Facial and vocal expressions are essential modalities mediating the perception of emotion and social communication. Nonetheless, currently little is known about how emotion perception and its neural substrates differ across facial expression and vocal prosody. To clarify this issue, functional MRI scans were acquired in Study 1, in which participants were asked to discriminate the valence of emotional expression (angry, happy or neutral) from facial, vocal, or bimodal stimuli. In Study 2, we used an affective priming task (unimodal materials as primers and bimodal materials as target) and participants were asked to rate the intensity, valence, and arousal of the targets. Study 1 showed higher accuracy and shorter response latencies in the facial than in the vocal modality for a happy expression. Whole-brain analysis showed enhanced activation during facial compared to vocal emotions in the inferior temporal-occipital regions. Region of interest analysis showed a higher percentage signal change for facial than for vocal anger in the superior temporal sulcus. Study 2 showed that facial relative to vocal priming of anger had a greater influence on perceived emotion for bimodal targets, irrespective of the target valence. These findings suggest that facial expression is associated with enhanced emotion perception compared to equivalent vocal prosodies.
Introduction
Emotion is the core of social relations [1, 2] . Successful interpersonal communication in the social environment requires an exact understanding of people's feelings, thoughts, and intentions. The key to understanding the minds of others is the ability to surmise complex mental states from slight sensory cues [3] . In daily life, we usually perceive emotions through two aspects: verbal and nonverbal emotional stimuli [4, 5] . Among these, nonverbal emotional communication is often carried out through different modalities such as vocal prosodies and facial expressions. Although we often perceive emotions from multiple modalities in social interactions, we can also rely on a single modality (visual or auditory) to perceive the emotions of others [6, 7] . In fact, it is easy to perceive happiness when we look at a picture of a face with a big smile.
Previous studies investigated emotion perception mainly by focusing on the difference between emotion categories within one modality, either facial expressions or vocal prosodies. Early studies using electrical stimulation, lesion, and microelectrode recording analysis found several brain regions involved in facial affect processing including the amygdala [8] [9] [10] [11] , right temporal lobe [12, 13] , right or left basal ganglia and anterior temporal lobe [14] , and the right mesial occipital and right inferior parietal regions [15] . In contrast, studies using positron emission tomography, magnetoencephalography, and functional magnetic resonance imaging (fMRI) found evidence supporting the existence of prosody-specific right hemisphere processing [16] [17] [18] [19] , especially activation in the lateral temporal lobes [19] , right prefrontal cortex [20] , and right frontal and temporal regions [21] during the processing of emotional prosody. For example, studies using facial expressions found positive correlations between perceived anger ratings and the intensity of angry facial expressions, whose intensity increase was linked with enhanced activity in the orbitofrontal and anterior cingulate cortex [4] . Gur et al. (1994) found that a happy relative to a sad discrimination task activated the left frontal region [22] . Some studies found more activation during happy relative to neutral facial expression in the left anterior amygdala, bilateral fusiform [23] , left anterior cingulate gyrus, bilateral posterior cingulate gyri, medial frontal cortex, right supramarginal gyrus [24] , and medial frontal/cingulate sulcus region [25] , while more activation was found during angry than neutral facial expressions in the posterior part of the right cingulate gyrus, left medial temporal gyrus [26] , bilateral fusiform gyri, and left inferior frontal gyrus [25] . In addition, increasing the intensity of a happy facial expression enhanced activity in the bilateral fusiform gyri and right putamen [7] . These studies investigated the different valences of emotions perceived only through facial expressions.
On the other hand, using the same valences of emotion through vocal prosodies only, studies have reported more activation during happy than angry prosodies in the right anterior middle temporal gyrus, right inferior frontal gyrus, and bilateral posterior middle temporal gyrus [27] . Moreover, it was reported that angry prosodies induced more activation than neutral prosodies in the middle superior temporal sulcus [28] while unpleasant prosodies induced more activation than pleasant prosodies in the amygdala, hippocampus, parahippocampal gyrus, and temporal poles [29] . Also, Ethofer et al. [5] reported faster reaction times for angry than for neutral prosodies, which was coupled with enhanced activation during angry versus neutral prosodies in the voice-sensitive temporal cortices, amygdala, insula, and mediodorsal thalami during an emotion classification task [5] .
The above evidence confirms first, that different modalities can express the same emotion, and second, that people can rely on a single modality to perceive the emotions of others. However, it has yet to be determined how the perception of a given emotional expression and its neural substrate varies from the visual to the auditory modality.
Hulka et al. used the Comprehensive Affect Testing System to measure emotion perception across the channels of facial affect and prosody in cocaine users [30] . The results showed that cocaine users had significantly lower scores than healthy controls in the quotient scales of ''prosody recognition'' whereas facial affect perception was comparable in both samples [30] . Chen et al. have shown that P3, alpha, and beta activity are significantly smaller for the neutral condition than for facial-anger and bimodal-anger, but not for vocal-anger over all brain regions [31] . These results suggest that the emotion perception effect of the visual modality is stronger than that of the auditory modality [31] . However, this study did not directly compare the emotion perception across modalities. To address this issue, we focused on the modality effect in emotion perception between facial expression and vocal prosodic materials. Based on these findings, we assumed that the presentation of facial expression is associated with enhanced emotion perception in behavioral and neuroimaging measures compared to the equivalent vocal prosodies.
In the current studies, we controlled the intensity, valence, and arousal of the stimuli across different modalities, in order to reliably compare the emotion perception between facial and vocal modalities. In addition, visual and auditory materials differ in many ways. To increase the comparability of facial and vocal expression and to attribute the differences between facial and vocal stimuli solely to cross-modal emotion perception, we imbedded facial and vocal expression into the same neutral, non-emotional audiovisual stimulus context. Another advantage of this method is to increase the ecological validity of laboratory emotion perception. Emotional expression in real-life settings, in most cases, unfolds dynamically, such as anger or happiness evolving from a neutral, non-emotional state. Both behavioral [32] [33] [34] and neuroimaging evidence [35] [36] [37] [38] suggests that dynamic facial expression conveys emotion that more resembles real-life facial communication than static expression (e.g. a photograph). Based on these considerations, the emotional expressions used in our studies were manipulated to be dynamic rather than static materials. In Study 1 we collected fMRI scans when participants were required to label the category of emotional expression. However, the affect recognition task in Study 1 did not allow direct assessment of the perceived emotion intensity, and neuroimaging results from occipital or temporal regions may be related to modality-specific function. In order to remove modality-specific effects and verify the conclusion of Study 1, in Study 2 we used an affective priming task, which directly assessed the experiential emotion intensity for bimodal target stimuli following the unimodal primes. Together, we performed these two studies to investigate emotion perception differences between visual and auditory modalities.
Study 1 Materials and Methods

Participants
Twenty-five right-handed university students (13 women, aged 19-24 years, mean 20.85) were recruited to participate in the experiment. All participants reported normal auditory and normal or corrected-to-normal visual acuity, and were free of neurological or psychiatric problems. They were emotionally stable. The experimental procedure adhered to the Declaration of Helsinki and was approved by the Local Review Board for Human Participant Research. All participants gave informed consent prior to the study and were reimbursed ¥60 for their time.
Stimuli
The facial stimuli were neutral, angry, and happy facial expressions of a male actor from the set created by the Chinese Facial Affective Picture System [39] . The pictures were cropped such that non-facial body parts were not visible.
The vocal stimuli were 15 sentences in Standard Chinese of neutral content (each sentence lasting for 3.65 s) produced by one trained male actor in neutral, happy, and angry prosodies which have been validated in previous studies [40, 41] . Following the previous studies [31, 42] , sentences with vocal emotion were obtained by crosssplicing the first part of a neutral prosody and the second part of an emotional prosody (Fig. 1) . Then, each sentence was paired with a facial expression. Consistent with the structure of the sentences, the facial expressions varied at the splicing point from neutral to angry or happy while the identity was kept unchanged (Fig. 1) . Four types of facialvocal stimuli, that is, no emotion, vocal-emotion, facialemotion, and bimodal-emotion, were established. Trials were presented randomly within each block, such that the emotion category itself could not be predicted before stimulus onset. And because we were particularly interested in facial-vocal comparison in emotion effects, we controlled the valence (ranging from unpleasant to pleasant), arousal (from calm to excited), and intensity (the extent of emotional display by an actor) between facial and vocal emotional conditions.
Design and Procedure
Participants performed two fMRI runs, each starting and ending with a 10-s fixation baseline. Within each run, 90 trials were presented in 6 blocks of 15 trials. These blocks were separated by a 5-s fixation period. The 3 blocks differed in the type of stimulus presented (facial, vocal, or bimodal emotion), and each included one neutral and two emotion (anger, happiness) conditions. It is noteworthy that all the stimuli were presented through visual and auditory modalities. For example, in the facial-emotion block, the facial expression varied at the splicing point from neutral to angry or happy while the neutral prosody remained unchanged. Correspondingly, in the vocal-emotion block, the prosody varied at the splicing point from neutral to angry or happy while the neutral facial expression remained unchanged. And in the bimodal-emotion block, both the facial expression and the prosody varied at the splicing point from neutral to angry or happy. Trials were presented in a random order within each block. Each run lasted for 14 min and 5 s.
Each trial consisted of a 2-s fixation cross, followed by a 3.65-s stimulus, a 1-s blank screen, and a 2.35-s response window. During the presentation of each stimulus, participants were asked to judge the valence of the emotional expression on a 3-point scale (1 ''positive'', 2 ''negative'', 3 ''neutral'', counterbalanced across participants) on a keypad held in the right hand. Before the experiment, we asked participants to focus on the prosody rather than the semantics of the speaker. This task was chosen to encourage participants to actively perceive emotions through diverse modalities and to avoid potential distraction of attention. Participants were instructed to classify the stimuli as accurately and quickly as possible, but withhold their motor response until presentation of the response window.
Data Acquisition
Behavioral Analysis . Each functional run contained 428 brain volumes, and each volume comprised 32 axial slices. T1-weighted anatomical images were recorded with a total of 176 slices at a thickness of 1 mm (TR = 1900 ms; TE = 2.52 ms; flip angle = 9°, matrix = 64 9 64, FoV = 256 9 256 mm 2 , voxel size = 1 9 1 9 1 mm 3 ). Stimulus presentation and behavioral data were acquired using E-prime software (Psychology Software Tools, Inc, Sharpsburg, GA).
The fMRI data were preprocessed using DPABI (The R-fMRI Network (RFMRI.ORG), Institute of Psychology, Chinese Academy of Sciences) [43] and comprised slicetiming, spatial realignment to correct for head movement during the scanning, and nonlinear warping into Montreal Neurologic Institute (MNI) space using unified segmentation on T1 images. Normalized functional images were resampled to 3 9 3 9 3 mm 3 voxels and spatially smoothed with a Gaussian kernel of 6-mm full-width at half maximum. Head movement estimates from the realignment step were included as regressors in all analyses to help diminish the impact of any movement-related effects on the results.
Statistical analysis of the preprocessed functional data was performed in statistical parametric mapping (SPM8; www.fil.ion.ucl.ac.uk/spm) and programs custom-written in MatLab (MathWorks, Natick, MA). For the purpose of the present analysis, we focused on neural responses while the participants were watching and listening to the stimuli. For each participant, a voxel-wise whole-brain analysis was implemented using the general linear model. Nine periods of interest (facial anger, vocal anger, bimodal anger, facial happiness, vocal happiness, facial neutral, vocal neutral, bimodal neutral and bimodal happiness) were included in the model to compute linear contrast maps. Six realignment parameters were further included as regressors of no interest to account for head motion effects. The group-level statistical parametric maps were produced according to repeated measures ANOVA to enhance the generalizability of the results. Our preliminary analysis showed that the effects of primary interest (i.e., Emotion (3) 9 Modality (3) interaction) were not affected by the accuracy of discrimination, as verified by the lack of significant Emotion, Modality and Accuracy interaction in the whole-brain analysis (P FWE [ 0.99). Thus, we included all the trials for fMRI analyses to obtain a better quality of signals. Simple effects paired t-tests were conducted to investigate brain activations that had a linear relationship as a function of the interaction of modality and emotion. The whole-brain regression analyses used a significance threshold of P FWE \ 0.05 with a 10-voxel extent threshold [peak family-wise error (FWE) correction]. The major goal of this fMRI study was the detailed characterization of the response profile across experimental conditions for the modality effect in emotion perception. In this context, ROI analysis was next conducted. Peelen et al. have suggested that the medial prefrontal cortex (MPFC) and superior temporal sulcus (STS) represent perceived emotions at an abstract, modality-independent level [3] , so we set them as spherical ROIs. ROI analyses of the STS and MPFC were defined anatomically based on MNI coordinates (MPFC: x = 11, y = 49, z = 21; STS: x = -47, y = -64, z = 5) from a prior analysis [3] using an 8-mm radius. The percentage signal change (PSC) for each ROI was then extracted using MarsBaR [44] . The modality effects in emotion perception were operationally defined by the differences in PSC values between facial and vocal emotion displays.
Results
Behavioral Performance
Participants rated the valence of the perceived emotions on a 3-point scale (1 ''positive'', 2 ''negative'', 3 ''neutral'', counterbalanced across participants). A 3 (Emotion) 9 3 (Modality) repeated measures ANOVA of the ACC data revealed a significant main effect of Modality (F(1, 32) = 14.139, P \ 0.01, g 2 = 0.371) and Emotion (F(2, 48) = 15.895, P \ 0.01, g 2 = 0.398) and a significant interaction between Emotion and Modality (F(2, 59) = 12.143, P \ 0.01, g 2 = 0.336). Bonferroni post hoc tests showed lower vocal ACC than facial (P \ 0.01) and bimodal (P \ 0.001) ACC during the perception of a happy expression, while the differences between bimodal and facial modalities were not significant (P [ 0.05). For the angry expression, the bimodal ACC was higher than that for the vocal (P \ 0.001) and facial modalities (P \ 0.001).
The repeated measures ANOVA for RTs yielded a significant main effect of Modality (F(2, 48) = 5.601, P \ 0.01, g 2 = 0.189) and a significant interaction between Emotion and Modality (F(4, 96) = 8.551, P \ 0.01, g 2 = 0.263). Irrespective of the emotion category, the RTs were shorter for the bimodal than for the vocal modality (P \ 0.01), while the RTs were similar for the bimodal and facial modalities (P [ 0.05). In addition, the RTs were shorter for the facial than for the vocal modality (P \ 0.001) specifically during a happy expression (Fig. 2) .
Emotional Ratings
In a pilot study, 30 participants (mean age = 21.37 ± 1.52 years) who did not participate in the experiment were recruited to rate the valence, arousal, and intensity of all the stimulus materials using a 9-point scale. After data collection, we calculated one-way ANOVAs of the valence, arousal, and intensity rating data. Bonferroni post hoc tests were performed after detecting significant main effects of emotion category and modality (Fig. 3) . The results revealed that all the materials of unimodal emotion Fig. 3 Rating data of valence, intensity, and arousal. A-C: valence, intensity, and arousal values for anger expression. D-F: valence, intensity, and arousal values for happiness expression. *P B 0.05, **P B 0.01, ***P B 0.001; ns, no significant difference. and those of bimodal emotion were rated significantly different from the neutral materials in intensity, valence, and arousal (P \ 0.02). Moreover, the materials of facial and vocal emotion were rated similar in intensity, valence, and arousal (P [ 0.1). The materials of bimodal emotion were rated higher than those of either unimodal condition in intensity and arousal for an angry expression (P \ 0.01) (Fig. 3) .
Results of Whole-Brain Analysis
Main Effect of Modality and Emotion
The repeated measures ANOVAs showed that the main effect of modality (F(2,192) = 13.333, P FWE \ 0.05, voxel [ 10) activated a neural network including the bilateral inferior temporal gyrus, bilateral middle occipital gyrus, right fusiform gyrus, and right inferior occipital gyrus, as well as the right middle temporal gyrus ( Table 1 ). The main effect of emotion (F(2,192) = 13.333, P FWE \ 0.05, voxel [ 10) activated an emotion processing-related neural network that included the bilateral inferior frontal gyrus, bilateral superior temporal gyrus, bilateral middle temporal gyrus, bilateral lingual gyrus, and right middle frontal gyrus ( Table 1) .
Interaction of Modality and Emotion
The interaction effect of modality and emotion (F(4,192) = 8.319, P FWE \ 0.05, voxel [ 10) showed activation in an emotion processing network that included the bilateral fusiform gyrus, bilateral inferior occipital gyrus, bilateral inferior temporal gyrus, bilateral middle temporal gyrus, bilateral middle occipital gyrus, bilateral superior temporal gyrus, and right temporal pole (Table 2 , Fig. 4 ).
To differentiate between modalities, the simple effects were analyzed separately for angry, happy, and neutral conditions (T(24) = 5.696, P FWE \ 0.05, voxel [ 10) . For the anger condition, the facial emotion elicited greater activation than did the vocal emotion in the right inferior temporal gyrus and left middle occipital gyrus, while bimodal-emotion elicited greater activation than vocalemotion in the right fusiform gyrus, left middle occipital gyrus, and left inferior occipital gyrus. For the happiness condition, the activations in the right inferior temporal gyrus and right fusiform gyrus were greater in response to facial-emotion than to vocal-emotion, while the activations in the right middle occipital gyrus and right fusiform gyrus were greater in response to bimodal-emotion than to vocalemotion. In addition, activations in the right fusiform gyrus and right middle occipital gyrus were greater in response to bimodal-emotion than to vocal-emotion.
However, the contrast of bimodal relative to facial emotion did not show any significantly activated regions, irrespective of emotion category; and the vocal relative to facial contrast exhibited no activated areas either. Also, the cross-modal contrasts did not show significantly activated areas for the neutral condition.
Region of Interest Analysis
A 3 (Emotion) 9 3 (Modality) repeated measures ANOVA of the PSCs in the STS revealed a significant main effect of modality (F(2, 38) = 4.814, P \ 0.02, g 2 = 0.167) and a significant interaction between Emotion and Modality (F(4, 96) = 4.728, P \ 0.01, g 2 = 0.165). The post hoc comparisons with the Bonferroni method showed higher PSCs for facial emotion than for vocal emotion (P \ 0.01) during the anger condition, whereas facial and bimodal anger expression elicited similar STS activity (P [ 0.05). The analysis of PSCs during the happy condition did not show significant differences across the facial, vocal, and bimodal Fig. 5 ). Therefore, this fMRI study showed that facial relative to vocal prosodies recruited more intense neural processing in the occipital-temporal network (e.g. the right inferior temporal gyrus, left middle occipital gyrus, and STS). However, although STS is associated with the modalityindependent representation of emotional stimuli [3] , occipital and inferior temporal network areas are well known for their roles in visual selective attention [45] [46] [47] [48] . That is, the enhanced perceptual processing of facial versus prosodic stimuli in these regions may result from their specific roles in visual processing. In order to test whether our conclusion of enhanced emotion perception during facial relative to prosodic stimuli is reliable and independent of modalityspecific effects, we conducted an affective-priming paradigm in Study 2 wherein bimodal emotional expression served as the target and unimodal expression as the priming stimulus. If the emotion perception of bimodal expression is enhanced following facial relative to prosodic priming, it can be reliably concluded that facial expression is linked with more enhanced emotion perception than vocal prosody.
Study 2 Materials and Methods
Participants
Thirty-three right-handed university students (mean age 19.67 ± 1.47) were recruited. All participants reported normal auditory and normal or corrected-to-normal visual/ auditory acuity, and were free of neurological or psychiatric problems. They self-reported that they were emotionally stable. The experimental procedure adhered to the Declaration of Helsinki and was approved by the Local Review Board for Human Participant Research. All participants gave informed consent prior to the study and were reimbursed ¥30 for their time. 
Stimuli
As in Study 1.
Behavioral Procedure
Participants performed 2 blocks. Each block included 135 trials, each including a unimodal primer and a bimodal target stimulus. The 2 blocks differed in the type of priming stimulus (facial or vocal emotion), and each block consisted of three conditions (neutral, anger, or happiness). Similarly, there were three conditions-neutral, angry, or happy expression-for the bimodal target stimulus. Trials were presented in a random order within each block.
Each trial started with a 300-ms fixation cross, followed by a 3.65-s priming stimulus. After a blank screen for 1 s, a target was presented for 4 s. Then, a blank screen was presented for 1 s and was followed by a 3-s response window. After the target presentation, participants were asked to assess the valence, arousal, and intensity of the bimodal target expression on a 9-point scale on a keypad held in the right hand.
Data Analysis
The descriptive results of rating data of valence, intensity, and arousal are shown in Fig. 6 . The data analysis method in Study 2 was similar to the behavioral data analysis in Study 1.
Results
A 3 (priming emotion) 9 2 (priming modality) 9 3 (target emotion) repeated measures ANOVA of valence, arousal, and intensity rating data was carried out. Bonferroni post hoc tests were performed after detecting significant interaction effects of priming emotion, priming modality, and target emotion (valence: F(2, 66) = 7.279, P \ 0.01, g 2 = 0.185; intensity: F(2, 71) = 16.047, P \ 0.001, g 2 = 0.334; arousal: F(3, 88) = 7.581, P \ 0.001, g 2 = 0.192; Fig. 6 ). The results showed that for an angry target preceded by an angry primer, the intensity and arousal ratings were significantly lower but the valence rating was higher during prosodic than during facial priming (Ps \ 0.01). For a happy target with angry primers, the intensity and valence ratings were significantly higher (i.e., more pleasant) but the arousal rating was lower during prosodic than during facial priming (Ps \ 0.01), suggesting that negative facial primers interfere with an individual's positive rating for the happiness target more than the corresponding prosodic primer. For neutral targets, there was no significant difference in these values between the two priming conditions (Fig. 6) .
Thus, based on all the valence, arousal, and intensity ratings, the results of Study 2 consistently showed that emotional perception of bimodal anger was enhanced while that of bimodal happiness was hampered following facial relative to prosodic anger priming. This further verifies that it is a reliable phenomenon that facial expression results in Fig. 5 ROI analysis in the MPFC and STS. A MPFC; center of sphere (x, y, z): 11, 49, 21, r = 8 mm; B PSCs were consistent across different emotional and modality conditions. C STS; center of sphere (x, y, z): -47, -64, 5, r = 8 mm; D PSCs were lower for the vocal than for the bimodal and the facial modality during anger expression, while there was no significant difference between facial and bimodal anger expression (**P B 0.01, ***P B 0.001; ns, no significant difference). more intense emotional perception than the equivalent vocal prosody.
Discussion
Using a valence judgment task and three rating tasks, we aimed to test whether the presentation of facial expressions is associated with enhanced emotional perception compared to equivalent vocal prosodies. As predicted, our behavioral, whole-brain and ROI analyses consistently showed that facial expression recruited faster and more accurate perception of emotional display, and recruited more intense neural processing in the occipital-temporal network (e.g. the right inferior temporal gyrus, left middle occipital gyrus, and STS) than vocal prosodies. In order to control modality-specific effects, we conducted Study 2 using an affective priming and emotion rating task. The results showed a greater influence of negative facial than vocal priming on emotion ratings for bimodal targets, irrespective of valence. This is consistent with the neuroimaging results of Study 1 in showing enhanced emotional perception during facial relative to prosodic stimulation. First, our judgment results showed higher ACC and shorter RTs in facial than in vocal emotion for a happy expression, but similar ACC and RTs for facial and vocal emotions with angry and neutral expressions. By contrast, whole-brain analysis of the neuroimaging data showed higher activation for facial than vocal emotion in the inferior temporal-occipital network during an angry expression. Thus, there appears to be a dissociation between behavioral and neuroimaging data concerning the emotion category exhibiting enhanced perception of facial vs vocal emotion. Specifically, the phenomenon of enhanced perception of facial vs vocal emotion was more prominent for happiness in the behavioral data, but more prominent for anger in the neuroimaging data. Previous studies have reported a happy face advantage during the recognition of happy relative to negative facial expressions, due to the unique and distinctive features of a happy facial expression (e.g. a smiling mouth; [49, 50] ). For example, earlier behavioral studies have suggested that facial expressions of happiness are categorized faster than those of negative emotions such as anger [51] and sadness [52] . Recently, using a visual search task, Farran and colleagues reported that the identification of angry, sad, and fearful facial expressions was impaired in high-functioning autistic patients while their recognition of happy facial expressions was intact compared to a healthy population [53] .
However, as a result of emotional negativity bias, the emotion processing in the brain favors negative over positive information, though this sensitivity is sometimes not apparent in behavioral measures [54] [55] [56] . For example, Sprengelmeyer et al. reported that the intensity of angry facial expressions does not have any significant effect on RTs or error rates, while the N170 and the 200-600 ms event-related potential (ERP) amplitudes increase with the intensity of an angry expression in the inferior temporaloccipital area [57] . In addition, Leppänen et al. reported faster RTs for happy than fearful facial expressions while brain potentials were sensitive to the intensity of fearful but not happy expressions at occipital-temporal sites [54] . It is worth noting that the neural sensitivity to negative facial expressions in these ERP studies was recorded in the inferior temporal-occipital region, consistent with the current finding that the inferior temporal gyrus and middle occipital gyrus were more sensitive in detecting the enhanced perception of facial vs vocal anger expression. The role of the inferior temporal-occipital network in mediating this modality effect is further supported by our finding of greater activation of the right inferior temporal gyrus and fusiform gyrus during the facial vs vocal perception of happiness. Consistent with the theory of a happy face advantage [49, 58] , it has been reported that detecting a single distinctive feature of a happy face is sufficient to activate face-sensitive areas like the fusiform gyrus [59] . However, this distinctive feature is absent when happiness is displayed by vocal prosody, thus leading to the enhanced activation of face-sensitive areas during happy face perception.
In the whole-brain analysis, the facial versus vocal contrast showed reliable activation in inferior temporaloccipital regions. There are two possible explanations for these results. First, facial expression is a major signal on which humans rely to decode others' emotional states. Exact face-based emotion recognition and pertinent responses to these stimuli are vital for successful social communication [7, 60] . Facial expressions act as easily identifiable signals of the presence of important environmental events [61] , allowing quick diffusion of valence information to conspecifics regarding novel stimuli or environments [4] . The changes seen in the fusiform gyrus may also reflect the importance of facial recognition [62] . Ordinarily, it is more difficult to recognize emotions from prosody alone than from facial expressions [63] . Second, there is an emotional processing advantage of pictorial materials over verbal or vocal materials. It has been indicated that pictures have faster and more direct access to meaning than verbal materials [64] . Pictorial stimuli, due to more detailed and vivid description of emotional meanings, often show a processing advantage for evoking a larger or faster emotional effect than verbal materials [65, 66] . By contrast, no consistent processing advantage has been reported for vocal prosodies [28, 67] . A recent study by Cornew et al. reported no processing bias for angry prosody but instead found a recognition advantage for neutral over emotional prosodies [68] . The second explanation is also supported by our finding of similar brain activations for facial and bimodal emotions both in the whole brain and in the ROI analysis. That is, neural activations elicited by facial materials were not significantly intensified by the addition of a simultaneous vocal emotion, either in the inferior temporal-occipital activations or in the STS.
However, there is evidence suggesting that the inferior temporal gyrus and its adjacent occipital areas are predominantly involved in emotional face processing [45, 46] . In this regard, it is not surprising to find higher activations during facial than vocal emotion perception. Prior studies have reported involvement of the superior temporal sulcus both in speech-voice processing [69, 70] and in face processing [71, 72] , implicating this area in an unbiased, modality-irrelevant processing of emotion. Recently, Peelen et al. manipulated the sensory modality of emotional display to investigate whether there are general neural substrates subserving the supramodal representation of perceived emotions [3] . Specifically, this work required participants to rate the intensity of an emotional expression (anger, disgust, fear, happiness, sadness) delivered by diverse modalities (body, face, voice). The results of multivoxel pattern analysis implicated the medial prefrontal cortex and superior temporal sulcus in the modalityindependent representation of perceived emotions. Based on these studies, we selected the MPFC and STS as ROIs to examine how the emotional impact of perceiving a specific emotional display varies as a function of modality in these regions, as they are not unique to any modality in terms of emotional processing [3, 73] . We found higher activity for facial than vocal anger expression, but similar activity for facial and bimodal anger expression, in STS activity. These modality effects were not found for happy and neutral expressions.
One explanation for the results for STS activity is emotional negativity bias. Due to our significant adaptive and evolutionary values, the human brain is notably sensitive to emotionally negative events and prioritizes the processing of these events over neutral and positive events [55, 56, [74] [75] [76] . This processing bias has also been reported in STS activity for both visual and auditory modalities [28, 45] . For instance, Engell and Haxby (2007) reported enhanced bilateral superior temporal sulcus activations for negative relative to neutral facial expressions, irrespective of the category of the facial expression (fear, disgust, or sadness) [45] . In addition, using two consecutive fMRI experiments, Grandjean et al. showed stronger hemodynamic responses in the STS region to angry prosody than to neutral prosody [28] . Due to the emotional negativity bias and the sensitivity of the STS to detecting this bias, the modality effect of emotion perception would be more readily detected by the STS during anger expression, the timely decoding of which is of greater adaptive significance than that of a neutral or a happy expression [77] . This explanation is also supported by the emotion rating data of Study 2. That is, facial relative to prosodic priming had a greater influence on the ratings of bimodal targets only when the primer was an angry expression. Specifically, the facial relative to the prosodic priming of anger intensified the emotion perception for a bimodal angry target while hampering the perception for a bimodal happy target. However, there were no similar effects during the priming of happiness.
However, the MPFC showed similar PSCs for facial, vocal, and bimodal conditions. This may be related to the domain-general functional characteristics of the MPFC, which is considered to support a general function of attention mobilization for mental state decoding [78] . Ochsner et al. asked participants to assess the emotional state of themselves or other individuals [79] . The results showed significant MPFC activation during both emotional judgment conditions, regardless of whether the judgement was oriented to self or other [79] . This domain-general function is also evidenced by the involvement of the MPFC in the discrimination of emotion category but not emotion intensity [3, 80] . Though a couple of studies have shown that the MPFC encodes the category of emotional expression well [80, 81] , studies using two methods of neuroimaging (positron emission tomography and fMRI) indicate that the MPFC is insensitive to the perceived intensity of emotional display [82] , such that emotional expression differing in perceived intensity elicits similar activation amplitudes in this region [3, 82, 83] .
Taken together, using both behavioral and neuroimaging approaches, our studies consistently suggested that facial expression elicits more intense emotion perception than the equivalent prosodic expression, despite controlling the emotion intensity for visual and vocal materials. This has implications for emotion regulation by modality-choice in life settings. The process model of emotion regulation proposes that such regulation may be realized by the selection of different situations [84] . However, currently empirical evidence is still lacking concerning how situation selection is performed to realize the goal of emotion regulation. Our results suggest that selecting the vocal modality to receive emotional information is associated with a smaller emotional impact than receiving the same information by the facial modality. That is, imagining that you have trouble with somebody and he/she may lose his/ her temper, one may choose to deal with this emotional issue by vocal (e.g. by phone) rather than by face-to-face contact to reduce emotional stress. Alternatively, when you want others to be happy, you can just put a big smile on your face and let them see it.
Several limitations and future directions need to be noted. First, there was a fixation in the visual modality, while there was no similar cue in the vocal modality. This may cause cross-modal imbalance in the initial occupation of attention, so bimodal fixation needs to be designed in future studies. Second, although the results of Study 2 confirmed the conclusion of Study 1 using the behavioral approach, it remains undetermined whether the activation for the facial versus prosodic contrast in the temporaloccipital area is independent of their roles in vision-specific processing. Third, we did not have time-jittering between the neutral and emotional expressions to distinguish them. Fourth, although our study focused on the modality effect in emotional perception between facial expression and vocal prosodic materials, the lack of differences between the unimodal and bimodal conditions cannot be completely explained. In further studies, we aim to address this issue, control the bimodal materials, and explain these results in depth. Moreover, we have to confine the current conclusions to angry and happy expressions. That is, future studies are needed to determine whether the current findings can be generalized to other categories of emotional expression like fear, sadness, or disgust. Last, it is known that emotional expression elicits not only emotional arousal but also emotion recognition [85] . In this regard, future studies are needed to replicate the current findings using emotionally evocative scenes and sounds, which are more specific to emotional arousal [85] [86] [87] , in order to elucidate the practical implications of the current findings for emotion regulation.
