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I. 1NTRoDucT10~ 
For the workers in the field of existence theorems in partial differential 
equations, the paper “Ub er 1’ meare elliptische Differentialgleichungen 
zweiter Ordnung,” by J. Schauder is a very important one. It is one 
of the first papers where functional analysis is applied with great success 
to the study of partial differential equations. However, to intelligently 
read Schauder’s paper, a great deal of background in potential theory 
is required ; unfortunately, this background material is not readily 
available. As an aid to mathematicians interested in this field, the present 
paper was written to provide a convenient source for this potential theory 
background. 
Although the paper is tutorial in that it does not give any new results, 
one of its purposes is to show that Schauder could have used weaker 
forms of the potential theory theorems, whose proofs are much less 
involved than for the ones he actually used. A second purpose is to prove 
the required potential theory theorems in the weaker form. 
The stronger form of the potential theory theorems will follow from 
the weaker form of the theorems by an application of the methods devel- 
oped by Schauder. 
In a future paper these same methods will be applied to parabolic 
equations. In order to understand the more complicated details of the 
parabolic case, it will be advantageous for the reader to understand the 
methods used in the simpler elliptic case. 
The present paper resulted from a seminar conducted by Professor 
E. H. Rothe of the University of Michigan in 1951. This seminar was 
devoted to the reading of Schauder’s paper. The author is greatly indebted 
to Professor Rothe for introducing him to this interesting field of research; 
he is also very appreciative of the interest Professor C. L. Dolph has 
shown in this paper. 
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II. BASIC DEFINITIONS .~ND THEOREMS 
The basic definitions used by Schauder and the theorems he quotes 
from potential theory will now be listed. 
The basic definitions are: 
DEFINITION 1: Let the function /(xi. . . xn) satisfy a Holder condi- 
tion with the exponent cc (0 < cc < 1) in the rc dimensional region G, i.e., 
for fil, $e any two points in G, jf($i) - f&s)1 < Cr&, . The smallest C 
that satisfies this inequality will be called the Holder constant of f in G 
[symbolized by H,“(f)]. 
DEFINITION 2: If the function f has mth order partial derivatives 
that satisfy a Holder condition in G with the exponent a (0 < u < l), 
then f will be called m-times a--Holder continuous. By the cc - m 
norm of f one will understand the expression 
Similar definitions and conventions will be used for a function f(u) 
defined on a manifold S in the space of the 
Y * 
+f-s!!z 
s variables (x1. . .x,) (a being a point of the 
manifold S). 
II 
, ., 1P.ct ., ..” IPAct DEFINITION 3 : The boundary of a 
FIG. 1. Mapping from sl. . .s, 
bounded region R in Euclidean n-dimen- 
space onto xI. . . z;, space sional space (denoted by E”), will be called 
of class B - h if for each point p on the 
boundary of R the following statement can be made (see Figure 1) : 
There exists a one to one map of a neighborhood M of p onto a 
neighborhood N of the origin in another real Euclidean space (whose 
coordinates will be denoted by si. . .s,) such that 
(a) j/&r. . .s,) 1 !E2 i = 1. . .n exists. 
(b) The boundary points of R are given by the points x&i,. . . s, _ 1, 0) 
i= I...n. 
The theorems used by Schauder from potential theory are referred 
to in this paper as Satz A, B, C, C’, and D: 
Satz A. Let K be a bounded region in n-dimensional space, and 
let 4 be the continuous values that the harmonic function v defined 
in K assumes on the boundary of K. Let d(p) > 0 denote the distance 
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of an arbitrary point fi in the inner of K from the boundary. Then there 
exists an absolute constant C, such that the following inequality 
holds : 
C is an absolute constant, which does not depend on K. Dp(p) means any 
ith derivative of v(p). 
Satz B. Let K, be a sphere of radius Y and let 21, be a solution of 
Poisson’s equation 
n a% 
2 j$ = fh. * .X”) 
i=l 1 
that vanishes on the boundary of K,. Furthermore, let j be a-Hijlder 
continuous. Then there exists a constant C(r) depending only on Y such 
that 
iI& < Wllfll?. (3) 
Satz C. Assumptions : Let G be an arbitrary bounded region 
whose boundary R contains a subset S of class B - 12. Let the boundary 
values 4 of the harmonic function z’ be continuous on R and have an 
0: - 2 norm on S. 
CONCLUSION : To each “inner”’ subset S’ of S and each half-neigh- 
borhood2 U of S’ that lies wholly in G, there corresponds a constant 
C(S, S’, G, U) (which means C is a function of S, S’, G and U) such that 
the estimate 
I lvl IL < ccl ldl I:,2 + my IdI) 
holds. 
1 This means that s’ is a (n - 1) dimensional subset of S, which contains no 
points of the (n - 2) dimensional boundary of .?. This will always be denoted as 
inner subset. 
2 This relative neighborhood should be thought of as closed. If R is the boundary 
of the whole region, then the distance of U from R - S should be greater than 
zero. 
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Satz C’. Let g be a bounded region whose boundary r contains an 
(n - 1) linear manifold (subset of a hyperplane) s. Let the boundary 
value # of the solution u of 
be continuous on Y and have an a - 2 norm on s 
CONCLUSION : For each s’ that is an inner subset of s and corresponding 
half-neighborhood U of s’, there exists a constant C(M), so that the 
following inequality 
holds. 
Satz D. The assumption and notation about g and its boundary are 
the same as in Satz C’. However, one now considers a solution v of 
Poisson’s equation (2) that vanishes on r. Furthermore, one assumes f 
has an a-norm in g. Then there exists a constant C such that 
PROOF OF SATZ A, B, C’, AND D 
In this section, the proof of Satz A, B, C’, and D is given. The proof 
of Satz C will be delayed until later. 
The method indicated by Schauder for the proof of Satz A (i.e., 
similarity transformation) is quite adequate. However, since he uses this 
method several times in the paper, the details for this one case will be 
carried out in the Appendix (A. 1). 
From the method of proof that Schauder uses for Satz C’, it is clear 
that Satz C’ will follow if one can prove the more specialized result. 
THEOREM 2: The assumptions and notation abotit g alzd its boundary, 
and even the bomdary values 4 are the same as in Satz C’; however, one 
IZOW considers a solzltion of Lafilace’s eqzlation V2v = 0. 
CONCLUSION: There exists a constant C such that 
1141~2 G C[(II+I(S2 + my 1A)l. 
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Theorem 2 is proved in the Appendix (A. 3). 
For the proof of Satz B and D, one needs the following theorem, 
which is also proved in the Appendix (.A. 2). 
THEOREM 1: Let g be any bounded region i,n En. Let f be a function 
defined is g, such that ljfj(,g < 00. Thepa there exists a fmction w such 
that P2ul = f in g and 
with C independent of f. 
W?th this theorem, one can now prove Satz B and D. Satz D is 
proved first. 
Proof of Satz D 
Let w be the function described in Theorem 1. Then v - w satisfies 
Theorem 2, so that combining Theorem 2 and Theorem 1, one obtains 
Proof of Satz B 
Since an inversion preserves a solution of Laplace’s equation and 
can be made to take a plane into a sphere, Theorem 2 would also be 
true for s a portion of a sphere. Thus, the method of proof used for Satz D 
could be used to show that v, has an a, 2 norm in any half-neighborhood 
of a portion of the boundary of the sphere. Since a finite number of 
these neighborhoods would cover the whole sphere, one can conclude 
that there exists a C such that 
The dependence of C on Y can be obtained by a similarity transformation. 
With Satz A, B, C’, and D established as above, the proofs used by 
Schauder now go through to establish everything in his Erstes Kapitel 
except his Satz C. The theorems of Schauder’s Zweites and Drittes 
Kapitel also go through without the use of Satz C, so that one may also 
consider Schauder’s Satz I, II, and II’ proved. 
Satz I. Assumptions: Let G be a bounded region. Let u be a solution 
of the linear elliptic differential equation 
L(u) = 2 a;&. . .x,) $ + 2 b&. . 
, k 
(6) 
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where the following conditions will always be assumed on equation (5) : 
@;kis apositivedefiniteforminG; C < OinG; det (&k) = 1; #zik$+,@f, 
with O<a<a+&<l; /IbiII,G<M~ l[cllarG<M; Ij/ll$< co. 
Furthermore, assume that the solution u itself is 2 times a-Holder 
continuous in G. 
CONCLUSION: There exists a positive constant C(M) so that for any 
inner subset B of G, the following inequality holds: 
11~11.42dy (IlfllaG + my 14) (6) 
where 6 denotes the distance of the region B from the boundary 
of G. 
Satz II. Let the solution u of the differential equation (5) be twice 
a-H6lder continuous in a half-neighborhood of a subset of the surface 
S (of class B - k), then in any smaller neighborhood U, the following 
estimate holds : 
where u = 4 on R. 
Sdz II’. Let U, a solution of (5), be twice a-Holder continuous in G, 
whose boundary R is a surface of class B - h, then 
ll4lE,2< WWllaG+ ll4lf,2 + my (43 
where u = 4 on R. 
(8) 
In Schauder’s Viertes Kapitel, he first uses a result of Bernstein’s 
[2, p. 9513 to the effect that for the equations under consideration, Eq. (5), 
it is always possible to find a C such that 
max I*1 < C[max If/ + max 1+/l. 
g 
For the sake of completeness, this result has been reproduced in the 
Appendix (A. 4). 
Schauder’s next results [I, pp. 277-2801 now need a different statement 
since the results there would depend on Satz C. Without assuming Satz C, 
these results may be stated as: 
a Refer to the Bibliography for references such as this. 
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THEOREM -1: .Jssumptions: Let G be a regiola 01 class B - h. Let the 
Poisson eqzlatiow 
V% = 1, 
zl = 0 on R (the bomdary of G) 
be solvable in G /or a-Hdder continuous f, Furthemore, let there zxisf n 
constant C such that 
CONCLIISION : The linear elliptic equation 
-w) = f, 
u=O on R 
(5) 
is solvable in G, and there exists a constant C(M) such that 
ll41:,2 < wqlfll~‘;. 
An immediate extension of Theorem A is Corollary 1 
COROLLARS 1: M = 0 on R is no restriction in Theorem A. 
PROOF: Assume, for example, that u = $ on R, where Il+ii~2 exists. 
It is possible to construct an extension @ of 4 to G with 1 (@I \z,2 < C/ 141 I,$.4 
Then a& - @ satisfies the equation 
L(u - @) = f  - L(G) = g, 
u--Q=0 on R. 
Since @ is known, this determines u, through Theorem A. Using the 
inequality (10) one finds 
;I&2 < (124 - @ + @lg.2 d llu - @II:,2 + ll@lIZ,2 < qfll:2 + 1141:21. 
Satz C can be used to show that the assumptions of Theorem A 
hold for a general region of Class B - h. To see this, one notes first of 
* Hestenes [3, Lemma 21 shows that a differentiable function is extensible over 
the whole space if and only if it is extensible locally. His proof carries over to 2 times 
a-H6lder continuous functions. The local extension in the case under consideration 
is simple; thus, using the notation of definition (3), one can define 
@(sl. . .sn) = #Sl. .s,- 1, 0). 
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all that if Satz C held, one could use the reasoning of the proof of Satz D 
to show that the inequality (9) held. Secondly, after one recalls that 
Laplace’s equation can be solved for very general regions (including 
regions of class B - h)s, he realizes that the reasoning of the proof of 
Satz D can be used to show that the assumptions of Theorem A 
hold. 
The next main task is to prove Satz C. This is done in a series of 
Lemmas. First, one notes that Satz B assures us that a sphere satisfies 
the assumptions of Theorem A. Thus, by that Theorem and Corollary 1, 
one proves : 
LEMMA 1: Let 11#s exist, for R the surface of a sphere K, then the 
problem 
L(f4) = 0, 
%=4onR 
has a unique solution, and there exists a constant C such that 
(5) 
(11) 
The above result is changed to apply to a more specialized case in 
LEMMA 2: Let r# be continuous on R the surface of a sphere K, and 
let ll~ll”2 exist, where S is an open subset of R, and let S’ be an inner 
subset of S; then the problem 
L(u) = 0, 
u=$ on R 
(5) 
has a unique solution. Furthermore, if U is a half-neighborhood of S’, 
then there is a constant C such that 
PROOF: It is easy to show the existence of a sequence of functions $,, 
defined on R, with the following properties (see Fig. 2): 
&, --+ 4 uniformly on R, (13) 
+,, = t$ on S” where S’ is an inner subset of S” which is an inner 
subset of S (14) 
b See Kellogg [4, p. 2391. 
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Il~~ll:~ exists for every n.6 
Associate with each 4,,, a solution u, of the problem 
w&z) = 0, 
u,=&, on R. 
Lemma 1 assures one of the existence of such a solution and also of its 
having an a - 2 norm, so that Satz I, II apply to it. 
FIG. 2. The sphere K 
It is easily seen that the u,, converge uniformly to a function u which 
is the unique solution of the problem. This follows first of all since; 
t-y Iu, - ~1 < C my 14% - &I 
which assures one that the u,, form a Cauchy sequence that converges 
uniformly to a continuous function u in K. 
6 By extending I$ continuously to all of a large square containing K, and then 
applying the Weierstrass approximation theorem, one can construct a sequence of 
polynomials I’, that uniformly approach $. On the other hand, Steenrod [5, p. 261 
shows that there exists a function g(r) of class Coo such that 0 ,( g(x) < 1 with 
g(x) = 1 on S”, 
Setting 
g(x) = 0 outside S. 
&A%, = 4+9g(x) + P&)(1 - 63%)) 
one readily sees that rj,(z) satisfies conditions (13), (14). and (15). 
7 See Appendix (A.4). 
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To show that u satisfies the differential equation (5), one uses 
Satz I to make the estimate 
for any interior region B of K, which is a distance b from R. By the 
completeness of the Banach space under consideration, this implies 
lim ( 1~4~ - 24uj 1:s + 0. 
Hence, in any interior region B, u has continuous first and second deriv- 
atives which are uniformly approached by the continuous first and 
G 
FIG. 3. 
second derivatives of the zc,, which shows that u satisfies the differential 
equation (5) and has continuous first and second derivatives in the 
interior of K. 
Finally, to obtain the estimate (12), one begins by using Satz II to 
make the estimate: 
This shows that u has an cc - 2 norm in U. Hence one may apply 
Satz II directly to u to obtain the estimate (12). 
With this result one can now prove that Satz C holds, 
PROOF : 
The proof consists in showing that given any point p on the 
surface R of a region G of class B - h, there exists a mapping that is 
two times a-Holder continuous, which maps a sphere K onto a subset 
of G such that part of the boundary of K is tangent to R in a neighborhood 
T of p (see Fig. 3). 
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Once this is proved possible, then by inverting the mapping and 
studying the portion of the solution 11 in the sphere K, one would find 
that in K, v satisfies 
L(v) = I), 
v = Z,!I on boundary of Ir’ 
(5) 
where # has an a - 2 norm in a neighborhood T’ of p’ (the inverse point 
of p) and is continuous on the whole boundary of K. Then by Lemma 2, 
1’ would have an a - 2 norm in a neighborhood T” of p’ with 
Now performing the original mapping once again would show that 7’ 
has an a - 2 norm in a neighborhood V of p, with 
Then to complete the proof of Satz C, one would proceed as follows: 
By compactness one could cover S’ with a finite number of these 
tangent spheres; the remainder of the neighborhood c’ would be bounded 
away from R so that one could use Satz A to estimate the a - 2 norm 
in it; then using the easily verified result 
one could establish Satz C. 
By the definition of a region of class 
B - h, the only point to verify in pro- FIG. 1. 
ving the desired mapping is that there is 
a 2 times a-Holder continuous mapping of a sphere onto a figure, one 
of whose sides is tangent to a plane. Once this is established, Fig. 3 
explains the steps one would need to go through to carry out the de- 
sired mapping of a sphere, onto a subset of a region G, such that part 
of the boundary of the transformed sphere is tangent to the surface 
R in a neighborhood T of 9. 
To actually exhibit the desired map, the inversion mapping of a sphere 
onto a half-plane will be suitably modified. 
It is clear that if one can squash the top of the sphere K shown in 
Fig. 4 down onto the dotted lines in a Cm map, then the usual inversion 
map about P, of K onto the lower half plane would give one the desired 
result. 
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For this purpose consider the functions, f,(y), /s(y) = J.L I /i(y) dy - 1, 
both of class Cm shown in Fig. 5. 
1 
1 
f1(y) = 
- 1 < y < l/2 
1 - exp (- l/(y - l/2)) 12 y 2 l/2. 
The mapping (yi, x1, xs. . . x,) + (/s(y), x1. . . x,) is the required 
‘7 
,, one. This mapping followed by an in- 
version about P,, maps K onto K” in 
‘,!,. 
: .:e 
Fig. 4. 
$W This completes the proof of Satz C. 
FIG. 5. Illustration of the func- 
Thus it has been proved that the as- 
tions h(v) and f*(r) 
sumptions of Theorem A hold, and 
hence its conclusions follow. This is 
the main result of Schauder’s paper. 
APPENDIX 
A. 7 Proof of Sat.2 A 
It is well known that the Poisson Integral solves Laplace’s equation 
for continuous boundary values on the sphere.s Since it is possible to 
differentiate under the integral sign in the Poisson Integral for points 
away from the boundary, it is easy to show that for points at the center 
of the sphere, there exist constants Ci(Y) such that 
I4 WI < Cl(r) max 141. . . ID3 WI < C,(r) ma 141 
(A.l.l) 
where Y is the radius of the sphere. 
Now consider a solution ~(xi . . . x,,) of Laplace’s equation in a sphere of 
radius 1, with boundary values +(x1. . .x,,). Then b(x,. . . x,) = v(2xr. . .1x,,) 
is a solution of Laplace’s equation in the unit sphere taking on the 
boundary values I&$. . . AX,,). Thus, for example, from equation (A 1.1) 
one obtains 
ID3 W)l = ~31~37AO)( < C3P) max 141. (A.1.2) 
Thus since any point p in a region K, a distance d(p) from the bound- 
ary R, can be surrounded by a sphere of radius d(p), and since the bound- 
ary values on the sphere will be less than or equal to the boundary values 
on R (see e.g. Courant [6, p. 274]), (A. 1.2) implies Satz A, where 
C = maxi, 13,~ C,(l). 
* See Kellogg 14, p. 2471. 
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Actually (1) is only true for d(p) < 1. Consider, for example, the 
function 11(r) = 1. Then (1) implies 
c 
l d d(p)3 (A.1.3) 
for arbitrarily large d(p), which is clearly false. Rather, for d(P) 3 1, (1) 
should read : 
IW + k~(~)I + lD24P)I + ID37#)j d Cmax 141. (A.1.4) 
This does not invalidate any of the conclusions Schauder draws 
from (1). 
.4. 2 Proof of Theorem 1 
A function f that is a-Hiilder continuous in g can be extended by the 
procedure given in Graves [7, Theorem 21, p. 1171 to an a-H2ilder contin- 
uous function throughout E” with the same norm. Thus, it is possible 
FIG. 6. The region T 
to take a larger open set T containing G, and to prove the theorem for G 
as an interior set of T, and hence difficulties will be avoided at the 
boundary. (See Fig. 6.) 
The theorem will be proved in three dimensions using the function 
(A.2.1) 
with 
r = V(x - EJ2 + (Y - ?I2 + (z - 5)“. 
There would be no added difficulties in proving the theorem in .~t- 
dimensional space. 
Equation (A.2.1) will usually be written in the symbolic form: 
. 
(A.2.2) 
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To show some properties of w defined in equation (A.2.1) the proof in 
Lichtenstein [S, para. l] will be repeated. 
Property 1. w is continuous. 
PROOF: Let 
with 
Whw& ;w 5 
T 
rh2 = v(x - L!)~ + (y - 7)’ + Z - [)2 + h2, k2> 0. 
Then surely wh is continuous for all h > 0. For h --f 0, it is easy to see 
that wh uniformly approaches w. Therefore, Property 1 is proved. 
Property 2. The function 
is continuous, and 
PROOF: As one easily sees, 
is continuous for all h > 0. For h + 0, Ph converges uniformly to 
P(x, y, z). Therefore, from the theorem about termwise differentiation 
of an infinite series, one has 
and the partial derivative is continuous in T. 
Property 3. The volume potential w has continuous second derivatives 
in g, and the formula of Dini applies. 
(A.2.3) 
T 
+ COS (Y, fj) do’. 
Boundary T 
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(Thus since (a/av)Jl/r do = 4~ (see Courant [S, p. 231-21), one has 
rb = f in G.) 
PROOF: (rZ.S.3) is proved for a%/a?lax. Other derivatives are derived 
similarly. 
Since l/r,, is of class C” for h > 0, it follows that 
For h + 0, P,, converges to P; at the same time Q,, because of the Holder 
condition on f approaches9 
Hence by the theorem on differentiation of series, Property 3 follows. 
,4 method due to Kern [9, II Abschnitt] is now used to prove 
Property 4. All second derivatives of w have an a-nom in G, and 
there exists a constant C such that 
(A.2.4) 
9 To show this in detail, one could use the inequalities 
with l>e>O for r>h. 
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PROOF: Consider the integral (A.2.3). The surface integral term in 
(A.2.3) surely satisfies inequality (A.2.4), for it is the product of f times 
a harmonic function in the interior of T. By Satz A the harmonic func- 
tion is a-Holder continuous in G, and one can easily show 
The volume integral in equation (A.2.3) will now be estimated. It can 
be written 
I 
(f - f) & $ fw’. 0 
(A.2.5) 
I 
T 
To estimate FM,) - F(fi,) f or any two points fir, p, in T, let t be a 
sphere of radius 2d(p,, pz) about pr (see Fig. 6) and set 
F@a) - W,) = F, + F, + Fs (A.2.6) 
where 
(A.2.7) 
where, for example, ((a2/&zi $)/(1/r)), means r is to be measured 
from p2. 
F, = - & WI) - f (Pit)) (A.2.8) 
Fa=--& 1 (f’ -fti2Ji&$&))2 dV’ 
T--s 
+ & 1 V’-f(P.))(&(~)),~“. 
T--r 
(A.2.9) 
The three terms F,, F,, and F, will now be estimated. 
10 For proof see Schauder [lo, Section I]. 
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, First one finds that 
< Cl1 If I I.2 4P,* !?A=. 
To estimate I;, properly, one must show 
is bounded. To show this, write 
T-7 Boundary T 
a 
axi I 
Boundary 1 
The integral over the boundary of T, being the derivative of a single 
layer is bounded in G. To estimate the integral over z, write: 
I 
cos (li v) cos (&Y) 
=I 
Y12 
c&J’ < ww, PJY 
Boundary z 
I 
da’ = 47c. 
Boundary T 
Thus, it is also bounded. Hence we may conclude 
IF31 < Cl lflIccT 4A A)“. 
F, can be written as 
Pa 
F3=-& 
I I 
v' - f&J1 a3 0 
2- dV’ ap ap axi axi 7Q 
A T--r 
(A.2.11) 
where dp is along the segment from fir to pa, and rQ is the distance from 
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the point 9. The integrand is continuous in the field of integration. 
Thus 
$dr[InT--o:~s<2r<4va] 
WIP,) 
< Cl If1 IaT d(Pl P,P* (A.2.12) 
Combining (A.2.10), (A.2.11), and (A.2.12), one finds 
IWPJ - WP2) I G c 4P, PzPllfll2. 
Thus F(p) has an a-Holder constant which fulfills inequality (A.2.4). 
:FL .ECTED) 
FIG. 7. 
It is easy to estimate max IF(p)I from equation (A.2.3). Hence, 
Property 4 is established. This also establishes Theorem 1. 
A.3 Proof of Theorem 2 
Theorem 2 will be proved in three dimensions ; there are no added 
complications in n dimensions. 
The following Lemma will greatly reduce the work involved in the 
proof: 
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LEMMA A.3.1. With the notation of Theorem 2, let h be any harmonic 
function that is defined in U’ > U and agrees with v on s (see Fig. 7). Then 
ll~lli2 < llhl/$ + C”,T;” 1~ - kl. (A.3.1) 
Similarly, if h,, lz, are two harmonic functions defined in the upper 
half plane and agree on s, then 
/lhllIa”’ < Ilh2lla”’ + CT? Ihl - h2l. (A.34 
PROOF: Since (h - 11) is zero on s, it can be extended by the reflection 
principle to the reflected part of CT’ (see Courant [6, p. 2471). Now, 
since U is an interior subset of this new region, one finds by Satz A, 
)Ih - o/lZ2 < Cyx Jh - 4. (-1.3.3) 
(A.3.1) now follows from (A.3.3) inserted in 
ll#Iz < Ij’u - hill* + lIG2. 
A similar proof applies to (A.3.2). 
To find a suitable function h to insert in Lemma 1, one first of all 
establishes Lemma A.3.2. Let 
with 
d.5 = d&j 
7 = V(x - w + (y - d2 + z2 
(A.3.4) 
where f(t, 7) is defined on the plane z = 0, has an u-norm on that plane 
and vanishes outside a bounded subset of that plane. Then 
(a) h is a harmonic function in the upper half plane that approaches 
fasz-+ 0 from above. 
(b) For the upper half plane Es’, there exists a constant C such that 
llhII3’ < Cllfll3. (A.3.5) 
PROOF: For z > 0, differentiation under the integral sign is permitted 
as many times as desired because (A.3.4) is actually a finite integral. 
Thus, one easily establishes that h satisfies Laplace’s equation. 
It will now be shown that h -+ f along the normal as z ---L 0; however, 
since f is continuous along the plane z = 0, this is no restriction. Use will be 
made of the facts that (~/~Yz)(l/r)>,O in the upper half plane ; and that 
~,(a/av)(l/r) dS = l’d so 1 angle subtended at (x, y, z) by the surface S, (see 
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Courant [S, pp. 231-21)) so that in the present case ss? m (a/i3z) (l/r) dS = 27~. 
Thus one finds 
Es - S, 
where S, is a circle of radius z about the point (x, y) in the plane 
Now, using the estimates 
(A.3.6) 
z = 0. 
in the integral over S, in (A.3.6) with 
P = 1/(x - a2 + (Y - ??I2 
and 
Z Z 
&2 + p2)3/Z G -i 
P 
in the integral over E, - S, in (A.3.6). 
One easily establishes that there exists a constant C such that 
Ih(% Y, 4 - fkc Y) I < Cl IfI 13 p- (A.3.7) 
This shows that for a-Holder continuous boundary values, h + f with 
O(z”) ; actually for f continuous, h + f also, but the more specialized 
result (A.3.7) is needed later in the proof. 
Before establishing (A.3.5), one more remark is needed, namely: 
any function that is a solution of Laplace’s equation in the closed upper 
half plane, and vanishes uniformly as r + 00, must necessarily assume 
its maximum on the plane z = 0. This readily follows from the mean 
value theorem for harmonic functions, just as the proof for finite regions 
does.ll 
Thus for the integral (A.3.4) one finds 
max lhj < max IfI. (A.3.8) 
l1 See Kellogg [4, p. 2231. 
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applying this remark once again to the functions 
H, = h(x + a, y + b, z) - h(x, y, 4, 
H, = h(x, y, z + c) - h(x, y, z) 
one finds 
lh(x + a, Y + b, z) - h(x, y, z) 1 < I IfI ImEl (vu” + b*P, (A.=) 
I@, :v, z + c) - h(x, y, z) I< max Ih(x, Y, 4 - f(x) Y) / (A.3.10) 
< CllfllaE’C~ 
where (A.3.7) was used in the last inequality. 
Using (A.3.9) and (A.3.10) one obtains: 
14~ + a> Y + b, z + 4 - W, Y> 4 
< Ih(x + a, Y + b, z + 4 - A(% + a, Y + b, 4 1 
+ I+ + a> Y + b, 4 - h(x, Y, 4) 
< CllfllaE+ + IIfllcT (vu2 + b”T (A.3.11) 
< C,I (fl ImEl (vu2 + b2 + 4”. 
(A.3.8) and (A.3.11) imply (A.3.5). 
LEMMA A.3.3. Using the notation of Lemma (A.3.2), let ll#> exist 
with f vanishing outside a compact set. Then if s” is any bounded subset 
of the plane z = 0, and U’ is a half neighborhood of s”, there exists a C 
such that 
pII:;. < qr113. (A.3.12) 
PROOF : The proof for the derivatives with respect to x and y is trivial; 
for example, integration by parts gives (with f([, 17) z 0 outside a compact 
set, and for z > O), 
and Lemma 1 may be applied to af/&$. 
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Since 
Ph a2h a2h --= -__- 
a.22 ax2 ay,’ 
a2h/az2 is also easily estimated; however ah/az and a2h/&Gz give rise 
to new difficulties. 
Thus for z > 0 
(A.3.13) 
with g, = a2f(tp 17) + a2f(tp 17) ~ ~ 
a$ ar2 
and 
ah 1 a I -=-- - - g’dS 
axa 5 0 2n ax 7 
=-- [g’-g]dS-& 
R R 
(A.3.14) 
where 
R f the region where f does not vanish. 
ah -=-- 
axaz 
R 
+ cos (6, Y) da. 
Boundary R 
One may now proceed just as in the proof of Properties 2, 3, and 4 
of Theorem 1 to show that as z -+ 0 
ah 1 
az 
.+G1=-- 
i 
gdS 
2n P 
where p = V(x - a2 + (Y - VI29 
R 
(A.3.16) 
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, 
a% .~ 
axa P 
R Boundary R 
(A.3.16) 
and also to show that in any interior region Q of R, there exists a constant C 
such that: 
(A.3.17) 
llGzllmQ < WI% (A.3.18) 
The ah/az and a2h/&xaz boundary values, G, and G,, respectively, do 
not quite satisfy the assumptions in Lemma A.3.2, since they do not 
vanish outside a compact set. To remedy this one may multiply them by 
a function of class C” that vanishes outside of R and is equal to 1 in Q 
(see Steenrod [5, p. 261). Then with these new boundary values one may 
construct harmonic functions via Lemma A.3.2 that have Holder con- 
stants in the upper half plane, and agree with ah/az and a2h/axiTz on Q. 
Thus if U” n s = Q (see Fig. 7), one may apply (A.3.2) of Lemma -4.3.1 
to show that ahjaz and a2hja.lcaz have u-norms in the region U’, and that 
the estimate (4.3.12) holds. 
With the function h constructed in Lemma A.3.3, one now concludes 
by the use of Eq. (-4.3.1) that Theorem 2 holds. 
.-1.4 Proof that for solutiom of Equatiolt (5) 
max IuI < C [max IfI + max I+i]. (A.4.1) 
PROOF : (via Bernstein). Let 
R, = diameter of G, 
?II zrz u - Jf, &+Rd, 
?12 = u + M, & + RI) 
where s is chosen so that 
a,, s2 - 2jb,ls + c > 1 throughout G, (A.4.2) 
where a,,, O,, c are taken from the differential operator L(U) of equation (5). 
(From the positive definiteness of the (aii) it follows that +r > 6 > 0 
in G.) 
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Because of (A.4.2) one finds 
-+,) < 0, (A.4.3) 
L(v,) > 0. (A.4.4) 
It now follows from (A.4.3) and (A.4.4) that the negative minimum 
of v1 is taken on the boundary of G, and the positive maximum of v2 is 
taken on the boundary of G. (See Courant [6, p. 2741. Hence 
Therefore, 
Hence 9 if Y = etiRI, 
max lzlj < M, + vM1. (A.4.5) 
G 
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