Recently, the new class of so-called subspace methods for high resolution direction nding has received a great deal of attention in the literature. When a real-time implementation is aimed at, the computational complexity involved is known to represent a serious impediment. In this paper, an ESPRIT-type algorithm is developed, which is fully adaptive and therefore particularly suited for real-time processing. Furthermore, a systolic array is described, which allows the processing of incoming data at a rate which is independent of the problem size. The algorithm is based on orthogonal transformations only. Estimates are computed for the angles of arrival, as well as for the source signals. Our aim is not so much to develop yet another ESPRIT-type algorithm, but rather show that it is indeed possible to develop an algorithm which is fully parallel and adaptive. This is something which has not been done before.
In the special case when there is no noise present, i.e., N x = N y = 0, the DOAs are readily computed from the matrix pencil Y 0 X = S 1 (8 0 I) 1 A:
The 's for which the rank of Y 0 X is one less than the rank of X and Y , i.e., the non-trivial generalized eigenvalues, then correspond to the 's. In other words, the 's are computed as the rank reducing numbers for the given pencil. The noise, however, introduces new rank reducing numbers and also reduces the accuracy of the original ones. Therefore, it is necessary to compress the pencil Y 0 X to a smaller pencil, where the eect of the noise is zeroed or, at least, reduced. In general, one rst selects`compression matrices' P row and P col , d 2 N and m 2 d respectively, and then computes the rank reducing numbers of the compressed d The compression matrices may be chosen in various ways. The approach in [11] , e.g., employs the singular value decomposition (SVD) of the compound matrix h X Y i . The resulting algorithm, however, is dicult to turn into an adaptive algorithm and to implement on a systolic array. Hereafter an alternative choice is made for the compression matrices. We do not claim this choice is better {or worse{ in terms of performance. But it turns out that one ends up with an algorithm which can indeed be made fully adaptive and parallel. This is the main contribution of the paper.
Our adaptive algorithm is based on the SVD updating algorithm of [8] , combined with a generalized Schur decomposition (GSD). The corresponding systolic array is based on the SVD updating array of [9] . By introducing adaptivity, the computational complexity is reduced from O(m 3 ) to O(m 2 ) per time update. On a parallel processor array with O(m 2 ) processors, the throughput is then O(m 0 ), which means that the number of measurements that are processed per time unit is independent of the problem size. The underlying computational steps are briey outlined in section II, where it is also shown how so-called`Jacobi-type' algorithms may be employed. Such algorithms are particularly suited for adaptive and parallel implementation, which is shown in section III. In section IV, the signal copy problem is considered, where the aim is to estimate the source signals. Finally, in section V, a few simple computer experiments are shown.
II. Basic Computational Steps & Algorithms
In the algorithm below, we make use of a third`instrumental variable'-type data matrix Z. For the time being, we assume Z is produced by a third array of m sensors. Later on we will see that a time-shifted version of either X or Y may also be used as a Z matrix. With a third array, the matrix Z is given as Z = S 1 B + N z ;
where B is the auxiliary array gain matrix, which need not be the same as the other gain matrix, A 3 . Matrices Z and N z are dened in the same way as X; Y and N x ; N y respectively. The concepts of our algorithm are outlined below. The compression matrices are computed in the rst step, from the SVD of Z. The rank reducing numbers of the compressed pencil are computed in the second step, from the generalized Schur decomposition of the compressed pencil.
Step 1 : singular value decomposition The rst step in the procedure is a singular value decomposition of the matrix Z, which is written as where the dots represent don't care entries. If we assume that the noise satises the following standard properties [2] lim As the noise is eectively canceled by this row compression, the choice for the column compression is not so important anymore. Here we make the simplest possible choice, namely
We only mention here that better choices for P col are conceivable, e.g., based on an orthogonal compression of X s and/or Y s . In fact the above choice may even fail to give the right answer for contrived examples. We make a simple choice for the sake of an easy-to-follow exposition.
In conclusion, we have
where then the 's will be computed as the rank reducing numbers of the compressed pencil Y ss 0 X ss .
Step 2 : generalized Schur decomposition
In order to compute the rank reducing numbers, a generalized Schur decomposition (GSD) of the pencil is computed. This amounts to reducing the pencil to We will not analyze the performance of the above procedure here (only a few simulation results are given in section V). Our aim is only to show that this procedure leads to an algorithm which is amenable to parallel and adaptive implementation. To this aim, we rst elaborate the above procedure as a so-called Jacobi-type algorithm. Such algorithms are based on 2 2 2 transformations, and are particularly suited for parallel implementation. We will briey review the Jacobi-type SVD and GSD computation. In the next section, all this is then turned into a fully adaptive and parallel algorithm.
Jacobi SVD :
The SVD of the matrix Z may be computed in two steps. First, a QR decomposition is computed, given as where Q H Z Q Z = I m and R Z is an upper triangular matrix. This is done in a constant number of steps, e.g., with a sequence of Givens transformations [3, 5] . Then an iterative procedure is applied to the triangular factor R Z , transforming it into a diagonal matrix. This diagonalization procedure consists in applying a sequence of plane transformations as follows, see [6, 7] The permutations are necessary to guarantee convergence to diagonal form . For more details, the reader is referred to [6, 7] . After each iteration we have
Eventually, R converges to a diagonal matrix, equal to S Z up to a reordering on the diagonal, i. The rows with X ss and Y ss are thus scattered in the resulting matrices, due to the permutation 5. As 5 is known as the permutation that puts the diagonal elements in R in descending order, it is easy to retrieve X ss and Y ss . A similar Jacobi-type algorithm may then be used to compute the GSD of the pencil Y ss 0 X ss [1, 13] , as follows :
6 Here`inner rotations' are used, see [12, 7] , with either or always less than or equal to 45 o . This also means that, e.g., = = 0 when the 2 2 2 block is already in diagonal form. T y , up to a permutation, i.e., eventually (for j = 1)
The rank reducing numbers result as the ratios of the corresponding diagonal entries of X ss and Y ss , i.e., k = Yss(k;k) Xss(k;k) (with a reordering 5).
III. A parallel and adaptive algorithm
In on-line applications, new rows are appended to the data matrices X, Y and Z at each sampling instant. As an example, Z is dened in a recursive manner as follows
Here k is the sampling time index, and is a weighting factor for exponential windowing ( 1). Finally, z(t k ) is the observation vector at time t k , for the third array. Matrices X(k) and Y (k) are similarly dened. The aim is now to obtain new estimates for the DOAs at each sampling time instant.
The procedure of the previous section uses SVD and GSD. An adaptive version is then based on SVD updating, with additional GSD computations which are carried out in a`second level'. We rst focus on the SVD updating and its implementation on a systolic array, and then move on to the second level GSD computation. The resulting procedure is fully adaptive. The corresponding systolic array will be as depicted in 8 . The lower square block stores a permutation matrix 5 that keeps track of the ordering of the elements on the diagonal in the central block. This will be used to re-order the outputs.
SVD Updating
The following is an adaptive SVD algorithm, applied to Z, where the Jacobitype SVD procedure is interlaced with QR updates, whenever a new observation z(t k ) has to be worked in. The U-matrix (of growing size) is not computed explicitly. We refer the reader to [8] for the details. 
The matrix R remains upper triangular throughout. The column transformations are accumulated in V. Each time a new observation vector z(t k ) is worked in (step 2), it is rst transformed with V (step 1). In this way, the new row is put in the same`basis' as the matrix R. In step 2, Q Z (k) is a unitary transformation, which zeroes the last row in the compound matrix, see [4, 5] for details. This QR update is then followed by a sequence of SVD transformations i = 1; : : : ; m 0 1 along the diagonal (step 3).
Each time update requires only O(m 2 ) operations, whereas normally a complete SVD computation would require O(m 3 ) operations. In [8] it is shown that this O(m) reduction in computational complexity is obtained at the cost of a tracking error of the order of magnitude of the`time variation' in O(m) time steps. Both the tracking error and the time variation are dened in terms of the angles between the true and/or estimated signal (noise) subspaces at dierent time steps. For`slowly' time varying systems, the tracking error is then suciently small. This also means that the triangular factor R will always be close to a (block) diagonal matrix, instead of being exactly equal to a diagonal matrix. For slowly time varying systems, there will be a clear distinction between the noise part (small diagonal elements) and the signal part (large diagonal elements).
A systolic implementation of this SVD updating algorithm is described in [9] . With O(m 2 ) processors, an O(m 0 ) throughput rate is attained. The array consists of a square part, where the unitary matrix V is stored and updated, and a triangular part for storing and updating the triangular factor R, as outlined in Figure 2 . In the square part the matrix-vector products are computed, and in the triangular part the QR updating and the SVD diagonalization is performed. All these operations are carried out concurrently. The data ow is depicted in Figure 3 , where for the time being only the upper square part, together with the triangular part in the middle is to be taken into account, as indicated by the trapezoidal frame. The smaller frames may be thought of as processors, dots correspond to matrix entries. Processors on the main diagonal (double frames) compute the required 222 transformations. Row transformation parameters are passed on to the right, while column transformation parameters are passed on upwards. O-diagonal processors only apply and propagate these transformations to the blocks next outward. For details on this conguration, we refer to [7, 12] . Figure 3m . We refer to [3] for the details on systolic QR updating. The data ow is slightly dierent here, compatible with the Jacobi-type operations. In each 2 2 2 block, the column and row transformations of the SVD diagonalization are performed rst, while in a second step, the row transformations of the QR updating, are performed. For more details, we refer to [9] . In the above algorithm, we have already introduced a new unitary matrix W which will be used later on. Here it only accumulates the permutations.
The column permutations are applied to X ss and Y ss to keep the diagonal elements of X ss and Y ss on the diagonal, as this is where Jacobi-type transformations are initiated in a parallel implementation.
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A systolic array for this algorithm is outlined in Figure 4 . In the square array both V and W (two levels) are stored and updated. The triangular array has now become a square array, too, with three levels, for R, X ss and Y ss respectively. The details of the data ow are again shown in Figure 3 , where now the upper two square blocks in each gure should be taken into account. The 's now correspond to x(t k ), y(t k ), z(t k ) orx(t k ),ỹ(t k ),z(t k ) components (three levels overlaid). Note that the conguration above the main diagonal is as follows whereas below the diagonal, one has
In the upper square part, vectors x(t k ) and y(t k ) are multiplied by W, and the vector z(t k ) is multiplied by V. The row transformations (column permutations) that are generated on the main diagonal, both for the QR updating and the SVD reduction, are now propagated to the left (downwards), too.
Combined SVD and GSD updating
The key observation now is that the GSD computations can run concurrently with the adaptive SVD computations. Recall that the GSD of Y ss 0 X ss needs to be computed, whereas the stored matrices X ss and Both the SVD and the GSD level will now generate 2 2 2 transformations.
Since the row transformations are not stored, they should be the same for the two levels. This means that, e.g., a row transformation, generated in the GSD level, should be applied to the R matrix, too 10 . Briey, each row The SVD/GSD computations are combined and interlaced with the QR updates. The matrix R will always be close to a (block) diagonal matrix.
The matrices X ss and Y ss will always be close to the required GSD form, padded with don't cares. Estimates for the 's, also padded with don't cares, are computed from the ratios of the corresponding diagonal entries of the matrices X ss and Y ss . The multiplication with 5 in step 4 puts these estimates always in the same order. The corresponding systolic array is still given in Figures 3 and 4 , only the program for the processors has changed. The lower square array keeps track of the permutation matrix 5. The column transformations in this lower array are simple permutations. The vector containing the estimates for the 's (padded with don't cares) is computed on the main diagonal, and then propagated downwards, indicated by the 's in Figure 3 (overlaid withx(t k ) andỹ(t k )). In the lower block, it is nally multiplied by the permutation 16 matrix 5. When the result leaves the array, it will always have the same ordering. Note that the output in Figure 3A (3D, etc. ) corresponds to the input in Figure 3a (3d, etc. ). The latency for one single update is O(m).
IV. Signal Copy
In this section, we briey consider the signal copy problem for the simple case when the source signals are independent, i.e., when In the adaptive scheme, the aim is to compute {at time instant k{ the last row of S(k). Now, the row transformations from the GSD level are interleaved with those generated by the SVD level. Therefore, the above formula now reads 
The subsequent SVD/GSD transformations correspond to a further renement of this decomposition, which is not taken into account in the present estimate. What is important here is that the last row of the presentŨ(k) is obtained from 
V. Experiments
The purpose of this section is to illustrate the behavior of the algorithm with two simple computer experiments. In a rst experiment the algorithm is used to track the directions of arrival of two sources which are moving at constant angular velocity. The second simulation shows the reconstructed signals for a stationary scenario, with 2 xed sources.
In both simulations the antenna is a uniform linear array, consisting of 12 sensors. The distance between the individual elements is one fth of the wavelength. The subarrays are fully separated. The X-array consists of elements 1 to 4, the Y-array consists of elements 5 to 8 and the Z-array consists of elements 9 to 12. The signals are random complex waveforms.
The algorithm uses a weighting factor of 0.99.
Case 1: tracking two crossing sources
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