Abstract-Due to its fixed assignment nature, the well-known time division multiple access (TDMA) protocol suffers from poor performance when the offered traffic is bursty. In this paper, an adaptive TDMA protocol, which is capable of operating efficiently under bursty traffic conditions, is introduced. According to the proposed protocol, the station which is granted permission to transmit at each time slot is selected by means of learning automata (LA). The choice probability of the selected station is updated by taking into account the network feedback information. The system which consists of the LA and the network is analyzed and it is proven that the choice probability of each station asymptotically tends to be proportional to the probability that this station is not idle. Although there is no centralized control of the stations and the traffic characteristics are unknown and time-variable, each station tends to take a fraction of the bandwidth proportional to its needs. Furthermore, extensive simulation results are presented, which indicate that the proposed protocol achieves a significantly higher performance than other well-known TDMA protocols when operating under bursty traffic conditions. Index Terms-Bursty traffic, learning automata (LA), learning medium access control (LMAC), population-based incremental learning (PBIL), time division multiple access (TDMA).
I. INTRODUCTION
T HE KEY issue in broadcast networks is how to determine who gets to use the channel. A broad range of demand assignment, random access, and fixed assignment protocols have been proposed as solutions to this problem.
Demand assignment protocols [1] , [2] are based on a signaling procedure which allows certain network entities to be informed about the transmission and networking needs and demands of the network stations. Random access protocols [1] , [2] are characterized by the fact that stations contend for access to the communications channel, in accordance with an algorithm that can lead to colliding transmissions. All of the collided packets are scheduled for retransmission. Fixed assignment protocols [1] - [11] assign a fixed portion of the available bandwidth to each station. In this way, collisions are avoided. Due to the absence of collisions, protocols of this family achieve a high performance when the traffic of each station is stable and a priori known. However, when the traffic is bursty, fixed assignment protocols are not capable of being adapted to the sharp changes of the stations' traffic [1] , [3] . Therefore, their performance is dramatically degraded. In this paper, an adaptive time division multiple access (TDMA) protocol which is capable of operating efficiently under bursty traffic conditions is introduced. According to the proposed protocol, the station which is granted permission to transmit is determined by means of learning automata (LA) [12] - [28] that implement a variation of the population-based incremental learning (PBIL) algorithm [29] - [31] . LAs are adaptive decision making devices that operate in unknown stochastic environments and progressively improve their performance via a learning process. The reader can consult [14] in order to study the various families of LAs.
At each time slot, the LAs take into account the network feedback information in order to update the choice probability of the selected station. The probability updating scheme is designed in such a way, that the choice probability of each station asymptotically tends to be proportional to the probability that this station is not idle. In this way, the number of idle slots is minimized and the network performance is significantly improved. When the traffic conditions of a station change, this leads to a change of the choice probability of this station. Therefore, the protocol is capable of being adapted to the sharp load changes of a bursty traffic environment.
The proposed learning medium access control (LMAC) protocol is applicable to a broad range of broadcast network architectures, including bus, star, and wireless local area networks (LANs). This paper focuses on the theoretical aspects of LMAC rather than on its application to specific network architectures.
The paper is organized as follows. The problem formulation is given in Section II. The proposed LMAC protocol is presented in Section III, while an analysis of the asymptotic behavior of the proposed scheme is presented in Section IV. In Section V, extensive simulation results are presented which indicate the superiority of the LMAC protocol over other well-known TDMA protocols. Finally, concluding remarks are given in Section VI.
II. PROBLEM FORMULATION

Let
be the set of stations, where is the number of stations. All the stations are connected to a broadcast transmission medium (e.g., a copper wire or an optical coupler). Data are transmitted in the form of packets. All packets are of equal length. The time axis is slotted, with the slot duration being equal to the packet transmission time. Packet transmissions are synchronized with the time slots. Thus, no packet transmission is allowed to start in the middle of a time slot. Each station is provided with a waiting queue where the packets are temporarily stored while waiting to be transmitted. For all stations, the queue capacity is assumed to be equal to packets. When a packet arrives at a station while the waiting queue of this station is full, the packet is discarded. Otherwise, if the queue is not full, it is stored in the queue. It remains there until it is transmitted.
The traffic, which is offered to the stations, is assumed to be bursty [32] . Packets arrive at the stations in long bursts (see Fig. 1 ). Thus, each station can be in one of two states: active or idle. When a station is active, it has one packet arrival at each time slot. On the other hand, when a station is idle, it has no packet arrivals. The mean burst duration is slots. In order to avoid collisions, only one station is allowed to transmit at each time slot.
In a bursty traffic environment, the bandwidth demands of stations are asymmetric and time-variable. The main challenge in such an environment, is to share the available bandwidth among the stations according to their needs. The key problem is to determine which station is granted permission to transmit at each time slot. In order to reduce the number of idle slots, stations which have packets to transmit must be granted permission to transmit more frequently than other stations. This is not an easy task, because each station operates independently from the others and has no knowledge of their states.
A second problem is to guarantee that-although there is no centralized coordination between the stations-all the stations arrive at the same conclusion on which station is granted permission to transmit at each time slot.
The proposed LMAC protocol copes with the above problems by using a variation of the PBIL algorithm.
III. THE LMAC PROTOCOL
The LMAC protocol is based on a variation of the PBIL algorithm [29] - [31] . The PBIL algorithm is a combination of competitive learning [12] - [28] and genetic algorithms (GAs) [33] , [34] . The PBIL algorithm attempts to explicitly maintain statistics about the search space to decide where to sample next. The object of the algorithm is to create a real valued probability vector, which when sampled reveals high-quality solution vectors with high probability. A probability vector which is denoted by is maintained, with being the probability of obtaining a "1" in the th position. A number of sample vectors are generated according to the probability vector . Then, the sample vectors are evaluated and the probability vector is updated toward the best sample vector. The algorithmic description of the PBIL algorithm is presented below [30] .
Procedure PBIL; begin (3 Initialize the probability vector 3) where number of sample vectors generated before update of the probability vector; learning rate (how fast to exploit the search performed); number of bits in a generated sample vector; for random numbers which are chosen from the (0,1) interval according to the uniform probability distribution. The proposed LMAC protocol uses a variation of the PBIL algorithm. The number of bits in a vector is taken to be equal to the number of network stations, thus,
. A sample vector schedule is generated according to the probability vector . Thus, . The generated sample represents a transmission schedule.
The presence of a "1" in the th position of the schedule (schedule ) implies that station is granted permission to transmit during this transmission schedule. On the other hand, the presence of a "0" in the th position of schedule (schedule ) implies that station is not granted permission to transmit during this schedule. After all stations with schedule are granted permission to transmit, the probability vector is updated according to the network feedback information. Then, a new sample vector is selected according to the new probability vector, and so on.
The presented algorithm differs from the PBIL algorithm in that the probability updating scheme is not based on a total evaluation of each schedule, but on a separate evaluation for each 
At each station , the above learning algorithm is implemented by means of a learning automaton. Since the offered traffic is bursty, when the selected station has a packet to transmit, it is probable that this station will have packets to transmit in the near future. Therefore, its choice probability is increased according to (1) . On the other hand, when the selected station is idle, it is probable that this station will remain idle in the near future. Therefore, its choice probability is decreased according to (1) .
When the choice probability of a station converges to 0, then this station is not granted permission to transmit for a long period. During this period, it is probable that the station transits from idle to busy state. However, since the station is not granted permission to transmit, the protocol is not capable of "sensing" the transition. The role of parameter , is to prevent the choice probabilities of the stations from taking values in the neighborhood of 0, in order to increase the adaptivity of the protocol.
All of the stations use the same probability updating scheme and due to the broadcast nature of the network, the network feedback information is common for all the stations. Consequently, all the stations always contain the same choice probabilities. Furthermore, since the same random number generator and the same seed is used by all the stations, it follows that all the stations select the same station which is granted permission to transmit [10] . Therefore, although there is no centralized coordination between the stations, the protocol is collision-free.
The flowchart of the proposed LMAC protocol is given in Fig. 2 at the next three slots. Then, the probability vector is updated according the network feedback information (successful transmission or idle slot) during these slots by using the probability updating scheme (1). Then, a new transmission schedule is generated and same procedure is repeatedly executed.
IV. ANALYSIS
It can be proven that under the LMAC protocol each station tends to take a fraction of the available bandwidth, proportional to the probability that this station is not idle. Therefore, the portion of the bandwidth, which is assigned to each station tends to be proportional to the station's needs. In this way, the number of idle slots is minimized and the network performance is improved. The above statement is formally expressed by the following theorem.
Theorem 1: If the probability updating scheme (1) is used and is the probability that station is not idle (for ), then for any station Proof: To prove Theorem 1, we shall use the following theorem, which is presented in [28] and [35] . and can be any functions that satisfy the above conditions. A presentation of the proof of Theorem 2 is beyond the scope of the paper.
Proof of Theorem 2:
The proof of the above theorem is due to M. F. Norman and can be found in [35] .
To apply the above theorem to the proof of Theorem 1, we have to identify We have 
The exact values of and depend on the environment where the automata operate. When the environment is slowly switching or when the environmental responses have a high variance, and must be very close to zero in order to guarantee a high accuracy. On the other hand, in a rapidly switching environment or when the variance of the environmental responses is low, higher values of and can be used, in order to increase the adaptivity of the protocol. Thus, when the burst length is high or the queue length is low, then small values of and must be selected. On the other hand, when the burst length is low or when the queue length is high, then and can be much higher. 
V. SIMULATION RESULTS
In this section, the proposed LMAC protocol is compared to two representatives of TDMA protocols, namely, TDMA [2] - [9] and the random time division multiple access (RTDMA) [10] , [11] .
The protocols which are under study are compared by simulation using four different networks and and under bursty traffic conditions. The bursty traffic was modeled in the following way (which is identical to the one presented in [32] ): Each node can be in one of two states and . When a node is in state then it has no packet arrivals. When a node is in state then at each time slot it has one packet arrival. Given a station is in state at time slot , the probability that this station will transit to state at the next time slot is . The transition probability from state to state is . Clearly, the mean number of time slots that the station spends in state is given by , where is the mean burst length. The periods that each station stays in states and are assumed to be geometrically distributed with means of and , respectively. The probability for a station to be in state is given by . All the stations are assumed to have the same load. The total load which is offered to the network is packets/slot. Therefore, each station has a load of packets/slot and consequently, can be calculated as follows:
The number of stations , the queue size , and the mean burst length , were taken to be as follows The above values of the number of stations and the queue size are realistic for LANs. The same values have also been used in [37] .
We have used the following two broadly used performance metrics in order to compare the three protocols: 1) the delay versus throughput characteristic; 2) the throughput versus offered load characteristic. The delay versus throughput characteristics of the compared protocols when they are applied to networks and are depicted in Figs. 3 , 5, 7, and 9, respectively. The throughput versus offered load characteristics of the compared protocols when they are applied to networks and are depicted in Figs. 4, 6, 8 , and 10, respectively. From the above graphs, it becomes clear that LMAC achieves a significantly higher delay-throughput and throughput-load performance than the TDMA and RTDMA protocols, when operating under bursty traffic conditions. The performance improvement which is achieved by the use of LMAC is higher when the offered traffic is more bursty. The proposed LMAC protocol achieves a mean packet delay which is form 80% to 90% lower than the one achieved by TDMA or RTDMA. Furthermore, LMAC achieves a throughput improvement from 20% to 500% in comparison to TDMA or RTDMA.
VI. CONCLUSION
This paper has presented a new medium access control protocol for broadcast networks. According to the proposed LMAC protocol, the station, which is granted permission to transmit at each time slot, is selected by means of LAs, which are capable of being adapted to the changes of the stations' traffic. Therefore, the new protocol is capable of achieving a low delay and a high throughput in the dynamic bursty traffic environment.
The main characteristics of the LMAC protocol are reiterated in the following paragraphs.
It achieves a high performance, even when the offered traffic is bursty. LMAC achieves a throughput improvement from 20% to 500% and a delay decrease from 80% to 90% in comparison to TDMA or RTDMA.
The protocol is self-adaptive and each station tends to take a fraction of the available bandwidth proportional to its needs. Furthermore, when a station goes down for a long period, its choice probability converges to and consequently, the available bandwidth is shared between the other stations.
No centralized control of the stations is required, since the protocol is fully distributed.
It is fault-tolerant, since its operation is not affected by a possible node failure.
No significant increase in the implementation cost is introduced. The only additional cost, in relation to TDMA or RTDMA, is the cost of the processors that implement the LAs.
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