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Convergence of stochastic nonlinear systems and
implications for Stochastic Model Predictive Control
Diego Mun˜oz-Carpintero and Mark Cannon
Abstract—The stability of stochastic Model Predictive Control
(MPC) subject to additive disturbances is often demonstrated
in the literature by constructing Lyapunov-like inequalities that
guarantee closed-loop performance bounds and boundedness of
the state, but convergence to a terminal control law is typically
not shown. In this work we use an input-to-state stability property
to find conditions that imply convergence with probability 1 of
a disturbed nonlinear system to a terminal mode of operation.
We discuss implications for the convergence of control laws
in stochastic MPC formulations, and in particular we prove
convergence for two formulations of stochastic MPC.
I. INTRODUCTION
Stochastic Model Predictive Control (MPC) takes account
of stochastic disturbances affecting a system using knowl-
edge of their probability distributions or samples generated
by an oracle [1], [2]. Stochastic predictions generated by
a system model are used to evaluate a control objective,
which is typically the expected value of a quadratic cost,
and probabilistic constraints, which allow constraint violations
up to some specified maximum probability. The motivation
for this approach is to avoid the conservatism of worst-case
formulations of robust MPC and to account for stochastic
disturbances in the optimization of predicted performance [3].
Stability analyses of stochastic MPC can be divided into
cases in which disturbances are either additive or multiplica-
tive. For regulation problems with multiplicative disturbances,
Lyapunov stability and convergence of the system state to
the origin can often be guaranteed. However, convergence
of stochastic MPC with additive disturbances is often either
ignored, or else analysed using Lyapunov-like functions with-
out identifying ultimate bounds on the state and asymptotic
properties of the control law. In [4]–[6] this difficulty is tackled
by redefining the cost function and determining asymptotic
bounds on the time-average stage cost, which converges to
a value bounded by a linear state feedback law (the uncon-
strained LQR controller). In [7] a detailed analysis of the
convergence and performance of Stochastic MPC techniques
is provided, considering typical stability notions of Markov
chains and exploring the effect on stability and performance of
the properties of the resulting Lyapunov-like inequalities (or
geometric drift conditions). In particular, certain Lyapunov-
like inequalities provide the robust notion of input-to-state
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stability, which may be used to derive ultimate boundedness
conditions. These results are used for example in [8], [9] to
analyse the stability of particular stochastic MPC formulations.
A difficulty with the stability analyses discussed so far
is that the stability properties of stochastic MPC may be
stronger than what can be inferred directly from Lyapunov-
like conditions. For example the state may converge with
probability 1 to a terminal region, but this cannot be inferred
without considering the stochastic nature of disturbances.
Recently [10] presented a Stochastic MPC strategy and pro-
vided a convergence analysis showing that the time-average
performance is bounded by that of a terminal control law, and
that the control input converges to this terminal law. These
results are derived from particular properties of the MPC law,
namely that if a candidate solution remains feasible for a given
number of times, then the state necessarily converges to a
terminal set on which the terminal control law is feasible, and
that the probability of this tends asymptotically to 1.
In this paper we extend the analysis of [10] to a more
general setting. We first consider general nonlinear systems
that are known to have an invariant set containing the origin
of state space, and show that an input-to-state stability (ISS)
Lyapunov inequality implies convergence to this set (so that it
can be considered a terminal region) under the assumption that
arbitrarily small disturbances have a non-vanishing probability.
This is demonstrated using arguments similar to those in [10].
More precisely, if the disturbance realisation is small enough
for a sufficiently large number of time steps, then the existence
of an ISS-Lyapunov function implies that the state almost
surely enters the terminal region. This conclusion follows from
the observation that the probability of the state not entering
the terminal region tends asymptotically to zero, thus ensuring
convergence to the terminal region with probability 1. This
analysis is used to show that a stochastic MPC law satisfying
a suitable Lyapunov inequality converges with probability 1 to
a terminal control law associated with an invariant terminal set.
Moreover the MPC law almost surely inherits the asymptotic
properties of the unconstrained optimal controller.
An analysis yielding similar results was recently published
in [11]. Using results given in [12] on the convergence of
Markov chains, [11] demonstrates convergence (in distribu-
tion) to a stationary terminal distribution whose support is
contained in the stochastic MPC terminal region. This con-
vergence was proved by assuming linearity of the terminal
mode dynamics and imposing a controllability assumption on
the system within the terminal set. On the other hand, the
analysis presented here using the properties of ISS Lyapunov
functions provides stronger convergence results that hold with
2probability 1, and moreover these are demonstrated without
the need for linearity or controllability assumptions.
The structure of the paper is as follows. Section 2 introduces
the setting of the control problem. Section 3 presents the
stability analysis for general nonlinear systems under the
specified assumptions. Section 4 discusses the implications
for stochastic MPC by applying the analysis to the stability
and convergence properties of two different stochastic MPC
formulations. Finally, Section 5 provides concluding remarks.
A. Basic definitions and notation
The sets of non-negative integers and non-negative reals are
denoted N and R+, and N[a,b] is the sequence {a, a+1, . . . , b}
and Nk = N[0,k]. For a sequence {x0, x1, . . .}, xj|k for j ∈ N
denotes the predicted value of xk+j made at time k. For sets
X,Y ⊆ Rn, the Minkowski sum is given by X⊕Y = {x+y :
x ∈ X, y ∈ Y }. The Minkowski sum of a sequence of sets
{Xj, j ∈ Nk} is denoted
⊕k
j=0Xj . For X ⊆ R
n, 1X(x) is
the indicator function of x ∈ X . B is an open unit ball in
R
n. A continuous function φ : R+ → R+ is a K-function
if it is continuous, strictly increasing and φ(0) = 0, and it
is a K∞-function if it is a K-function and φ(s) → ∞ as
s→∞. A continuous function φ : R+×R+ → R+ is a KL-
function if φ(·, t) is a K-function for all t ∈ R+ and if φ(s, ·)
is decreasing for all s ∈ R+ with φ(s, t)→ 0 as t→∞.
II. PROBLEM SETTING
Consider a discrete time nonlinear system given by
xk+1 = f(xk, wk), (1)
where xk ∈ X ⊆ R
n is the state, wk ∈ W ⊆ R
nw is a
disturbance and f : X×X→ X is a continuous function with
f(0, 0) = 0. Current and future values of wk are unknown.
Assumption 1. X is bounded and contains the origin in its
interior.
Assumption 2. The disturbance sequence {w0, w1, . . .} is in-
dependent and identically distributed (i.i.d.) with E{wk} = 0.
The probability density function (PDF) of w is finitely sup-
ported in W, a bounded set that contains the origin in its
interior. Additionally, P{‖w‖ ≤ λ} > 0 for all λ > 0.
Remark 1. The i.i.d. property and as well as the null expected
value are standard requirements of disturbances in Stochastic
MPC formulations. The assumption that P{‖w‖ ≤ λ} > 0 for
all λ > 0 clearly excludes certain disturbance distributions,
but we note that it does not require continuity of the PDF and
is satisfied by uniform and Gaussian (or truncated Gaussian to
comply with Assumption 2) distributions, among many others.
Remark 2. The setting described here requires that X is a
robust positively invariant (RPI) set, namely that f(x,w) ∈ X
for all (x,w) ∈ X×W.
We consider in this work nonlinear systems that possess a
terminal mode of operation defined on an RPI set, denoted
Xf , to which one desires to prove convergence.
Assumption 3. The set Xf contains the origin in its interior
and is RPI, i.e. f(x,w) ∈ Xf ⊆ X for all (x,w) ∈ Xf ×W.
The convergence analysis is based on the notion of input-
to-state stability.
Definition 1 (Input-to-state stability (ISS)). For system (1), the
origin is input-to-state stable (ISS) with a region of attraction
X ⊆ Rn containing the origin in its interior if there is a KL-
function β(·, ·) and a K-function γ(·) such that, for all x0 and
all admissible disturbances w ∈ W, then system (1) satisfies
∀k ∈ N, xk ∈ X and [13]
‖xk‖ ≤ β(‖x0‖, k) + γ max
j∈{0,...,k−1}
‖wj‖. (2)
The following lemmas provide sufficient conditions under
which the origin of (1) is ISS.
Lemma 3 ([13]). Let X be an RPI set for system (1)
containing the origin in its interior. Furthermore, let there
exist a continuous function V : X → R+, K∞-functions α1,
α2 and α3, and a K-function σ such that
α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), ∀x ∈ R
n, (3a)
V (f(x,w))− V (x) ≤ −α3(‖x‖) + σ(‖w‖), (3b)
for all (x,w) ∈ X×W. Then V (·) is an ISS-Lyapunov func-
tion and the origin of (1) is ISS with region of attraction X.
Lemma 4 ([14]). Let X ⊆ Rn be an RPI set for (1) that
contains the origin in its interior. Furthermore, let there exist
K∞-functions α1, α2 and α3 and a function V : X → R+
that is Lipschitz continuous on X such that
α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), (4a)
V (f(x, 0))− V (x) ≤ −α3(‖x‖), (4b)
for all x ∈ X. Then V (·) is an ISS-Lyanpunov function and
the origin is ISS for system (1) with region of attraction X if
either: (i) f(·, ·) is Lipschitz continuous on X ×W; or (ii)
f(x,w) = g(x) +w, where g : X→ Rn is continuous on X.
Assumption 4. The system (1) has an ISS-Lyapunov function
satisfying the conditions of either Lemma 3 or 4.
Assumption 4 implies that the origin of (1) is ISS. Also,
the conditions of Lemma 4 are suficient for the conditions of
Lemma 3 [14]. Thus, Assumption 4 implies that Lemma 3
holds.
ISS implies that: (i) the origin is asymptotically stable for
xk+1 = f(xk, 0); (ii) all state trajectories are bounded for
bounded w(·); and (iii) as k →∞ all trajectories converge to
the origin if wk → 0. For details we refer the reader to [13].
These properties do not directly guarantee convergence to
the terminal mode of operation defined in Assumption 3. In
this work, however, we will assume that the system possesses
an ISS-Lyapunov function, which implies that the origin is
ISS. This property is coupled with the stochastic nature of the
disturbance input to prove convergence to Xf in Section III.
III. MAIN RESULT
As introduced above, ISS is not enough on its own to
guarantee convergence to a given terminal regime. However, it
will be proved in Section III-A that under Assumptions 2-4 the
3system converges with probability 1 to the terminal set Xf .
Furthermore, Section III-B covers the case of linear dynamics
in the terminal regime. In this case, the state will converge to
the minimal robust positively invariant set. While the authors
of [15] prove this for a particular formulation, the current work
extends this proof to a more general class of systems.
A. Convergence to Xf
This section adapts the analysis of [10] and uses the ISS
property of Assumption 4 to demonstrate almost sure conver-
gence to a terminal domain of operation if the disturbance
input satisfies Assumption 2 and an RPI set Xf exists, as
defined in Assumption 3.
The general idea is as follows. We note that for any state
x /∈ Xf there exists a setW ⊆W such that the ISS-Lyapunov
function decreases if w ∈ W and such that w ∈W occurs with
non-zero probability. It follows that, for any x0 ∈ X, there is
an integer Nf such that if w ∈ W for Nf consecutive time
steps, then the Lyapunov function decreases enough to ensure
that the state enters Xf . This observation is used to show
that, for any given p ∈ (0, 1], there exists a finite horizon over
which x reachesXf with probability 1−p. Finally, the Borell-
Cantelli lemma is used to conclude that the state converges to
Xf with probability 1, which implies that, for any x0 ∈ X,
there is zero probability of a disturbance sequence realisation
{w0, w1, . . .} such that xk does not converge toXf as k →∞.
Proposition 5. Under Assumption 4, there exists a function
W : R+ → P(W) such that, if w ∈W (‖x‖), then
V
(
f(x,w)
)
− V (x) ≤ −ξ(‖x‖), (5)
where ξ(·) is a K-function.
Proof: Let W (‖x‖) = {w : σ(‖w‖) ≤ λα3(‖x‖)} for
some λ ∈ (0, 1), where α3(·) and σ(·) are functions in (3b)
associated with an ISS-Lyapunov function for the system (1).
It follows that −α3(‖x‖) + σ(‖w‖) ≤ −(1 − λ)α3(‖x‖)
whenever w ∈ W (‖x‖), and therefore (3b) implies (5) with
ξ(‖x‖) = (1− λ)α3(‖x‖).
Proposition 6. Under Assumptions 1, 3 and 4, there exists
an integer Nf such that for any x0 ∈ X, if wj ∈ W (ǫ) for
j = k, k + 1, . . . k + Nf − 1, where ǫ = sup{ρ : ρB ⊆ Xf}
and k ∈ N is arbitrary, then xk+Nf ∈ Xf .
Proof: The positive invariance of Xf in Assumption 3
implies that xk+N ∈ Xf for all N ∈ N if xk ∈ Xf . Suppose
therefore that xj /∈ Xf for j = k, . . . , k + N − 1 for given
N ∈ N. In this case W (‖xj‖) ⊇W (ǫ) so wj ∈ W (ǫ) implies
k+N−1∑
j=k
ξ(‖xj‖) ≤ V (xk)− V (xk+N ),
and since Assumption 4 implies V (xk) ≤ α2(‖xk‖) ≤
α2(r(x0)), where r(x0) = β(‖x0‖, 0) + γ supw∈W‖w‖, the
RHS of this inequality can be no greater than α2(r). Fur-
thermore, xj /∈ Xf implies ξ(‖xj‖) ≥ ξ(ǫ) and hence N ≤
α2(r(x0))/ξ(ǫ). Choosing Nf = supx0∈X⌈α2(r(x0))/ξ(ǫ)⌉
therefore ensures that xk+Nf ∈ Xf for all x0 ∈ X.
Lemma 7. Under Assumptions 1-4, for any x0 ∈ X and any
given p ∈ (0, 1] there exists an integer Np such that
P{xNp ∈ Xf} ≥ 1− p. (6)
Proof: Proposition 6 and the positive invariance of Xf
in Assumption 3 ensure that xNf ∈ Xf whenever wj ∈ W (ǫ)
for all j = 0, . . . , Nf − 1. Let pǫ denote the probability that
wj ∈ W (ǫ), then the i.i.d. property of Assumption 2 implies
P{wj ∈W (ǫ), j = 0, . . . , Nf − 1} = p
Nf
ǫ > 0 and, since the
event that wj /∈W (ǫ) for some j ∈ {0, . . . , Nf − 1} does not
guarantee that xNf /∈ Xf , we obtain the bound
P{xNf /∈ Xf} ≤ 1−P
{
wj ∈ W (ǫ), j = 1, . . . , Nf
}
= 1−p
Nf
ǫ
Now consider k > Nf , and choose k0, k1, . . . , k⌊N/Nf⌋ so
that k0 = 0, k⌊N/Nf⌋ ≤ k and ki+1 − ki ≥ Nf for all i. Then
xk /∈ Xf only if xki /∈ Xf for all i = 1, . . . , ⌊N/Nf⌋. Hence
P{xk /∈ Xf} ≤ (1− p
Nf
ǫ )
⌊k/Nf ⌋ (7)
and (6) therefore holds with Np = Nf⌈log p/ log(1 − p
Nf
ǫ )⌉
if pǫ < 1 or Np = Nf if pǫ = 1.
Proposition 6 establishes that the system (1) reaches the
terminal regime in finite time if the disturbance input is small
enough for a sufficiently large number of consecutive time
steps. Lemma 7 uses a lower bound on the probability of this
event to show that there is a finite horizon over which the
probability of the system reaching the terminal regime is no
less than any given probability less than 1. Furthermore, for
any k ∈ N, the argument used to prove Lemma 7 implies
P{xk ∈ Xf} ≥ 1− (1− p
Nf
ǫ )
⌊k/Nf ⌋,
and an immediate consequence is that xk converges to Xf as
lim
k→∞
P{xk ∈ Xf} = 1.
We next use the Borel-Cantelli lemma (in a similar fashion
to [10]) to prove the slightly stronger property that the state
converges to the terminal regime with probability 1.
Theorem 8. Under Assumptions 1-4, for any x0 ∈ X we have
P
{
lim
k→∞
1Xf (xk) = 1
}
= 1. (8)
Proof: Let Ak denote the event xk /∈ Xf , then (7) gives
∞∑
k=0
P{Ak} ≤
∞∑
k=0
(
1− p
Nf
ǫ
)⌊k/Nf ⌋ = Nfp−Nfǫ <∞
and the Borel-Cantelli lemma therefore implies
P
{ ∞⋂
k=0
∞⋃
j=k
Aj
}
= 0.
But Ak+1 ⊆ Ak for all k ∈ N since Xf is RPI due to
Assumption 3. It follows that P{∩∞k=0Ak} = 0, which is
equivalent to P{limk→∞ Ak} = 0 and hence (8).
Definition 2 (Minimal RPI set). The minimal RPI set for
system (1) containing the origin, denoted X∞, is defined as
the intersection of all sets X such that 0 ∈ X ⊆ X and
f(x,w) ∈ X for all (x,w) ∈ X ×W.
4Remark 9. Theorem 8 applies to any RPI set Xf for sytem (1)
that contains the origin. In particularXf = X∞ is the smallest
set to which the state of (1) converges with probability 1.
B. Further convergence results for linear terminal dynamics
Of particular interest when analysing linear Stochastic MPC
formulations is the case in which the dynamics of system (1)
are linear within the terminal regime.
Assumption 5. There exists an RPI set Ω ⊆ X, such that
f(x,w) = Φx +Dw for all (x,w) ∈ Ω ×W, where Φ is a
Schur stable matrix and Φ, D have appropriate dimensions.
Under Assumption 5, the state of (1) converges from any
initial condition in Ω to the minimal RPI set X∞ given by
X∞ = lim
k→∞
k⊕
j=1
ΦjDW. (9)
The following corollary shows that in the current setting the
state of (1) converges to X∞ with probability 1.
Corollary 10. Let Assumptions 1-5 hold and let x0 ∈ X. Then
P
{
lim
k→∞
1X∞(xk) = 1
}
= 1. (10)
Proof: By definition X∞ is RPI for system (1). Hence
setting Xf = X∞ in Theorem 8 gives the result that
limk→∞ 1X∞(xk) = 1 with probability 1.
We next consider the asymptotic time-average value of
a quadratic function of the state of (1), representing, for
example, a quadratic performance cost.
Theorem 11. Let Assumptions 1-5 hold and let x0 ∈ X. Then
lim
k→∞
1
k
k−1∑
j=0
E{x⊤j Sxj} ≤ lss, (11)
for any given S = S⊤ ≻ 0 where lss = E{w
⊤D⊤PDw} for
P ≻ 0 satisfying P − Φ⊤PΦ = S.
Proof: Let V (x) = x⊤Px. If xj ∈ Ω, then
E{V (xj+1)}−E{V (xj)} = −E{x
⊤
j Sxj}+E{w
⊤
j D
⊤PDwj}.
On the other hand, if xj /∈ Ω, then
E{V (xj+1)} − E{V (xj)}
= E{f(xj , wj)
⊤Pf(xj , wj)} − E{x
⊤
j Pxj}
= E{δ(xj , wj)}+E{(Φxj+Dwj)
⊤P (Φxj+Dwj)}−E{x
⊤
jPxj}
= E{δ(xj , wj)} − E{x
⊤
j Sxj}+ E{w
⊤
j D
⊤PDwj},
where δ(xj , wj) = f(xj , wj)
⊤Pf(xj , wj) − (Φxj +
Dwj)
⊤P (Φxj +Dwj) and E{δ(xj , wj)} ≤ ν for some finite
ν since f(·, ·) is continuous and xj ∈ X is bounded. Therefore
E{V (xj+1)}−E{V (xj)} ≤ −E{x
⊤
j Sxj}+lss+νP{xj /∈ Ω}.
Summing both sides of this inequality over 0 ≤ j < k yields
E{V (xk)}−E{V (x0)} ≤ klss+
k−1∑
j=0
νP{xj /∈ Ω}−E{x
⊤
j Sxj}.
The first three terms in this expression are finite due to (2) and∑k−1
j=0 P{xj /∈ Ω} ≤ Nfp
−Nf
ǫ , and hence (11) is obtained in
the limit as k→∞.
Under Assumptions 2-5, the system (1) therefore converges
to the linear terminal regime with probability 1. This implies
that the state converges to the minimal RPI set of the linear
terminal dynamics, and the time-average performance cost
converges to its value within the terminal regime.
IV. IMPLICATIONS TO THE STABILITY AND CONVERGENCE
OF STOCHASTIC MPC
This section uses the results of Section III to analyse
convergence of two MPC formulations. The first assumes a
control policy that is an affine function of the disturbance
input [14], [16]. For this approach, convergence to a minimal
RPI set was analysed in [17] by redefining the cost function
and control policy. The second formulation considers an affine
disturbance feedback law with a different structure (striped and
extending across an infinite prediction horizon), for which the
gains are computed offline [18]. The proof of convergence for
this second formulation is provided here for the first time.
For both strategies we consider a dynamic system given by
xk+1 = Axk +Buk +Dwk, (12)
where A,B,D are matrices of conformal dimensions, and
(A,B) is stabilizable. It is assumed that a measurement of
the current state, xk , is available at time k, but current and
future values of wk are unknown. The disturbance sequence
{w0, w1, . . .} is i.i.d. with E{wk} = 0, and the PDF of w
is supported in W, a bounded set containing the origin in its
interior. These assumptions are included in [16], [18]; here we
assume in addition that P{‖w‖ ≤ λ} > 0 for all λ > 0.
A. Affine in the disturbance stochastic MPC
In [16] the predicted control policy is an affine function of
future disturbances. The expected value of a quadratic cost is
minimized online subject to the condition that state and control
constraints hold for all future realisations of disturbance inputs.
The state and control constraints take the form
(xk, uk) ∈ Z (13)
for all k ∈ N, where Z ⊆ Rn×Rnu is a convex and compact
set containing the origin in its interior.
The control input is determined at each discrete time instant
by solving a stochastic optimal control problem. To avoid the
computational load of optimizing an arbitrary feedback policy,
predicted control inputs are parameterized for i ∈ NN−1 as
ui|k = vi|k +
i−1∑
j=0
Mi,j|kwj|k, (14)
where the open-loop control sequence vk = {vi|k, i ∈ NN−1}
and feedback gains Mk = {Mi,j|k, j ∈ Ni−1, i ∈ N[1,N−1]}
are decision variables at time k. For all i ≥ N , predicted
control inputs are defined by ui|k = Kxi|k, where A + BK
is Schur stable. The predicted cost at time k is defined as
J(xk,vk,Mk) = E
{
x⊤i|kPxi|k+
N−1∑
i=0
(x⊤i|kQxi|k+u
⊤
i|kRui|k)
}
5whereQ  0,R ≻ 0, (A,Q1/2) is detectable, and P ≻ 0 is the
solution of the algebraic Riccati equation P = Q+A⊤PA−
K⊤(R+B⊤PB)K , K = −(R+B⊤PB)−1B⊤PA [16]. A
terminal constraint, xN |k ∈ Xf , is included in the optimal
control problem, where Xf is an RPI set for the system (12)
with control law uk = Kxk and constraints (xk,Kxk) ∈ Z.
The optimal control problem solved at the kth instant is
P1 : min
vk,Mk
J(xk,vk,Mk) s.t. ∀wi|k ∈W, ∀i ∈ NN−1
ui|k = vi|k +
i−1∑
j=0
Mi,j|kwj|k
(xi|k, ui|k) ∈ Z
xi+1|k = Axi|k +Bui|k +Dwi|k
xN |k ∈ Xf
x0|k = xk
For polytopic Z andXf , this problem is a convex QP or SOCP
if W is polytopic or ellipsoidal, respectively. For all xk ∈ X,
where X is the set of feasible states for P1, a receding control
law is defined uk = v
∗
0|k(xk), where (·)
∗ denotes an optimal
solution of P1. For all x0 ∈ X, the closed-loop system
xk+1 = Axk +Bv
∗
0|k(xk) +Dwk, (15)
satisfies xk ∈ X for all k ∈ N [16]. It is also shown in [16]
that the origin is ISS under this receding horizon control law.
Proposition 12. Assumptions 1-5 hold for the system (15) and
terminal region Xf with Φ = A+BK and Ω = Xf .
Proof: Assumptions 1 and 2 hold due to the definition
of Z and the assumptions on wk below (12), respectively.
Assumptions 3 and 5 hold because Xf ⊆ X is RPI for (12)
under uk = Kxk, and since P and K satisfy P − Φ
⊤PΦ =
Q + K⊤RK so that the solution of P1 is v
∗
0|k(xk) = Kxk
for all xk ∈ Xf . Assumption 4 holds because J
∗(xk)−J
∗(0)
is an ISS-Lyapunov function for (15), where J∗(xk) is the
optimal value of the cost in P1 [16].
Proposition 12 implies almost sure convergence to the mini-
mal RPI set in (9) and ensures bounds on average performance.
Corollary 13. For all x0 ∈ X, the closed-loop system (15)
satisfies (10) and (11) with S = Q+K⊤RK .
Proof: This is a direct consequence of Corollary 10 and
Theorem 11 since Assumptions 1-5 hold.
Remark 14. A similar convergence result was obtained in [17]
by redefining the cost and the control policy of [16]. However,
the results presented here require only the mild assumption that
small disturbances have non-zero probability.
B. Striped affine in the disturbance stochastic MPC
The predicted control policy of [18] is again an affine
function of future disturbance inputs. However, there are
several differences with the formulation of Section IV-A:
(i) a state feedback law with fixed gain is included in the
predicted control policy; (ii) disturbance feedback gains are
computed offline in order to reduce online computation; (iii)
the disturbance feedback has a striped structure that extends
over an infinite horizon. A consequence of (ii) is that state
and control constraints can be enforced robustly by means of
constraint tightening parameters computed offline, while (iii)
has the effect of relaxing terminal constraints [18].
Probabilistic constraints are defined for all k ∈ N by
P{f⊤xk+1 + g
⊤uk ≤ 1} ≥ p, (16)
with f ∈ Rn, g ∈ Rnu , p ∈ (0, 1]. Multiple chance constraints
can be handled as the intersection of constraints of this form.
We also assume hard state and input constraints, for all k ∈ N,
(xk, uk) ∈ Z,
where Z is a convex compact polyhedron containing the origin
in its interior. The predicted control policy has the structure
ui|k =Kxi|k + ci|k +
i−1∑
j=1
Ljwi−j|k, i ∈ NN−1
ui|k =Kxi|k +
N−1∑
j=1
Ljwi−j|k, i ≥ N
(17)
where ck = {ci|k, ∈ NN−1} are decision variables at time
k and K is satisfies the algebraic Riccati equation P = Q +
A⊤PA−K⊤(R+B⊤PB)K ,K = −(R+B⊤PB)−1B⊤PA.
The disturbance feedback gains Lj , j ∈ {1, . . . , N − 1},
are computed offline so as to minimize a set of constraint
tightening parameters that bound the effects of disturbances
on constraints (we refer the reader to [18] for details). The
cost function is given by
J(xk, ck) = E
{ ∞∑
i=0
(x⊤i|kQxi|k + u
⊤
i|kRui|k − Lss)
}
, (18)
where Q,R ≻ 0 and Lss = limk→∞ E(x
⊤
i|kQxi|k+u
⊤
i|kRui|k)
can be computed using the predicted control law for i ≥ N
and the second moments of the disturbance input.
The optimal control problem solved at the kth instant is
P2 : min
ck
J(xk, ck) s.t. ∀wi|k ∈W, ∀i ∈ NN+N2−1
ui|k = ci|k +Kxi|k +
i−1∑
j=1
Ljwi−j|k
P{f⊤xi+1|k + g
⊤ui|k ≤ 1} ≥ p
(xi|k, ui|k) ∈ Z
xi+1|k = Axi|k +Bui|k +Dwi|k
x0|k = xk
where N2 is large enough to ensure that (xi|k, ui|k) ∈ Z and
P{f⊤xi+1|k + g
⊤ui|k ≤ 1} ≥ p hold for all i ≥ N . The
solution c∗k(xk) defines the MPC law uk = c
∗
0|k(xk) +Kxk.
The closed loop dynamics are given, for Φ = A+BK , by
xk+1 = Φxk +Bc
∗
0|k(xk) +Dwk, (19)
and the set of states for which P2 is feasible, denoted by X,
is robustly invariant under the closed-loop dynamics [18].
Asymptotically optimal performance is obtained if uk con-
verges to the unconstrained optimal control law uk = Kxk.
6However, the bound limk→∞ E
{
x⊤k Qxk + u
⊤
k Ruk
}
≤ Lss is
derived in [18, Thm 4.3], where Lss = lss +E{w
⊤Pww} for
Pw  0, and lss = limk→∞ E{w
⊤D⊤PDw} is the asymp-
totic value of E
{
x⊤k Qxk+u
⊤
k Ruk
}
for (12) with uk = Kxk.
Thus, although [18] provides an asymptotic bound on closed-
loop performance, this bound does not ensure convergence to
the unconstrained optimal control law since Lss ≥ lss.
It can be shown (e.g. [18, Thm. 4.2]) that the solution of P2
is unchanged if the objective function J(xk, ck) is replaced by
V (xk, ck) = x
⊤
k Pxk + c
⊤
k Pcck (20)
where Pc = I⊗ (R+B
⊤PB) ≻ 0. Thus the optimal solution
is c∗k(xk) = 0 whenever the constraints of P2 are inactive,
and in particular c∗k(0) = 0. To ensure existence of a terminal
regime for (19) with linear dynamics, we make the following
assumption about the set Xuc = {x ∈ X : c
∗
0|k(x) = 0}.
Assumption 6. The minimal RPI set (9) satisfies X∞ ⊆ Xuc.
It was proved in [18] that Assumption 6 guarantees the ex-
istence of an invariant set Xinv , such thatX∞ ⊆ Xinv ⊆ Xuc
and that if the state reachesXinv , then it necessarily converges
to X∞. No guarantee is given in [18] that the state will reach
X∞, but we can now apply the results of Sections II and III
to the control policy of [18].
Theorem 15. Let V ∗(xk) = V
(
xk, c
∗
k(xk)
)
, then V ∗(·) is an
ISS-Lyapunov function, and the origin is ISS for system (19).
Proof: First note that P2 is a convex QP since P, Pc ≻ 0.
Therefore V ∗(·) is strictly convex and continuous [19, Thm. 4]
and it follows that V ∗(·) is Lipschitz continuous on the
bounded set X and (4a) holds since V ∗(·) is positive defi-
nite. Next, let f(xk, wk) = Φxk + Bc
∗
0|k(xk) + Dwk, then
from (19), (20) and P − Φ⊤PΦ = Q + K⊤RK we have
V (f(xk, 0)) − V (xk) ≤ −(x
⊤
k Qxk + u
⊤
k Ruk), so that (4b)
holds. The result then follows from Lemma 4.
Proposition 16. Assumptions 1-5 hold for the system (19) with
terminal region X∞ if Assumption 6 holds.
Proof: Assumptions 1 and 2 hold due to the definition
of Z and the assumptions on wk below (12), respectively.
Assumptions 3 and 5 hold since X∞ is RPI and because
c
∗
k(xk) = 0 for all xk ∈ X∞ under Assumption 6. Assump-
tion 4 holds by Theorem 15.
This allows us to conclude the main convergence results for
the state and the average performance.
Corollary 17. For all x0 ∈ X, the closed loop system (19)
satisfies (10) and (11) with S = Q+K⊤RK
Proof: The bounds in (10) and (11) follow from Corol-
lary 10 and Theorem 11 since Assumptions 2-5 hold.
V. CONCLUSIONS
This paper extends and generalizes methods for analysing
the convergence of stochastic MPC laws. We define a set of
conditions on stochastic additive disturbances (Assumption 2);
on the existence of an invariant set (Assumption 3) and an
ISS-Lyapunov function (Assumption 4) for the closed loop
system; and on linearity of the closed loop dynamics within
the terminal region (Assumption 5). We show that a nonlinear
stochastic system satisfying these conditions converges almost
surely to a terminal set, and that its asymptotic average
performance is bounded by the performance that is obtained
within the terminal regime. The results are obtained using the
ISS property of the system, but the limits directly implied by
the ISS Lyapunov inequality would yield worse asymptotic
bounds. These conditions are commonly met by stochastic
MPC strategies, and we illustrate the use of the convergence
analysis by applying it to two existing formulations of stochas-
tic MPC. In both applications the approach either allows for
a relaxation of assumptions or provides improved bounds on
state and controller convergence and performance.
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