Abstract. We consider decoupling inequalities for random variables taking values in a Banach space X. We restrict the class of distributions that appear as conditional distributions while decoupling and show that each adapted process can be approximated by a Haar type expansion in which only the same conditional distributions appear. Moreover, we show that in our framework a progressive enlargement of the underlying filtration does not effect the decoupling properties (e.g., the constants involved). As special case we deal with one-sided moment inequalities when decoupling dyadic (i.e., Paley-Walsh) martingales. We establish the decoupling constant in ℓ ∞ K . As an example of an application, we demonstrate that Burkholder-Davis-Gundy type inequalities for stochastic integrals of X-valued processes can be obtained from decoupling inequalities for X-valued dyadic martingales.
Introduction
The UMD-property is crucial in harmonic and stochastic analysis in Banach spaces, see e.g. [15, 16] . A Banach space X is said to satisfy the UMD-property if there exists a constant c (1) ≥ 1 such that for every martingale difference sequence (d n )
N n=1
with values in X one has that
for all signs θ n ∈ {−1, 1}, i.e., one has Unconditional Martingale Differences.
Here we vary over all stochastic bases (Ω, F , P, (F n ) N n=0 ) and martingale difference . Combining this observation with an approximation argument of Maurey [26] , where a martingale difference sequence is approximated by a blocked sequence of Haar functions, one obtains: In order to verify the UMD-property of the Banach space X, it is sufficient to consider X-valued Haar-or dyadic martingales (a martingale is dyadic if it is adapted to a dyadic filtration, dyadic martingales are also known as Paley-Walsh martingales).
On the other hand, McConnell [27] proved that the UMD property is equivalent to the existence of a constant c (2) Note that the first and the second inequality in (2) are of identical type. This is no longer true if one imposes the additional condition that (e n ) n∈N is the decoupled tangent sequence of (d n ) n∈N . In this case we refer to first inequality in (2) as an upper decoupling inequality, and we refer to the second inequality as a lower decoupling inequality. Analogously, the first and second inequality in (1) are of the same type, and this is no longer the case if one replaces the (deterministic) (θ n ) n∈N in (1) by a (random) Rademacher sequence (r n ) n∈N : then one obtains the upperand lower randomized UMD inequalities studied in [10] . Examples of spaces that satisfy upper decoupling inequalities but do not have the UMD property are L The notions of tangent and decoupled sequences (see Definition 2.6 below) were introduced by Kwapień and Woyczyński in [22, 23] , where also applications can be found. The decoupled tangent sequence (e n ) N n=1 of a sequence (d n ) n∈N (adapted to a filtration (F n ) n∈N ) is unique in distribution and replaces parts of the dependence structure of (d n ) N n=1 by a sequence of conditionally independent random variables. Although the definition of decoupling might not be explicit, there are canonical representations of a decoupled tangent sequence, see Kwapień and Woyczyński [23] and Montgomery-Smith [28] .
There are various applications for decoupling in the literature. The proofs of Burkholder [3] and Bourgain [1] of the equivalence of the UMD-property of a Banach space X and the continuity of the X-valued Hilbert transform use decoupling arguments. For certain applications only one-sided inequalities are needed. For example, one-sided decoupling inequalities for martingales and the type-or cotype property imply martingale type or martingale cotype, respectively, and therefore by Pisier [31] an equivalent re-norming of the Banach space with a norm having a certain modulus of continuity or convexity, respectively. A classical case of decoupling, studied on its own, concerns randomly stopped sums of independent random variables, see for example the results of Klass [20, 21] . Another application for decoupling is stochastic integration. For example, to get sufficient conditions for the existence of stochastic integrals, only the upper decoupling is needed. A starting point for this was [23, Section 6] where the existence of decoupled tangent processes for left quasi-continuous processes in the Skorohod space is studied. Finally, Kallenberg [19] proved the existence of decoupled tangent semi-martingales and two-sided decoupling inequalities, and considered applications to multiple stochastic integrals.
Let us come back to the relation between (1) and (2) . By the above reduction of the UMD-property to Haar-or dyadic martingales the equivalence of (2) to the UMDproperty remains true if we require that (e n ) N n=1 is a decoupled tangent sequence of (d n ) N n=1 . However, when attempting to pass from UMD-transforms to upper (or lower) decoupling inequalities in (2) we encounter the following problems: (P1) Blocking arguments do not work as expected: If in the above notation (e n ) N n=1 is a decoupled tangent sequence of (d n ) (P2) As mentioned above, the consideration of Haar martingales in its natural filtration are sufficient to decide whether a Banach space is a UMD-space. On the other hand, it is unknown whether, for example, upper decoupling inequalities for dyadic martingales in (2) imply upper decoupling for all martingales, see Section 9. Regarding the filtration it was, for example, not clear whether upper decoupling inequalities for X-valued stochastic integrals with respect to a scalar Brownian motion (W (t)) t≥0 in its natural filtration imply upper decoupling inequalities under a progressive enlargement of the filtration such that (W (t)) t≥0 remains a Brownian motion in this filtration. The aim of this article is to contribute to these problems as follows: Section 3: Theorem 3.1 provides a factorization of a random variable along regular conditional probabilities. With this result we contribute to the results of Montgomery-Smith [28] (see also Kallenberg [18, Lemma 3.22] ). This result is the key to approximate our adapted processes in terms of Haar-like series. Section 4: The main result of Section 4 is Theorem 4.4 with the following corollary (the definition of P p-ext and A p (Ω, F; X, P p-ext ) is discussed below): Theorem 1. Let X, Y, Z be Banach spaces, where X is separable, let S ∈ L(X, Y ) and T ∈ L(X, Z), and let p ∈ (0, ∞). Assume Ψ λ , Ψ : [0, ∞) → [0, ∞), where ∆ is a non-empty index-set, such that sup ξ∈(0,∞)
(1 + |ξ|) −p Ψ λ (ξ) < ∞ and sup ξ∈(0,∞)
(1 + |ξ|) −p Ψ(ξ) < ∞, and such that the Ψ λ are lower semi-continuous and Ψ is upper semi-continuous. Let P be a set of Borel probability measures on X such that X x p µ(dx) < ∞ for all µ ∈ P and such that δ 0 ∈ P. Then the following assertions are equivalent:
(1) For every stochastic basis (Ω, F , P, F) and finitely supported 1 (d n ) ∞ n=1 ∈ A p (Ω, F; X, P p-ext ) it holds that
whenever (e n ) n∈N is an F-decoupled tangent sequence of (d n ) n∈N . (2) For every sequence of independent random variables (ϕ n ) N n=1 ⊂ L p (P; X) satisfying L(ϕ n ) ∈ P, and every A 0 ∈ {∅, Ω}, A n ∈ σ(ϕ 1 , . . . , ϕ n ), n ∈ {1, . . . , N }, it holds that 
where (ϕ
is an independent copy of (ϕ n ) N n=1 .
In Theorem 1 we use Definition 4.2, where we extend the set P to P p-ext ⊇ P with P p-ext := µ ∈ P p (X) : ∀j ∈ N ∃ K j ∈ N and µ j,1 , . . . , µ j,Kj ∈ P such that µ j,1 * · · · * µ j,Kj
We extend the class of random variables, the admissible tangent distributions, and allow every progressive enlargement of the natural filtration of ϕ = (ϕ n ) N n=1 . We avoid the straight blocking argument as in the case of UMD-transform, but still get a counterpart to the Haar martingales in (4). Regarding problem (P2) we show that in (3) and (4) the same class of conditional distributions can be taken. Regarding the enlargement of filtration we obtain the positive result as desired. Common settings in Theorem 1 are the following:
Section 5: Theorem 5.1 provides a characterization of the measures P Rad p-ext where
We study upper decoupling inequalities for dyadic martingales and equivalent properties. More specifically, given p ∈ (0, ∞) and a bounded and linear operator T : X → Y between Banach spaces X and Y , where X is separable, we let D p (T ) := inf c, where the infimum is taken over all c
for all N ≥ 2, for all v 0 ∈ X and v n := h n (r 1 , . . . , r n ) with h n : {−1, 1} n → X, n ∈ {1, . . . , N −1}, where (r n ) N n=1 is a Rademacher sequence (the r n are independent and take the values −1 and 1 with probability 1/2) and (r
is an independent copy of (r n ) N n=1 . Using Theorem 1 we prove the following (see Theorem 6.6 below): Theorem 2. For a separable Banach space X and p, q ∈ (0, ∞) the following assertions are equivalent:
(
There exists a c ∈ (0, ∞) such that for every stochastic basis (Ω, F , P, F = (F t ) t∈[0,∞) ), every F-Brownian motion W = (W (t)) t∈[0,∞) and every simple F-predictable X-valued process (H(t)) t∈[0,∞) it holds that
with the square function S(H)(
The relation between decoupling and stochastic integration has already been studied in e.g. [5, 9, 36] . Our contribution is that we take dyadic decoupling as a starting point and allow a progressive enlargement of the filtration in (1) ⇒ (2). Therefore, our result is an extension of both [5] and [9] : in [5] assertion (2) was proved under the (so far more restrictive) assumption that one has a general upper decoupling. On the other hand, it seems that the argument provided by Garling [9] requires the integrands to be adapted with respect to the filtration generated by the Brownian motion they are integrated against. Section 7: Here we discuss the behavior of the upper decoupling constant for dyadic martingales in the space ℓ ∞ K and prove the following result: Theorem 3. For the diagonal operator 
In Section 9 we compare the decoupling constants in our results to related decoupling constants and state some open problems. Appendix A contains the proof of Theorem 4.4. For the reader's convenience, Appendix B contains a classical extrapolation result, Proposition B.1, which is provided in the exact form that it is needed in Section 6.
Preliminaries
2.1. Some general notation. We let N = {1, 2, . . .} and N 0 = {0, 1, 2, . . .}. For a vector space V and B ⊆ V we set −B := {x ∈ V : − x ∈ B}. Given a non-empty set Ω, we let 2 Ω denote the system of all subsets of Ω and use A△B := (A\ B)∪(B \ A) for A, B ∈ 2 Ω . A system of pair-wise disjoint subsets (A i ) i∈I of Ω is a partition of Ω, where I is an arbitrary index-set and
If V is a Banach space and (M, d) a metric space, then C(M ; V ) is the space of continuous maps from M to V , and C b (M ; V ) the subspace of bounded continuous maps from M to V .
Banach space valued random variables: Throughout this paper we let X be a separable Banach space (not identically to {0} to avoid pathologies) and equip X with the Borel σ-algebra B(X) generated by the norm-open sets. For x ∈ X and ε > 0, the corresponding open balls are given by B x,ε := {y ∈ X : x − y X < ε}. For B ∈ B(X) we letB denote the closure of B (with respect to · X ), we let B o denote the largest open set contained in B, and we let ∂B denote the set B \B o . Given a probability space (Ω, F , P) and a measurable space (S, Σ), an F /Σ-measurable mapping ξ : Ω → S is called an S-valued random variable. Therefore an X-valued random variable is an F /B(X)-measurable mapping. For a random variable ξ : Ω → S the law of ξ is given by L(ξ)(A) := P(ξ ∈ A) for A ∈ Σ. If ξ i are S-valued random variables on probability spaces (Ω i ,
Lebesgue spaces: For X a separable Banach space and (S, Σ) a measurable space, we define L 0 ((S, Σ); X) to be the space of Σ/B(X)-measurable mappings from S to X. If (S, Σ) is equipped with a σ-finite measure µ and p ∈ (0, ∞), then we define
If there is no risk of confusion we write for example L p (µ; X) or L p (Σ; X) as shorthand notation for L p ((S, Σ, µ); X), and we set L p ((S, Σ, µ)) := L p ((S, Σ, µ); R).
Probability measures on Banach spaces:
(1) By P(X) we denote the set of all probability measures on (X, B(X)) and for p ∈ (0, ∞) we let
(2) Given an index set I = ∅, a family (
Accordingly, a family of X-valued random variables (ξ i ) i∈I is uniformly
(3) For µ ∈ P(X) and µ n ∈ P(X), n ∈ N, we write µ n w * → µ as n → ∞ if µ n converges weakly to µ, i.e. if lim n→∞ X f (x) dµ n (x) = X f (x) dµ(x) for all f ∈ C b (X; R). Moreover, for a sequence of X-valued random variables (ξ n ) n∈N and an X-valued random variable ξ (possibly defined on different probability spaces) we write ξ n
One main aspect of this article will be to work with a non-empty subset P ⊆ P(X) instead of with the full set of measures P(X) (see Theorem 4.4 below). Here we will mostly assume that δ 0 ∈ P with δ 0 (B) = 1 {0∈B} being the Dirac measure at 0 ∈ X. This is done to consider finitely supported sequences of X-valued random variables (d n ) n∈N in a convenient way, but sometimes also for convenience within the proofs.
We shall frequently use the following well-known result, which relates L p -uniform integrability and convergence of moments: Lemma 2.1. Let p ∈ (0, ∞), let X be a separable Banach space, and let µ, (µ n ) n∈N be a sequence in P p (X) such that µ n w * → µ. Then the following are equivalent:
Proof. Apply e.g. [18, Lemma 4.11 (in (5) lim sup can be replaced by sup)] to the random variables ξ, ξ 1 , ξ 2 , . . . where ξ = ζ p X and ξ n = ζ n p X , and where L(ζ) = µ and L(ζ n ) = µ n .
Stochastic basis:
We use the notion of a stochastic basis (Ω, F , P, F), which is a probability space (Ω, F , P) equipped with a filtration F = (F n ) n∈N0 , F 0 ⊆ F 1 ⊆ · · · ⊆ F , and where we set F ∞ := σ n∈N0 F n . For measurable spaces (Ω, F ) and (S, S), and ξ = (ξ n ) n∈N a sequence of S-valued random variables on (Ω, F ), we let F ξ = (F ξ n ) n∈N0 denote the natural filtration generated by ξ, i.e. F ξ 0 := {∅, Ω} and F ξ n := σ(ξ 1 , . . . , ξ n ) for n ∈ N, and F ξ ∞ := σ(ξ n : n ∈ N).
Convention:
If there is no risk of confusion, given an index set I = ∅ and a family (a i ) i∈I of random variables or elements of some Banach space, we say that this family is finitely supported if only finitely many of the a i are not zero.
Stochastic kernels.
We provide some details for regular versions of conditional probabilities we shall use later. Definition 2.2. Let X be a separable Banach space. Given a measurable space (S, Σ), a map κ : S → P(X) is called a kernel if it is Σ/B(P(X))-measurable, where B(P(X)) := σ ({{µ ∈ P(X) : µ(A) ∈ B} : A ∈ B(X), B ∈ B(R)}) .
The following lemma is used later: Lemma 2.3. Let X be a separable Banach space, then B(P(X)) is countably generated.
Proof. As X is separable, there exists a countable π-system Π ⊆ B(X) that generates B(X). Indeed, for a dense and countable subset D ⊆ X we may choose as π-system
Define the countable system S ⊆ B(P(X)) by
One may check that A is a Dynkin system containing Π, whence the π-λ-Theorem implies σ(Π) ⊆ A ⊆ B(X) and thus A = σ(Π) = B(X). (ii) Let the space (S, Σ) be equipped with a probability measure P and let Π ⊆ B(X) be a countable π-system that generates B(X) (see the proof of Lemma 2.3). For two kernels κ, κ ′ : S → P(X) the following assertions are equivalent:
We need the existence of kernels describing conditional probabilities:
. Let X be a separable Banach space, (Ω, F , P) a probability space, G ⊆ F a sub-σ-algebra, and let ξ : Ω → X be a random variable. Then there is a G/B(P(X))-measurable kernel κ : Ω → P(X) satisfying
for all B ∈ B(X). If κ ′ : Ω → P(X) is another kernel with this property, then κ ′ = κ a.s.
We refer to κ as a regular version of P(ξ ∈ · | G).
2.3.
Decoupling. We briefly recall the concept of decoupled tangent sequences as introduced by Kwapień and Woyczyński in [23] . For more details we refer to [7, 24] and the references therein.
Definition 2.6. Let X be a separable Banach space, let (Ω, F , P, (F n ) n∈N0 ) be a stochastic basis, and let (d n ) n∈N be an (F n ) n∈N -adapted sequence of X-valued random variables on (Ω, F , P). A sequence of X-valued and (F n ) n∈N -adapted random variables (e n ) n∈N on (Ω, F , P) is called an (F n ) n∈N0 -decoupled tangent sequence of (d n ) n∈N provided there exists a σ-algebra H ⊆ F satisfying σ((d n ) n∈N ) ⊆ H such that the following two conditions are satisfied: (i) Tangency: For all n ∈ N and all B ∈ B(X) one has
(ii) Conditional independence: For all N ∈ N and B 1 , . . . , B N ∈ B(X) one has
A construction of a decoupled tangent sequence is presented in [24, Section 4.3] .
Example 2.7. Let (Ω, F , P, (F n ) n∈N0 ) be a stochastic basis, (ϕ n ) n∈N and (ϕ ′ n ) n∈N two independent and identically distributed sequences of independent, R-valued random variables such that ϕ n and ϕ ′ n are F n -measurable and independent of F n−1 for all n ∈ N, and let (v n ) n∈N0 be an (F n ) n∈N0 -adapted sequence of X-valued random variables independent of (ϕ
decoupled tangent sequence of (ϕ n v n−1 ) n∈N , where one may take
Similarly, (ϕ n ) n∈N and (ϕ ′ n ) n∈N could be X-valued random variables and (v n ) n∈N0 R-valued.
A factorization for regular conditional probabilities
By Theorem 3.1 below we contribute to the results obtained in Kallenberg [18, Lemma 3.22] ) and Montgomery-Smith [28] . Our contribution is that we provide a factorization in the strong sense, not a representation in the distributional context. Theorem 3.1 is used to prove Proposition A.8 below, but might be of independent interest. Also the usage in the proof of Proposition A.8 yields to a refined argument for the existence of a decoupled tangent sequence, so that it contributes to [23] (cf.
[7, Proposition 6.1.5]) as well. 
In other words, H is the point-wise limit ofF
We now prove that the law of H n is given by the Lebesgue measure
. Using this and Fubini's theorem we obtain
This proves that H n is uniformly-[0, 1] distributed and independent of G ⊗{∅, (0, 1]} for all n ∈ N. This completes the proof of (i), as H is the point-wise limit of (H n ) n∈N . (Use e.g. that R-valued random variables ξ 1 , ξ 2 are independent if and only if for every two bounded continuous functions f, g ∈ C(R) it holds that
(iii): It follows from (7) and the definition of H that we have, for all x ∈ [0, 1], that
can be written as B x × (0, 1] ome B x ∈ F and that we have that
On the other hand from the fact that the image measure of the map (ω, s) → (ω, H(ω, s)) as map a map from Ω into Ω × [0, 1] equals P ⊗ λ we obtain, for all
, where λ is the Lebesgue measure on B((0, 1]). Then there exist random variables
Proof. This is an immediate consequence of Theorem 3.1 and the fact that that X is Borel-isomorphic to [0, 1), see e.g. [8, Theorem 13.1.1].
Reduction of general decoupling
To formulate our main result we introduce two basic concepts: In Definition 4.1 we introduce a set of admissible adapted processes characterized by an assumption on the regular versions of the -in a sense -predictable projections, and in Definition 4.2 we introduce an extension of a given set of probability measures that is natural in our context.
with the property that for all n ∈ N there exists an Ω n−1 ∈ F satisfying P(Ω n−1 ) = 1 and κ n−1 [ω, ·] ∈ P for all ω ∈ Ω n−1 , where κ n−1 is a regular version of P(d n ∈ · | F n−1 ). Definition 4.2. For a separable Banach space X, p ∈ (0, ∞) and ∅ = P ⊆ P p (X) we let
The following Lemma 4.3 reveals some basic properties of P p-ext . To this end, for p ∈ (0, ∞) we introduce on P p (X) ⊆ P(X) the metric
where d 0 is a fixed metric on P(X) that metricizes the w * -convergence, see for example [29, Theorem II.6.2] .
Proof. The assertion follows from Lemma C.1 given the convolution is continuous with respect to d p . To verify this, we let µ, ν, µ n , ν n ∈ P p (X), n ∈ N, such that
we get that µ n * ν n is uniformly L p -integrable and use Lemma 2.1 to obtain the convergence of the p-th moments. Now we formulate the main result of this section, i.e., Theorem 4.4 below. The proof of this theorem can be found in Appendix A.
Theorem 4.4. Let X be a separable Banach space, let Φ ∈ C(X × X; R) be such that there exist constants C, p ∈ (0, ∞) for which it holds that
for all (x, y) ∈ X × X, and let P ⊆ P p (X) with δ 0 ∈ P. Then the following assertions are equivalent:
(i) For every stochastic basis (Ω, F , P, F) with F = (F n ) n∈N0 and every finitely supported
provided that (e n ) n∈N is an F-decoupled tangent sequence of (d n ) n∈N . (ii) For every probability space (Ω, F , P), every finitely supported sequence of independent random variables ϕ = (ϕ n ) n∈N in L p (P; X) satisfying L(ϕ n ) ∈ P for all n ∈ N, and every A n ∈ F ϕ n , n ∈ N 0 , it holds that
where (ϕ ′ n ) n∈N is an independent copy of (ϕ n ) n∈N .
2 Recall that this means that there is an N ∈ N with dn ≡ 0 for n > N . 
In particular, the implication (i) ⇒ (ii) is obvious by Example 2.7.
Theorem 4.4 can be extended to more general Φ. This is done by exploiting the following observation that is an immediate consequence of Theorem 4.4: Corollary 4.6. Let X be a separable Banach space and let Φ λ ∈ C(X × X; R), λ ∈ ∆, for an arbitrary non-empty index-set ∆. Suppose that there exist a p ∈ (0, ∞) and constants C λ ∈ (0, ∞), λ ∈ ∆, such that
for all (x, y) ∈ X × X, and let P ⊆ P p (X) with δ 0 ∈ P. Then assertions (i) and (ii) of Theorem 4.4 remain equivalent when inequalities (9) and (10) are replaced by
respectively.
This corollary allows us to prove Theorem 1 from Section 1:
Proof of Theorem 1. The statement for general ∆ follows from the case ∆ = {λ 0 } so that we may assume this case and let Ψ := Ψ λ0 . By the lower-and upper semi-continuity we can find continuous
Let us list some common choices of P in the setting of decoupling inequalities. To do so, we exploit the following lemma: Lemma 4.7. Let C, p ∈ (0, ∞), let X be a separable Banach space, let (Ω, F , P) be a probability space, and let Φ ∈ C(X; R) be such that
Proof. It follows from the uniform L p -integrability of (ξ n ) n∈N and estimate (11) that (Φ(ξ n )) n∈N is uniformly L 1 -integrable. Moreover, note that Φ(ξ n ) w * → Φ(ξ) as n → ∞, so that we may apply Lemma 2.1 for p = 1.
, implies the assumptions of Lemma 4.7 (see [18, Lemma 4.7] ).
Example 4.8 (Adapted processes). If p ∈ (0, ∞) and P = P p (X), then P p-ext = P by Lemma 4.7 and the space A p (Ω, F; X, P) consists of all (
and P consists of all mean zero measures in P p (X), then P p-ext = P by Lemma 4.7 (one can test with Φ(x) := x, a , where a ∈ X ′ and X ′ is the norm-dual) and
Example 4.10 (Conditionally symmetric adapted processes). Suppose p ∈ (0, ∞) and P consists of all symmetric measures in P p (X). As a measure µ ∈ P(X) is symmetric if and only if for all
p (P; X) and d n is F n−1 -conditionally symmetric for all n ∈ N, i.e., for all n ∈ N and all B ∈ B(X) it holds that
Example 4.11 (One dimensional laws). If p ∈ (0, ∞), ∅ = P 0 ⊆ P p (R), and
then an X-valued random variable ϕ satisfies L(ϕ) ∈ P if and only if there exists an x ∈ X and a R-valued random variable ϕ 0 such that ϕ = xϕ 0 and L(ϕ 0 ) ∈ P 0 . Moreover, A p (Ω, F; X, P) contains all sequences of the form (ϕ n v n−1 ) n∈N where (ϕ n ) n∈N is an (F n ) n∈N -adapted sequence of R-valued random variables such that ϕ n is independent of F n−1 and L(ϕ n ) ∈ P 0 , and v n−1 ∈ L p (F n−1 ; X) for all n ∈ N. Finally, it holds that
For a discussion of the case that P 0 = { 1 2 (δ −1 + δ 1 )} and X = R we refer to the next section.
Characterization of P p-ext for Rademacher sums
Given p ∈ (0, ∞) and a non-empty P ⊂ P p (X), there does not seem to be a simple characterization of P p-ext as defined in Definition 4.2. However, Theorem 5.1 below deals with this question in the specific case that X = R and P = P Rad := {
Recall that a Rademacher sequence is a sequence of independent, identically distributed random variables (r n ) n∈N satisfying L(r 1 ) =
-ext for all p ∈ (0, ∞) and for every µ ∈ P Rad 2-ext there exist σ ∈ [0, ∞) and (a n ) n∈N ∈ ℓ 2 such that µ = L(σγ + ∞ n=1 a n r n ), where γ is a standard Gaussian random variable and (r n ) n∈N is a Rademacher sequence independent of γ.
Proof. Let p ∈ (0, ∞) and let µ ∈ P Rad p-ext , and let (r n ) n∈N be a Rademacher sequence. Then for k ∈ N there exist finitely supported a k = (a k,n ) n∈N ∈ ℓ 2 such that a k,n ≥ 0 and, if we define
(a) It follows from the Kahane-Khintchine inequalities that (ψ k ) k∈N is uniformly L q -integrable for all q ∈ (0, ∞), from which we can conclude that P
for all p, q ∈ (0, ∞) and that sup k∈N E|ψ k | 2 < ∞. As the law of ψ k is invariant with respect to permutations of the underlying Rademacher sequence we assume that
As (a j,1 ) j∈N is bounded it contains a convergent sub-sequence (a j 1 i ,1 ) i∈N with limit a 0,1 . Because (a j 1 i ,2 ) i∈N is bounded as well, there is a convergent sub-sequence (a j 2 i ,2 ) i∈N with limit a 0,2 . Continuing, we extract from (a j
Moreover, by Fatou's lemma we have a 0 ℓ 2 ≤ c and therefore sup m∈N a km −a 0 ℓ 2 ≤ 2c, whence there exists a σ ∈ [0, 2c] and a sub-sequence (b j ) j∈N := (a km j ) j∈N such that m j ≥ j for all j ∈ N and lim j→∞ b j − a 0 ℓ 2 = σ. Note that by construction we have
(c) Decomposition of (ξ j ) j∈N : By construction there exists a non-decreasing sequence (N j ) j∈N in N such that lim j→∞ N j = ∞ and such that lim j→∞ Nj n=1 |a 0,n − b j,n | 2 = 0, e.g. N j := ⌊j r ⌋ for some r ∈ (0, 1). Now we decompose
The random variables η j and ζ j are independent. Moreover,
Regarding the (ζ j ) j∈N we observe that, by construction,
where we use lim j→∞ b j − a 0 ℓ 2 = σ and lim j→∞ a 0 − (b j,n 1 n≤Nj ) n∈N ℓ 2 = 0.
Adapting the Lindeberg condition [18, Theorem 5.12]) yields that ζ j w * → σγ where γ is a standard Gaussian distributed random variable. Now the assertion follows by the independence of η j and ζ j , and because of η j w * → n∈N a 0,n r n .
Remark 5.2. Let (r n ) n∈N be a Rademacher sequence and define
Then we have the following:
(i) P P Rad 2-ext as P does not contain the Gaussian law N (0, 1): let (r n ) n∈N be a Rademacher sequence and a = (a n ) n∈N ∈ ℓ 2 , and suppose ξ := ∞ n=1 a n r n ∼ N (0, 1 (ii) There are symmetric measures in P 2 (R) that do not belong to P Rad 2-ext : we take a symmetric µ ∈ P 2 (R) such that for a random variable ξ with the law µ we have P(ξ = 0) > 0, Eξ 2 = 1, and Eξ 4 = 3. The condition P(ξ = 0) > 0 implies that we can assume ξ = ∞ n=1 a n r n for a = (a n ) n∈N ∈ ℓ 2 . But now we can conclude with the argument from (i).
Dyadic decoupling and stochastic integration
In this section we consider the case of decoupling of dyadic martingales and combine our main result, i.e., Theorem 4.4 with a standard extrapolation argument to obtain a decoupling result that is useful for the theory of stochastic integration of vectorvalued stochastic processes, see Theorem 6.6 below.
Before we start we explain by the next lemma that any reasonable upper decoupling implies that the underlying Banach space X cannot contain subspaces E N of dimension N , N = 1, 2, . . ., such that the Banach-Mazur distances of E N to ℓ ∞ N are uniformly bounded in N . The lemma is an adaptation of the examples found in [10] and [37] .
Lemma 6.1. Let q ∈ [2, ∞). Then there exists a constant c q ∈ (0, ∞) such that for all N ∈ N, every sequence of independent, identically distributed R-valued random variables ϕ = (ϕ n ) N n=1 , and every sequence of independent, identically distributed mean-zero R-valued random variables
independent of ϕ and such that E(|ϕ
where we agree that v 0 (ω)(e) := e 1 . Note that (v n )
which can be exploited in the following way to obtain the second assertion of the lemma: We let A n := {|ϕ n | ≥ c}. The we get for N ≥ 2/η that
where we use that N η − 1 is less than or equal the median of the binomial distribution [17, Corollary 1] . On the other hand, for all ω ∈ Ω it holds that
which by the Burkholder-Davis-Gundy inequality (using that ϕ ′ has mean zero and is independent of ϕ) leads to the first assertion of the Lemma. 6.1. Stochastic integrals and γ-radonifying operators. Let X be a separable Banach space, let (Ω, F , P, (F t ) t∈[0,∞) ) be a stochastic basis 3 , and let W = (W t ) t≥0 be an (F t ) t∈[0,∞) -Brownian motion, i.e., a centered R-valued Gaussian process such that for all 0 ≤ s ≤ t < ∞ it holds that W t is F t -measurable, W t −W s is independent from F s , and EW s W t = s. A process H : [0, ∞) × Ω → X is called simple and predictable provided that there exists a partition 0 = t 0 < · · · < t N < ∞ and random variables v n ∈ L ∞ (F tn ; X), n ∈ {0, . . . , N − 1}, such that for all t ∈ [0, ∞) it holds that
For H : [0, ∞) × Ω → X an X-valued simple predictable process we define the stochastic integral ∞ 0 H(s)dW (s) in the usual way and we define
Note that for all ω ∈ Ω we obtain a finite rank operator u H (ω) :
where (e n ) n∈N is an orthonormal basis of L 2 ((0, ∞)) and (γ n ) n∈N is a sequence of independent standard Gaussian random variables on some probability space (Ω ′ , F ′ , P ′ ). The γ-radonifying norm is independent of the chosen orthonormal basis. For more information about the γ-radonifying norm see, for example [32, Chapter 3] or the survey article [34] . For the relevance of γ-radonifying norms to the definition of vector-valued stochastic integrals, see the definition of and results on W p (X) in Definition 6.3 and Theorem 6.6 below, or see [35] for more details.
6.2. Decoupling constants. In order to state our result, Theorem 6.6, we first recall that a random variable f ∈ L 0 ((Ω, F , P); X) is conditionally symmetric given a sub-σ-algebra G provided that P({f ∈ B} ∩ G) = P({f ∈ −B} ∩ G) for all B ∈ B(X) and G ∈ G. For future arguments it is convenient to provide an explicit representation of a probability space with a dyadic filtration, as well as an extended space on which we can explicitly define decoupled dyadic martingales:
, satisfy r n (e) = e n . Let F D := σ(r n : n ∈ N) and (F D,n ) n∈N := (F r n ) n∈N , and assume that P D is the probability measure on F D such that P D (r 1 = e 1 , . . . , r n = e n ) = 2 −n for n ∈ N and e ∈ D. Moreover, let (
be a copy of this construction. We also introduce some constants: Definition 6.3. Assume the Setting 6.2, let X be a separable Banach space, and let p ∈ (0, ∞).
for all v 0 ∈ X and v n := f n (r 1 , . . . , r n ) with f n : {−1, 1} n → X, n ∈ {1, . . . , N − 1}.
be the infimum over all c ∈ [0, ∞] such that for every stochastic basis (Ω, F , P, (F n ) n∈N ) and every finitely supported sequence such that g n is F n -measurable, but independent from F n−1 , and v n ∈ L p ((Ω, F n , P); X), n ∈ N, one has for all N ∈ N that
where (g ′ n )
N n=1 are independent standard Gaussian random variables defined on an auxiliary probability space (Ω ′ , F ′ , P ′ ).
The aim of this section is to verify the following two theorems. The relation between the constants introduced in Definition 6.3 is given by the first theorem:
Theorem 6.6. Let X be a separable Banach space and p ∈ (0, ∞).
The second theorem states that, in a sense, D p (X) is minimal for all p ∈ [2, ∞). To state this theorem we introduce the following notation (see also Example 4.11): for ν ∈ P(R) we define P(ν, X) := µ ∈ P(X) : ∃x ∈ X : µ(·) = ν {r ∈ R : rx ∈ ·} . Theorem 6.7. Let X be a separable Banach space, p ∈ [2, ∞), let µ ∈ P p (R) satisfy R rdµ(r) = 0, σ 2 := R |r| 2 dµ(r) ∈ (0, ∞), and let γ ∈ P(R) be the standard Gaussian law. Then the following holds:
(ii) If there exist q ∈ (0, p], c ∈ (0, ∞) such that for every probability space
(Ω, F , P), every finitely supported sequence of independent random variables ϕ = (ϕ n ) n∈N satisfying L(ϕ n ) ∈ P(µ, X), and every A n ∈ F ϕ n , n ∈ N 0 , it holds that
where (ϕ ′ n ) n∈N is an independent copy of (ϕ n ) n∈N , then D q (X) < ∞.
Proof. (i) Let (ξ n ) n∈N be a sequence of independent, µ-distributed random variables, and let µ n := L((σ √ n)
Moreover, it follows from e.g. [2, Theorem 5] that µ n w * → γ and that R |r| p dµ n (r) → R |r| p dγ(r). It thus follows from Lemma 2.1 that γ ∈ (P(µ, R)) p-ext and hence
(ii) Observe that γ ∈ (P(µ, R)) p-ext implies γ ∈ (P(µ, R)) q-ext for all q ∈ (0, p]. Applying Theorem 4.4 (Theorem 1) implies inequality (16) with p replaced by q and D p (X) replaced by c from inequality (17) . The part (ii) of the proof below of Theorem 6.6 gives exactly W q (X) < ∞, and applying Theorem 6.6 once more (this time directly) gives D q (X) < ∞.
For the proof of Theorem 6.6 we shall use the following lemma.
Lemma 6.8. Let (Ω, F , P) be a probability space, let X be a separable Banach space, let p ∈ (0, ∞), let G ⊆ F be a σ-algebra, and let f ∈ L p (F ; X) be G-conditionally symmetric. Then there exists a sequence of G-conditionally symmetric F -simple functions (f n ) n∈N such that lim n→∞ f − f n L p (P;X) = 0.
Proof. Let (g n ) n∈N be a sequence of σ(f )-simple functions such that lim n→∞ f − g n L p (P;X) = 0. For n ∈ N let m n ∈ N and B n,k ∈ σ(f ), x n,k ∈ X, k ∈ {1, . . . , m n }, be such that
Proof of Theorem 6.6. Part (i) is the assertion of Proposition B.1 below.
Part (ii): First we check
for all L p -integrable and F tn−1 -measurable random variables v n−1 : Ω → X where (W ′ t ) t≥0 is a Brownian motion defined on an auxiliary basis (
). Exploiting the Kahane-Khintchine inequality gives that
For H := N n=1 1 (tn−1,tn] v n−1 the result follows by the known relation
Conversely, let us assume that W p (X) < ∞. 
Part (iii) is divided into several steps:
Proof of H p (X) = |H| p (X): This is immediate as, in the notation of Definition 6.3, the sequences (r n h n ) N n=1 and (r n |h n |) N n=1 have the same distribution for all N ∈ N.
Proof of H p (X) ≤ UMD +,s p (X): This inequality follows by taking d n = h n x n , and F n = σ(h 0 , . . . , h n ), n ∈ N 0 , in the definition of UMD
We use the following standard construction. Let N ∈ {2, 3, . . .}, let ∆ N := {(n, k) : n = 0, . . . , N − 1, k = 0, . . . , 2 n − 1}, A 0,0 := D, and let
If we set h n,k := r n+1 1 A n,k for (n, k) ∈ ∆ N , then (h n,k ) (n,k)∈∆N has the same distribution as (h ℓ )
ℓ=1 . Let v 0 ∈ X and f n : {−1, 1} n → X, n ∈ {1, . . . , N − 1}, be given and let v n : D → X, n ∈ {1, . . . , N − 1} satisfy v n = f n (r 1 , . . . , r n ). Let x n,k ∈ X be the value of v n on A n,k for (n, k) ∈ ∆ N . Then one has
Next, observe that (r ′ n+1 |h n,k |) (n,k)∈∆N and (r ′ n,k |h n,k |) (n,k)∈∆N have the same distribution, where (r ′ n,k ) (n,k)∈∆N is a Rademacher system on an auxiliary probability space. This implies that D p (X) ≤ |H| p (X). Similarly, given (x n,k ) (n,k)∈∆N , we can construct (v n ) N −1 n=0 such that (18) holds. This implies D p (X) ≥ |H| p (X).
Proof of UMD
+,s p (X) ≤ D p (X): With Lemma 6.8 we approximate each d n in L p (F n ; X) so that we may assume that the d n take finitely many values only. Let
where inf ∅ := 1. Take an x ∈ X with 0 < x X < ε 0 and the Rademacher sequence (r
given by the Setting 6.2. If we definẽ
for all (ω, e ′ ) ∈ Ω × D ′ , thend n is conditionally symmetric given the σ-algebra
Because we may let x ↓ 0 it suffices to verify the statement for (d n ) N n=1 or, in other words, we may assume without loss of generality that for all n ∈ N the range of d n is a finite set that does not contain 0.
Note that by removing all (i.e., at most finitely many) atoms of measure zero in the σ-algebra F Bearing in mind that for all n ∈ {1, . . . , N } the random variable d n takes only finitely many non-zero values, each with positive probability, one may check that for every atom A ∈ F d n−1 , n ∈ {1, . . . , N }, there exist disjoint sets
. Now we introduce a Rademacher sequence (ρ n ) N n=1 , ρ n : Ω → {−1, 1}, defined as follows: for each atom A of F d n−1 we set ρ n | A + ≡ 1, and ρ n | A − ≡ −1, where A + and A − form a partition of A as described above. Moreover, we let v n := ρ n d n so that
It follows from the definition of D p (X) and Theorem 1 (see also Example 2.7) that
. . . . , r n ) for n ∈ {1, . . . , N − 1}, and
Dyadic decoupling in c
.
∞ to be in accordance with the literature. By an extension of the Azuma-Hoeffding inequality [13, Lemma 4.3] it is known (see [11, equation (4) ]) that there is a c 1 ∈ (0, ∞) with 
for some c 2 ∈ (0, ∞), where one has to observe (in the notation of [11] ) that ψ 
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The statement follows with K → ∞ by monotone convergence and by observing that (ξ k ) k∈N c0 = sup K∈N (ξ k )
and that the constants c 1 , c 2 , c do not depend on K and N . Corollary 7.1 below complements [30, Proposition 8.6.8, Example 8.6.13] where it is shown that for every Banach space X, N ∈ {2, 3, . . .}, v 0 ∈ X, and v n := f n (r 1 , . . . , r n ) with f n : {−1, 1} n → X, n ∈ {1, . . . , N − 1}, it holds that
Here the decoupling constant √ N depends on the length of the dyadic martingale which we are going to decouple. In Corollary 7.1 we strengthen this result for X = ℓ ∞ 2 N by obtaining the same asymptotic upper bound, but now independent from the length of the martingale.
Corollary 7.1. There is a constant c ∈ [1, ∞) such that for all K ∈ N one has
Proof. The lower bound is known (see e.g. [10] , [37] , or Lemma 6.1). The upper bound follows directly from Theorem 3, because (with the notation of the definition of D 2 (X) and with a 1 , . . . , a K being the unit vectors in ℓ
. Given δ ∈ (0, 1], we say that a sequence (a k ) k∈I ⊂ X ′ , where X ′ is the norm-dual of X and where I = {1, . . . , K} or I = N, is δ-norming, provided that a k X ′ = 1 and sup k∈I | x, a k | ≥ δ x X for all x ∈ X. Corollary 7.2. Let X be a separable Banach space, let (a ℓ ) ℓ∈I ⊂ X ′ be δ-norming for some δ ∈ (0, 1], and let
For every stochastic basis (Ω, F , P, F) with F = (F n ) n∈N0 and every finitely supported
, provided that (e n ) n∈N is an F-decoupled tangent sequence of (d n ) n∈N .
Proof. Theorems 1 and 3 imply that for all K ∈ N and I K := I ∩ {1, . . . , K} we have that
Dyadic decoupling and chaos
For the dyadic decoupling considered in Sections 6 and 7 we show in Theorem 8.3 below that it is also natural to allow decoupling with respect to a different distribution (cf. Definition 8.1), i.e. one can vary the distribution used for the upper decoupling on the right side without changing any requirements on the underlying Banach space X. Moreover, Theorem 8.3 shows that a Banach space X allows for decoupling with respect to a distribution in some fixed chaos obtained from P Definition 8.1. Let p ∈ (0, ∞), µ, ν ∈ P p (R), and X be a separable Banach space.
for all N ≥ 2, where ϕ 1 , . . . , ϕ N are independent random variables on (Ω, F , P) with law µ, ψ ′ 1 , . . . , ψ ′ N : Ω ′ → R are independent random variables on (Ω ′ , F ′ , P ′ ) with law ν, v 0 ∈ X, and v n = f n (ϕ 1 , . . . , ϕ n ) ∈ L p (P; X) for n ∈ {1, . . . , N − 1} and Borel functions f n : R n → X. Definition 8.2. For α ∈ P(R) and L ∈ N a measure µ ∈ P(R) belongs to the L-th chaos C L (α) if there are an integer K ≥ L and (a ℓ1,...,ℓL ) 1≤ℓ1<···<ℓL≤K ⊆ R with
where ϕ 1 , . . . , ϕ K : Ω → R are independent with law α.
Rad p−ext , and δ 0 = µ ∈ C L (α) the following assertions are equivalent:
Proof. (i) ⇒ (ii) Let µ be represented by (19) (i.e., we are given K, L ∈ N satisfying K > L and (a ℓ1,...,ℓL ) 1≤ℓ1<ℓ2<...<ℓL≤K ∈ R). If we define ν by setting 
Note that that ν is symmetric and that, in general, µ = ν.
(ii) ⇒ (iii) By Lemma 6.1 the assumption D p (X; µ, ν) < ∞ implies that X has finite cotype. This enables us to apply [25, Proposition 9.14] to deduce that
, where the constant c > 0 depends only on p, the cotype of X, and ν.
(iii) ⇒ (iv) Let ϕ 1 , . . . , ϕ N be independent random variables on (Ω, F , P) with law µ, v 0 ∈ X, and v n = f n (ϕ 1 , . . . , ϕ n ) ∈ L p (P; X) for n ∈ {1, . . . , N − 1} and Borel functions f n : R n → X. We use [25, Lemma 4.5] to conclude
where ϕ 
General decoupling constants.
(a) McConnell proved in [27, Theorem 2.2] (see also [12] ) that a Banach space X is a UMD space if and only if tangent sequences have equivalent moments. (b) Cox-Veraar [5, Example 4.7] proved that the upper decoupling of martingales is valid in L 1 , note that L 1 is a pro-type of a non-UMD space.
Stochastic integration.
In the development of stochastic integration theory in Banach spaces (as presented in e.g. [36] and [5] ) the issue regarding the undesirable assumption on the filtration in the work by Garling [9] was known to the authors. In those articles the problem was circumvented in two ways:
(a) In [36, Lemma 3.4] , a decoupling argument due to Montgomery-Smith [28] is used to prove that for p ∈ (1, ∞) it holds that W p (X) ≤ β p (X), where β p (X) is the L p -UMD constant of X. This approach does not cover p ∈ (0, 1], and moreover the UMD property does not seem to be natural in this setting as (for example) it excludes
whenever (e n ) n∈N is an F-decoupled tangent sequence of a finitely supported X-valued F-adapted sequence of random variables (d n ) n∈N . In order to prove Theorem 4.4 it suffices, by Remark 4.5, to prove that the second statement in the theorem implies the first. In Section A.3 we will show that this implication is an immediate corollary of Propositions A.1 and A.8 below. Propositions A.1 demonstrates that a progressive extension of the underlying filtration and an extension of the set P can be carried out. Proposition A.8 uses Corollary 3.2 to show that one can pass from relatively simple sequences of random variables to the sequences considered in (i) in Theorem 4.4.
A.1. Progressive enlargement of the filtration and extension of P. The main result of this subsection is Proposition A.1. Let X be a Banach space, let Φ ∈ C(X × X; R) be such that there exist constants C, p ∈ (0, ∞) for which it holds that
for all (x, y) ∈ X × X, and let P ⊆ P p (X) be a set of probability measures satisfying δ 0 ∈ P. Let P p-ext be defined as in Definition 4.2. Then the following assertions are equivalent:
with L(ϕ n ) ∈ P p-ext such that ϕ n is F n measurable and independent of F n−1 , and for all A n ∈ F n , n ∈ {0, . . . , N − 1}, it holds that
(ii) For every N ∈ N, every sequence of independent random variables (ϕ n ) N n=0 on some probability space (Ω, F , P) with L(ϕ n ) ∈ P, and for all A n ∈ F ϕ n , n ∈ {0, . . . , N − 1}, it holds that
is an independent copy of (ϕ n ) N n=0 . Concerning the proof of Proposition A.1, it is obvious that we need only prove (ii) ⇒ (i). For this we need a series of lemmas. Here Lemmas A.2 and A.3 are obtained by an adaptation of [33, Lemma 12.8] , in which the dyadic setting is considered and which simplifies the procedure originally sketched in [26] .
Recall that a probability space (Ω, F , P) is called divisible if for every A ∈ F and every θ ∈ (0, 1) there exists an A θ ∈ F such that A θ ⊂ A and P(A θ ) = θP(A).
Lemma A.2. Let (Ω, F , P) be a divisible probability space, X be a separable Banach space, F ∈ F , and let µ ∈ P(X) be of the form µ = n k=1 α k δ x k for some n ∈ N, α 1 , ..., α n ∈ (0, 1), and some distinct x 1 , ..., x n ∈ X. Let G ⊆ F be a σ-algebra generated by a finite partition
of Ω with P(A i ) > 0. Then there exists an F -measurable, µ-distributed random variable ϕ that is independent of G, for which there exist
Proof. As (Ω, F , P) is divisible, we can construct a partition (A i,j )i∈{1,...,k} j∈{1,...,n}
of Ω with A i,j ∈ F for all i, j, such that A i = n j=1 A i,j for all i ∈ {1, . . . , k}, and such that P(A i,j ) = α j P(A i ) for all j ∈ {1, . . . , n} and all i ∈ {1, . . . , k}.
The partition (A i,j )i∈{1,...,k} j∈{1,...,n} is assumed to satisfy some conditions with respect to the set F which we shall explain below. Before doing so, we observe that given such a partition, the random variable ϕ defined by ϕ := k i=1 n j=1 x j 1 Ai,j has the law µ and is independent of G = σ((A i ) k i=1 ), and σ(G, ϕ) = σ A i,j : i ∈ {1, . . . , k}, j ∈ {1, . . . , n .
Let I 0 ⊆ {1, . . . , k} be such that i ∈ I 0 if and only if A i ∩F = ∅, and I 1 ⊆ {1, . . . , k} be such that i ∈ I 1 if and only if A i ⊆ F . Set I mix = {1, . . . , k} \ (I 0 ∪ I 1 } (one or two of the sets I 0 , I 1 , I mix may be empty). Observe that
For i ∈ I 0 ∪I 1 we simply partition the set A i into sets (A i,j ) n j=1 that satisfy A i,j ∈ F and P(A i,j ) = α j P(A i ) for all j ∈ {1, . . . , n}. For i ∈ I mix we choose the partition (A i,j ) n j=1 not only such that it satisfies A i,j ∈ F and
for all j ∈ {1, . . . , n}, but also such that there is at most one j ∈ {1, . . . , n} such that ∅ = F ∩ A i,j A i,j . It follows from this construction and from (21) that
Lemma A.3. Let (Ω, F , P) be a divisible probability space, X be a separable Banach space and let µ ∈ P(X) be of the form µ = n k=1 α k δ x k for some n ∈ N, α 1 , ..., α n ∈ (0, 1), and some distinct x 1 , ..., x n ∈ X. Let G ⊆ F be a σ-algebra generated by a finite partition of atoms with positive measure. Then for every A ∈ F and every ε > 0 there exists an m ∈ N and F -measurable independent µ-distributed random variables (ϕ 1 , . . . , ϕ m ) that are independent of G such that there exists an
Proof. Let A ∈ F and ε > 0 be given. Define δ := max j∈{1,...,n} α j ∈ (0, 1) and let m ∈ N be such that δ m < ε.
Step 1. Apply Lemma A.2 with G and F as given to find an F -measurable, µ-distributed random variable ϕ 1 that is independent of G, and sets
Define G 1 := σ(G, ϕ 1 ) that is, by construction, a σ-algebra generated by a finite partition of sets of positive measure.
Step i, i = 2, . . . , m. Apply Lemma A.2 with G := G i−1 , and with F as given, to find an F -measurable, µ-distributed random variable ϕ i that is independent of G i−1 , and sets
We have now obtained a sequence of independent, F -measurable, µ-distributed random variables (ϕ 1 , . . . , ϕ m ) that are independent of G, and sets
Setting A ε = H m,1 we obtain that E|1 A − 1 Aε | < ε.
Lemma A.4. Let X be a separable Banach space, p ∈ (0, ∞), let Φ ∈ C(X × X, R) satisfy (20) for all (x, y) ∈ X × X, let N ∈ N, and let µ 1 , . . . , µ N ∈ P p (X). Then for all ε > 0 there exists a measurable mapping P ε : X → X with finite range such that for every sequence of independent random variables (ϕ 1 , . . . , ϕ N , ϕ
Moreover, if for some n ∈ {1, . . . , N } it holds that µ n is not a Dirac measure, then P ε may be chosen such that µ n • P −1 ε is not a Dirac measure.
where C is as in (20) . (Note that such a set K exists as X is separable and hence µ 1 , . . . , µ N are Radon measures, and moreover µ 1 , . . . , µ N ∈ P p (X).) It follows that for
As Φ is continuous, it is uniformly continuous on K × K and hence there exists a δ ∈ (0, ∞) such that if x 1 , y 1 , x 2 , y 2 ∈ K and x 1 −x 2 X < δ, y 1 −y 2 X < δ, then it holds that |Φ(x 1 , y 1 ) − Φ(x 2 , y 2 )| < Let x 1 , . . . , x M ∈ X be such that x m ∈ U m , m ∈ {1, . . . , M }. Let x 0 ∈ {x ∈ X : x X = N −1 δ} \ {x 1 , . . . , x M } (this will be important for the last part of the proof of the lemma). Define P ε : X → X by
Observe that by construction for all x ∈ X it holds that
and for all x ∈ K it holds that
We verify that P ε satisfies the desired properties. Indeed clearly P ε has finite range. Moreover, let (Ω, F , P) be a probability space and let (ϕ 1 , . . . , ϕ N , ϕ
Observe that by (27) for ω ∈ K ϕ it holds that
and similarly ξ
By the estimate above, Assumption (20) , and inequalities (26) and (24) it now follows that
Recalling the definition of ξ, ξ ′ , ξ ε and ξ ′ ε this completes the proof of estimate (22) .
In order to prove the final statement in the lemma, we make some minor adjustments to the proof above. Indeed, suppose that for some n ∈ {1, . . . , N } it holds that µ n is not a Dirac measure. It follows that there exists a compact set F ∈ B(X) such that µ n (F ) ∈ (0, 1). Now proceed as above, but with the additional assumption that the set K satisfying (23) also satisfies F ⊆ K, and that the partition {U 1 , . . . , U M } is chosen such that U m ∩ F ∈ {U m , ∅} for all m ∈ {1, . . . , M }. As x 0 , x 1 , . . . , x M are all distinct values by construction, this ensures that there exists a set G ∈ B(X) such that P −1
Lemma A.5. Let X be a separable Banach space, µ ∈ P(X), and let B µ-cont (X) = {B ∈ B(X) : µ(∂B) = 0}. Then for all B ∈ B(X) and all ε > 0 there exists an B ε ∈ B µ-cont (X) such that µ(B△B ε ) < ε.
Proof. Define
One may check that A is a Dynkin-system and that A contains all closed sets, whence the result follows by the π-λ-Theorem.
Lemma A.6. For N ∈ N and a separable Banach space X let ϕ 1 , . . . , ϕ N : Ω → X and ϕ 1,k , . . . , ϕ N,k : Ω k → X, k ∈ N, be families of independent random variables with w*-lim k→∞ ϕ n,k = ϕ n for n ∈ {1, . . . , N }.
and (ϕ n,k ) N n=1 , respectively, v 0 ∈ R, and B n ∈ B(X n ) such that P((ϕ j ) n j=1 ∈ ∂B n ) = 0 for n ∈ {1, . . . , N − 1}. Then, for the w * -convergence in X × X it holds that w*-lim
Proof. By [18, Theorem 4.30] we find probability spaces (
, and random variables
Note that for all n ∈ {1, . . . , N − 1} it holds that Q((ψ j ) n j=1 ∈ ∂B n ) = 0 whence an application of the Portmanteau Theorem (see e.g. [18, Theorem 4.25] ) to B 0 n and B n , the interior and closure of B n , implies that lim
which completes the proof.
Proof of Proposition A.1. (a) We verify that if (ii) holds, then (ii) remains valid with P replaced by P p-ext .
(a.0) First we consider (ϕ n ) N n=1 such that for all n ∈ {1, . . . , N } there exist a K n ∈ N and (µ n,k ) Kn k=1 ⊆ P with L(ϕ n ) = µ n,1 * · · · * µ n,Kn . As A n ∈ F ϕ n for n ∈ {0, . . . , N − 1} there are B n ∈ X n such that A n = {(ϕ j ) n j=1 ∈ B n } for n ≥ 1, whereas for n = 0 we have A 0 ∈ {∅, Ω}. Now let ((ψ n,k ) Kn k=1 ) N n=1 be independent random variables satisfying L(ψ n,k ) = µ n,k . Then it holds in distribution that
is an independent copy of ((ψ n,k ) (a.1) Assume that L(ϕ n ) ∈ P p-ext for n ∈ {1, . . . , N }. By Lemmas A.5 and 4.7 we can restrict the A n to A n = {(ϕ j ) n j=1 ∈ B n } with P((ϕ j ) n j=1 ∈ ∂B n ) = 0 and B n ∈ B(X n ) for n ∈ 1, . . . , N − 1, whereas we keep A 0 ∈ {∅, Ω}. We find a uniformly L p -integrable family of independent random variables (ϕ n,k )
as k → ∞. By Lemma 4.7 we conclude step (a), i.e. (ii) is valid for P p-ext .
(b) We now prove that if (ii) holds with P replaced by P p-ext , then (i) holds.
) and (ϕ n ) N n=1 be as in (i), and set µ n := law(ϕ n ). If each µ n is a Dirac measure in an x n ∈ X, then EΦ(
is a weighted sum of terms Φ( n∈I x n , n∈I x n ) with I ⊆ {1, . . . , n} (the empty sum is treated as zero). In this case (ii) implies that each of these terms in nonpositive, so that in what follows we assume there exists an ℓ ∈ {1, . . . , N } such that µ ℓ is not a Dirac measure. We will prove that for all ε > 0 it holds that
which completes the proof of (i). By passing to the larger probability space (Ω, , we may assume that (Ω, F n , P) is divisible for all n ∈ {0, . . . , N }. Fix ε > 0, and let P ε be as in Lemma A.4 with the property that
is not a Dirac measure. Recall from Lemma A.4 that
and recall that µ ℓ,ε is not a single Dirac measure, but a finite sum of Dirac measures. For m ∈ N we proceed as follows:
Step 0. We apply Lemma A.3 with G = {∅, Ω} and F = F 0 to find a k m,1 ∈ {2, 3, . . .} and a sequence of independent, F 0 -measurable, µ ℓ,ε -distributed random variables (ψ m,1 , ..., ψ m,km,1−1 ), and to find an A m,0 ∈ σ(ψ m,1 , ..., ψ m,km,1−1 ) with
Set ψ m,km,1 := P ε (ϕ 1 ).
Step n; n = 1, . . . , N − 1. Apply Lemma A.3 with G = σ(ψ m,1 , . . . , ψ m,km,n ) (note that ψ m,km,1 = P ε (ϕ 1 ),. . . , ψ m,km,n = P ε (ϕ n )) and F = F n+1 , to find a k m,n+1 ∈ {k m,n + 2, k m,n + 3, . . .} and independent, F n+1 -measurable, µ ℓ,ε -distributed random variables (ψ m,km,n+1 , ..., ψ m,km,n+1−1 ), independent of the σ-algebra σ(ψ m,1 , . . . , ψ m,km,n ) as well, and to find an A m,n ∈ σ(ψ m,1 , . . . , ψ m,km,n+1−1 ) with
Set ψ m,km,n+1 := P ε (ϕ n+1 ).
hence by Lemma 4.7 there exists an M ∈ N such that, for B n−1 = A M,n−1 ,
We would like to apply (ii) to N n=1 1 Bn−1 ϕ n , however, our construction of B n−1 only guarantees that P ε (ϕ n ) is independent of B n−1 , not that ϕ n is independent of B n−1 . Hence we proceed as follows. Let k n := k M,n for n ∈ {1, . . . , N } and (ψ k ) kN k=1 be a sequence of independent random variables such that ψ kn is µ n -distributed for all n ∈ {1, . . . , N }, andψ k is µ ℓ -distributed for all k ∈ {1, . . . , k N } \ {k 1 , . . . , k N }. By the Factorization Lemma for all n ∈ {1, . . . , N } there exists a C n−1 ∈ X kn−1 such that
where (ψ
is an independent copy of (ψ k ) kN k=1 , so that
By the assumption that Proposition A.1 (ii) holds for L(ϕ n ) ∈ P p-ext it follows that
The inequality above in combination with Lemma A.4 implies that
Combining the inequality above with (32), (31) , and (30) we arrive at the desired estimate (29) .
A.2. From simple decoupling to general decoupling. In addition to the space A p (Ω, F; X, P) introduced in Definition 4.1 we shall need the following one:
Definition A.7. Let X be a separable Banach space, p ∈ (0, ∞), ∅ = P ⊆ P p (X), and let (Ω, F , P, (F n ) N n=0 ), N ∈ N, be a stochastic basis. We shall denote by
of Ω consisting of sets of positive measure, and µ n,1 , . . . , µ n,Kn ∈ P such that Kn k=1 1 A n−1,k µ n,k is a regular version of P(d n ∈ · | F n−1 ). Proposition A.8. Let X be a separable Banach space, let Φ ∈ C(X × X; R) be such that there exist constants C, p ∈ (0, ∞) for which it holds that
(i) For every stochastic basis (Ω, F , P, F) with F = (F n ) n∈N0 and every finitely supported (d n ) n∈N ∈ A p (Ω, F; X, P) it holds that
e n ≤ 0,
with L(ϕ n ) ∈ P such that ϕ n is F n -measurable and independent of F n−1 , and for all A n ∈ F n , n ∈ {0, . . . , N − 1}, it holds that
We shall use the following lemmas to prove the proposition above.
Lemma A.9. Let (Ω, F , P) be a probability space, let K ∈ N and let A k ∈ F , k ∈ {1, . . . , K}, be such that (A k ) K k=1 is a partition of Ω and P(A k ) > 0 for all k ∈ {1, . . . , K}. Let X be a separable Banach space and let d : Ω → X be a random variable. Let κ : Ω → P(X) be a regular version of
be an auxiliary probability space and let (d
Then the following holds:
are independent if and only if for all k ∈ {1, . . . , K}, all A ∈ G satisfying A ⊆ A k and P(A) > 0, and all B ∈ B(X) it holds that
Proof. Claims (i), (ii) and (iii) are trivial. Regarding claim (iv), suppose that
, . . . , K}, A ∈ G satisfying A ⊆ A k and P(A) > 0, and B ∈ B(X) be given. Then
where we use (i), independence, and (iii). In order to prove the reverse implication, let B 1 , ..., B K ∈ B(X), let k ∈ {1, . . . , K}, and let A ∈ G be such that A ⊆ A k and P(A) > 0. It holds that
This suffices to prove the reverse implication.
Let N ∈ N and let (d n )
s., where (ii) A n−1,1 , . . . , A n−1,Kn ∈ F n−1 is a partition of Ω with P(A n−1,k ) > 0 and µ n,1 , . . . , µ n,Kn ∈ P.
We set K 0 := 1 and
On J 0 we introduce the lexicographical order (m, j) ≺ (n, k) if either m < n and j ∈ {1, . . . , K m } or m = n and j ∈ {1, . . . , k}. For an auxiliary probability space (Ω ′ , F ′ , P ′ ) and independent random variables d
We define be the lexicographical ordering of (G n,k ) (n,k)∈J0 , (iii) (ϕ ℓ ) K ℓ=1 be the lexicographical ordering of (d n,k ) (n,k)∈J , (iv) (A ℓ ) K−1 ℓ=0 be the lexicographical ordering of (A n−1,k ) (n,k)∈J , (v) (ϕ 
Appendix B. Extrapolation
The following extrapolation result is standard. It was proved for the general decoupling (which is not exactly the same as what we state in Proposition B.1 below) in [5] or can be proved by more general results (for example, from [11] ). For the convenience of the reader we include a proof for our setting.
Proposition B.1. Let X be a Banach space and let D q (X) ∈ [0, ∞], q ∈ (0, ∞), be as defined in Definition 6.3. If there exists a p ∈ (0, ∞) such that D p (X) < ∞, then D q (X) < ∞ for all q ∈ (0, ∞).
Proof. Fix N ∈ {2, 3, . . .}. Let (r n ) N n=1 , (r ′ n ) N n=1 be independent Rademacher sequences on a probability space (Ω, F , P) and let v 0 ∈ X and h n : {−1, 1} n → X, n ∈ {1, . . . , N − 1}, be given. Define v n : Ω → X by v n := h n (r 1 , . . . , r n ) for n ∈ {1, . . . , N − 1}, and v N := 0 ∈ X for notational convenience. Let f 0 = g 0 := 0 ∈ X, and f n := for n ∈ {1, 2, . . . , N }. Fix λ ∈ (0, ∞) and let δ, β ∈ (0, ∞) satisfy β > 1 + δ. Define the stopping times µ, ν, σ : Ω → {1, . . . , N + 1} by µ := min{n ∈ {1, 2, . . . , N } : f n X > λ}, ν := min{n ∈ {1, 2, . . . , N } : f n X > βλ}, σ := min{n ∈ {0, 1, . . . , N } : max{ g n X , v n X } > δλ}, 
On the set {σ > µ} we have 
On the other hand, on the set {ν ≤ N, σ = N + 1} we have ν > 1 because δ < β and thus on that set we have 
As λ > 0 was arbitrary, it follows from (41) that for all q ∈ (0, ∞) it holds that By the Lévy-Octaviani lemma applied conditionally (see e.g. [24, Corollary 1. 
