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In many applications, it is of interest to compare covariance structures. In this work,
we propose hypothesis tests for comparing covariance matrices for data in different
groups, especially in shape analysis. The main motivation for the work is compar-
ing covariance matrices of the size and shapes of damaged versus undamaged DNA
molecules. A practical motivation behind analyzing the differences between these
DNA covariance matrices is to compare the variation between the two groups during
situations where the molecules are repairing. The testing methods proposed in this
dissertation consist of three types of permutation testing methods for differences in
covariance structures. These methods include a testing procedure in which the mean
shapes of the DNA molecules are assumed to be equal, a testing procedure in which
the assumption of mean shapes between the DNA molecules is relaxed to allow for
unequal mean shapes between the DNA molecules, and a testing procedure which cor-
rects for autocorrelation between the DNA observations and allows for unequal mean
shapes between the DNA molecules. These testing procedures are then extended to
correlation matrices. The testing procedures are implemented using a DNA dataset
and a rat calvarial growth dataset.
v
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1.1 Motivation and Medical Background
In many applications, it is of interest to compare covariance structures. In this work,
we propose hypothesis tests for comparing covariance matrices for data in different
groups. The main motivation for the work is comparing covariance matrices of the
size and shapes of damaged versus undamaged DNA molecules (Jiranusornkul and
Laughton, 2008). A practical motivation behind analyzing the differences between
these DNA covariance matrices is to compare the variation between the two groups
during situations where the molecules are repairing. For example, DNA molecules
become damaged when a person is exposed to sunlight. An interesting study is to
model the variation over time of damaged molecules to that of undamaged molecules
using molecular dynamics simulations.
In terms of medical research, comparisons of covariance structures of damaged
versus undamaged DNA molecules could prove useful for investigations of diseases
stemming from damaged DNA strands. There are many debilitating diseases which
occur due to damages in the DNA of a patient. A few diseases thought to be as-
sociated with mutations of DNA molecules include Amyotrophic Lateral Sclerosis
(ALS), Huntington’s Disease (Ahmad, 2010) and Cockayne’s Syndrome (Friedberg
et al., 1995). Each of these diseases are thought to be caused by genetic mutations
(Ahmad, 2010; Friedberg et al., 1995). Investigations of the variability of damaged
versus undamaged DNA molecules is statistically relevant to investigations of these
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diseases. When searching for cures to these types of diseases, the variability of the
damaged molecules over time could prove useful. The variability of the undamaged
molecules over time would serve as the control group in the study.
1.2 Description of the Data
In this analysis of DNA molecules, six undamaged DNA molecules, labeled AGA,
AGC, AGG, TGA, TGC, and TGT are examined for differences from their damaged
counterparts AFA, AFC, AFG, TFA, TFC, and TFT, respectively. The undamaged
molecules are formed by the bases adenine (A), guanine (G), thymidine (T), and cyto-
sine (C). The molecules TGC and TGT both form the amino acid Cysteine. AGA and
AGG both form the amino acid Arginine. AGC forms the amino acid Serine. TGA
is a stop codon. The TGA triplet does not form an amino acid. Instead, the TGA
triplet signals the termination of the polypeptide chain (Petsko and Ringe, 2004). The
damaged molecules were generated by replacing guanine with FapydG. FapydG is one
of the most prevalent guanine-derived lesions formed under O2-deficient conditions
by ionizing radiation and other agents that produce reactive oxygen species (Jiranu-
sornkul and Laughton, 2008; Douki et al., 1997; Pouget et al., 2000; Crespo-Hernández
and Arce, 2004). The initial dodecamer DNA duplex consisting of 2 × 12 bases used
in the generation of the TGC molecule was d(CTTTTGCAAAAG)2. The damaged
molecule, TFC, was generated from d(CTTTTFCAAAAG)·d(CTTTTGCAAAAG).
The damaged molecule differs from the undamaged version only by the middle base
of TFC versus TGC. The other molecules were generated in a similar manner (Ji-
ranusornkul and Laughton, 2008). The goal is to examine the differences in size and
shape variability between these molecules. To do this, the molecules are examined
for differences in size and shape variation from data obtained by molecular dynamics
simulations. These differences will be investigated using Procrustes analysis, princi-
pal components analysis, factored principal components analysis, Box’s M test, and
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permutation tests based on Box’s M test and several other covariance matrix distance
measures. An investigation of the temporal effects of the data will be provided as
well. An important part of this work is the development of the statistical methodol-
ogy to carry out these tasks, and to be able to apply the methodology more widely
to a range of applications.
The motivating data used for this analysis consists of twelve three dimensional
DNA molecules each with 2500 observations generated over time. The data come
from molecular dynamics simulations and are described in detail by Jiranusornkul
and Laughton (2008). The data were generated by the AMBER package using the
Newtonian mechanical model for DNA plus water. The molecule data were collected
at picosecond (1 × 10 −12 seconds) intervals in time. When data are generated in this
manner, the result tends to be that there is very strong correlation in the data. Each
DNA molecule contains information about 22 landmarks on the molecule structure
and each landmark is in three real dimensions. The landmarks are located at the
coordinates of the phosphorous atoms at each amino acid (Dryden et al., 2002).
Therefore, each observation can be represented as a 22 × 3 matrix where the row
number corresponds to the landmark number and the columns correspond to the
three dimensional coordinates of the landmark. These observations will be denoted
by a 22 × 3 data matrix Xi where i is the observation number. The dataset for each
molecule consists of X1,X2, . . . ,Xn. To keep the notation as simple as possible, the
DNA molecule names will be given in the text instead of the notation.
An example of a single observation of a DNA molecule from the dataset is given
below in Figure 1.1. This is the first observation of the AFA molecule for the DNA
dataset. Notice the double helix shape of the landmarks. These landmarks were
placed on the same atoms on each molecule and the positions were modeled through
time. This method used for placing the landmarks will allow for comparisons to be
made between the molecules, and in particular between the damaged and undam-
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aged molecules. As the differences between the molecules are discovered, it can be
assumed that the differences are due to structural differences not due to differences
in the placements of the landmarks. Figure 1.2 shows the changes in the AFA DNA
molecule shape over time. The observations selected for this plot are observations
1, 500, 1000, 1500, 2000, and 2500. The sequence of DNA configurations is actually
a deterministic sequence dependent on the start point. However, the complicated
mechanistic model used in the AMBER package leads to data which can reasonably
be modeled by a simpler multivariate stochastic model, with an overall mean size
and shape and a covariance matrix. In order to remove the unwanted translation
and rotation movements in the data, we shall use Procrustes analysis as part of the
procedure.
Figure 1.1: DNA example. This figure is an example of the double helix structure of
DNA. This is observation 1 for the AFA molecule.
1.3 Ordinary Procrustes Analysis
Ordinary Procrustes analysis is used to superimpose a “target” shape onto a “ref-
erence” shape. The superimposition is accomplished by rotating, translating, and
rescaling the target shape to match the reference shape as close as possible. The
4
Figure 1.2: DNA time series example. This figure is an example of the double helix
structure of the AFA DNA molecule changing over the observation numbers. The
observations displayed in this figure are observation numbers 1, 500, 1000, 1500,
2000, and 2500. Observation 1 is located on the far left. Observation 2500 is located
on the far right.
following equation (1.2) (Dryden and Mardia, 1998) is used in this process to find the
optimal rotation, translation, and scaling of the target shape when superimposing
the target shape onto the reference shape. The goal is to minimize Equation (1.2)
after centering the two shape configurations. To understand the centering process,
suppose that the reference shape is denoted by the k ×m matrix Z1 and the target
shape is denoted by the k ×m matrix Z2 each with k landmarks in m dimensions.
The centered shape configurations are denoted by the k×m matrix X1 and the k×m
matrix X2 where X1 is the centered reference shape and X2 is the centered target
shape. Finding the centered configurations can be handled by the transformation




for j = 1, 2 where 1k is the vector of “ones” of length k (the number of landmarks
in the configuration), and Ik is the k × k identity matrix. Once the centered shape
configurations X1 and X2 are calculated, the Procrustes match of X2 onto X1 is
found by minimizing,
||X2 − βX1Γ− 1kγT ||2 (1.2)
where ||X|| =
√
trace(XTX), Γ is an m × m rotation matrix, β > 0 is a scale
parameter, and γ is an m × 1 location vector. Once the minimization has been
carried out, the estimates of Γ, γ, and β are the estimated rotation, translation,
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and scale needed to match X2 onto X1. These estimated are denoted by Γ̂, γ̂, and





Γ̂ = UVT , XT2 X1 = ||X1||||X2||VΛUT , U,VεSO(m), Λ = diag(λ1, . . . , λm), λ1 ≥
λ2 ≥ · · · ≥ λm−1 ≥ |λm| are the square roots of the eigenvalues of AT1 A2AT2 A1,
Ay = HXy||HXy || , y = 1, 2 and the j
th row of the (k − 1) × k matrix H is given by
(hj, . . . , hj,−jhj, 0, . . . , 0), hj = −{j(j + 1)}−1/2 for j = 1, . . . , k − 1. Kent and
Mardia (2001) have shown that if λm−1 + λm > 0 (or equivalently, if λm−1 > 0 and
−λm−1 < λm ≤ λm−1), then the maximization of Equation (1.2) leads to a unique
match of X2 onto X1.
Two related metrics to measure the distance between two shapes are the Rieman-
nian distance in size-and-shape space and the Riemannian distance in shape space
(Dryden and Mardia, 1998). The spaces used for both of these distances are non-
Euclidean spaces. Using the shapes X1 and X2 defined above and defining A∗y = HXy
for y = 1, 2, the Riemannian distance in size-and-shape space is defined as
d2SS(X1,X2) = ||A∗1 −A∗2Γ̂||2.
The Riemannian distance in shape space is defined as
d2S(X1,X2) = ||A∗1 − β̂A∗2Γ̂||2.
The size-and-shape space is a cone with a warped product metric. The shape space
is the unit section of this cone (Le, 1998).
The following numerical example explains the minimization procedure and the
resulting shape configurations. The data for this example is from a random sample
of handwritten British postcodes containing the number “3”. The landmarks used
for this example were collected and digitized by Anderson (1997). Consider the two
shapes in Figure 1.3 as Z1 and Z2 where Z1 is given in Panel (a) and Z2 is given in
Panel (b). For this example, k = 13 and m = 2.
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(a) (b)
Figure 1.3: Ordinary Procrustes Analysis Example. This figure shows the two “3”s
selected from Anderson’s dataset.
From Figure 1.3, it is quite clear that these two shapes are quite differently orien-
tated. To compare the differences between these two shapes, OPA could be used to
rotate, translate, and scale Z2 onto Z1. Figure 1.4 shows Z1 and Z2 in Panel (a) and
the two centered, rotated and rescaled figures after matching Z2 onto Z1 in Panel
(b). It is important to take note of the orientation differences between these two
plots. Analyzing the figures in Panel (b) is easier than analyzing those in Panel (a)
when differences in rotation, scale, and translation are not of interest. If we wish to
compare the size and shapes by matching over Γ̂ and γ̂ only, then β is fixed to be 1.
1.4 Generalized Procrustes Analysis
Generalized Procrustes analysis is a generalization of Ordinary Procrustes analysis.
Ordinary Procrustes analysis attempts to compare two shapes by arbitrarily selecting
one of these shapes to be the reference shape. The other shape is then translated,
rotated, and rescaled to match the reference shape. Once a best match has been
found, the differences between the two shapes can be examined. Generalized Pro-
crustes analysis is similar but instead of being limited to two shapes, many shapes
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(a) (b)
Figure 1.4: Ordinary Procrustes Analysis Example. This figure is a comparison of
the two “3”s selected from Anderson’s dataset compared to the results of using OPA
to register the same two “3”s. The original shapes are in Panel (a). The shapes
registered using OPA are in Panel (b).
can be compared by using an optimally selected mean shape as the reference shape.
One could use Ordinary Procrustes to compare multiple shapes by matching each
shape to the arbitrarily chosen reference shape, but Generalized Procrustes is more
efficient.
To analyze the data for differences in size and shape variation, the differences
due to translation and rotation need to eliminated. This is done through General-
ized Procrustes analysis. The elimination of scale, translation, and rotation through
Full Generalized Procrustes analysis (Dryden and Mardia, 1998) aims to move the
configurations around to minimize the following quantity which is proportional to
the sum of squared norms of pairwise differences (Gower, 1975; Goodall, 1991),





j=1(Xij − X̄j)2 is the centroid size where X̄j = 1k
∑k
i=1 Xij, and subject to
a constraint of the size and shape, for example S( 1
n
∑n
i=1(βiXiΓi + 1kγTi )) = 1 where
n is the number of observations. We need to minimize
8







||(βiXiΓi + 1kγTi )− (βjXjΓj + 1kγTj )||2 (1.3)
with respect to Γi, βi, γj, i = 1, 2, . . . , n.
The analysis for the DNA molecule dataset does not require the observations to be
adjusted for size when using the GPA method since differences in size are of interest.
Therefore, the size constraint is not needed and β = 1 in the above equations. This
method allows for a mean size and shape to be estimated by minimizing ∑ni=1 ||XiΓi+
1kγTi −µ||2 with respect to Γi, γi, and µ, where µ is the mean size and shape. Being
able to estimate the mean size and shape of the DNA molecules will be important
throughout the analysis.
The following numerical example explains the minimization procedure and the
resulting shape configurations. The data for this example is from the random sample
of handwritten British postcodes containing the number “3” used for the Ordinary
Procrustes Analysis example in Section 1.3. Consider the three shapes in Figure 1.5
in Panel (a) compared to the three shapes in Panel (b). The three shapes in Panel (b)
are these three shapes after rotating, translating, and scaling them with respect to
an overall mean. The overall mean is found through the iterative registration process
of GPA. At each iteration, a new mean shape is computed during the calculations.






i where X̄p denotes the overall mean of the Procrustes registered shapes and
Xpi denotes the ith observation after the GPA algorithm has converged. The GPA
algorithm can be used to register objects with respect to rotation and translation. The
resulting mean is an overall mean size-and-shape. The GPA algorithm is guaranteed
to converge to a local minimum. If the data are not extremely highly dispersed, then
there are conditions (Le, 1995) which can be checked for uniqueness. Notice that
if translation, scale, and rotation are not important for the analysis of the shapes,
then it is more sensible to compare the shapes in Panel (b) than the shapes in Panel
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(a). Panel (c) in Figure 1.5 shows the mean shape of these three registered shapes
in Panel (b). Throughout the remaining chapters, Generalized Procrustes Analysis
is used to compare many shapes at one time.
(a) (b) (c)
Figure 1.5: Generalized Procrustes Analysis Example. This figure is a comparison of
the original shapes, the rotated shapes using GPA, and the mean shape of the rotated
shapes using GPA. The three “3”s selected from Anderson’s dataset are in Panel (a).
The registered shapes using GPA are in Panel (b). The mean shape of the registered
shapes using GPA is in Panel (c).
Section 2.3 contains the results for the tests for differences in mean shape. Sec-
tions 2.4 and 2.6 explain the principal components analysis and factored principal
components analysis methods used to analyze the data. Section 2.5 contains an ex-
planation of Canonical Variate Analysis including an application to the DNA dataset.
Section 3.1 discusses Box’s M test and the related permutation test results for com-
paring covariance matrices. Section 3.2 describes the other covariance matrix distance
measures used for the permutation tests. Section 3.4 contains the results and discus-
sions about the permutation test simulations for size and power. Section 4.1 gives an
extension of these tests to the situation with unequal mean shapes between the two
groups. Section 5.1 provides an analysis of temporal effects in the data. Given the
correlation structure of the data, a “pre-whitening” method was applied to the data
before analysis. An explanation of this method and the resulting permutation tests
can be found in Section 5.2. Chapter 6 contains two real data examples of the proce-
dures given in this work for detecting differences in covariance structures. Section 6.1
10
contains the real data example for the DNA dataset which is the motivating dataset
for this work. Section 6.2 contains a second real data example related to the Rat Cal-
varial Growth dataset. Chapter 7 concerns an extension of the testing methods for
covariances matrices related to correlation matrices and real data examples related
to the correlation matrix methods. The conclusions and discussion of the work can
be found in Chapter 8.
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Chapter 2
Testing of Mean Size and Shape
2.1 Tangent Space to Size-and-Shape Space
Consider X and µ to be in the size-and-shape space of k landmarks in m dimensions,
and consider them centered. The tangent coordinates of X at µ are given by
V = Tµ(X) = XΓ̂− µ
where Γ̂ is the rotation obtained by Ordinary Procrustes rotation of X onto µ. The
tangent coordinates satisfy VT1k = 0, µTV = VTµ, and the eigenvalues of the
symmetric matrix µT (µ + V) are optimally signed and non-degenerate (e.g., Dryden
et al., 2007).
2.2 Tangent Space of DNA molecules
The following explanation shows the details of the method used to conduct the anal-
ysis in the tangent space.
Consider a single DNA molecule used for this study, say AGA. This molecule
was observed over time for 2500 observations. Therefore, the array of data for this
molecule was 22 × 3 × 2500. Let Xpi denote the ith observation of the molecule after
registering the data using Procrustes analysis. Then, the registered data consists
of Xp1,Xp2, . . . ,Xpn. The tangent coordinates are of particular interest to this study,
which will be denoted as Ti from here on. The tangent coordinates are defined as
Ti = Tµ̂(X
p
i ) = X
p
i − µ̂, i = 1, 2, . . . , n
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i and Tµ denotes the size-and-shape tangent space coordinates
of X at µ. Here, Xpi have been optimally aligned to µ̂ as part of the GPA procedure.
The constraints can now be expressed in terms of the tangent coordinates as
follows in Equations (2.1) and (2.2) where Tk denotes the k ×m matrix of tangent
coordinates, 1k denotes the vector of “ones” of length k and µ̂ denotes the k × m
estimated mean shape,
TTk 1k = 0 (2.1)
µ̂TTk = TTk µ̂ (2.2)
The first equation contains the 3 translation constraints. The second equation con-
tains the 3 rotation constraints. These equations lead to the tangent space having
dimension mk − 12m(m− 1)−m (Dryden and Mardia, 1998).
2.3 Tests for Differences in Mean Size and Shape
The first step in the investigation is to examine possible differences between the
mean sizes and shapes of the damaged and undamaged molecules. This analysis was
carried out using the “shapes” package in R (Dryden, 2013). Considering the possible
violations of multivariate normality and equal covariance in the data, a permutation
test based on James T 2 statistic was used (James, 1954). Using James T 2 statistic to
test for differences in mean size and shape assumes the data come from multivariate
normal distribution, but does not assume equal covariance structures between the
shapes (Seber, 1984). That is to say, the test of interest is to test H0 : µ1 = µ2
vs H1 : µ1 6= µ2 with the assumption that the data, Xij, i = 1, 2, . . . , nj, j = 1, 2,
follow Xij ∼ Np(µj,Σj) independently for i = 1, 2, . . . , nj, j = 1, 2. The assumption
of independence does not hold for the DNA dataset because generating data closely
in time created a strong dependence in the observations. The James T 2 statistic is
given by Equation (2.3) where x̄1, x̄2, S1, and S2 are the sample means and sample
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covariance matrices for each sample and † represents the Moore-Penrose generalized
inverse (Amaral et al., 2007). Under the assumption of normality, the null distribution
of J2 is a χ2M distribution where M = km −m − 12m(m − 1) (Dryden and Mardia,
1998) is dimension of the tangent space where k is the number of landmarks and m
is the number of dimensions for each landmark. In the case of the DNA dataset,
k=22 and m=3. Therefore, in the later test results, the null distribution is a χ260
distribution.





)†(x̄1 − x̄2) (2.3)
The permutation testing method (Good, 2006) used to find the p-values from the
test is a testing method which involves rearranging the observations to find new J2
statistics and then comparing the original J2 statistic to the new statistics. In the
DNA permutation tests, the tangent coordinates are used as the data of interest. Let
XpiD and X
p
iU for i = 1, 2, . . . , n be the registered damaged DNA molecule dataset
and the registered undamaged molecule dataset, respectively. The permutation tests
are based on the vectorized tangent coordinates vec(TiD) = (TTiDx,TTiDy,TTiDz)T and
vec(TiU) = (TTiUx,TTiUy,TTiUz)T where x is the first column dimension, y is the second
column dimension, z is the third column dimension, TiU = XpiU − µ̂ and TiD =
XpiD − µ̂, where µ̂ denotes the estimated mean shape of the combined damaged and
undamaged group data. The value of J2 is computed based on TiD and TiU . Denote
this value as J20 . Next, the tangent coordinates are permuted between groups to
form two new sets of tangent coordinates, TiD−perm1 and TiU−perm1, and then the
value of J2 is computed based on these sets of tangent coordinates. Denote this
new J2 value as J21 . After repeating the permutation procedure to find J22 , J23 , . . . , J2h
based on TiD−perm2,TiU−perm2, . . . ,TiD−permh,TiU−permh, the original J20 is compared
to J21 , J22 , . . . , J2h. The p-value of the permutation test based on the James statistic
is given by p-value = 1
h+1
∑h
v=1 I(J2v ≥ J20 ), where I(J2v ≥ J20 ) = 1 if J2v ≥ J20 and
I(J2v ≥ J20 ) = 0 if J2v < J20 for v= 1,2,. . . , h.
14
Bootstrap testing procedures have been proposed by Czogiel (2010) to test for
differences in the mean shapes of the damaged-undamaged pairs of DNA molecules
used in this work. She found that the mean shapes were significantly different for the
damaged-undamaged DNA molecule pairs.
The applications of testing used in this section are based on the first five land-
marks and all 22 landmarks of the observations. Due to the dependence in the data
structure, two sampling methods were implemented during this test. The first method
involves randomly selecting observations from the dataset and the second method in-
volves skipping observations (systematic sampling) in the dataset. The goal of these
sampling methods is to reduce the effects of the dependencies in the dataset while
still testing for differences in the mean shapes. Random sampling is better when the
points selected are not close to each other in time. The danger in this method is
that the points selected will be close to each other which will not help to reduce the
effects of the dependencies in the data. Systematic sampling is a safer method for
selecting the points due to it reducing the effects of the dependencies in the data but
this method creates a pattern in the selected observations. The created pattern in
the selected observations could lead to inaccurate results if the selected observations
are too close in together. The observations are randomly selected in groups of size
nj equal to 25, 50, and 100, j = 1, 2. A skip selection method was also conducted
by skipping observations in the dataset. The method involved selecting every 25th,
50th, and 100th observation.
The p-values for the permutation test based on James statistic for the random
selection method are given in Tables 2.1 and 2.3. The p-values for the permutation
test for the method of skipping observations are given in Tables 2.2 and 2.4. The
resampling procedure used in these tests consisted of resampling 100 times without
replacement from the selected samples of size nj, j = 1, 2. The column headings
in Tables 2.1 and 2.3 give the number of randomly selected observations inside the
15
parentheses. The column headings in Tables 2.2 and 2.4 give the number of observa-
tions skipped between selections. In all four tables, the number of observations used
in the third, fourth, and fifth columns are 25, 50, and 100, respectively. It is impor-
tant to note that the p-values are significant more often when using all 22 landmarks.
The tests show an expected pattern of decreasing p-values as the number of obser-
vations used for the test increases for the tests using 22 landmarks. The tests which
only use the first 5 landmarks do not show this pattern as well as the tests using
22 landmarks. Based on the tests using 22 landmarks and 100 observations, there is
significant evidence to support a claim of differences between the mean shapes of the
damaged-undamaged DNA molecules for all pairs except the AFA-AGA pair using
both systematic sampling and random sampling of the observations.
Table 2.1: Mean Size and Shape Test Results for First 5 Landmarks (Randomly
Selected). This table contains the results from the tests of mean size and shape for
the first five landmarks on the damaged-undamaged pairs of DNA molecules where
the observations used in the tests were randomly selected from the DNA dataset. The
numbers in the parentheses are the number of observations selected for conducting
the test. For example, in the column labeled “p-value(25)”, the p-values in this
column correspond to the test of equal mean size and shape where 25 observations
were randomly selected from the dataset.
Damaged Undamaged p-value(25) p-value(50) p-value(100)
AFA AGA 0.198 0.208 0.050
AFC AGC 0.257 0.020 0.079
AFG AGG 0.475 0.356 0.050
TFA TGA 0.812 0.307 0.158
TFC TGC 0.149 0.653 0.525
TFT TGT 0.653 0.010 0.010
2.4 Principal Component Analysis
Principal Component Analysis is used to analyze the variability in a dataset. Orig-
inally, PCA was used as a method of fitting planes by orthogonal least squares.
Hotelling (1933) proposed principal components analysis as a method for analyzing
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Table 2.2: Mean Size and Shape Test Results for First 5 Landmarks (Systematic
Sampling). This table contains the results from the tests of mean size and shape for
the first five landmarks on the damaged-undamaged pairs of DNA molecules where
the observations used in the tests were systematically selected from the DNA dataset.
The numbers in the parentheses are the number of observations skipped between sys-
tematically selecting the next observation used for conducting the test. For example,
in the column labeled “p-value(100)”, the p-values in this column correspond to the
test of equal mean size and shape where 100 observations skipped between the se-
lected observations. In this setting, the 100th, 200th, . . . , 2500th observations in each
dataset were used for conducting the tests.
Damaged Undamaged p-value(100) p-value(50) p-value(25)
AFA AGA 0.277 0.406 0.277
AFC AGC 0.267 0.554 0.594
AFG AGG 0.614 0.941 0.109
TFA TGA 0.218 0.020 0.030
TFC TGC 0.455 0.991 0.495
TFT TGT 0.030 0.020 0.020
Table 2.3: Mean Size and Shape Test Results for All 22 Landmarks (Randomly
Selected). This table contains the results from the tests of mean size and shape
for all 22 landmarks on the damaged-undamaged pairs of DNA molecules where the
observations used in the tests were randomly selected from the DNA dataset. The
numbers in the parentheses are the number of observations selected for conducting
the test. For example, in the column labeled “p-value(25)”, the p-values in this
column correspond to the test of equal mean size and shape where 25 observations
were randomly selected from the dataset.
Damaged Undamaged p-value(25) p-value(50) p-value(100)
AFA AGA 0.901 0.426 0.040
AFC AGC 0.089 0.010 0.010
AFG AGG 0.386 0.188 0.010
TFA TGA 0.574 0.158 0.010
TFC TGC 0.792 0.396 0.010
TFT TGT 0.386 0.010 0.010
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Table 2.4: Mean Size and Shape Test Results for All 22 Landmarks (Systematic Sam-
pling). This table contains the results from the tests of mean size and shape for all
22 landmarks on the damaged-undamaged pairs of DNA molecules where the obser-
vations used in the tests were systematically selected from the DNA dataset. The
numbers in the parentheses are the number of observations skipped between system-
atically selecting the next observation used for conducting the test. For example, in
the column labeled “p-value(100)”, the p-values in this column correspond to the test
of equal mean size and shape where 100 observations skipped between the selected
observations. In this setting, the 100th, 200th, . . . , 2500th observations in each dataset
were used for conducting the tests.
Damaged Undamaged p-value(100) p-value(50) p-value(25)
AFA AGA 0.693 0.416 0.069
AFC AGC 0.069 0.040 0.010
AFG AGG 0.455 0.347 0.010
TFA TGA 0.208 0.010 0.010
TFC TGC 0.911 0.436 0.010
TFT TGT 0.455 0.010 0.020
covariance structures and correlation structures (Flury, 1988). The work in this chap-
ter is based on the ideas of Hotelling in that the goal of this work is to analyze the
covariance structures of the DNA molecules. The construction of PCA is described
by the following procedure (Morrison, 1976). The PCA carried out on the DNA is on
the vectorized registered data, Xp1,Xp2, . . . ,Xpn where vec(X
p







a km× 1 vector, to correct for variation due to rotation and translation.
The data vec(Xp1), vec(Xp2), . . . , vec(Xpn) are assumed to follow a multivariate dis-
tribution with mean µ and covariance Σ. Next, let λ1 > λ2 > · · · > λr be the r
largest eigenvalues where r < q < n and q is the rank of Σ.
Now, the jth principal component can be defined as the linear combination Yj =∑q
i=1 cijX
p
i where cij are the ordered elements of the eigenvector of Σ̂ corresponding to
the jth largest eigenvalue λj. Using this system of defining the principal components
leads to the variance of the jth component being λj and
∑q
i=1 λi = trace(Σ̂). Another





The three dimensional visual representation of the results is useful when attempt-
ing to determine the variation between landmarks using the inverse of vectorizing.
One example from the DNA data is given below in Figure 2.1. The 3d PCA plots
are quite similar for each molecule. The pattern of the magnitude of variation be-
tween landmarks is broadly consistent for each molecule. The landmarks at the top
and bottom of the molecule seem to vary more than the landmarks in the middle of
the molecule. The plot shows this difference in variation by the length of the lines
attached to the landmarks.
Figure 2.1: 3d PCA example. This figure shows the first 3 principal components of
the DNA molecule. The length of the lines coming from each landmark represent the
amount of variation in each direction.
Using the 3d PCA plots to analyze differences in variation is rather difficult due to
the number of molecules. The DNA dataset contains twelve molecules. To simplify
the analysis, examining sets of 2d plots is helpful. The method for analyzing the
three dimensional PCA results used during this analysis was to analyze the first three
principal components by plotting the PC scores against each other. The following
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plots in Figure 2.2 show the first three principal components plotted against each
other for all twelve DNA molecules. The plots are difficult to read due to the number
of molecules and observations. Looking carefully at the third graph, PC2 vs PC3,
one can see some differences the variation for the molecules. The points are more
concentrated in the foreground of the plot as compared to the more spread out points
in the background of the plot.
(a) (b) (c)
Figure 2.2: PCA Plots. This figure shows the three comparisons of the PC scores
using all of the DNA data. The plot of PC1 vs PC2 is shown in Panel (a). The plot
of PC1 vs PC3 is shown in Panel (b). The plot of PC2 vs PC3 is shown in Panel (c).
As the major aim of this work is to investigate the differences in size and shape
variability between the damaged and undamaged molecules, it is of interest to consider
pairwise plots of the PC scores. The pairwise plots were obtained by plotting the
PC scores for the damaged and undamaged registered molecules against each other.
While not all of the pairs show differences, the pairwise plots in Figure 2.3 suggest
differences in variability between the PC scores of the damaged and undamaged
molecules. The pair shown in the figure consists of the undamaged molecule, AGC,
displayed as circles and the damaged molecule, AFC, displayed as triangles. The plot
of PC1 vs PC2 and the plot of PC2 vs PC3 show that differences in the percent of
variability explained by these components for each molecule exist. As part of this




Figure 2.3: PCA Plots. This figure shows the three comparisons of the PC scores
using only the DNA molecules AFC and AGC. The plot of PC1 vs PC2 is shown in
Panel (a). The plot of PC1 vs PC3 is shown in Panel (b). The plot of PC2 vs PC3
is shown in Panel (c). Molecule AFC is the damaged version of molecule AGC. The
AFC molecule is displayed as red triangles. The AGC molecule is displayed as black
circles.
2.5 Canonical Variate Analysis
Canonical Variate Analysis is a multivariate statistical method used to reduce the di-
mension of a dataset designed to show differences between groups of points. Canonical
Variate Analysis is a special case of Canonical Correlation Analysis (Hawkins, 1982)
which was developed by Hotelling (1936) as a generalization of Principal Components
Analysis (Timm, 2002). The key difference between Canonical Variate Analysis and
PCA is that canonical analysis transforms the variates of interest such that the swarm
of points becomes a sphere whereas PCA simply rotates the coordinate axes to be
parallel to the principal axes of the ellipsoid of the swarm of sample means. Using
CVA, the within-group random error variation has been standardized to be the same
in every direction (Falkenhagen and Nash, 1978).
The method used to analyze the DNA dataset in this section uses Linear Dis-
criminant Analysis (LDA) as the specific form of CVA. The method of LDA was first
introduced as a solution to classifying observations into one of two groups (Fisher,
1936). The implementation of this method is carried out by “shapes.cva” in the R
“shapes” package (Dryden, 2013). To make the plots easy to understand, the data
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used in this section has been thinned from the original 2500 observations to 50 ob-
servations by using every 50th observation in the original datasets. That is to say the
data being used in this section is Xthinned = (X50,X100, . . . ,X2500) where Xi is the ith
observation of the original dataset.
In the previous PCA analysis, Figure 2.2 and Figure 2.3 were somewhat difficult
to read. The analysis in this section shows CVA results for the thinned data in an
effort to make the results more interpretable. Figure 2.4 shows the canonical variate
analysis of molecules AFC, AGC, AFA, AGA, AFG, and AGG. The numbers in the
plot correspond to the molecules in this list. For example, the “1”s represent the AFC
molecules, the “2”s represent the AGC molecules, and so forth. This figure shows a
separation of the “1”s and “2”s but no clear separation of “3”s and “4”s or the “5”s
and “6”s. This suggests a pairwise difference for the AFC and AGC molecules but
not for the AFA-AGA or AFG-AGG molecule pairs.
Figure 2.4: Canonical Variate Analysis of Axx Molecules. This figure shows shows
the canonical variate analysis of molecules AFC, AGC, AFA, AGA, AFG, and AGG.
The numbers in the plot correspond to the molecules in this list. For example, the
“1”s represent the AFC molecules, the “2”s represent the AGC molecules, and so
forth. This figure shows a separation of the “1”s and “2”s but no clear separation of
“3”s and “4”s or the “5”s and “6”s.
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A further investigation of Figure 2.4 is given in Figure 2.5 which shows the canon-
ical variate analysis of the AFC-AGC, AFA-AGA, and AFG-AGG molecule pairs.
The “1”s in Figures 2.5 represent the damaged molecules and the “2”s represent the
undamaged molecules. It is clear from this figure that the groups have a clear sepa-
ration for the AFC-AGC pair in Panel (a) but not for the AFA-AGA and AFG-AGG
pairs in Panels (b) and (c), respectively.
(a) (b) (c)
Figure 2.5: Canonical Variate Analysis of the AFC-AGC, AFA-AGA, and AFG-AGG
molecule pairs. This figure shows the canonical variate analysis of the AFC-AGC pair
in Panel (a), the AFA-AGA pair in Panel (b), and the AFG-AGG pair in Panel (c).
The “1”s in each figure represent the damaged molecule and the “2”s represent the
undamaged molecule of the pairs. For example, the “1”s in Panel (a) represent the
AFC molecules and the “2”s represent the AGC molecules.
Similar to the analysis of the Axx molecules in Figure 2.4, Figure 2.6 shows the
canonical variate analysis of molecules TFC, TGC, TFA, TGA, TFT, and TGT. The
numbers in this plot correspond to the molecules in this list. For example, the “1”s
represent the TFC molecules, the “2”s represent the TGC molecules, and so forth.
This figure does not show clear separation in the molecule pairs but a closer pairwise
examination of the molecules suggests pairwise separation for the TFC-TGC pair and
the TFA-TGA pair. The pairwise analysis is given in Figure 2.7. Figure 2.7 shows
the TFC-TGC pair in Panel (a), the TFA-TGA pair in Panel (b), and the TFT-TGT
pair in Panel (c). The “1”s in each figure represent the damaged molecule and the
“2”s represent the undamaged molecule of the pairs. For example, the “1”s in the
left plot represent the TFC molecules and the “2”s represent the TGC molecules.
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Figure 2.6: Canonical Variate Analysis of Txx Molecules. This figure shows shows
the canonical variate analysis of molecules TFC, TGC, TFA, TGA, TFT, and TGT.
The numbers in the plot correspond to the molecules in this list. For example, the
“1”s represent the TFC molecules, the “2”s represent the TGC molecules, and so
forth. This figure shows a separation of the “1”s and “2”s and the “3”s and “4”s
but no clear separation of the “5”s and “6”s. A deeper investigation of the pairwise
analyses is given in Figure 2.7
(a) (b) (c)
Figure 2.7: Canonical Variate Analysis of the TFC-TGC, TFA-TGA, and TFT-TGT
molecule pairs. This figure shows the canonical variate analysis of the TFC-TGC
pair in Panel (a), the TFA-TGA pair in Panel (b), and the TFT-TGT pair in Panel
(c). The “1”s in each figure represent the damaged molecule and the “2”s represent
the undamaged molecule of the pairs. For example, the “1”s in Panel (a) represent
the TFC molecules and the “2”s represent the TGC molecules.
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From this analysis, there are large differences in the mean shape structure between
the damaged and undamaged molecules for the AFC-AGC, TFC-TGC, and TFA-
TGA molecule pairs but the differences in mean shape for the AFA-AGA, AFG-AGG,
and TFG-TGG molecule pairs are not as large.
2.6 Factored PCA Method
This section explains the method of Factored PCA (FPCA) and the modifications
necessary to apply it to the DNA data. Factored PCA decomposes the covariance
structure of a dataset into two or more smaller matrices and then uses principal
components analysis to reduce the number of dimensions needed to adequately explain
the variability in the data (Dryden et al., 2009a).
The DNA molecules were observed 2500 times each. The factored PCA method
used in this study required constraints for translation and rotation due to the use of
Procrustes methods. Due to these constraints, the analysis was carried out in the
tangent space.
In the factored model, the 66 × 66 covariance matrix, Σ, will be decomposed as,
Σ•r ⊗ Σ•c where Σ•r denotes the 22 × 22 covariance matrix for the landmarks, Σ•c
denotes the 3 × 3 covariance matrix for the dimension of the coordinate (the DNA
molecules are 3-d), and ⊗ denotes the Kronecker product. The rank of Σ is 60 × 60.
To ensure that the solution is in the tangent space, the covariance matrix of interest
will be written as Pu(Σ•r ⊗Σ•c)Pu where Pu is the 66 × 66 perpendicular projection
matrix u(uTu)−1uT and u is found using the spectral decomposition of Σ. Note that
u is a 66 × 60 matrix. The spectral decomposition of Σ is u∗Λ∗(u∗)T , where the 66





The 60 × 60 diagonal matrix, Λ, consists of the eigenvalues in the tangent space. To
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find the 66 × 60 matrix u, the known structure of the 66 × 6 matrix v is exploited.
The matrix, v, contains the information about the constraints and can therefore be
expressed as follows. Note that x, y and z are the first, second, and third dimensions,




1 0 0 µy µz 0
0 1 0 −µx 0 µz
0 0 1 0 −µx −µy








where I is the 66 × 66 identity matrix, vi is the ith column of v, and ||  || denotes
the norm function.
The first 60 eigenvectors of uuT form a span of the tangent space and will serve
as u. After finding u, cov(uTvec(Xp)) = Σr⊗Σc where Σr is the 20 × 20 covariance
matrix of the landmarks after the dimension reduction and Σc is the 3 × 3 covariance
matrix for the dimension of the coordinate. It is important to note that although Σc
and Σ•c have the same dimension, these could be different matrices after the dimension
reduction to find Σc. The 66 × 66 covariance matrix in the tangent space can be
written as,
cov(vec(Xp)) = u(uTu)−1(Σr ⊗Σc)(uTu)−1uT (2.5)
= u(Σr ⊗Σc)uT (2.6)
where vec() denotes the vector stacking operation. The vector stacking operation
stacks the first column of a matrix onto the second column and so on. It should also
be noted that u is defined such that uTu = I where I is the identity matrix.
Using this method, the covariance structures were estimated using the following
algorithm (Dutilleul, 1999).
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0) Find Ti = W−W where W = vec−13 (uTvec(Xpi )) and vec−1m (y) makes a matrix
of m columns and k rows from the mk× 1 vector y by making the elements 1-k of y
column 1, elements (k+1)-(2k) of y column 2, . . . , and elements ((m−1)k+1)-(mk)
column m of vec−1m (y).
1) Let Σc∗ = Ic
2) Let Σr∗ = 1nc
∑n
i=1 TiΣ−1c∗ (Ti)T
3) Let Σc+ = 1nr
∑n
i=1(Ti)TΣ−1r∗ Ti
4) Let Σr+ = 1nc
∑n
i=1 TiΣ−1c+ (Ti)T
5) If ||Σc+ − Σc∗|| > ε or ||Σr+ − Σr∗ || > ε, then let Σc∗ = Σc+ and Σr∗ = Σr+
and repeat steps 3-5
Once the algorithm has converged, the maximum likelihood estimates of Σc and
Σr are Σ̂c and Σ̂r, respectively. Since the maximum likelihood estimates can only be
found up to a scale factor, each matrix is normalized by so that trace(Σc) = c and
the scale factors cancel in the product.
The results for the DNA dataset show slight difference between pairs of damaged
and undamaged molecules. The estimated factored covariance matrices for AFC,
AGC, TFA, and TGA are displayed in the following plots. Note the differences in
the off diagonal elements. Larger values are shown in lighter colors.
The plots below in Figure 2.8 show the correlation structures for AFC and AGC.
The figure shows that the off diagonal elements of the AFC covariance matrix are
larger than the off diagonal elements of the AGC covariance matrix.
Figure 2.9 shows the correlation structures for TFA and TGA. The figure shows
that the off diagonal elements of the TGA covariance matrix are larger than the off
diagonal elements of the TFA covariance matrix. This is opposite the relationship in
the previous figure. However, this difference needs to be examined further to decide
whether it is statistically significant.
The differences in these plots are further explained by the differences in the co-
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(a) (b)
Figure 2.8: Factored Correlation Matrix Plots for AFC and AGC. This figure shows
the factored correlation structure for the AFC molecule in Panel (a) and the factored
correlation structure for the AGC molecule in Panel (b). Molecule AFC is the dam-
aged version of AGC molecule. The correlation is used instead of the covariance to
allow for comparisons between the plots. Lighter colors indicate higher values for the
correlation.
(a) (b)
Figure 2.9: Factored Correlation Matrix Plots for TFA and TGA. This figure shows
the factored correlation structure for the TFA molecule in Panel (a) and the factored
correlation structure for the TGA molecule in Panel (b). Molecule TFA is the dam-
aged version of TGA molecule. The correlation is used instead of the covariance to
allow for comparisons between the plots. Lighter colors indicate higher values for the
correlation.
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variance matrices, Σr and Σc for each molecule. The plots of Σc for AFC and AGC
are given in Figure 2.10, followed by the plots of Σr for these two molecules in Fig-
ure 2.11. It is important to note that these two sets of plots are visualizations of
the covariance structure, but slight differences in the numerical values of the matri-
ces could result in different colors being applied to plots. A more accurate method
for comparing these structures is to simply examine the matrices in numerical form.
These matrices are only 3 × 3, so the differences or lack of differences are easy to














The eigenvalues of ΣAFCc are 1.212, 0.975, and 0.812. The eigenvalues of ΣAGCc
are 1.055, 1.007, and 0.938.
The following two sets of plots show the differences in the covariance matrices, Σr
and Σc for TFA and TGA. The first set of plots in Figure 2.12 concerns Σc, followed
by the plots for Σr in Figure 2.13. Again, it is helpful to look at the numerical form
of the 3 × 3 matrices. The row covariance structures show clear differences along
the main diagonals and some smaller differences on the off diagonals. The column
covariance matrices, ΣTFAc and ΣTGAc are given by,
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(a) (b)
Figure 2.10: Plots of Σc for AFC and AGC. This figure shows the covariance structure
for the columns portion of the factored covariance structure. The columns represent
the dimension (3 dimensions) of the DNA molecules. The column covariance structure
for the AFC molecule is shown in Panel (a). The column covariance structure for
the AGC molecule is shown in Panel (b). Molecule AFC is the damaged version of














The eigenvalues of ΣTFAc are 1.070, 1.002, and 0.928. The eigenvalues of ΣTGAc
are 1.069, 0.991, 0.941.
Having computed the covariance structure for the rows and the covariance struc-
ture for the columns, PCA methods can now be used to reduce the number of dimen-
sions needed to adequately explain the variability in the dataset. This reduction is
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(a) (b)
Figure 2.11: Plots of Σr for AFC and AGC. This figure shows the covariance structure
for the rows portion of the factored covariance structure. The rows represent the
number of landmarks (22 landmarks total) of the DNA molecules. It is important to
note that after the dimension reduction Σr has 20 columns instead of 22 columns.
The row covariance structure for the AFC molecule is shown in Panel (a). The row
covariance structure for the AGC molecule is shown in Panel (b). Molecule AFC is
the damaged version of molecule AGC. Lighter colors indicate higher values in these
plots.
conducted by using the spectral decompositions of Σ̂c and Σ̂r which can be expressed
as,
Σ̂c = ΓcΛcΓTc , Σ̂r = ΓrΛrΓTr
where Γc and Γr are orthogonal matrices and Λc and Λr are diagonal matrices con-
sisting of the ordered eigenvalues with the largest in the upper left corner.
Reducing the dimensions of the row and column structures is done by considering
the first q columns of Γr and the first s columns of Γc. Choosing the values for q
and s can be done using several methods. The two methods considered during this
analysis were the scree method and the method of simply choosing the number of
dimensions which explain a certain percent of the variability.
The scree method consists of examining a scree plot for the bend in the plot.
To help with the computations, a non-graphical approach to the scree method was
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(a) (b)
Figure 2.12: Plots of Σc for TFA and TGA. This figure shows the covariance structure
for the columns portion of the factored covariance structure. The columns represent
the dimension (3 dimensions) of the DNA molecules. The column covariance structure
for the TFA molecule is shown in Panel (a). The column covariance structure for the
TGA molecule is shown in Panel (b). Molecule TFA is the damaged version of
molecule TGA. Lighter colors indicate higher values in these plots.
implemented (Raiche and Magis, 2010). The method used during the analysis is
related to the acceleration factor (where the bend occurs). To capture the component
at the bend the number of components used is the number of component using the
acceleration factor method plus one. This increases the number of components needed
but also helps to capture as much of the variability as possible. Table 2.5 below gives
the number of components and the percent of variability captured using the scree
method.
Table 2.5 shows an interesting result for the number of row components needed
for each molecule. This result is due to the number of possible row components being
only three for each molecule. It is also important to note the rather low percent of
variability explained by the selected number of components. Although this method
tends to work well in certain situations, the bend in the DNA data tends to occur
early and then level off but not at a point where the remaining components only
32
(a) (b)
Figure 2.13: Plots of Σr for TFA and TGA. This figure shows the covariance structure
for the rows portion of the factored covariance structure. The rows represent the
number of landmarks (22 landmarks total) of the DNA molecules. It is important to
note that after the dimension reduction Σr has 20 columns instead of 22 columns.
The row covariance structure for the TFA molecule is shown in Panel (a). The row
covariance structure for the TGA molecule is shown in Panel (b). Molecule TFA is
the damaged version of molecule TGA. Lighter colors indicate higher values in these
plots.
Table 2.5: Scree Method Results. This table contains the results of the non-graphical
approach to the scree plot analysis. The rows in this table labeled “Row Components”
show the number of row components (DNA landmarks) selected by the non-graphical
scree method. The rows labeled “Row Percent” show the percent of variability ex-
plained by the number of row components selected. The rows labeled “Column Com-
ponents” show the number of column components (DNA dimensions) selected by the
non-graphical scree method. The rows labeled “Column Percent” show the percent
of variability explained by the number of column components selected.
Damaged Molecule AFA AFC AFG TFA TFC TFT
Row Components 2 2 3 4 3 4
Row Percent 35.4 39.5 58.2 63.5 47.9 63.9
Column Components 2 2 2 2 2 2
Column Percent 71.2 72.9 69.3 69.1 70.0 70.1
Undamaged Molecule AGA AGC AGG TGA TGC TGT
Row Components 3 4 2 4 2 4
Row Percent 45.8 60.1 38.9 58.2 35.2 60.7
Column Components 2 2 2 2 2 2
Column Percent 70.6 68.7 68.6 68.6 71.0 70.0
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explain a small percent of the variability. An example of this is that the remaining
components after the bend explain significant amounts of the variability in the AFG,
AGC, and AGG molecule.
To explain a larger percent of variability, one could set the percent of variability
and then find the number of components needed. This was done when the percent
of variability to be explained was 90% . Table 2.6 shows the number of components
needed to explain 90% of the variability in the data.
Table 2.6: Percent of Variability Method Results. This table contains the results of
Percent of Variability Method. The rows in this table labeled “Row Components”
show the number of row components (DNA landmarks) needed to explain at least 90%
of the variability in the row components. The rows labeled “Column Components”
show the number of column components (DNA dimensions) needed to explain at least
90% of the variability in the column components.
Damaged Molecule AFA AFC AFG TFA TFC TFT
Row Components 12 12 12 12 12 12
Column Components 3 3 3 3 3 3
Undamaged Molecule AGA AGC AGG TGA TGC TGT
Row Components 13 12 12 13 12 12
Column Components 3 3 3 3 3 3
The results in Table 2.6 show that the number of components needed to increase
the percent of variability explained in the columns is low. Only one additional com-
ponent is necessary to explain 100% of the variability in the columns. This is due to
there being a maximum of three column components. The number of additional com-
ponents needed to explain at least 90% of the variability in the rows is larger. This is
due to the difference in the number of possible components in the rows and columns.
The inclusion of these additional components did not influence the computational
time greatly for this dataset, but the goal is to reduce the number of components as
much as possible while still explaining an adequate amount of the variability.
The scree plots for the row components are given in Figure 2.14. The variability of
the data can be seen from the plots. The TFA molecule has larger early eigenvalues
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compared to the TGA molecule. The TFT molecule has larger early eigenvalues
compared to the TGT molecule. The AGG molecule has larger early eigenvalues
compared to the AFG molecule. As a measure of spread for each group, one could
consider the sum of the eigenvalues in each of the DNA molecule groups. Table 2.7
shows the sums of these eigenvalues for each group. The sums of the eigenvalues for
the damaged Axx molecules are smaller than those of the undamaged Axx molecules.
This pattern is reversed for the Txx molecules. The sums of the eigenvalues for the
undamaged Txx molecules are smaller than those of the damaged Txx molecules.
This suggests the variability in the Axx molecules is larger for the undamaged Axx
molecules than for the damaged versions of these molecules and that the variability
in the Txx molecules is larger for damaged Txx molecules than for the undamaged
versions of these molecules.
Table 2.7: Table of Sums of Row Eigenvalues. This table contains sums of the
eigenvalues for the row components of the Row Scree plots. The sum of the eigenvalues
for each of the groups displayed in Figure 2.14 is given in this table.
Damaged Molecule AFA AFC AFG TFA TFC TFT
Sum of Eigenvalues 16.703 18.712 15.380 16.145 16.343 18.036
Undamaged Molecule AGA AGC AGG TGA TGC TGT
Sum of Eigenvalues 16.979 19.009 19.285 15.726 16.066 15.042
After deciding the best method for selecting q and s, the number of row and
column components needed, the projection onto these q row eigenvectors and s column
eigenvectors is given by,
Si = ATq (Xi − µ̂)Bs
for i = 1, 2, . . . , n where Aq is the matrix of the first q columns of Γr and Bs is the
matrix of the first s columns of Γc. The Si matrices are the factored PC scores. If the
goal is to recreate the data molecules through modeling, the scree method described
earlier will result in recreations with more error than the method based on finding
the number of components needed to explain a larger percent of variability.
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Figure 2.14: Row Scree Plots. This figure shows the results from the row scree
plots for the damaged and undamaged molecules. Each plot within this figure is a
different damaged-undamaged pair of DNA molecules. The plots are displaying the
eigenvalues associated with the components. The scree plot method finds the “bend”
in the eigenvalue plot “curves”. The red circles represent the values associated with
the damaged molecules. The blue triangles represent the values associated with the
undamaged molecules. The damaged molecules have F as the middle letter whereas
the undamaged molecules have G as the middle letter. For example, molecule AFA
is the damaged version of molecule AGA.
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The work in this chapter proposed the method of Factored PCA as a dimen-
sion reduction technique for the covariance matrices of the damaged-undamaged
DNA molecule pairs. Investigation of these factored covariance structures suggested
that differences exist between the covariance structures of some of the damaged-
undamaged DNA molecule pairs. To further examine these differences, Chapters 3,
4 and 5 propose permutation testing methods for detecting differences between the
covariance matrices of the damaged-undamaged DNA molecule pairs.
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Chapter 3
Permutation Tests for Covariance Structures
3.1 Box M Test and Permutation Test
This section discusses the formal testing procedure using Box’s M (Mardia et al., 1979;
Box, 1949) test for differences in covariance structures and the related permutation
testing procedure proposed for use in the later chapters of this work.
Box’s M test is a likelihood ratio test of homogeneity of covariance matrices.
In the traditional Box’s M test, the null and alternative hypotheses are given by
H0 : Σ1 = Σ2 vs H1 : Σ1 6= Σ2 where Σ1 is the covariance matrix for the first
sample, Σ2 is the covariance matrix for the second sample.
The test statistic and asymptotic distribution under H0 for Box’s M test are
given as follows (Mardia et al., 1979). The test statistic M is given by M = γ ∑(ni−
1) log(|S−1ui Su|), where
γ = 1− 2p
2 + 3p− 1







ni is the ith sample size, n =








and the maximum likelihood estimate of Σi is S = n−1
∑(niSi) under H0 and Si
under H1 where Si is the unbiased estimator of Σi. In our DNA example, w =2 and
p=60. In general, w is the number of covariance structures being compared and p is
the number of columns in the covariance structures being compared. The covariance
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estimates used in this procedure are the covariance matrices computed in Section 2.6.
This allows the calculations to be carried out in the tangent space.
Box’s M statistic has an asymptotic χ2 distribution with 12p(p+ 1)(w− 1) degrees
of freedom, for large samples. The traditional Box’s M test is used in Chapters 4 and
5.
The results from these tests on the DNA data are given in the table below. The
first and second columns of the table give the damaged and undamaged molecules,
respectively. The third column contains the test statistic value for each test. The
fourth column contains the p-value for each test.
Table 3.1: Box’s M Test Results. This table contains the results of Box’s M test for
the damaged-undamaged DNA molecule pairs. The test statistic value is given in
the column labeled “Statistic”. The p-value is given in the column labeled “p-value”.
It should be noted that the p-values from this test may not be accurate due to the
violations of the Box’s M test assumptions.
Damaged Undamaged Statistic p-value
AFA AGA 37887.034 0
AFC AGC 35592.063 0
AFG AGG 12428.683 0
TFA TGA 7837.304 0
TFC TGC 37549.346 0
TFT TGT 9997.205 0
Table 3.1 shows that each test returned highly significant results. The p-value for
each test was machine zero. These results seem very promising, but the assumptions
for Box’s M test are not met. The underlying assumptions for Box’s M test are that
each ni exceeds 20, and that w and p are at most 5 (Mardia et al., 1979). Although
ni = 2500 and w = 2, each test has p = 60. Given this violation of the assumption
about p, the significance results of these tests be treated with caution.
The modified version of Box’s M test used in this chapter to conduct the permu-
tation tests assumes that the mean shapes of the damaged and undamaged molecule
in each test are equal. Hence, the following alteration to the null and alternative
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hypotheses as compared to the traditional Box’s M test. The null and alternative hy-
potheses used in the permutation tests in this chapter are: H0 : ΣD = ΣU , µD = µU
vs H1 : ΣD 6= ΣU or µD 6= µU where ΣD is the covariance matrix for the damaged
DNA molecule, ΣU is the covariance matrix for the undamaged DNA molecule, µD
is the mean shape of the damaged DNA molecule, and µU is the mean shape of the
undamaged DNA molecule. This test is conducted for each of the six pairs of dam-
aged and undamaged DNA molecules (e.g. AFA vs AGA, TFA vs TGA, etc). This
alteration results in the distributions of the data being exchangeable under the null
hypothesis, which is required for a permutation test.
To combat the problem with the assumptions, a permutation test based on Box’s
M test is used. Using a permutation test instead of a distribution based test allows for
results which do not depend on the distribution of the test statistic. The procedure
for the test applied to the DNA dataset is given below. The idea behind the test
is to find the test statistic using the original data and then permute the data many
times to find a large number of test statistics from the permuted data. Once these
test statistics have been calculated, the original test statistic is compared to the test
statistics from the tests based on the permuted data. The test procedure below is
actually a block permutation test so particular care must be paid to the method for
choosing the size of the block. In this testing procedure, blocks of data are permuted
instead of separately permuting each observation in the dataset. The method for
permuting the blocks of data is outlined in the following procedure for carrying out
the permutation test. In the setting of the Box’s M test, the distribution used to
find p-values for the test is a chi square distribution. One important item of interest
regarding the permutations is that the testing procedure used in this study only
permutes the blocks by swapping between the two groups. This test does not swap
blocks of data within the groups. For example, swapping block 1 in group 1 with
block 1 in group 2 is possible, but swapping block 1 in group 1 with block 2 in
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group 1 is not a possibility. By using a permutation test, the p-values associated
with the test results do not have the limitation of needing to be from the chi squared
distribution. The p-values for the permutation test are calculated by counting the
number of permutations with test statistics greater than or equal to the test statistic
associated with the unpermuted data. The disadvantage to this method (particularly
in large datasets) is the computational speed of the testing procedure.
3.2 Other Distance Measures
In addition to Box’s M test, several other distance measures were used to examine
the differences between the covariance matrices. A permutation test based on each
distance measure was done according to the steps described in Section 3.1. The other
distances used were Riemannian Distance, Procrustes Distance, Procrustes Shape
Distance, Cholesky Distance, Power Distance, Euclidean Distance, Log Euclidean
Distance, and Riemannian Le Distance. This section discusses each of these distances
and the formulas used for the calculations (Dryden et al., 2009b). Note that ||F|| =√
trace(FTF) in the following distance metrics, which is the Frobenius norm.
1. The Riemannian distance (e.g., Fletcher and Joshi, 2007) between two matrices
A and B is defined as:
d(A,B)Riem = ||ln(A−1/2BA−1/2)||
where ln(G) is the natural log of G which can be found by using the eigen
decomposition of G. Let G = UΛUT then ln(G) = Uln(Λ)UT where ln(Λ)
is a diagonal matrix of lnλi. An interesting proof of the relationship between
the Riemannian distance and Box’s M statistic is given before some empirical
evidence of an existing relationship between these two quantities.
2. The Procrustes distance (Dryden et al., 2009b) between two matrices A and
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where chol(A) and chol(B) are defined below, and R is a k × k orthogonal
matrix.
3. The Procrustes Shape distance (Dryden et al., 2009b) between two matrices





where chol(A) and chol(B) are defined below and R is a k × k orthogonal
matrix.
4. The Cholesky distance (Wang et al., 2004) between two matrices A and B is
defined as:
d(A,B)Chol = ||chol(A)− chol(B)||
where LA = chol(A) and A = LALTA. Note that LA is a lower triangular
matrix with positive entries along the diagonal. Similarly, LB = chol(B) and
B = LBLTB.






where αε(0,1). The matrices Aα and Bα are determined by the spectral de-
composition of the respective matrices. That is, Aα = ΓΛαΓT . The formula
for Bα is similar. The value of α used in the simulations which follow was α
= .5.




7. The Log Euclidean (Arsigny et al., 2006) distance between two matrices A
and B is defined as:
d(A,B)LE = ||ln(A)− ln(B)||
where ln(G) is the natural log of G.






where ln is the natural log, C = AAT and D = BBT .
Some important properties (Dryden et al., 2009b) of these distances need to be
mentioned before using these metrics for analyses. First, the Riemannian distance
is affine invariant. That is, for a general square matrix, A, d(AΣ1A,AΣ2AT ) =
d(Σ1,Σ2). Second, the Riemannian distance, Log-Euclidean distance, Procrustes
Shape distance, and Box’s M statistic (writing the statistic from the hypothesis test
of H0 : Σ1 = Σ2 vs H1 : Σ1 6= Σ2 as a distance d(Σ1,Σ2)) are scale invariant
meaning that for c > 0, d(cΣ1, cΣ2) = d(Σ1,Σ2). Finally, all of the distance measures
presented are rotation invariant with the exception of the Cholesky distance meaning
the for an orthogonal matrix R, d(RΣ1RT ,RΣ2RT ) = d(Σ1,Σ2).
3.3 Proof of Relationship Between Box’s M statistic & the Rieman-
nian distance
Skipping ahead to the results, it can be seen that the sizes for certain cases using
these two tests are the same. It is shown that if the eigenvalues for the covariance
matrices are the same (or approximately the same), then these two tests will be have
the same p-values. The proof shows that if the ratio of the eigenvalue pairs is close
to 1 for each pair between the two groups, there are k = 2 groups and n1 = n2, then
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the Box’s M statistic and the square of the Riemannian distance are linearly related
to the first order terms.
The proof of the relationship between the Riemannian distance and Box’s M
statistic under certain situations is given by the following proof:
Consider the situation where two covariance matrices, S1 and S2, have eigenvalues
λ1i and λ2i where i = 1, . . . , p. Under the situation where λ1iλ2i ≈ 1, a relationship
between Box’s M statistic and the Riemannian distance can be seen.








nj−1Sj, and Su =
n
n−k (n1S1 + · · · + nkSk) where
n = ∑nj




j (S1 + S2)|
This is the same as writing
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Next, consider adding a second order term Q = ∑pi=1 8{ λ2i4λ1i + λ1i4λ2i − 12}2 where to
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is close to 1, there are k = 2 groups and n1 = n2, then the Box’s M
statistic and the square of the Riemannian distance are linearly related to the first
order terms. Hence, permutation tests based on T1 and T2 will be the same if λ2iλ1i ≈ 1.
3.4 Permutation Test Simulations
To determine the appropriateness of the tests described above, a simulation study
was conducted using the following method of permutation testing:
Simulation 1. 1. Register the original data XiU and XiD where XiU is the orig-
inal undamaged molecule dataset and XiD is the original damaged molecule
dataset, and estimate µD, µU , ΣD, ΣU .
2. The observations used for the simulations were generated by inducing a cor-
relation, ρ, and a magnification of the error terms δ. The initial generated
observation was a randomly selected value from a multivariate normal distri-
bution with mean µ and Σ, where µ and Σ are the mean shape and covariance
matrix for the datasets. Generate the datasets for the simulations according to
Xi = ρ(Xi−1−µ) + µ + ei where ei ∼MVN(0, δ.5Σ) for i = 2, 3, . . . , n. Note
that in this setting the mean shape and covariance matrix, µ and Σ, used in the
generation of the observations for both the undamaged and damaged generated
observations are the mean and covariance structure of XiU .
We now present the a permutation test for testing equal covariances and equal
means, which we denote as Permutation Test A.
Permutation Test A. 1. Carry out pooled GPA on the whole dataset to get the
registered dataset Xpij, i = 1, . . . , n,j = 1, 2.




ij, j = 1, 2.
46
3. Within each group, obtain the tangent coordinates vij = Tµ̂j (X
p
ij), i = 1, . . . , n,
j = 1, 2 where Tµ(X) denotes the tangent coordinates at µ.
4. Work out the factored MLE for each group based on vij, Σ̂1, Σ̂2 and evaluate
the test statistic T0 = d(Σ̂1, Σ̂2).
5. for I = 1, . . . , h
a) Swap/permute the blocks at random of size b to get Xsij, i = 1, . . . , n,
j = 1, 2.
b) Obtain the group Procrustes means of the permuted data µ̂s1 and µ̂s2.














6. Compute the p-value 1
h
∑h
I=1 1(TI ≥ T0) where 1(TI ≥ T0) = 1 if TI ≥ T0 and
1(TI ≥ T0) = 0 otherwise.
The registered shapes in the above algorithm were computed using Generalized
Procrustes analysis, using the “procGPA” command in the shapes library (Dryden,
2013). For the simulation studies presented in the later chapters, the choice of b was
b=100. Other block sizes were investigated in a smaller study to pick the most useful
block size. The choice of b=100 allowed for tests which preserved the correlation
structure of the data without upsetting the performance of the permutation testing
procedure. The other choices of b which were investigated were b=50 and b=200. An
example related to choosing the block size for the DNA dataset is given with a much
smaller dataset in Section 6.2 related to the Rat Calvarial Growth dataset explored
in that chapter. The goal for choosing the block size is to choose a block of large
enough length to create a computationally time efficient testing procedure while also
preserving the structure of the data. In the case of the DNA dataset, the observations
are time dependent and it is of interest to preserve this structure within the blocks.
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In the case of the example dataset in Section 6.2, the landmark recordings for the rat
skulls are not time dependent so preserving the correlation between observations is
not of interest.
Each of the 1000 simulations consists of a permutation test with 300 permutations
of the blocks. The results of the size simulations for each of the tests are summa-
rized in Section 3.5. The nominal significance level for the tests is 0.05. The tests
are listed in the heading of the table with abbreviated names. BoxM, Riem, Proc,
PShape, Chol, Power, Eucl, LogEucl, and RiemLE are the permutation tests based on
Box’s M test, Riemannian distance, Procrustes distance, Procrustes Shape distance,
Cholesky distance, Power distance, Euclidean distance, Log Euclidean distance, and
Riemannian Le distance, respectively. In the situations where the size of the test
was reasonable, a power simulation was conducted to assess the power of the tests.
A further explanation of the power simulation method and the results of the power
simulations can be found in Section 3.6.
The observations used for the simulations were generated by inducing a correla-
tion, ρ, and a magnification of the error terms δ. The initial generated observation
was a randomly selected value from a multivariate normal distribution with mean
µ and Σ, where µ and Σ are the mean shape and covariance matrix based on the
observation of the TGC DNA molecule. The estimated mean shape and covariance
structure from this molecule were used as the mean shape, µ, and the estimate
covariance structure, Σ, in the generation of the first observation as well as the re-
maining n − 1 generated observations. The next n − 1 observations were found by
Xi = ρ(Xi−1 − µ) + µ + ei where ei ∼ MVN(0, δ.5Σ) for i = 2, 3, . . . , n. The tests
in the following size simulation study were carried out on the factored covariance
matrices. A detailed explanation of the process for factoring the covariance structure
can be found in Section 2.6. It should be noted that the method proposed in this
chapter assumes that the mean shapes between the two groups are equal. An expla-
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nation of the issues with this assumption is given in Section 2.3. In that chapter, it
was shown that there are significant differences between the mean shapes of the DNA
molecule between the damaged and undamaged versions of some of the molecules.
This assumption will be relaxed in Section 4.1 but this section provides a more com-
putationally efficient testing procedure when the assumption of equal mean shapes
between the two groups is a valid assumption. In Section 6.1, an application of the
testing procedure is given for the real DNA dataset for each of the DNA molecule
pairs where one molecule is the undamaged molecule and the other molecule is the
damaged version of that molecule. The factored covariance structures are being used
to reduce the dimension of the data. The dimension reduction procedure is of partic-
ular interest with high dimensional data, but could be applied in lower dimensional
data problems as well. In Section 6.2, the same procedure is applied to a lower di-
mensional dataset concerning the Rat Calvarial Growth dataset. The tests in the
power simulation study, Section 3.6, were also carried out on the factored covariance
matrices.
3.5 Size Simulation Results: Equal Mean Shapes
The tables and discussions in this section relate to the size simulation results based
on the DNA application. The tables results are arranged such that the 4 landmark
simulations are given first, the 10 landmark simulations are given second, and the 22
landmark simulations are given third. The tables show the sizes of the permutation
tests for the various values of ρ and δ. The values of ρ considered are 0, 0.5, 0.9, and
0.99. The values of δ considered are 0.5, 1, and 2. An argument could be made that
considering the case where ρ is equal to 0.99 is not very realistic for observed data, but
it has been included to give a worst case scenario. Although this type of correlation
is not seen often, in situations where data has been collected over very small time
increments this type of high correlation is reasonable to be expected. For the DNA
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dataset, the observations of the molecules were collected over small increments of
time and the data are from observing the same molecule over that period of time.
The possibility of very highly correlated observations is a situation which should be
considered for this type of data.
The simulations based on 4 landmarks with 2500 observations and 5000 observa-
tions, in Tables 3.2 and 3.3, show that the permutation test is of reasonable size for low
correlations between the observations but the size is too large with high correlation
between the observations. The difference between these results is expected because
the factorization algorithm has the assumption that the observations are independent
observations from a multivariate normal distribution. The lack of independence be-
tween observations reduces the effective sample size used for the tests. Although the
number of observations is large (2500 or 5000 observations), the effective sample size
for the test is much lower. It is of interest to find a method for correcting the testing
procedure for the situation with highly correlated data due to the DNA data being
highly correlated.
Later a procedure is derived which accounts for possible differences in mean shape
between the two groups being compared and corrects for the data being highly corre-
lated. The procedure given in this section is more computationally efficient when the
assumptions of no or low correlation between observations and equal mean shapes
between the two groups are met. It should be noted that these simulations were
conducted using the R software and in some cases took up to 24 hours to compute
using parallel computing. The computationally slow portion of the code concerns the
permutations of the data and subsequent calculations leading to the test statistics.
The simulations in this study would not have been feasible in R if these permu-
tations and calculations were performed in a sequential manner. The R packages
“foreach” (REvolution-Computing, 2009b) and “doSNOW” (REvolution-Computing,
2009a) were used to run the parallel computations. The other R packages used to
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conduct the simulations and later applications of the testing methods proposed in-
clude “MASS” (Venables and Ripley, 2002), “nFactors” (Raiche and Magis, 2010),
“abind” (Plate and Heiberger, 2004), and “fBasics” (Wuertz, 2010). A choice of com-
putationally efficient testing procedure is invaluable to the researcher in situations
like these where the computations are more time consuming.
Table 3.2: Equal Mean Shapes Size Simulation Results (4 Landmarks, 2500 Obser-
vations). This table contains the size simulation results from the equal means testing
procedure where 4 landmarks and 2500 observations were used. In this table, ρ is the
correlation between observations when generating the data and δ is the magnification
of the error terms used when generating the data.
ρ δ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
.5 0.052 0.052 0.054 0.046 0.051 0.054 0.055 0.050 0.048
1 0.053 0.053 0.048 0.048 0.045 0.045 0.049 0.051 0.052
2 0.058 0.058 0.066 0.062 0.065 0.067 0.070 0.058 0.057
.5
.5 0.057 0.057 0.063 0.052 0.055 0.061 0.063 0.057 0.057
1 0.065 0.065 0.058 0.053 0.052 0.058 0.051 0.068 0.061
2 0.048 0.048 0.048 0.051 0.047 0.047 0.048 0.053 0.047
.9
.5 0.074 0.074 0.065 0.072 0.066 0.066 0.061 0.076 0.068
1 0.058 0.058 0.055 0.063 0.049 0.059 0.045 0.058 0.063
2 0.056 0.057 0.073 0.078 0.077 0.073 0.070 0.054 0.053
.99
.5 0.269 0.270 0.187 0.231 0.202 0.191 0.133 0.257 0.294
1 0.257 0.259 0.189 0.258 0.200 0.195 0.141 0.252 0.279
2 0.267 0.267 0.202 0.298 0.223 0.201 0.147 0.259 0.282
Tables 3.4 and 3.5 give the size simulation results for the simulations using 10
landmarks. Table 3.4 shows the simulation results for the 10 landmark cases where
2500 observations are generated. Table 3.5 shows the simulation results for the 10
landmark cases where 5000 observations are generated. It is clear from the results
that the large size problem exists when the observations are highly correlated. When
the observations are highly correlated, the size of the tests is too large compared to
the nominal significance level of 0.05 to be considered a good testing procedure. It
is of interest to note the testing procedure given in this section works well in the
situations where ρ is equal to 0 and 0.5. The cases where ρ is equal to 0.9 are not
reasonable candidates for conducting power situations. The sizes are for this case are
51
Table 3.3: Equal Mean Shapes Size Simulation Results (4 Landmarks, 5000 Obser-
vations). This table contains the size simulation results from the equal means testing
procedure where 4 landmarks and 5000 observations were used. In this table, ρ is the
correlation between observations when generating the data and δ is the magnification
of the error terms used when generating the data.
ρ δ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
.5 0.057 0.057 0.055 0.049 0.058 0.057 0.054 0.058 0.049
1 0.063 0.062 0.059 0.054 0.065 0.060 0.066 0.067 0.061
2 0.042 0.042 0.051 0.040 0.049 0.055 0.052 0.041 0.042
.5
.5 0.049 0.049 0.049 0.036 0.036 0.048 0.045 0.051 0.049
1 0.045 0.045 0.068 0.054 0.065 0.068 0.064 0.049 0.043
2 0.069 0.069 0.037 0.055 0.036 0.037 0.036 0.071 0.063
.9
.5 0.060 0.060 0.046 0.058 0.058 0.049 0.052 0.057 0.058
1 0.045 0.045 0.059 0.060 0.049 0.057 0.062 0.048 0.060
2 0.073 0.073 0.047 0.067 0.053 0.048 0.054 0.071 0.074
.99
.5 0.250 0.249 0.176 0.237 0.180 0.185 0.134 0.236 0.264
1 0.249 0.245 0.193 0.262 0.210 0.198 0.148 0.237 0.291
2 0.282 0.281 0.221 0.300 0.246 0.232 0.172 0.266 0.302
slightly too large compared the nominal significance level of 0.05.
Table 3.4: Equal Mean Shapes Size Simulation Results (10 Landmarks, 2500 Obser-
vations). This table contains the size simulation results from the equal means testing
procedure where 10 landmarks and 2500 observations were used. In this table, ρ is the
correlation between observations when generating the data and δ is the magnification
of the error terms used when generating the data.
ρ δ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
.5 0.053 0.053 0.055 0.060 0.063 0.052 0.067 0.054 0.058
1 0.044 0.044 0.049 0.059 0.044 0.050 0.056 0.042 0.046
2 0.052 0.052 0.055 0.056 0.059 0.055 0.053 0.054 0.047
.5
.5 0.057 0.056 0.060 0.064 0.054 0.063 0.056 0.058 0.054
1 0.050 0.050 0.048 0.048 0.051 0.048 0.046 0.051 0.051
2 0.050 0.050 0.047 0.048 0.045 0.047 0.043 0.048 0.051
.9
.5 0.074 0.074 0.070 0.076 0.084 0.072 0.069 0.077 0.079
1 0.081 0.081 0.077 0.082 0.077 0.076 0.072 0.074 0.080
2 0.095 0.095 0.091 0.093 0.096 0.092 0.089 0.091 0.098
.99
.5 0.708 0.711 0.622 0.656 0.606 0.626 0.508 0.707 0.664
1 0.712 0.712 0.606 0.666 0.597 0.615 0.477 0.716 0.673
2 0.708 0.711 0.622 0.656 0.606 0.626 0.508 0.707 0.664
Tables 3.2 - 3.5 show the relationship between the size and the number of land-
marks for the 4 landmark simulations and the 10 landmark simulations. When the
52
Table 3.5: Equal Mean Shapes Size Simulation Results (10 Landmarks, 5000 Obser-
vations). This table contains the size simulation results from the equal means testing
procedure where 10 landmarks and 5000 observations were used. In this table, ρ is the
correlation between observations when generating the data and δ is the magnification
of the error terms used when generating the data.
ρ δ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
.5 0.046 0.046 0.038 0.043 0.047 0.039 0.038 0.044 0.052
1 0.057 0.057 0.053 0.055 0.057 0.054 0.053 0.060 0.054
2 0.061 0.061 0.058 0.062 0.066 0.057 0.058 0.055 0.060
.5
.5 0.063 0.063 0.062 0.056 0.055 0.060 0.048 0.060 0.057
1 0.062 0.062 0.052 0.049 0.052 0.050 0.058 0.063 0.066
2 0.074 0.074 0.062 0.065 0.059 0.064 0.060 0.071 0.069
.9
.5 0.074 0.075 0.067 0.068 0.071 0.068 0.070 0.074 0.089
1 0.088 0.088 0.076 0.071 0.075 0.075 0.063 0.085 0.068
2 0.070 0.070 0.074 0.075 0.081 0.072 0.075 0.073 0.078
.99
.5 0.758 0.757 0.697 0.706 0.685 0.704 0.613 0.759 0.728
1 0.735 0.736 0.679 0.688 0.681 0.687 0.578 0.739 0.684
2 0.749 0.749 0.678 0.693 0.669 0.684 0.594 0.748 0.703
correlation between observations is high the size of the test is much larger in the 10
landmark simulations than the size when only 4 landmarks are used. This suggests
that the tests are not appropriate when the correlation between observations is high
as suggested earlier. When the correlation between observations is low, the simple
permutation test used for the simulations has reasonable size. An important differ-
ence between the 4 landmark cases and the 10 landmark cases concerns the results for
the situations where ρ is equal to 0.9. In the simulations which used 4 landmarks, the
sizes of the permutation tests when ρ was equal to 0.9 had reasonable size when com-
pared to the nominal size of 0.05. This is not the same result when 10 landmarks are
used. When ten landmarks are used for simulations, the size of the tests are slightly
too large when compared to the nominal size in the situations where ρ is equal to 0.9.
Table 3.6 contains the size simulation results for the situation where 22 landmarks
and 2500 observations are used. The trend displayed in the previous results continue
in this situation. Although the size results are reasonable for ρ = 0 and ρ = 0.5, the
size of the tests when the correlation between observations is stronger is too large.
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The results for ρ = .99 are the worst results for the size simulations. The results for
the cases where ρ is equal to 0.9 are too large compared to the nominal test size of
0.05 to conduct the related power simulations. One should also note the increase in
the size of the tests for the cases where ρ is equal to 0.9 and 0.99 when compared to
the size of the related tests when 10 landmarks are used in Tables 3.4 and 3.5. The
power simulations will be conducted for the cases where ρ is equal to 0 and 0.5. Given
the trend in the results and the time constraints of this study, the size simulations
for 22 landmarks and 5000 observations were not conducted.
Table 3.6: Equal Mean Shapes Size Simulation Results (22 Landmarks, 2500 Obser-
vations). This table contains the size simulation results from the equal means testing
procedure where 22 landmarks and 2500 observations were used. In this table, ρ is the
correlation between observations when generating the data and δ is the magnification
of the error terms used when generating the data.
ρ δ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
.5 0.052 0.052 0.049 0.048 0.047 0.049 0.054 0.050 0.063
1 0.044 0.044 0.051 0.051 0.042 0.049 0.048 0.045 0.054
2 0.061 0.061 0.064 0.063 0.069 0.065 0.062 0.060 0.063
.5
.5 0.051 0.051 0.050 0.052 0.044 0.049 0.055 0.047 0.047
1 0.053 0.053 0.056 0.054 0.045 0.057 0.057 0.054 0.063
2 0.066 0.066 0.057 0.059 0.066 0.057 0.052 0.067 0.065
.9
.5 0.131 0.131 0.128 0.124 0.115 0.128 0.107 0.131 0.119
1 0.138 0.140 0.126 0.127 0.112 0.124 0.126 0.132 0.120
2 0.137 0.137 0.137 0.138 0.140 0.136 0.119 0.138 0.120
.99
.5 0.998 0.998 0.989 0.993 0.980 0.989 0.945 0.998 0.998
1 0.998 0.998 0.990 0.994 0.985 0.990 0.945 0.999 0.997
2 0.998 0.998 0.988 0.995 0.989 0.990 0.956 0.999 0.997
3.6 Power Simulation Results: Equal Mean Shapes
The power simulation results for the situations with reasonable size are given in this
section. In the previous section, an in depth simulation study was conducted to de-
termine the size of the permutation tests under the situations where the correlation
between observations, ρ, was 0, 0.5, 0.9, and 0.99, for values of the error magnification
term, δ, equal to 0.5, 1, and 2, for the two different sample size cases of 2500 observa-
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tions and 5000 observations. The power simulations conducted in this section consist
of the cases where the size was considered reasonable in the previous size simulation
study. Namely, the power simulations conducted in this section for the 4 landmark
cases are when ρ is equal to 0, 0.5, and 0.9. The power simulations conducted in
this section for the 10 landmark cases are when ρ is equal to 0 and 0.5. The power
simulations conducted in this section for the 22 landmark cases are when ρ is equal
to 0 and 0.5. The number of observations used for the 4 landmark cases are 2500 and
5000. For the 10 landmark cases, the number of observations used are 2500 and 5000
as well. Given the time constraints of the study, the 22 landmark cases only consider
the situations where 2500 observations are generated. In the cases with 22 landmarks
and 5000 observations, even the increased speed of calculations using parallel com-
puting could not make the simulations feasible for this study. The tables have the
same format as the tables in Section 3.5 for the test names. To find the power of the
tests, the covariance structure of the damaged molecule is assumed to be a multiple
of the covariance structure of the undamaged molecule. This multiple is given by
κ in the tables in this section. One should also realize that the inverse relationship
of the covariance structures is contained in these results. The test being conducted
is a two-sided test for difference between the structures. For example, suppose that
the assumed relationship between the undamaged and damaged molecules covariance
structures are given by ΣU = 1.1ΣD, then this is also the relationship ΣD = 11.1ΣU .
The value of δ has the same meaning as the results in the size simulation results
section. That is, δ is a magnification of the error term used when generating the
data. The test(s) with the highest power under each situation is(are) given in bold
face text. It should be noted that the largest entries in the situations where κ = 1.00
do not necessarily mean that the result is the best. These results are not highlighted
to show the largest power and should be viewed as poor if the power difference from
0.05 is large. When κ = 1.00, the power of the test should be the same as the size of
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the nominal size of the test. This means that the cases where κ = 1.00 should have
power of 0.05. A note about the permutation test based on the Procrustes Shape
distance needs to be given before the results are discussed. The tests based on the
Procrustes shape distance are given in the following tables as the column labeled
“PShape”. The powers for these tests appear very low compared to the permutation
tests based on the other distance metrics but this is not actually the relationship
that is true. In these power simulations, it is assumed that the damaged molecule
covariance structure is a multiple of the undamaged molecule covariance structure.
It can be seen in Section 3.2 that the Procrustes Shape distance rescales the covari-
ance structures before computing the distance unlike the Procrustes distance which
does not rescale the covariance structures. This difference is very important to note
in these simulations and extra attention will be given to this issue in the discussion
of the results throughout this section. In later chapters, a different method is used
to establish a relationship between the covariance structures of the damaged and
undamaged molecules under the alternative hypothesis. By rescaling the covariance
structures, the distance being computed is the distance under the null hypothesis
where the covariance structures are equal. This implies that the appropriate value
for each entry in the columns of the tables related to the permutation tests based on
the Procrustes Shape distance is the nominal size of the test which is assumed to be
0.05.
Tables 3.7 - 3.9 show the results for the situations for the simulations with 4
landmarks and 2500 observations where ρ, the correlation between observations, is
0, 0.5, and 0.9, respectively. The results in each table show that for a given value
of δ, the power of the test increases as κ increases. This result is expected, but it
is important to note the increasing trend as the covariance structures become more
different. The permutation tests based on the Procrustes distance and the Power
distance seem to be the best tests based on the power analysis. The permutation
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Table 3.7: Equal Mean Shapes Power Simulation Results (4 Landmarks, 2500 Ob-
servations, ρ=0). This table contains the power simulation results from the equal
means testing procedure where 4 landmarks and 2500 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.072 0.072 0.058 0.048 0.054 0.054 0.054 0.068 0.058
1.05 0.344 0.344 0.418 0.044 0.352 0.418 0.352 0.358 0.276
1.10 0.914 0.914 0.940 0.044 0.912 0.938 0.846 0.924 0.850
1.15 0.998 0.998 1.000 0.044 1.000 1.000 0.990 0.998 0.994
1.20 1.000 1.000 1.000 0.044 1.000 1.000 1.000 1.000 1.000
1
1.00 0.056 0.056 0.044 0.044 0.042 0.044 0.050 0.052 0.056
1.05 0.352 0.352 0.396 0.060 0.330 0.396 0.328 0.368 0.288
1.10 0.924 0.924 0.920 0.054 0.890 0.926 0.824 0.924 0.866
1.15 0.996 0.996 0.998 0.052 0.996 0.998 0.986 0.996 0.994
1.20 1.000 1.000 1.000 0.060 1.000 1.000 1.000 1.000 1.000
2
1.00 0.054 0.054 0.062 0.052 0.066 0.066 0.060 0.056 0.048
1.05 0.290 0.290 0.366 0.046 0.320 0.370 0.276 0.304 0.230
1.10 0.906 0.906 0.900 0.062 0.868 0.904 0.794 0.910 0.832
1.15 1.000 1.000 0.998 0.048 0.996 0.998 0.980 1.000 0.998
1.20 1.000 1.000 1.000 0.068 1.000 1.000 1.000 1.000 1.000
Table 3.8: Equal Mean Shapes Power Simulation Results (4 Landmarks, 2500 Ob-
servations, ρ=0.5). This table contains the power simulation results from the equal
means testing procedure where 4 landmarks and 2500 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0.5. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.064 0.064 0.064 0.058 0.064 0.062 0.072 0.070 0.064
1.05 0.212 0.212 0.268 0.064 0.214 0.266 0.222 0.222 0.160
1.10 0.680 0.680 0.734 0.062 0.696 0.734 0.616 0.696 0.604
1.15 0.966 0.964 0.960 0.050 0.946 0.964 0.898 0.972 0.918
1.20 1.000 1.000 1.000 0.058 1.000 1.000 0.998 1.000 1.000
1
1.00 0.048 0.048 0.064 0.062 0.056 0.062 0.062 0.046 0.038
1.05 0.214 0.214 0.232 0.052 0.220 0.232 0.198 0.216 0.178
1.10 0.658 0.658 0.708 0.056 0.648 0.704 0.594 0.662 0.568
1.15 0.966 0.966 0.968 0.058 0.956 0.968 0.900 0.966 0.934
1.20 0.998 0.998 1.000 0.054 0.996 1.000 0.994 0.998 0.998
2
1.00 0.052 0.052 0.056 0.056 0.060 0.054 0.056 0.056 0.040
1.05 0.238 0.238 0.192 0.054 0.172 0.190 0.168 0.246 0.158
1.10 0.698 0.698 0.714 0.044 0.648 0.716 0.604 0.710 0.594
1.15 0.974 0.974 0.960 0.048 0.952 0.960 0.914 0.980 0.948
1.20 0.998 0.998 1.000 0.064 1.000 1.000 0.990 0.998 0.998
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Table 3.9: Equal Mean Shapes Power Simulation Results (4 Landmarks, 2500 Ob-
servations, ρ=0.9). This table contains the power simulation results from the equal
means testing procedure where 4 landmarks and 2500 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0.9. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.080 0.080 0.058 0.082 0.068 0.056 0.058 0.074 0.086
1.05 0.078 0.078 0.088 0.062 0.094 0.090 0.090 0.088 0.082
1.10 0.200 0.200 0.204 0.090 0.188 0.202 0.172 0.208 0.178
1.15 0.312 0.312 0.396 0.064 0.362 0.396 0.334 0.322 0.252
1.20 0.482 0.482 0.576 0.064 0.512 0.576 0.492 0.484 0.398
1
1.00 0.044 0.044 0.050 0.050 0.050 0.048 0.048 0.046 0.054
1.05 0.078 0.078 0.090 0.072 0.086 0.092 0.090 0.082 0.080
1.10 0.160 0.158 0.224 0.072 0.198 0.224 0.196 0.164 0.136
1.15 0.324 0.324 0.366 0.058 0.318 0.372 0.314 0.322 0.252
1.20 0.478 0.476 0.538 0.082 0.480 0.540 0.446 0.496 0.384
2
1.00 0.054 0.054 0.062 0.046 0.068 0.064 0.066 0.052 0.044
1.05 0.084 0.084 0.076 0.074 0.076 0.082 0.074 0.088 0.084
1.10 0.188 0.188 0.152 0.056 0.142 0.152 0.122 0.196 0.156
1.15 0.344 0.344 0.390 0.078 0.340 0.384 0.324 0.352 0.280
1.20 0.496 0.496 0.552 0.052 0.492 0.554 0.450 0.510 0.408
tests based on the Riemannian Le distance and the Euclidean distance are not as
powerful as the permutation tests based on the other metrics. As stated above,
given the relationship between the damaged and undamaged covariance structures
is multiplicative, the results in these tables can be viewed as an increasing trend as
κ becomes larger than 1. Examining the first two columns of Tables 3.7 - 3.9, the
relationship between Box’s M statistic and the Riemannian distance can be observed.
The powers associated with the permutation tests based on these statistics are the
same for each situation considered. This is in agreement with the theoretical results
found in Proposition 1. In the earlier size simulation study (Section 3.5), an important
remark was made concerning the effective sample size for the permutation testing
procedure. It was stated that the high correlation between observations causes a
decrease in the effective sample size when ρ is large. For this reason, the sizes of the
permutations for high values of ρ were too large to be considered reasonable when
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compared to the nominal size of 0.05. The issue with the effective sample size is
present in the power simulation results as well. The lower power when ρ is large,
suggests that the correlation between the observations is causing a decrease in the
effective sample size. Although the test is quite powerful, attention must be given to
datasets with high correlation between observations using the method discussed in
this section. If the amount of data used can be increased, then increasing the amount
of data would be a good correction to the lower power due to the decreased effective
sample size. This relationship will be highlighted in the tables for power simulations
where 5000 observations are used for the permutation tests. If increasing the amount
of data is not feasible, the pre-whitening procedure discussed in Section 5.2 is a
reasonable alternative.
Tables 3.10 - 3.12 show the results for the situations for the simulations with 4
landmarks and 5000 observations where ρ, the correlation between observations, is
0, 0.5, and 0.9, respectively. The expected result of increasing power as κ becomes
different from one is present in these results as well with the exception of the test
based on the Procrustes Shape distance. The reasoning discussed earlier applies to
this power simulation study as well. The power results from this test should not
be compared to the other results in the table due to the Procrustes Shape distance
rescaling the covariance structures in the distance calculation. Excluding the permu-
tation test based on the Procrustes Shape distance, the power of the permutation
tests are similar for each metric. The power associated with the permutation tests
based on the Euclidean distance and the Riemannian Le distance are lower than the
permutation tests based on the other metrics but the difference is not large enough to
be concerning. Comparing these results to the results in Tables 3.7 - 3.9 it becomes
clear that the increase in sample size has corrected for the lower power when ρ = 0.9.
As the actual sample size increased, the effective sample size increased. This suggest
that as long as the size of the test is reasonable, the lower power when ρ is large can
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be corrected by increasing the sample size.
Table 3.10: Equal Mean Shapes Power Simulation Results (4 Landmarks, 5000 Ob-
servations, ρ=0). This table contains the power simulation results from the equal
means testing procedure where 4 landmarks and 5000 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.060 0.060 0.076 0.064 0.066 0.076 0.070 0.064 0.066
1.05 0.674 0.674 0.722 0.046 0.656 0.720 0.600 0.692 0.566
1.10 0.998 0.998 1.000 0.040 0.996 1.000 0.976 0.998 0.994
1.15 1.000 1.000 1.000 0.050 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.050 1.000 1.000 1.000 1.000 1.000
1
1.00 0.048 0.048 0.040 0.060 0.044 0.040 0.040 0.050 0.044
1.05 0.660 0.660 0.712 0.052 0.644 0.706 0.620 0.674 0.538
1.10 1.000 1.000 0.998 0.044 0.998 0.998 0.992 1.000 0.994
1.15 1.000 1.000 1.000 0.064 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.050 1.000 1.000 1.000 1.000 1.000
2
1.00 0.056 0.056 0.048 0.050 0.046 0.050 0.054 0.056 0.060
1.05 0.614 0.614 0.664 0.052 0.598 0.662 0.552 0.636 0.516
1.10 0.998 0.998 0.998 0.058 0.998 0.998 0.984 0.998 0.994
1.15 1.000 1.000 1.000 0.068 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.066 1.000 1.000 1.000 1.000 1.000
Tables 3.13 and 3.14 show the results for the situations for the simulations with
10 landmarks and 2500 observations where ρ, the correlation between observations,
is 0 and 0.5, respectively. The results in these tables show that many of the tests
achieve power equal to 1.00 very quickly as the value of κ increases from 1.00. This is
a good result as it implies that the test is able to detect differences in the covariance
structures than are smaller when the amount of data is increased from the previous
situations where only 4 landmarks were used. The expected increase in power from
the additional landmarks correct for some of the loss in power demonstrated in the
results for the simulations with 4 landmarks for the cases where ρ is equal to 0 and 0.5.
However, the size of the tests when ρ= 0.9 was not close enough to 0.05 and therefore
conducting the power simulations would not be appropriate. The size values two
and three standard devations above 0.05 are 0.0638 and 0.0707, respectively. These
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Table 3.11: Equal Mean Shapes Power Simulation Results (4 Landmarks, 5000 Ob-
servations, ρ=0.5). This table contains the power simulation results from the equal
means testing procedure where 4 landmarks and 5000 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0.5. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.062 0.062 0.062 0.060 0.056 0.068 0.066 0.066 0.060
1.05 0.434 0.434 0.424 0.050 0.378 0.428 0.356 0.440 0.318
1.10 0.958 0.958 0.958 0.060 0.958 0.962 0.906 0.964 0.934
1.15 1.000 1.000 1.000 0.068 1.000 1.000 0.996 1.000 1.000
1.20 1.000 1.000 1.000 0.044 1.000 1.000 1.000 1.000 1.000
1
1.00 0.056 0.056 0.056 0.070 0.064 0.056 0.058 0.056 0.060
1.05 0.380 0.380 0.444 0.042 0.368 0.442 0.374 0.382 0.302
1.10 0.964 0.964 0.966 0.060 0.958 0.966 0.896 0.966 0.922
1.15 1.000 1.000 1.000 0.034 1.000 1.000 0.988 1.000 1.000
1.20 1.000 1.000 1.000 0.052 1.000 1.000 1.000 1.000 1.000
2
1.00 0.060 0.060 0.052 0.050 0.044 0.054 0.050 0.052 0.056
1.05 0.400 0.400 0.460 0.056 0.410 0.462 0.394 0.398 0.324
1.10 0.968 0.968 0.960 0.050 0.944 0.960 0.904 0.966 0.910
1.15 1.000 1.000 1.000 0.054 1.000 1.000 0.998 1.000 1.000
1.20 1.000 1.000 1.000 0.046 1.000 1.000 1.000 1.000 1.000
Table 3.12: Equal Mean Shapes Power Simulation Results (4 Landmarks, 5000 Ob-
servations, ρ=0.9). This table contains the power simulation results from the equal
means testing procedure where 4 landmarks and 5000 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0.9. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.074 0.074 0.060 0.074 0.054 0.060 0.062 0.076 0.078
1.05 0.100 0.100 0.134 0.052 0.116 0.132 0.114 0.106 0.092
1.10 0.336 0.336 0.348 0.068 0.306 0.340 0.258 0.342 0.292
1.15 0.552 0.552 0.638 0.050 0.582 0.642 0.542 0.564 0.468
1.20 0.840 0.840 0.842 0.060 0.794 0.846 0.758 0.842 0.750
1
1.00 0.058 0.058 0.052 0.076 0.062 0.056 0.050 0.054 0.054
1.05 0.130 0.130 0.148 0.066 0.132 0.154 0.124 0.130 0.130
1.10 0.324 0.324 0.374 0.064 0.324 0.372 0.324 0.330 0.256
1.15 0.564 0.564 0.626 0.070 0.552 0.626 0.520 0.582 0.484
1.20 0.854 0.854 0.874 0.068 0.824 0.872 0.758 0.862 0.756
2
1.00 0.078 0.078 0.052 0.066 0.058 0.052 0.052 0.076 0.080
1.05 0.098 0.098 0.116 0.052 0.106 0.120 0.108 0.104 0.102
1.10 0.318 0.318 0.348 0.050 0.294 0.346 0.306 0.320 0.250
1.15 0.560 0.560 0.598 0.056 0.534 0.592 0.494 0.562 0.486
1.20 0.864 0.864 0.866 0.058 0.826 0.860 0.738 0.876 0.788
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values were calculated as 0.05 + Z
√
0.05∗0.95
1000 where Z is the number of standard
deviations. The trade off is further discussed at the end of this section. Given that
the power simulation was not conducted the 10 landmark case where ρ is equal to
0.9, a comparison between the results for this situation and the 4 landmark case
where ρ is equal to 0.9 is not possible. The best tests in these situations were the
permutation tests based on the Procrustes distance and the Log-Euclidean distance.
The permutation test based on the Cholesky distance had the lowest power. Although
the permutation test based on the Riemannian Le distance was slightly more powerful
than the permutation test based on the Cholesky distance, it was a poor metric to
use in these situations.
Table 3.13: Equal Mean Shapes Power Simulation Results (10 Landmarks, 2500
Observations, ρ=0). This table contains the power simulation results from the equal
means testing procedure where 10 landmarks and 2500 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.030 0.030 0.046 0.040 0.040 0.044 0.056 0.034 0.044
1.05 0.812 0.812 0.836 0.054 0.556 0.832 0.798 0.828 0.706
1.10 1.000 1.000 1.000 0.056 0.998 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.048 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.056 1.000 1.000 1.000 1.000 1.000
1
1.00 0.052 0.052 0.060 0.058 0.050 0.058 0.054 0.050 0.056
1.05 0.816 0.816 0.834 0.066 0.534 0.830 0.794 0.832 0.656
1.10 1.000 1.000 1.000 0.032 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.062 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.052 1.000 1.000 1.000 1.000 1.000
2
1.00 0.062 0.062 0.054 0.064 0.054 0.056 0.062 0.056 0.060
1.05 0.798 0.798 0.810 0.042 0.528 0.804 0.778 0.818 0.670
1.10 1.000 1.000 1.000 0.046 0.998 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.048 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.038 1.000 1.000 1.000 1.000 1.000
Tables 3.15 and 3.16 show the results for the situations for the simulations with 10
landmarks and 5000 observations where ρ, the correlation between observations, is 0
and 0.5, respectively. Although the powers of the tests in this section are very high, it
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Table 3.14: Equal Mean Shapes Power Simulation Results (10 Landmarks, 2500
Observations, ρ=0.5). This table contains the power simulation results from the
equal means testing procedure where 10 landmarks and 2500 observations were used.
In this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0.5. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.066 0.066 0.054 0.052 0.060 0.058 0.058 0.062 0.060
1.05 0.584 0.584 0.592 0.054 0.310 0.594 0.550 0.608 0.454
1.10 1.000 1.000 1.000 0.040 0.974 1.000 1.000 1.000 0.988
1.15 1.000 1.000 1.000 0.050 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.076 1.000 1.000 1.000 1.000 1.000
1
1.00 0.058 0.058 0.054 0.062 0.048 0.052 0.044 0.052 0.054
1.05 0.576 0.576 0.570 0.066 0.328 0.564 0.526 0.588 0.436
1.10 0.998 0.998 1.000 0.060 0.968 1.000 1.000 0.998 0.994
1.15 1.000 1.000 1.000 0.076 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.040 1.000 1.000 1.000 1.000 1.000
2
1.00 0.048 0.048 0.054 0.056 0.058 0.056 0.058 0.054 0.056
1.05 0.562 0.562 0.580 0.062 0.338 0.576 0.552 0.588 0.434
1.10 0.998 0.998 1.000 0.050 0.952 1.000 1.000 0.998 0.984
1.15 1.000 1.000 1.000 0.066 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.052 1.000 1.000 1.000 1.000 1.000
is of interest to note the pattern demonstrated in the previous power simulation results
also applies to these results with regard to the value of ρ. In the previous results,
as ρ increased, the power of the test decreased for a given number of landmarks, κ
value, and sample size. In the results given in Tables 3.15 and 3.16, the power of the
tests when κ is equal to 1.05 is lower when ρ is equal to 0 than when ρ is equal to
0.5. Comparing these results to the results in Tables 3.13 and 3.14, one can see the
effective sample size issue has been improved by including additional observations. In
the previous results where 2500 landmarks were used, the effective sample size under
situations with higher correlation between observations was lower. By increasing
the number of observations used for the simulation study, the test becomes more
powerful holding the correlation between observations and the assumed multiple of
the covariance matrix under the alternative hypothesis constant. Comparing the
results in these tables with those in Tables 3.10 and 3.11 one can see that the powers
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of the permutation tests in the power study where 10 landmarks are used are higher
than the powers of the permutation tests in the power study where only 4 landmarks
are used. This result is expected from the increase in the amount of data being used
to conduct the tests but it is important to note this relationship due to it being an
indicator of a good testing procedure. As with the 10 landmark case where 2500
observations were used as the sample size, the case where ρ is equal to 0.9 was not
considered in this power study. The size simulation study given in the previous section
suggested that the size of the test was too large when compared to the nominal size
of the test which was set as 0.05. Given this limitation, a comparison cannot be made
between the 4 landmark case where ρ is equal to 0.9 and the related 10 landmark
case. The permutation tests based on the Riemannian Le distance and the Cholesky
distance performed poorly compared to the permutation tests based on the other
metrics in the situations with 10 landmarks and 5000 observations.
Table 3.15: Equal Mean Shapes Power Simulation Results (10 Landmarks, 5000
Observations, ρ=0). This table contains the power simulation results from the equal
means testing procedure where 10 landmarks and 5000 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.042 0.042 0.050 0.056 0.052 0.050 0.054 0.044 0.046
1.05 0.996 0.996 0.994 0.054 0.932 0.994 0.990 0.996 0.974
1.10 1.000 1.000 1.000 0.042 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.036 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.040 1.000 1.000 1.000 1.000 1.000
1
1.00 0.066 0.066 0.068 0.066 0.070 0.068 0.066 0.068 0.068
1.05 0.994 0.994 0.996 0.054 0.926 0.996 0.996 0.994 0.980
1.10 1.000 1.000 1.000 0.044 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.054 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.048 1.000 1.000 1.000 1.000 1.000
2
1.00 0.058 0.058 0.044 0.042 0.046 0.046 0.046 0.058 0.072
1.05 0.996 0.996 0.994 0.058 0.934 0.994 0.988 1.000 0.980
1.10 1.000 1.000 1.000 0.054 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.064 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.056 1.000 1.000 1.000 1.000 1.000
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Table 3.16: Equal Mean Shapes Power Simulation Results (10 Landmarks, 5000
Observations, ρ=0.5). This table contains the power simulation results from the
equal means testing procedure where 10 landmarks and 5000 observations were used.
In this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0.5. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.056 0.056 0.052 0.044 0.056 0.054 0.048 0.056 0.050
1.05 0.924 0.924 0.914 0.062 0.680 0.910 0.894 0.928 0.792
1.10 1.000 1.000 1.000 0.052 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.050 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.042 1.000 1.000 1.000 1.000 1.000
1
1.00 0.066 0.066 0.054 0.050 0.050 0.056 0.056 0.068 0.052
1.05 0.874 0.874 0.894 0.036 0.630 0.892 0.864 0.894 0.774
1.10 1.000 1.000 1.000 0.060 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.052 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.046 1.000 1.000 1.000 1.000 1.000
2
1.00 0.046 0.046 0.060 0.062 0.050 0.056 0.064 0.050 0.056
1.05 0.902 0.902 0.928 0.070 0.688 0.910 0.898 0.918 0.802
1.10 1.000 1.000 1.000 0.044 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.066 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.036 1.000 1.000 1.000 1.000 1.000
The last two tables of results from the power simulation study, Tables 3.17
and 3.18, concern the situation where 22 landmarks and 2500 observations are used
when ρ is 0 and 0.5, respectively. The simulations for 5000 observations were not
conducted due to time constraints and the trends in the results. Within these two
tables, a similar result to the previous work is noticed. As the correlation between
observations increases (ρ), the power of the test decreases for the tests with the same
value of κ. Comparing these results to the results in Tables 3.7, 3.8, 3.13, and 3.14,
the pattern of increasing power as the number of landmarks increases is evident. For
the tests which are appropriate to use under the assumed alternative hypothesis, the
power of the test increases as the number of landmarks increases. This is due to the
amount of data used in the testing procedure increasing as the number of landmarks
increases. Although the power simulations were not conducted for the cases with
22 landmarks and 5000 observations, the pattern of increasing power for increased
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number of landmarks and observations is clear from the previous work. It should be
noted again that the results for the permutation test based on the Procrustes Shape
distance should not be compared to the results from the permutation tests based on
the other distance metrics. An additional discussion of this problem and a method
of correcting the problem is discussed in the conclusions of this study in Section 3.8.
The most powerful permutation test in these situations was the test based on the
Log-Euclidean distance, but closely followed by the tests based on the Procrustes dis-
tance, the Riemannian distance, and the Power distance. The permutation test based
on the Euclidean distance did not perform as well, but was more powerful than the
permutation tests based on the Riemannian Le distance and the Cholesky distance.
Table 3.17: Equal Mean Shapes Power Simulation Results (22 Landmarks, 2500
Observations, ρ=0). This table contains the power simulation results from the equal
means testing procedure where 22 landmarks and 2500 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.064 0.064 0.058 0.064 0.056 0.058 0.056 0.064 0.048
1.05 0.908 0.908 0.918 0.044 0.592 0.918 0.896 0.926 0.840
1.10 1.000 1.000 1.000 0.064 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.058 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.054 1.000 1.000 1.000 1.000 1.000
1
1.00 0.040 0.040 0.048 0.042 0.044 0.048 0.056 0.042 0.044
1.05 0.948 0.948 0.946 0.046 0.608 0.942 0.916 0.950 0.872
1.10 1.000 1.000 1.000 0.066 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.056 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.048 1.000 1.000 1.000 1.000 1.000
2
1.00 0.050 0.050 0.046 0.052 0.046 0.046 0.048 0.054 0.056
1.05 0.954 0.954 0.946 0.058 0.584 0.942 0.922 0.958 0.884
1.10 1.000 1.000 1.000 0.050 1.000 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.054 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.042 1.000 1.000 1.000 1.000 1.000
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Table 3.18: Equal Mean Shapes Power Simulation Results (22 Landmarks, 2500
Observations, ρ=0.5). This table contains the power simulation results from the
equal means testing procedure where 22 landmarks and 2500 observations were used.
In this table, ρ is the correlation between observations when generating the data. The
value of ρ used in this table is ρ=0.5. The column of this table labeled κ gives the
multiplicative relationship between damaged and undamaged covariance structures
under the alternative hypothesis. Under the alternative hypothesis, ΣD = κΣU .
δ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
.5
1.00 0.064 0.064 0.074 0.078 0.064 0.076 0.080 0.068 0.076
1.05 0.642 0.642 0.664 0.062 0.330 0.660 0.626 0.678 0.542
1.10 1.000 1.000 1.000 0.064 0.994 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.058 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.058 1.000 1.000 1.000 1.000 1.000
1
1.00 0.066 0.066 0.070 0.072 0.064 0.072 0.060 0.074 0.074
1.05 0.712 0.712 0.702 0.082 0.360 0.698 0.666 0.738 0.572
1.10 1.000 1.000 1.000 0.070 0.974 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.054 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.058 1.000 1.000 1.000 1.000 1.000
2
1.00 0.078 0.078 0.074 0.074 0.072 0.076 0.062 0.082 0.074
1.05 0.694 0.698 0.694 0.050 0.336 0.686 0.664 0.706 0.580
1.10 1.000 1.000 1.000 0.056 0.992 1.000 1.000 1.000 1.000
1.15 1.000 1.000 1.000 0.036 1.000 1.000 1.000 1.000 1.000
1.20 1.000 1.000 1.000 0.036 1.000 1.000 1.000 1.000 1.000
3.7 Applying the Equal Mean Shapes Testing Procedure
To apply the testing procedure presented in this chapter to real data. In Section 6.1,
the testing procedure presented in this chapter is applied to the real DNA dataset
to make comparisons between the damaged and undamaged DNA molecule pairs.
Applying the methods proposed in this chapter to real data requires the simulation
steps to be eliminated from the algorithm. The first step of the procedure is now step
1 in Permutation Test A.
3.8 Conclusions
The power simulation results in this chapter suggest that the increase in correlation
between observations causes a decrease in the effective sample size which results in a
decrease in the power of the test for a given number of landmarks and observations in
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the sample. The simulations also suggest the power of the tests behave as expected as
the difference between the damaged and undamaged molecule covariance structures
increases. It should also be noted that the number of landmarks and correlation be-
tween observations play a large role in the size of the tests, but these items and the
sample size influence the power of the tests. Although the effective sample size de-
crease for large ρ causes an increase in the size of the tests, the tests with appropriate
size contained the same values of ρ for each set of number of landmarks. The most
powerful tests were the tests based on the Procrustes distance and the Log Euclidean
distance. These tests are labeled as “Proc” and “LogEucl” in the size and power
results tables. The least powerful test, excluding the test based on the Procrustes
Shape distance, was the test based on the Cholesky distance. This test is labeled as
“Chol” in the size and power simulation tables.
Given the clear decrease in effective sample size as ρ increases, the temporal effects
in the data should be analyzed. Recall that the actual data consists of observations
of the same DNA molecules collected over time. If the data are correlated, possible
problems could arise during the analysis. A further investigation of the temporal
effects is located in Section 5.1. A subsequent point of interest is the development of
a testing procedure to correct for the temporal effects in the data. In Section 5.2, a
testing procedure which incorporates a pre-whitening method is discussed as an effort
to produce better results under situations with high correlation between observations.
Another limitation of the testing procedure discussed in this section is that this
testing procedure assumed that the mean shape of the undamaged molecule was not
statistically different from the mean shape of the damaged molecule for the simula-
tions. This means that applying this procedure to datasets where the mean shapes of
the groups is not equal would detect not only differences in the covariance structure
but also differences in the mean shapes of the two groups. A method for relaxing this
restriction is discussed in Section 4.1. The method for relaxing the restriction of equal
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mean shapes is an extension of the work presented in this chapter. To correct for the
limitations of the testing procedure presented in this chapter, Ordinary Procrustes
Analysis is used to superimpose the mean shapes of the two groups before conducting
the test. From this superimposition, an estimate of the scale and rotational difference
between the two mean shapes is found which is then applied to the sample data.
Another important result of these tests is that the power for the permutation test
based on the Procrustes Shape distance is roughly 0.05 in all of the power simulations.
This test scales the two covariance matrices being tested before conducting the test.
Had the difference between the covariance structures been assumed to be a non-scale
relationship, the powers of the Procrustes Shape distance permutation tests would
have been higher. Although the powers are roughly equal to the size, this result is
expected given the form of the distance metric. The powers from the permutation
test based on the Procrustes Shape distance should be the nominal size of the test
(0.05 in this study), but these powers are not accurate when comparing the results
across the permutation tests based on the other distance measures. To correct for this
problem in later chapters, the geodesic between the estimated damaged covariance
structure and the estimated undamaged covariance structure is used for various values
of κ. A further discussion of this method is given in Section 4.3. After applying this
correction, the power of the permutation test based on the Procrustes Shape distance




Permutation Tests for Unequal Means
4.1 Situations With Unequal Mean Shapes
In Chapter 3, the permutation tests discussed assume the mean shapes of the damaged
and undamaged DNA molecules are the same. This is a rather restrictive assumption
that should be relaxed to create a test which works under the practical unequal mean
shapes situation. This section discusses the steps needed to relax this condition to
allow for testing about differences in covariance structures when the mean shapes
between the two groups are different.
The steps for the altered permutation test to relax the assumption of equal mean
shapes between the two groups of molecules are similar to the steps in the equal mean
shapes test but there are a few important changes that must be noted. The unequal
means procedure is similar to the equal means procedure but first the means must
be aligned using Ordinary Procrustes Analysis (OPA). The steps provided in the
following discussion are the steps for the permutation testing simulation procedure.
In practice, a few steps must be changed to allow for the collected data to be used.
The steps regarding the changes needed to use this method in practice are given at
the end of this section. The steps for the permutation test simulation are as follows:
Simulation 2. 1. Register the mean shapes using OPA, treating the undamaged
mean A = µ̂U as the reference shape and the damaged mean B = µ̂D as the
shape to be transformed.
2. Treat the centered undamaged mean shape, Â, as the undamaged mean shape
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and the Procrustes registered shape, B̂, as the damaged mean shape. Note that
A and B in the previous step differ from Â and B̂. A and B are the mean
shapes before registering them using OPA. Â and B̂ are the mean shapes
after registering them using OPA.
3. The observations used for the simulations were generated by inducing a cor-
relation, ρ, and a magnification of the error terms δ. The initial generated
observation was a randomly selected value from a multivariate normal distri-
bution with mean µ and Σ, where µ and Σ are the mean shape and covariance
matrix for the datasets. Generate the datasets for the simulations according
to Xi = ρ(Xi−1 − µ) + µ + ei where ei ∼ MVN(0, δ.5Σ) for i = 2, 3, . . . , n.
Here µ=Â for the undamaged dataset and µ=B̂ for the damaged dataset.
We now present the a permutation test for testing equal covariances when the
mean shapes are possibly unequal, which we denote as Permutation Test B.
Permutation Test B. 1. Carry out pooled GPA on the whole dataset to get Xpij,
i = 1, . . . , n, j = 1, 2.
2. Obtain the pooled group mean µ̂pool.
3. Find the pooled tangent coordinates vij = Tµ̂pool(X
p
ij), j = 1, 2 where Tµ(X)
denotes the tangent coordinates at µ.
4. Obtain the group tangent mean in each group via v̄j = 1nvij, j = 1, 2.
5. Subtract the group tangent mean from each vij to get wij = vij − v̄j, i =
1, . . . , n, j = 1, 2 (?).
6. Work out the factored MLE for each group based on wij, Σ̂1, Σ̂2 and evaluate
the test statistic T0 = d(Σ̂1, Σ̂2).
7. for I = 1, . . . , h
a) Swap/permute the blocks of size b at random to give vsij, i = 1, . . . , n,
j = 1, 2.
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b) Obtain the group tangent means v̄sj, j = 1, 2.
c) Subtract the group tangent means to get wsij = vsij − v̄sij, i = 1, . . . , n,
j = 1, 2 (? ?).










8. Compute the p-value 1
h
∑h
I=1 1(TI ≥ T0) where 1(TI ≥ T0) = 1 if TI ≥ T0 and
1(TI ≥ T0) = 0 otherwise.
It should be noted that the subtraction of the group means in (?) and (? ?)
accounts for any differences between the means, and hence it is appropriate in the
unequal means case as we still expect exchangeability even if µ1 6= µ2 (population
mean size and shape). There is also an implicit assumption that n is large and hence
µ̂j ≈ µj, j = 1, 2.
4.2 Size Simulation Results: Unequal Mean Shapes
This section discusses the results of the size simulation using the newly proposed per-
mutation testing method which accounts for possible differences in the mean shapes
between the damaged and undamaged DNA molecules. The tables are constructed in
a similar way to the tables presented in Section 3.4. To determine the appropriateness
of the tests described above, a simulation study was conducted using the previously
described method with block size equal to 100. The block size of 100 was chosen to
be consistent with the permutation test simulations in Section 3.4. Each of the 1000
simulations consists of a permutation test with 300 permutations of the blocks. The
results of the size simulations for each of the tests are summarized in Tables 4.1, 4.2,
and 4.3. The nominal significance level for the tests is 0.05. In the effort of time,
only the situation where δ = 1 was considered. Table 4.1 shows the 4 landmark cases.
Table 4.2 shows the 10 landmark cases. Table 4.3 shows the 22 landmark cases. It
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should be noted that only the n=2500 cases were conducted for the 22 landmark
situation due to time constraints.
Notice the same problem as in the equal mean shapes situation with the highly
correlated observation situations ρ =0.99. In Chapter 3, it was found that the sizes of
the permutation tests when the data were highly correlated were too large compared
to the nominal size of 0.05. In Tables 4.1, 4.2, and 4.3, the size of the permutation
tests when ρ = 0.99 is too large compared to the nominal size of 0.05 as well. Another
interesting result is the situation where ρ = 0.5. In these situations, other than the 4
landmark case, the sizes are much smaller than the expected size of 0.05. To correct
this problem with the large sizes when the data are highly correlated a method
involving a pre-whitening procedure is presented in Section 5.2. Tables 4.1, 4.2,
and 4.3 suggest that the situations with appropriate size compared to the nominal
size of 0.05 include the 4 landmark cases with ρ equal to 0, 0.5, and 0.9, the 10
landmark cases with ρ equal to 0, 0.5, and 0.9, and the 22 landmark cases with
ρ equal to 0. This new procedure has introduced a second problem with the sizes
being too low when ρ=0 for the 10 and 22 landmark cases for the permutation tests
based on the Procrustes distance, the Cholesky distance, the Power distance, and the
Euclidean distance.
Table 4.1: Unequal Mean Shapes Size Simulation Results (4 Landmarks, δ=1). This
table contains the size simulation results from the unequal means testing procedure
where 4 landmarks were used. In this table, n is the number observations used in the
simulation and ρ is the correlation between observations when generating the data.
In this simulation, the error magnification term, δ, used was δ=1.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.064 0.064 0.066 0.057 0.065 0.063 0.068 0.066 0.065
.5 0.061 0.061 0.054 0.052 0.052 0.053 0.059 0.058 0.061
.9 0.075 0.075 0.069 0.065 0.065 0.067 0.065 0.072 0.079
.99 0.210 0.210 0.181 0.200 0.191 0.185 0.166 0.203 0.219
5000
0 0.075 0.075 0.052 0.057 0.054 0.053 0.065 0.075 0.070
.5 0.048 0.048 0.048 0.045 0.046 0.047 0.047 0.046 0.042
.9 0.065 0.065 0.072 0.054 0.073 0.074 0.069 0.062 0.067
.99 0.231 0.230 0.188 0.226 0.214 0.190 0.160 0.229 0.248
73
Table 4.2: Unequal Mean Shapes Size Simulation Results (10 Landmarks, δ=1). This
table contains the size simulation results from the unequal means testing procedure
where 10 landmarks were used. In this table, n is the number observations used in the
simulation and ρ is the correlation between observations when generating the data.
In this simulation, the error magnification term, δ, used was δ=1.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.061 0.062 0.033 0.057 0.022 0.032 0.014 0.061 0.056
.5 0.032 0.032 0.008 0.029 0.007 0.007 0.004 0.034 0.026
.9 0.060 0.060 0.053 0.058 0.043 0.051 0.049 0.059 0.059
.99 0.654 0.653 0.576 0.610 0.542 0.586 0.457 0.652 0.606
5000
0 0.075 0.075 0.046 0.087 0.034 0.045 0.019 0.080 0.064
.5 0.038 0.038 0.014 0.026 0.011 0.014 0.009 0.038 0.035
.9 0.076 0.076 0.065 0.073 0.065 0.063 0.049 0.078 0.065
.99 0.706 0.704 0.646 0.676 0.621 0.653 0.551 0.704 0.646
Table 4.3: Unequal Mean Shapes Size Simulation Results (22 Landmarks, δ=1). This
table contains the size simulation results from the unequal means testing procedure
where 22 landmarks were used. In this table, n is the number observations used in the
simulation and ρ is the correlation between observations when generating the data.
In this simulation, the error magnification term, δ, used was δ=1.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.074 0.074 0.013 0.068 0.014 0.014 0.003 0.069 0.080
.5 0.016 0.016 0.003 0.014 0.004 0.003 0.001 0.016 0.022
.9 0.093 0.093 0.075 0.087 0.066 0.075 0.057 0.093 0.093
.99 0.999 0.999 0.982 0.990 0.977 0.985 0.916 0.999 0.999
4.3 Power Simulation Results: Unequal Mean Shapes
This section is a discussion of the power of the tests with appropriate sizes in Sec-
tion 4.2. It should be noted that the alternative hypothesis for these tests is of a
different form than that used in the power simulations for the equal mean shape
tests in Section 3.6. Here, the geodesic is used as the alternative. Notationally, the
alternative is of the form H1 : ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is the observed
covariance matrix for the damaged molecule, ΣD is the assumed value under the al-
ternative hypothesis, and ΣU is the observed covariance matrix for the undamaged
molecule. The values chosen for κ range from 0 to 1. The tables below show that
the test is very powerful as the value of κ increases. That is, as the assumed value
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for ΣD becomes closer to Σ∗D. The results for the situations with 2500 observations
and 4 landmarks are given in Table 4.4. The results for the situations with 5000
observation and 4 landmarks are given in Table 4.5. The results for the situations
with 2500 observations and 10 landmarks are given in Table 4.6. The results for the
situations with 2500 observations and 22 landmarks are given in Table 4.7.
The results from the power analysis are similar to the previous results in Sec-
tion 3.6. As the difference between the damaged and undamaged molecule covariance
structure becomes larger, the power of the test increases. A major difference between
the results presented in this chapter and the results presented in Section 3.6 is that
the results presented in this chapter are based on a test which does not detect differ-
ences in the mean shape of the two groups of molecules. Using the procedure in this
chapter, the mean shapes of the damaged and undamaged DNA molecules could be
different without influencing the power results. Although, the tests have peculiar sizes
for the cases of ρ = 0.05 as discussed in the previous section, this testing procedure
is still better than the testing procedure in presented in Chapter 3 due to the re-
sults in Section 2.3 which suggest that the assumption of equal mean shapes between
the damaged and undamaged DNA molecules is too strong. The test based on the
Euclidean distance between the two covariance structures seems to be the worst per-
former with regard to the power of the testing procedure. This is evident from all of
the power simulation results presented in this chapter. The other testing procedures
have greater power for detecting differences in the covariance structure. The tests
based on Box’s M statistic and the Riemannian distance were the best performers
using the testing procedure presented in this chapter based on the power of the test.
The permutation tests based on the Riemannian Le distance and the Log-Euclidean
distance are also quite powerful. The permutation tests with the lowest power are
the tests based on the Euclidean distance and the Cholesky distance. It should be
noted that the low power of the permutation tests based on the Euclidean distance
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and the Cholesky distance could be related to the low size of the tests based on these
distance measures.
Table 4.4: Unequal Mean Shapes Power Simulation Results (4 Landmarks, 2500 Ob-
servations, δ=1). This table contains the power simulation results from the unequal
means testing procedure where 4 landmarks and 2500 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
column of this table labeled κ gives the point on the geodesic for the relationship
between damaged and undamaged covariance structures under the alternative hy-
pothesis. Under the alternative hypothesis, ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is
the observed covariance matrix for the damaged molecule, ΣD is the assumed value
under the alternative, and ΣU is the observed covariance matrix for the undamaged
molecule. In this simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.00 0.074 0.074 0.058 0.046 0.050 0.056 0.058 0.072 0.058
0.025 1.000 1.000 0.972 1.000 1.000 0.972 0.104 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 0.340 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.846 1.000 1.000
0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.5
0.00 0.058 0.058 0.048 0.052 0.050 0.048 0.050 0.062 0.044
0.025 0.998 0.998 0.768 0.984 0.948 0.768 0.080 0.998 0.996
0.050 1.000 1.000 1.000 1.000 1.000 1.000 0.172 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.532 1.000 1.000
0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.9
0.00 0.054 0.054 0.068 0.062 0.064 0.070 0.076 0.052 0.062
0.025 0.474 0.474 0.102 0.288 0.184 0.100 0.048 0.494 0.412
0.050 1.000 1.000 0.836 0.994 0.978 0.836 0.096 1.000 0.998
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.384 1.000 1.000
0.25 1.000 1.000 1.000 1.000 1.000 1.000 0.878 1.000 1.000
0.50 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
4.4 Applying the Unequal Mean Shapes Testing Procedure
A few changes to the testing procedure need to be made in order to apply this method
to actual data. This method will be applied to the real DNA dataset in Section 6.1.
Although the majority of the steps are similar to the permutation test simulation
procedure, it is very important to take note of the differences in the beginning steps.
During the simulation of the data for the size and power simulations, the data were
generated from the mean shapes after the initial OPA match. In a similar manner,




Figure 4.1: Unequal Mean Shapes Power Simulation Results (4 Landmarks, 2500
Observations, δ=1). This figure is the graphical representation of Table 4.4. Panel
(a) shows the powers for ρ = 0. Panel (b) shows the powers for ρ = 0.5. Panel (c)
shows the powers for ρ = 0.9.
to the rotation and scale of matching the mean shapes. The steps needed to use this
test in practice which differ from the size simulation are given as follows:
1. Find the mean shapes of each dataset using Generalized Procrustes Analysis
and register the two datasets using Generalized Procrustes Analysis. Denote
these mean shapes as A = µ̂U for the undamaged molecule mean shape and
B = µ̂D for the damaged molecule mean shape. Denote the registered dataset
as Xp∗iU and X
p∗
iD for i = 1, 2, . . . , n where X
p∗
iU denotes the registered undamaged
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Table 4.5: Unequal Mean Shapes Power Simulation Results (4 Landmarks, 5000 Ob-
servations, δ=1). This table contains the power simulation results from the unequal
means testing procedure where 4 landmarks and 5000 observations were used. In
this table, ρ is the correlation between observations when generating the data. The
column of this table labeled κ gives the point on the geodesic for the relationship
between damaged and undamaged covariance structures under the alternative hy-
pothesis. Under the alternative hypothesis, ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is
the observed covariance matrix for the damaged molecule, ΣD is the assumed value
under the alternative, and ΣU is the observed covariance matrix for the undamaged
molecule. In this simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.00 0.048 0.048 0.046 0.058 0.046 0.044 0.046 0.050 0.042
0.025 1.000 1.000 1.000 1.000 1.000 1.000 0.178 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 0.884 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.5
0.00 0.052 0.052 0.054 0.058 0.048 0.054 0.048 0.054 0.058
0.025 1.000 1.000 0.998 1.000 1.000 0.998 0.128 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 0.438 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.972 1.000 1.000
0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.9
0.00 0.050 0.050 0.068 0.054 0.056 0.064 0.062 0.052 0.056
0.025 0.810 0.810 0.222 0.616 0.396 0.226 0.078 0.808 0.714
0.050 1.000 1.000 0.884 0.994 0.984 0.884 0.096 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.150 1.000 1.000
0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
molecule dataset and Xp∗iD denotes the registered damaged molecule dataset.
2. Register the mean shapes using OPA, treating the undamaged mean A = µ̂U
as the reference shape and the damaged mean B = µ̂D as the shape to be
transformed. During the registration record the value of the scaling, s, and
the rotation matrix, R, needed to superimpose B onto A.
3. Transform the registered datasets Xp∗iU and X
p∗
iD according to the values of s









iDRs where W is defined as the r× r matrix given by Ir − 1r ∗ Jr
where Jr is the r × r matrix of ones, Ir is the r × r identity matrix, and r is
the number of rows in Xp∗iU for i = 1, 2, . . . , n.
Continue with permutation test (Permutation Test B) algorithm.
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Table 4.6: Unequal Mean Shapes Power Simulation Results (10 Landmarks, 2500
Observations, δ=1). This table contains the power simulation results from the un-
equal means testing procedure where 10 landmarks and 2500 observations were used.
In this table, ρ is the correlation between observations when generating the data.
The column of this table labeled κ gives the point on the geodesic for the relation-
ship between damaged and undamaged covariance structures under the alternative
hypothesis. Under the alternative hypothesis, ΣD = ΣU + κ(Σ∗D −ΣU) where Σ∗D is
the observed covariance matrix for the damaged molecule, ΣD is the assumed value
under the alternative, and ΣU is the observed covariance matrix for the undamaged
molecule. In this simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.00 0.042 0.042 0.018 0.048 0.020 0.018 0.010 0.048 0.050
0.025 0.110 0.110 0.072 0.084 0.056 0.072 0.036 0.112 0.102
0.050 0.222 0.222 0.142 0.144 0.122 0.146 0.086 0.222 0.244
0.075 0.480 0.480 0.374 0.274 0.262 0.374 0.278 0.470 0.454
0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.5
0.00 0.032 0.032 0.024 0.030 0.016 0.024 0.016 0.030 0.044
0.025 0.048 0.048 0.026 0.050 0.032 0.026 0.018 0.050 0.054
0.050 0.100 0.100 0.084 0.070 0.052 0.082 0.054 0.096 0.092
0.075 0.212 0.212 0.170 0.146 0.116 0.172 0.122 0.206 0.204
0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.9
0.00 0.078 0.078 0.058 0.082 0.070 0.058 0.066 0.084 0.084
0.025 0.050 0.050 0.044 0.066 0.054 0.042 0.046 0.052 0.050
0.050 0.068 0.068 0.070 0.072 0.070 0.068 0.076 0.068 0.066
0.075 0.086 0.086 0.082 0.090 0.090 0.088 0.086 0.092 0.088
0.25 0.642 0.642 0.638 0.416 0.530 0.640 0.580 0.658 0.572
0.50 1.000 1.000 1.000 0.994 1.000 1.000 1.000 1.000 1.000
0.75 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 4.7: Unequal Mean Shapes Power Simulation Results (22 Landmarks, 2500
Observations, δ=1). This table contains the power simulation results from the un-
equal means testing procedure where 22 landmarks and 2500 observations were used.
In this table, ρ is the correlation between observations when generating the data.
The column of this table labeled κ gives the point on the geodesic for the relation-
ship between damaged and undamaged covariance structures under the alternative
hypothesis. Under the alternative hypothesis, ΣD = ΣU + κ(Σ∗D −ΣU) where Σ∗D is
the observed covariance matrix for the damaged molecule, ΣD is the assumed value
under the alternative, and ΣU is the observed covariance matrix for the undamaged
molecule. In this simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.00 0.042 0.042 0.006 0.034 0.006 0.006 0.004 0.042 0.042
0.025 0.100 0.100 0.032 0.088 0.026 0.034 0.008 0.098 0.080
0.050 0.434 0.432 0.182 0.382 0.150 0.172 0.068 0.436 0.394
0.075 0.894 0.894 0.652 0.834 0.582 0.652 0.364 0.886 0.844




Figure 4.2: Unequal Mean Shapes Power Simulation Results (10 Landmarks, 2500
Observations, δ=1). This figure is the graphical representation of Table 4.6. Panel
(a) shows the powers for ρ = 0. Panel (b) shows the powers for ρ = 0.5. Panel (c)
shows the powers for ρ = 0.9.
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Chapter 5
Analysis of Temporal Effects and
Pre-whitening
5.1 Analysis of Temporal Effects
The results presented in the chapter are based on the real DNA data and are meant
to serve as the motivation for the testing procedure presented in Section 5.2. Since
the data is being collected over time, it is of interest to analyze the data for time
dependencies. This analysis was done by examining autocorrelation function (ACF)
plots and the partial autocorrelation function (PACF) plots of each molecule for the
first ten principal components.
The ACF and PACF plots show an interesting pattern present in the molecules.
The more important principal components have an autoregressive structure with lag
1. The less important principal components have an autoregressive structure with
lag 2. Figure 5.1 shows the ACF and PACF plots for the first and eighth principal
component of the AFA molecule. Figure 5.2 shows the ACF and PACF plots for the
first and eighth principal component of the TGA molecule. The figures were made
using the Performance Analytics package in R (Carl and Peterson, 2010).
The dashed lines on the plots in Figure 5.1 and Figure 5.2 are the thresholds for
the lag being significant. These plots both show that in the first PC the lag of 1 is
significant and in the eighth PC the lag of 2 is significant. Considering the importance
of the components, the most likely structure for the observations is AR(1). The latter
components are not as important and therefore should not be given priority when
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(a) (b)
Figure 5.1: ACF and PACF plots for the AFA molecule. This figure contains the
Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plots
for first and eighth principal components of molecule AFA. The dashed line on the
plots is the threshold value for the lag being significant. The ACF plot for PC 1 is
shown in Panel (a). The ACF plot for PC 8 is shown in Panel (b). The PACF plot
for PC 1 is shown in Panel (a). The PACF plot for PC 8 is shown in Panel (b).
(a) (b)
Figure 5.2: ACF and PACF plots for the TGA molecule. This figure contains the
Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plots
for first and eighth principal components of molecule TGA. The dashed line on the
plots is the threshold value for the lag being significant. The ACF plot for PC 1 is
shown in Panel (a). The ACF plot for PC 8 is shown in Panel (b). The PACF plot
for PC 1 is shown in Panel (a). The PACF plot for PC 8 is shown in Panel (b).
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choosing the structure.
5.2 Pre-whitening of the Data
This section contains an extension of the permutation testing procedure given in
Section 4.1 which includes an additional step needed to pre-whiten the data before
conducting the permutation tests on the covariance structures. In Section 5.1, the
data were shown to approximately have an AR(1) structure. Given this structure,
it is of interest to account for it in the analysis. Pre-whitening involves attempting
to remove the correlation between observations before analysis of the new “uncorre-
lated” data. After removing the correlation, the data were analyzed using the same
permutation test methods described in the previous sections. The following is an
explanation of the method used to pre-whiten the data. The focus of the work in
the preceding chapters is the pairwise differences in the covariance structures (eg:
AFA vs AGA) so the data will need to be registered together in these pairs. The
next step is to find the first PC score of the combined data. Next, the AR(1) co-
efficient is calculated and will serve as the off-diagonal elements of the tri-diagonal
inverse temporal correlation matrix, Σ−1T . After finding Σ−1T , the tangent coordinates
of the data are pre-multiplied by Σ−1/2T , where Σ
−1/2
T is the square root of Σ−1T found
through spectral decomposition. Once the pre-whitened data has be calculated, the
permutation tests are conducted on the new pre-whitened data. The form of Σ−1T is






1 −ψ 0 0 0 . . . 0 0 0 0
−ψ 1 + ψ2 −ψ 0 0 . . . 0 0 0 0
0 −ψ 1 + ψ2 −ψ 0 . . . 0 0 0 0
... ... ... ... ... . . . ... ... ... ...
0 0 0 0 0 . . . 0 −ψ 1 + ψ2 −ψ
0 0 0 0 0 . . . 0 0 −ψ 1

(5.1)
In Chapter 3 and Section 4.1, the simulation settings where ρ is high resulted in
sizes which are too large when compared to the nominal size of 0.05 and too low for
ρ=0 for the 10 and 22 landmark cases. Pre-Whitening the data is a possible solution
to this problem of large sizes when ρ is high. In the tables which follow, particular
attention should be given to the size simulation settings where ρ=0.99 given that
this value of ρ presented the large size issues in the previous testing procedures. The
testing procedure used for the simulations in this chapter are given as follows:
The data simulation was conducted using Simulation 2 presented in Section 4.1.
We now present the a permutation test for testing equal covariances when the mean
shapes are possibly unequal and the data are pre-whitened, which we denote as
Permutation Test C.
Permutation Test C. 1. Carry out pooled GPA on the whole dataset to get Xpij,
i = 1, . . . , n, j = 1, 2.
2. Find the estimated AR(1) coefficient, ψ̂, by fitting an ARIMA(1,0,0) model to
the first PC score of Xp.
3. Define Σ̂−1T by replacing ψ in Equation (5.1) with ψ̂.
4. Define XPWj = (Σ−1/2T ⊗ Ir)TYj, j = 1, 2 where Ir is the r× r identity matrix,
Yj is the (nr) × c matrix built by stacking the array slices of Xpij, r is the
number of row dimensions, c is the number of column dimensions, and n is
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the number of observations in each group. Denote the ith observation in XPWj
by XPWij, i = 1, 2, . . . , n.
5. Obtain the pooled group mean µ̂pool.
6. Find the pooled tangent coordinates vij = Tµ̂pool(XPWij), j = 1, 2 where Tµ(X)
denotes the tangent coordinates at µ.
7. Obtain the group tangent mean in each group via v̄j = 1nvij, j = 1, 2.
8. Subtract the group tangent mean from each vij to get wij = vij − v̄j, i =
1, . . . , n, j = 1, 2.
9. Work out the factored MLE for each group based on wij, Σ̂1, Σ̂2, and evaluate
the test statistic T0 = d(Σ̂1, Σ̂2).
10. for I = 1, . . . , h
a) Swap/permute the blocks of size b at random to give vsij, i = 1, . . . , n,
j = 1, 2.
b) Obtain the group tangent means vsj, j = 1, 2.
c) Subtract the group tangent means to get wsij = vsij − v̄sij, i = 1, . . . , n,
j = 1, 2.










11. Compute the p-value 1
h
∑h
I=1 1(TI ≥ T0) where 1(TI ≥ T0) = 1 if TI ≥ T0 and
1(TI ≥ T0) = 0 otherwise.
5.3 Size Simulation Results: Pre-whitening
This section contains the simulation results for the size of the permutation tests for the
pre-whitened data. In the situations where the size is reasonable, Section 5.4 discusses
the powers of the tests. In this study, only the case where δ, the multiplication of
the error term, is equal to 1. This was done in the interest of time. In each of the
previous situations, the size of the test tended to be larger for larger ρ. The pre-
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whitening procedure presented in this chapter is being used to correct for the large
sizes of the tests when ρ is large. Reducing the number of cases for δ reduces the
number of simulations needed while still observing the second worst case in each of
the four possible correlation settings. This simulation study considered the situations
where the correlation between observations is 0, 0.5, 0.9, and 0.99. Particular interest
should be paid to the situations where ρ is equal to 0.5 and 0.99. In Section 4.1, it
was shown that the sizes for the situations of ρ=0.5 were unusually low compared to
the nominal size of 0.05 and the sizes of the tests for ρ=0 and ρ=0.9. The case of
ρ=0.99 in this section is of interest due to the previous testing methods having sizes
too large compared to the nominal size of 0.05.
It can be seen from Tables 5.1 – 5.3, that the sizes using the pre-whitening method
proposed reduces the size of the test for the larger values of ρ while preserving the
size of the test for the smaller ρ values. A point of interest which should be noted
is the four landmark case where ρ= 0.99. In this situation, the sizes are not closer
to 0.05 than the method without pre-whitening. The lack of size reduction in this
case is due to the smaller number of landmarks being used for the testing procedure
than the 10 and 22 landmark cases. Without having as much data, the method is not
as useful when attempting to correct for the correlation between observations. That
point noted, the method worked quite well in the 10 and 22 landmark cases for the
higher ρ values.
Table 5.1: Pre-whitening Size Simulation Results (4 Landmarks, δ=1). This table
contains the size simulation results from the pre-whitening testing procedure where
4 landmarks were used. In this table, ρ is the correlation between observations when
generating the data. In this simulation, the error magnification term, δ, used was
δ=1. This simulation used 2500 observations as the sample size.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.066 0.066 0.052 0.048 0.043 0.054 0.051 0.067 0.057
.5 0.047 0.047 0.045 0.048 0.058 0.044 0.049 0.044 0.054
.9 0.054 0.054 0.053 0.058 0.056 0.052 0.054 0.056 0.058
.99 0.165 0.164 0.141 0.163 0.154 0.145 0.121 0.168 0.163
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Table 5.2: Pre-whitening Size Simulation Results (10 Landmarks, δ=1). This table
contains the size simulation results from the pre-whitening testing procedure where
10 landmarks were used. In this table, ρ is the correlation between observations when
generating the data. In this simulation, the error magnification term, δ, used was
δ=1. This simulation used 2500 observations as the sample size.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.085 0.085 0.057 0.073 0.053 0.057 0.037 0.083 0.092
.5 0.052 0.052 0.043 0.050 0.037 0.043 0.037 0.050 0.062
.9 0.061 0.061 0.052 0.051 0.061 0.054 0.049 0.060 0.065
.99 0.076 0.076 0.076 0.085 0.081 0.075 0.076 0.076 0.068
Table 5.3: Pre-whitening Size Simulation Results (22 Landmarks, δ=1). This table
contains the size simulation results from the pre-whitening testing procedure where
22 landmarks were used. In this table, ρ is the correlation between observations when
generating the data. In this simulation, the error magnification term, δ, used was
δ=1. This simulation used 2500 observations as the sample size.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.070 0.070 0.056 0.066 0.060 0.058 0.048 0.072 0.077
.5 0.048 0.048 0.046 0.053 0.045 0.043 0.044 0.053 0.056
.9 0.051 0.051 0.044 0.047 0.061 0.046 0.049 0.046 0.060
.99 0.060 0.060 0.060 0.062 0.067 0.061 0.057 0.063 0.052
5.4 Power Simulation Results: Pre-whitening
This section contains the simulation results for the power of the permutation test
for the pre-whitened data where is size is reasonable. The alternative hypothesis for
these tests is of a different form than that used in the power simulations for the equal
mean shape tests in Section 3.6. Here, the geodesic is used as the alternative. The
alternative hypothesis is of the form H1 : ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is
the observed covariance matrix for the damaged molecule, ΣD is the assumed value
under the alternative hypothesis, and ΣU is the observed covariance matrix for the
undamaged molecule. The values chosen for κ range from 0 to 1. The results tables
show that the test is very powerful as the value of κ increases. That is, as the
assumed value for ΣD becomes closer to Σ∗D. The structure of the tests is similar
to the previous power simulations, but only the case where δ = 1 is considered due
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to constraints related to the simulation study. Table 5.4 shows the power results for
the 4 landmark case with 2500 observations. Table 5.5 shows the power results for
the 10 landmark case with 2500 observations. Table 5.6 shows the power results for
the 22 landmark case with 2500 observations. The situations to be considered in the
power simulation include the 4 landmark cases with ρ equal to 0, 0.5, and 0.9, the 10
landmark cases with ρ equal to 0, 0.5, 0.9, and 0.99, and the 22 landmark cases with ρ
equal to 0, 0.5, 0.9 and 0.99. The 4 landmark case with ρ=0.99 is not a candidate for
the power simulation study due to the large size simulation results when compared
to the nominal size of 0.05.
From Tables 5.4 - 5.6, it is clear that the correlation between observations, ρ, is
a factor in the power of the test. This is similar to the situations not using a pre-
whitening method. It is of interest to note that in the cases with 4 landmarks where
the size was close to 0.05, the power of the test is higher than the 10 and 22 landmark
cases with the same ρ values. Another point of interest is the relatively low power
of the test based on the Euclidean metric for the four landmark study. This test is
given in the tables as the column labeled “Eucl”. The differences in power are not as
noticeable in the 10 and 22 landmark cases, but are obvious in the 4 landmark cases.
This difference is primarily due to the large difference in the amount of data used
in the 4 landmark cases as compared to the 10 and 22 landmark cases. When the
number of landmarks is increased, the amount of data used for the tests increases as
well.
5.5 Applying the Pre-whitening Testing Procedure
To apply the testing procedure presented in this chapter to real data, the testing
procedure must be altered slightly to account for the use of actual data. The steps
to apply the pre-whitened testing procedure are similar to those needed to apply the
testing procedure given in Section 4.1, but should be explained in the context of the
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Table 5.4: Pre-whitening Power Simulation Results (4 Landmarks, 2500 Observations,
δ=1). This table contains the power simulation results from the pre-whitening testing
procedure where 4 landmarks and 2500 observations were used. In this table, ρ is
the correlation between observations when generating the data. The column of this
table labeled κ gives the point on the geodesic for the relationship between damaged
and undamaged covariance structures under the alternative hypothesis. Under the
alternative hypothesis, ΣD = ΣU +κ(Σ∗D−ΣU) where Σ∗D is the observed covariance
matrix for the damaged molecule, ΣD is the assumed value under the alternative, and
ΣU is the observed covariance matrix for the undamaged molecule. In this simulation,
the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.0 0.070 0.070 0.058 0.044 0.052 0.058 0.056 0.066 0.056
0.025 1.000 1.000 0.970 1.000 1.000 0.972 0.116 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 0.354 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.882 1.000 1.000
0.1 1.000 1.000 1.000 1.000 1.000 1.000 0.992 1.000 1.000
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.5
0.0 0.058 0.058 0.044 0.062 0.058 0.044 0.046 0.056 0.062
0.025 1.000 1.000 0.938 1.000 0.998 0.934 0.116 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 0.354 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.888 1.000 1.000
0.1 1.000 1.000 1.000 1.000 1.000 1.000 0.996 1.000 1.000
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.9
0.0 0.074 0.074 0.052 0.034 0.042 0.052 0.052 0.070 0.050
0.025 1.000 1.000 0.982 1.000 0.998 0.982 0.128 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 0.384 1.000 1.000
0.075 1.000 1.000 1.000 1.000 1.000 1.000 0.900 1.000 1.000
0.1 1.000 1.000 1.000 1.000 1.000 1.000 0.994 1.000 1.000
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
pre-whitened model for clarity. In Section 6.1, the testing procedure presented in
this chapter is applied to the real DNA dataset to make comparisons between the
damaged and undamaged DNA molecule pairs. Applying the methods proposed in
this chapter to real data require the steps in the following algorithm:
1. Find the mean shapes of each dataset using Generalized Procrustes Analysis
and register the two datasets using Generalized Procrustes Analysis. Denote
these mean shapes as A = µ̂U for the undamaged molecule mean shape and
B = µ̂D for the damaged molecule mean shape. Denote the registered datasets
as Xp∗iU and X
p∗
iD for i = 1, 2, . . . , n where X
p∗
iU denotes the registered undamaged




Figure 5.3: Pre-whitening Power Simulation Results (4 Landmarks, 2500 Observa-
tions). This figure is the graphical representation of Table 5.4. Panel (a) shows the
powers for ρ = 0. Panel (b) shows the powers for ρ = 0.5. Panel (c) shows the powers
for ρ = 0.9.
2. Register the mean shapes using OPA, treating the undamaged mean A = µ̂U
as the reference shape and the damaged mean B = µ̂D as the shape to be
transformed. During the registration record the value of the scaling, s, and
the rotation matrix, R, needed to superimpose B onto A.
3. Transform the registered datasets Xp∗iU and X
p∗
iD according to the values of s









iDRs where W is defined as the r × r matrix given Ir − 1r ∗ Jr
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Table 5.5: Pre-whitening Power Simulation Results (10 Landmarks, 2500 Observa-
tions, δ=1). This table contains the power simulation results from the pre-whitening
testing procedure where 10 landmarks and 2500 observations were used. In this ta-
ble, ρ is the correlation between observations when generating the data. The column
of this table labeled κ gives the point on the geodesic for the relationship between
damaged and undamaged covariance structures under the alternative hypothesis. Un-
der the alternative hypothesis, ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is the observed
covariance matrix for the damaged molecule, ΣD is the assumed value under the al-
ternative, and ΣU is the observed covariance matrix for the undamaged molecule. In
this simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.0 0.088 0.088 0.046 0.072 0.058 0.050 0.038 0.088 0.106
0.025 0.112 0.112 0.082 0.098 0.070 0.080 0.074 0.106 0.116
0.050 0.252 0.252 0.210 0.156 0.158 0.202 0.158 0.248 0.240
0.075 0.512 0.512 0.470 0.316 0.366 0.466 0.374 0.512 0.510
0.1 0.808 0.808 0.736 0.556 0.662 0.734 0.654 0.804 0.788
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.5
0.0 0.054 0.054 0.048 0.048 0.048 0.048 0.044 0.050 0.050
0.025 0.068 0.068 0.074 0.080 0.052 0.078 0.072 0.060 0.072
0.050 0.246 0.246 0.228 0.166 0.188 0.230 0.218 0.246 0.234
0.075 0.480 0.480 0.476 0.278 0.382 0.478 0.450 0.480 0.450
0.1 0.812 0.812 0.808 0.562 0.698 0.806 0.756 0.824 0.748
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.9
0.0 0.052 0.052 0.044 0.044 0.032 0.044 0.054 0.054 0.056
0.025 0.080 0.080 0.074 0.066 0.060 0.078 0.066 0.088 0.068
0.050 0.192 0.192 0.196 0.112 0.146 0.192 0.194 0.192 0.164
0.075 0.476 0.476 0.496 0.284 0.396 0.504 0.466 0.462 0.440
0.1 0.834 0.834 0.810 0.590 0.720 0.820 0.796 0.824 0.776
0.2 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000 1.000
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.99
0.0 0.078 0.078 0.068 0.064 0.074 0.060 0.066 0.072 0.068
0.025 0.104 0.104 0.124 0.092 0.102 0.122 0.118 0.106 0.088
0.050 0.236 0.236 0.234 0.174 0.216 0.236 0.214 0.232 0.200
0.075 0.514 0.514 0.468 0.304 0.424 0.480 0.458 0.498 0.462
0.1 0.822 0.822 0.804 0.582 0.712 0.804 0.770 0.818 0.746
0.2 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000 1.000
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
where Jr is the r × r matrix of ones, Ir is the r × r identity matrix, and r is
the number of rows in Xp∗iU for i = 1, 2, . . . , n.




Figure 5.4: Pre-whitening Power Simulation Results (10 Landmarks, 2500 Observa-
tions). This figure is the graphical representation of Table 5.5. Panel (a) shows the
powers for ρ = 0. Panel (b) shows the powers for ρ = 0.5. Panel (c) shows the powers
for ρ = 0.9. Panel (d) shows the powers for ρ = 0.99.
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Table 5.6: Pre-whitening Power Simulation Results (22 Landmarks, 2500 Observa-
tions, δ=1). This table contains the power simulation results from the pre-whitening
testing procedure where 22 landmarks and 2500 observations were used. In this ta-
ble, ρ is the correlation between observations when generating the data. The column
of this table labeled κ gives the point on the geodesic for the relationship between
damaged and undamaged covariance structures under the alternative hypothesis. Un-
der the alternative hypothesis, ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is the observed
covariance matrix for the damaged molecule, ΣD is the assumed value under the al-
ternative, and ΣU is the observed covariance matrix for the undamaged molecule. In
this simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.0 0.078 0.078 0.060 0.066 0.064 0.058 0.044 0.080 0.074
0.025 0.112 0.112 0.102 0.120 0.092 0.104 0.078 0.114 0.130
0.050 0.370 0.370 0.292 0.316 0.272 0.298 0.220 0.356 0.350
0.075 0.732 0.732 0.610 0.626 0.548 0.610 0.524 0.728 0.706
0.1 0.984 0.984 0.936 0.940 0.894 0.938 0.874 0.984 0.976
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.5
0.0 0.066 0.066 0.056 0.062 0.044 0.052 0.042 0.074 0.072
0.025 0.126 0.126 0.090 0.110 0.088 0.090 0.072 0.118 0.126
0.050 0.394 0.394 0.312 0.330 0.270 0.314 0.238 0.396 0.376
0.075 0.896 0.896 0.814 0.826 0.750 0.814 0.714 0.898 0.868
0.1 0.998 0.998 0.992 0.992 0.980 0.992 0.958 0.998 0.998
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.9
0.0 0.052 0.052 0.052 0.054 0.048 0.052 0.052 0.050 0.056
0.025 0.118 0.118 0.116 0.104 0.112 0.114 0.102 0.114 0.122
0.050 0.430 0.430 0.350 0.350 0.326 0.352 0.302 0.418 0.424
0.075 0.894 0.894 0.808 0.812 0.782 0.814 0.730 0.882 0.864
0.1 0.998 0.998 0.994 0.992 0.988 0.994 0.980 0.998 0.996
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.99
0.0 0.052 0.052 0.052 0.050 0.048 0.054 0.054 0.052 0.052
0.025 0.128 0.128 0.112 0.118 0.104 0.116 0.104 0.128 0.132
0.050 0.490 0.490 0.422 0.410 0.392 0.424 0.358 0.484 0.480
0.075 0.894 0.894 0.832 0.822 0.802 0.836 0.748 0.892 0.884
0.1 0.998 0.998 0.994 0.994 0.992 0.994 0.982 0.998 0.998




Figure 5.5: Pre-whitening Power Simulation Results (22 Landmarks, 2500 Observa-
tions). This figure is the graphical representation of Table 5.6. Panel (a) shows the
powers for ρ = 0. Panel (b) shows the powers for ρ = 0.5. Panel (c) shows the powers
for ρ = 0.9. Panel (d) shows the powers for ρ = 0.99.
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Chapter 6
Applications to Real Data
6.1 DNA Dataset Application
This section is an application of the covariance structure testing procedure on the
DNA dataset used for the previous work. The results are given in the table below for
the three different methods explored. The first method being a test for differences
in either mean shape or covariance structure between the damaged and undamaged
molecules. The second method includes the correction for unequal mean shapes
between the damaged and undamaged molecules. The third method is an application
of the pre-whitening procedure. The third method also includes the correction for
unequal mean shapes between the damaged and undamaged molecules.
A detailed explanation of the method used for the first testing method can be
found in Chapter 3. This method tests for differences in either mean shape or covari-
ance structure between the damaged and undamaged molecules. Table 6.1 displays
the p-values for the permutation tests for the pairwise tests. Similar to the simulation
results, these tests are based on 300 permutations of the data and block size equal to
100 observations.
Given the limitations of the previous method which detects both differences in
mean shape and covariance structure, this second method contains a correction for
possibly unequal mean shapes between the damaged and undamaged molecules. In
practice, the assumption of equal mean shapes is too strong for many situations.
In the case of the DNA dataset being explored, the mean shapes of the damaged
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Table 6.1: Real DNA Data Results (Method 1; Equal Mean Shapes Procedure). This
table contains the p-values for the damaged-undamaged DNA molecule pairs using
the first testing method. The results in this table use the testing method which
assumes the mean shapes of the damaged and undamaged molecules are equal.
Damaged Undamaged BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
AFA AGA 0.020 0.020 0.037 0.040 0.010 0.033 0.053 0.017 0.040
AFC AGC 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
AFG AGG 0.000 0.000 0.007 0.037 0.050 0.007 0.070 0.000 0.003
TFA TGA 0.000 0.000 0.097 0.023 0.047 0.080 0.400 0.000 0.000
TFC TGC 0.000 0.000 0.013 0.003 0.017 0.013 0.117 0.000 0.000
TFT TGT 0.000 0.000 0.010 0.000 0.000 0.010 0.053 0.000 0.000
molecules and undamaged molecules are, in general, unequal (see Section 2.3). The
accompanying table, Table 6.2, contains the p-values for the permutation tests for the
pairwise tests. As with the first method, these tests are based on 300 permutations
of the data and block size equal to 100 observations.
Table 6.2: Real DNA Data Results (Method 2; Unequal Mean Shapes Procedure).
This table contains the p-values for the damaged-undamaged DNA molecule pairs
using the second testing method. The results in this table use the testing method
which does not assume the mean shapes of the damaged and undamaged molecules
are equal.
Damaged Undamaged BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
AFA AGA 0.073 0.073 0.087 0.077 0.007 0.087 0.113 0.057 0.140
AFC AGC 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000
AFG AGG 0.000 0.000 0.000 0.037 0.023 0.000 0.037 0.000 0.000
TFA TGA 0.000 0.000 0.130 0.033 0.037 0.103 0.463 0.000 0.000
TFC TGC 0.000 0.000 0.003 0.000 0.023 0.003 0.013 0.000 0.000
TFT TGT 0.000 0.000 0.013 0.007 0.003 0.013 0.050 0.000 0.000
As discussed in Section 5.1, the DNA data are correlated in time. The pre-
whitening method is an extension of the second method as this method also ac-
counts for the possibly unequal mean shapes between the damaged and undamaged
molecules. Table 6.4, shows the p-values for the permutation tests for the pairwise
tests. Similar to the first and second methods discussed, these tests are based on 300
permutations of the data and block size equal to 100 observations. Table 6.3 shows
the AR(1) coefficients for each molecule. The molecule datasets were registered in-
dividually and then an AR(1) model was fit to the first PC scores of the register
datasets.
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Table 6.3: This table shows shows the AR(1) coefficients for each molecule. The
molecule datasets were registered individually and then an AR(1) model was fit to
the first PC scores of the register datasets.
Molecule AR(1) coefficient Molecule AR(1) coefficient
AGA 0.9790804 AFA 0.9999999
AGC 0.9675237 AFC 0.9837277
AGG 0.9782562 AFG 0.9704000
TGA 0.9745353 TFA 0.9739008
TGC 0.9743048 TFC 0.9717109
TGT 0.9779226 TFT 0.9821146
Table 6.4: Real DNA Data Results (Method 3; pre-whitening Procedure). This table
contains the p-values for the damaged-undamaged DNA molecule pairs using the
third testing method. The results in this table use the testing method which does
not assume the mean shapes of the damaged and undamaged molecules are equal and
applies the pre-whitening procedure to the data.
Damaged Undamaged BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
AFA AGA 0.213 0.213 0.300 0.273 0.173 0.320 0.483 0.183 0.287
AFC AGC 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
AFG AGG 0.000 0.000 0.000 0.003 0.006 0.000 0.007 0.000 0.000
TFA TGA 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
TFC TGC 0.000 0.000 0.000 0.000 0.017 0.000 0.023 0.000 0.000
TFT TGT 0.290 0.290 0.117 0.097 0.527 0.123 0.050 0.297 0.337
Tables 6.1 - 6.4 provide the p-values for the tests using the described methods.
To compare the differences in the testing procedures, the same randomization seed
was used for the permutations of the data in each of these three methods. At this
point, it is crucial to recall that the first method tests for differences in mean shape
and/or differences in covariance structure between the damaged and undamaged DNA
molecules. The second and third methods test only for differences in the covariance
structures between the damaged and undamaged molecules. Given this information,
the conclusions become more clear. In the work presented thus far, the primary goal
has been to detect differences in the covariance structures between the damaged and
undamaged pairs of molecules, and so we will mainly focus on the results in Table 6.2
and Table 6.4.
Table 6.1 displays the p-values for the testing procedure from the first method.
The results are given as pairwise tests between the damaged and undamaged molecule
pairs for the nine tests explored in the previous simulation work. Recall, the undam-
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aged molecule AGA has the damaged counterpart AFA etc. Table 6.1 suggests that
many of the testing procedures give significant differences between the damaged and
undamaged pairs of molecules. It should be noted again that these differences could
be a result of differences in mean shape. Section 2.3 contains a discussion of the
tests for differences solely related to mean size and shape. It is of no surprise that
these tests result in significant differences between the mean shape and/or covariance
structure between the damaged and undamaged molecule pairs given the results in
Section 2.3. However, an interesting result does appear in Table 6.1. Note the un-
usual p-value for the permutation test based on the Euclidean distance metric for the
test of the TFA-TGA pair of molecules. This p-value is unusually large compared to
the other p-values related to that pair of molecules. The row of p-values related to
this molecule pair also suggests an inconsistency in the results for the permutation
tests based on different statistics. More explicitly, if the significance level used for
the test is 0.05, the permutation tests based on Box’s M statistic, the Riemannian
distance, the Procrustes Shape distance, the Cholesky distance, the Log Euclidean
distance, and the Riemannian Le distance result in significant differences between
the molecules. The permutation tests based on the Procrustes distance, the Power
distance, and the Euclidean distance result in differences which not statistically sig-
nificant. Although it is not as large of a problem, a similar situation occurs in the
tests for differences between the TFC-TGC pair of molecules. In the case of the
TFC-TGC pair, the permutation test based on the Euclidean distance results in the
difference being not statistically significant. The results of the other permutation
tests are not in agreement with this result for the TFC-TGC pair of molecules.
Table 6.2 displays the p-values for the testing procedure from the second method.
This second method is an attempt to test only for differences in the covariance struc-
ture between the damaged and undamaged pairs of DNA molecules. Although, the
test only tests for differences in the covariance structure, one should note the sim-
98
ilar inconsistency issues found in Table 6.1. The results showing inconsistency for
this method can be found in the results related to the AFA-AGA pair and the TFA-
TGA pair. In the results for the AFA-AGA pair, the permutation test based on the
Cholesky distance suggests a highly statistically significant result for the difference
in the covariance structure between the damaged and undamaged molecule but the
other eight tests all suggest the difference in covariance structure is not statistically
significant at the 0.05 level of significance. This suggests that the testing procedure is
not accurate for the highly correlated DNA dataset. The TFA-TGA molecule pair has
some inconsistencies as well. The permutation tests based on the Procrustes distance,
the Power distance, and the Euclidean distance suggest that the differences between
the covariance structures are not statistically significant. However, the permutation
tests based on Box’s M statistic, the Riemannian distance, the Procrustes Shape
distance, the Cholesky distance, the Log Euclidean distance, and the Riemannian
Le distance suggest the differences between the covariance structures are statistically
significant at the 0.05 level of significance. One should also note the unusually large
p-value for the permutation test based on the Euclidean distance for the TFA-TGA
molecule pair. This is the same problem as displayed in the results in Table 6.1 when
testing for differences in both mean shape and covariance structure. The results from
this method suggest that the method might not be suitable for the DNA dataset and
a new method should be used which corrects for the highly correlated observations
in the data.
Table 6.4 displays the p-values for the testing procedure from the third method.
The results in Table 6.4 show consistency between the permutation tests based on
Box’s M statistic and the other eight distance metrics. This result suggests that while
the previous method which does not correct for the correlation between observations
might work well in a situation with no correlation or low correlation between observa-
tions, when the data are highly correlated, including a pre-whitening procedure will
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help to provide more accurate results. Drawing attention to the permutation test
based on the Euclidean distance for the TFA-TGA molecule pair shows an interest-
ing result from including the pre-whitening procedure. In the previous two methods
(results displayed in Table 6.1 and Table 6.2), the p-value for the permutation test
based on the Euclidean distance for the TFA-TGA molecule pair was unusually high
compared to the other tests and the TFA-TGA molecule pair had inconsistent re-
sults across the tests. Including the pre-whitening procedure in the testing procedure
yields consistent results across tests for all pairs of DNA molecules. The p-value for
the permutation test based on the Euclidean distance for the TFA-TGA pair is now
in agreement with the other tests based on different distance metrics. This is an
important result given that any of these metrics could be used to test for differences
between the covariance structures.
Given the consistency of the results using the pre-whitening procedure in the third
method, the conclusions related to the dataset will be based on this procedure. Based
on the results in Table 6.4, the covariance structures for the AFC-AGC, AFG-AGG,
TFA-TGA, and TFC-TGC molecules pairs show differences that are statistically sig-
nificant at the 0.05 level of significance. The covariance structures for the AFA-AGA
and TFT-TGT molecule pairs do not show differences that are statistically significant
at the 0.05 level of significance. The mean shape tests in Section 2.3 showed that
the mean shapes of the TFT-TGT pair were significantly different for samples of size
50 and 100 when using 22 landmarks. However, the mean shapes of the AFA-AGA
pair were different when using systematic sampling but had p-value equal to 0.04 for
the random size of size 100 when using 22 landmarks. Although the second method
yields a similar result for the AFA-AGA pair for the permutation tests not based on
the Cholesky distance, the results for the TFT-TGT pair are significant using the
second method, Table 6.2, which does not include the pre-whitening procedure. Pre-
whitening the data in the third method allowed for a testing procedure which was
100
consistent across the tests based on different metrics and did not give results which
could be inaccurate due to the correlated structure on the observations.
6.2 Rat Calvarial Growth Dataset Application
This section is an application of the covariance structure testing procedure on the rat
calvarial growth dataset (Bookstein, 1997). The three methods used to analyze the
DNA dataset described in Section 6.1 will be applied to the dataset in this section.
The Rats Growth dataset used in this section is a historical dataset which has
been analyzed many times in the past. The analysis in this section is related to the
work done by Mitteroecker and Bookstein (2009) on the ontogenetic trajectory of
the phenotypic covariance matrix. Although the full dataset consists of 21 rats, the
analysis in this section will contain only the 18 rats for which the data is complete.
The other 3 rats have missing data and will not be considered. The observations for
the rats were recorded at ages 7, 14, 21, 30, 40, 60, 90, and 150 days.
As a preliminary analysis, a permutation test based on James statistic (see Sec-
tion 2.3) was applied to the rats dataset to test for differences in mean size and shape
of the rats skulls. Table 6.5 shows the p-values for each pair of observation days. For
example, the first row of this table shows the p-value for the permutation test based
on James statistic for the 7th and 14th days. The data for these tests were registered
using pooled GPA for each pair of observation days listed in the row of the table. The
tests were conducted using the tangent coordinates for each observation pair as in
Section 2.3. The results show that the mean shapes of the rats skulls are significantly
different for each pair of observation days.
The goal of this analysis is to test for differences in the covariance structures
for successive observations times. For example, one test for differences in covariance
structures is the test of equal covariance structures between the rats observed on
day 90 and day 150. This analysis will first include tests for each of the successive
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Table 6.5: This table shows the p-values related to mean size-and-shape tests for
the different observation days in the rats dataset. The p-values were found using
the permutation test based on the James Statistic in Section 2.3. The tests were






























observation times. That is, this analysis includes 7 comparisons. The first being the
test for differences in the covariance structure for the rats observed on day 7 and the
rats observed on day 14. The second test is the test for differences in the covariance
structure for the rats observed on day 14 and the rats observed on day 21. The third
test is the test for differences in the covariance structure for the rats observed on day
21 and the rats observed on day 40. This pattern ends with the test for differences
in covariance structure for the rats observed on day 90 and the rats observed on day
150.
The data for this analysis can be described in a way similar to the DNA data used
for the previous analyses. The data consist of eight arrays of observations. Each of
these eight arrays represents an observation time. Comparing the methods applied to
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the DNA data, the successive observation days could be viewed as the damaged and
undamaged molecules but with 18 independent observations instead of a time series
at each day.
Within each of these eight arrays, the observations are formed by the 8 × 2
matrices of landmarks for each rat. The number of observations is the number of rats
observed. There were 18 rats which had complete data in the dataset. That is to say
that the dimension of each array 8 × 2 × 18.
A second difference between this analysis and the DNA analysis is the data col-
lection method. The DNA data were collected and analyzed over time. Although
the landmarks for the rats data were collected over time as well, the analysis of the
rats data will consist of tests over the different times. The data used for this analysis
should not have a time dependence within each array of data. This is clear from
the structure of the arrays. Each of the 18 arrays slices represents a different rat.
In the earlier DNA analysis, each array slice represent the undamaged or damaged
DNA molecule observed at a different point in time. For this reason, the results from
the tests using method 2 and method 3 will be of particular interest when discussion
the conclusions from the testing procedures. If the observations are not highly time
dependent, one would presume that method 2 will suffice and method 3 would be an
inefficient use of computing time and would lead to inaccuracies.
For the analysis of the rats data, this matrix must be adjusted to account for
the third dimension, z, not being necessary during the analysis. To correct for the
difference in the dimensions of the landmarks, the following matrix should be used in
place of the original 3 dimensional constraint matrix.
v =
 1 0 µy µx
0 1 −µx −µy

After applying the constraints for projecting into the tangent space, the dimension
of the covariance matrix will be (16-4) × (16-4).
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A detailed explanation of the method used for the first permutation test can
be found in Chapter 3. This method tests for differences in either mean shape or
covariance structure between the rats at the two successive time points described
earlier in this section. For example, the tests related to the tests for differences
between the rats on day 7 and day 14 is given in the first line of the table. The table
related to this method, Table 6.6, displays the p-values for the permutation tests of
the pairs of observation times. Similar to the simulation results, these tests are based
on 300 permutations of the data and block size equal to 1 observation. The smaller
block size is related to the limited number of observations in each array. For the
DNA analysis, the block size was set to 100 observations for an array with 2500 total
observations. In this analysis, each rat array only consists of 18 observations.
Table 6.6: Rats Data Results (Method 1; Equal Mean Shapes Procedure). This table
contains the p-values for the rats skull data using the first testing method. The tests
conducted are tests between successive observation times. For example, the first row
of results contains the p-values related to the test between the 7th observation day
and the 14th observation day. The results in this table use the testing method which
assumes the mean shapes of the rats skulls are equal between successive observation
times.
Day Day BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
7 14 0.907 0.907 0.987 0.000 0.970 0.990 1.000 0.850 0.997
14 21 0.693 0.687 0.867 0.117 0.910 0.880 0.993 0.657 0.813
21 30 0.307 0.290 0.877 0.473 0.877 0.887 1.000 0.207 0.487
30 40 0.737 0.743 0.930 0.483 0.757 0.933 0.980 0.727 0.793
40 60 0.723 0.720 0.930 0.450 0.963 0.933 0.990 0.717 0.773
60 90 0.783 0.780 0.853 0.727 0.687 0.850 0.803 0.793 0.767
90 150 0.287 0.277 0.670 0.420 0.570 0.680 0.813 0.243 0.357
Similar to the earlier analysis on the DNA molecules, given the limitations of
the previous method which detects both differences in mean shape and covariance
structure, this second method contains a correction for possibly unequal mean shapes
between the rats skulls at the different observation times. In practice, the assumption
of equal mean shapes is often too strong. This method allows for testing differences in
covariance structures when the mean shapes are possibly unequal. Table 6.7, contains
the p-values for the permutation tests for the pairs of observation times. As with the
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first method, these tests are based on 300 permutations of the data and block size
equal to 1 observation.
Table 6.7: Rats Data Results (Method 2; Unequal Mean Shapes Procedure). This
table contains the p-values for the rats skull data using the second testing method.
The tests conducted are tests between successive observation times. For example, the
first row of results contains the p-values related to the test between the 7th observation
day and the 14th observation day. The results in this table use the testing method
which does not assume the mean shapes of the rats skulls are equal between successive
observation times.
Day Day BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
7 14 0.597 0.607 0.893 0.700 0.897 0.883 0.873 0.660 0.377
14 21 0.520 0.503 0.437 0.310 0.607 0.433 0.427 0.500 0.450
21 30 0.190 0.180 0.597 0.317 0.593 0.617 0.897 0.173 0.253
30 40 0.427 0.423 0.547 0.403 0.423 0.543 0.637 0.417 0.430
40 60 0.763 0.757 0.923 0.667 0.923 0.893 0.930 0.797 0.643
60 90 0.643 0.647 0.720 0.470 0.443 0.720 0.650 0.643 0.603
90 150 0.317 0.307 0.530 0.383 0.497 0.553 0.620 0.260 0.403
As discussed earlier in this section, the rats data are not dependent on one an-
other with each array. The first and second methods do not account for this type
of correlation. The third method to apply to the rats data includes a pre-whitening
procedure. This method is an extension of the second method as this method also
accounts for the possibly unequal mean shapes between the rats skulls at the differ-
ent observation times. Table 6.9, shows the p-values for the permutation tests for
the pairwise tests. Similar to the first and second methods discussed, these tests are
based on 300 permutations of the data and block size equal to 1 observation. Ta-
ble 6.8 shows the AR(1) coefficients for each observation day. The data for each day
was registered as individual groups and then an AR(1) model was fit to the first PC
scores of the registered data.
From Tables 6.6 - 6.9, some interesting results are apparent. One should be aware
that the same seed was used for the randomization procedure for the permutations
of the blocks of data in each of the three testing methods. Setting the seed allows for
comparison in the p-values between the tests. If all three methods were equivalent, the
results of the tests would be the same for each testing method. In the later discussion
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Table 6.8: This table shows the AR(1) coefficients for each observation day. The data
for each day was registered as individual groups and then an AR(1) model was fit to










Table 6.9: Rats Data Results (Method 3; pre-whitening Procedure). This table
contains the p-values for the rats skull data using the third testing method. The tests
conducted are tests between successive observation times. For example, the first row
of results contains the p-values related to the test between the 7th observation day
and the 14th observation day. The results in this table use the testing method which
does not assume the mean shapes of the rats skulls are equal between successive
observation times and applies the pre-whitening procedure to the data.
Day Day BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
7 14 0.890 0.890 0.963 0.950 0.903 0.977 0.747 0.810 0.943
14 21 0.263 0.253 0.120 0.270 0.330 0.127 0.120 0.223 0.247
21 30 0.353 0.360 0.597 0.567 0.807 0.630 0.893 0.227 0.430
30 40 0.383 0.377 0.330 0.333 0.157 0.313 0.463 0.413 0.240
40 60 0.717 0.720 0.887 0.787 0.983 0.873 0.813 0.733 0.480
60 90 0.950 0.950 0.970 0.953 0.817 0.973 0.927 0.943 0.947
90 150 0.250 0.233 0.083 0.127 0.400 0.113 0.073 0.187 0.527
of the testing procedures, differences in the testing methods will be discussed. Before
the results of the testing procedure are discussed, it is important to make note of the
much smaller amount of data in this analysis than in the earlier analysis of the DNA
molecules. This difference in the amount of data makes the tests for the rats data
somewhat less believable than the results in the DNA analysis. In the DNA analysis,
the data were 22 × 3 × 2500 arrays. In the rats analysis, the data were 8 × 2 ×
18 arrays. This substantial difference makes accurate estimation of the parameters
more difficult in the rats analysis than the DNA analysis.
Table 6.6 displays the results from the first method which assumes equal mean
shapes between the rats skull at the successive time points. This assumption is
unrealistic given that the rats are growing with time. The test results do not lead
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to this conclusion though. The p-values in the table suggest that there are not
statistically significant differences between the successive time points. Although,
this is due to the small number of observations, an important observation can be
made about the test results. The permutation test based on the Procrustes Shapes
distance for the seventh and fourteenth days is 0.000. This result does not agree
with the other tests for those time points. Also, the permutation test based on the
Euclidean distance has much larger p-values than the other permutation tests at the
same time points. As discussed earlier, the assumption of equal mean shapes is not
appropriate for the dataset. Given this flawed assumption, it is important to use a
test which accounts for the possibly unequal mean shapes between the rats skulls at
the successive time points.
The second method accounts for the possibly different mean shapes of the rats
skulls at successive time points. The results from the second method are given in
Table 6.7. Here, it is of interest to notice the difference in the p-value for the per-
mutation test based on the Procrustes Shape distance for the seventh and fourteenth
days. Using the first method, the p-value was 0.000. Using the second method, the
p-value is 0.700. After, correcting for the possible difference between the mean shapes
of the two groups, the test yields a substantially different result. With regard to the
permutation tests based on the Euclidean distance, it is of interest to notice the less
unusual p-values as compared with those using the first method. After correcting,
for the assumption of equal mean shapes, the p-values for this test are closer to the
other results within the tests for successive time points.
The results from the second test suggested that the pre-whitening method was not
needed to analyze the data. For the sake of completeness, the results from the third
method which includes the pre-whitening procedure are given in Table 6.9. In this
analysis, applying the pre-whitening method seems to have proved to be an inefficient
use of computing time as suggested in the introductory discussion of the rats dataset.
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The results from the permutation tests are consistent across the different metrics for
the tests concerning each successive time point but this result was achieved without
the use of the pre-whitening procedure in the second method.
One important remark to make about the block size is that increasing the block
size caused the tests to become erratic in the results across the tests based on the
different distance metrics. For example, consider Table 6.10 which displays the p-
values for Method 2 when the block size is equal to 4 and the number of permutations
is equal to 300. This table shows clear evidence of issues with the procedure. The
p-values associated with the permutation tests based on the Procrustes distance,
Cholesky distance, Power distance, and Euclidean distance are all 1.000 for each of
the successive time point pairs. The p-values for the permutation test based on the
Procrustes Shape distance are all 0.000. The results of the permutation tests are
vastly different for the same data. In the earlier analysis based on the second method
(results given in Table 6.7), the test results were consistent across the permutation
tests based on the different distance measures. This result was one of the reasons for
choosing the small block size in the earlier results. A poor choice of block size for the
permutation tests has the potential to give poor results.
Table 6.10: Rats Data Results (Method 2; Unequal Mean Shapes Procedure) with
Block Size of 4. This table contains the p-values for the rats skull data using the
second testing method. The tests conducted are tests between successive observation
times. For example, the first row of results contains the p-values related to the test
between the 7th observation day and the 14th observation day. The results in this
table use the testing method which does not assume the mean shapes of the rats
skulls are equal between successive observation times. The results in this table are
based on the use of a block size of 4 for the permutations. It is important to notice
the inconsistent results across the different tests when using this “large” block size.
Day Day BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
7 14 0.227 0.227 1.000 0.000 1.000 1.000 1.000 0.123 0.883
14 21 0.100 0.100 1.000 0.000 1.000 1.000 1.000 0.100 1.000
21 30 0.103 0.103 1.000 0.000 1.000 1.000 1.000 0.000 0.850
30 40 0.237 0.237 1.000 0.000 1.000 1.000 1.000 0.237 0.850
40 60 0.763 0.763 1.000 0.000 1.000 1.000 1.000 0.660 1.000
60 90 0.250 0.250 1.000 0.000 1.000 1.000 1.000 0.250 1.000
90 150 0.000 0.000 1.000 0.000 1.000 1.000 1.000 0.000 0.877
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Although it was concluded that the covariance structures of the successive time
points were not significantly different for the rats dataset. It is of interest to con-
sider the non-successive time points as well. As it was concluded that the second
testing method which accounts for possibly unequal mean shapes between groups but
does not include the pre-whitening procedure was the best of the three permutation
testing procedures, the analysis concerning the non-successive time points will be
conducted using the second method only. The results from the permutation tests
based on all pairs of observation times are given in Table 6.11. A particularly inter-
esting result from this analysis concerns the difference in results from the permutation
tests based on the Procrustes Shape distance (“PShape”) and the Procrustes distance
(“Proc”). The permutation test based on the Procrustes distance has non-significant
results for the increasingly different time points whereas the permutation test based
on the Procrustes Shape distance suggests that significant differences in the covari-
ance structures exist for some of the pairs of observation times. This difference in
performance could be due to the sizes of the rats skulls changing over time since the
Procrustes Shape distance rescales the covariance structure (see Section 3.2 for an
explanation of the metric). Although the permutation tests based on Box’s M statis-
tic and the Riemannian distance are rather different, the permutation tests based on
these two measures, the Procrustes Shape distance and the Log-Euclidean distance
are all similar in pattern. The permutation tests based on the Euclidean distance, the
Procrustes distance, and the Riemannian Le distance do not have this pattern. These
differences could be due to the scale invariance of the Box’s M statistic, Procrustes
Shape distance, Riemannian distance and Log-Euclidean distance. Figure 6.1 shows
the graphical representation of Table 6.11.
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Figure 6.1: This figure shows the p-value results in Table 6.11. Note the large p-values
for the Euclidean metric based test.
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Table 6.11: Rats Data Results (Method 2; Unequal Mean Shapes Procedure) includ-
ing non-successive time points. This table contains the p-values for the rats skull data
using the second testing method for the successive and non-successive time points.
The results in this table use the testing method which does not assume the mean
shapes of the rats skulls are equal between observation times. The results in this
table are based on the use of a block size of 1 for the permutations.
Day Day BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
7 14 0.597 0.607 0.893 0.700 0.897 0.883 0.873 0.660 0.377
7 21 0.277 0.283 0.720 0.357 0.940 0.753 0.980 0.233 0.440
7 30 0.253 0.260 0.690 0.110 0.923 0.737 1.000 0.187 0.557
7 40 0.030 0.027 0.440 0.043 0.777 0.530 1.000 0.010 0.277
7 60 0.057 0.050 0.503 0.037 0.837 0.580 1.000 0.010 0.470
7 90 0.003 0.003 0.397 0.003 0.510 0.457 0.997 0.000 0.163
7 150 0.163 0.167 0.737 0.047 0.913 0.810 1.000 0.070 0.830
14 21 0.520 0.503 0.437 0.310 0.607 0.433 0.427 0.500 0.450
14 30 0.343 0.350 0.480 0.137 0.550 0.520 0.793 0.257 0.573
14 40 0.247 0.230 0.663 0.143 0.887 0.680 0.967 0.163 0.477
14 60 0.103 0.080 0.483 0.020 0.787 0.517 0.967 0.040 0.390
14 90 0.047 0.050 0.530 0.020 0.710 0.567 0.990 0.010 0.403
14 150 0.203 0.187 0.647 0.010 0.837 0.693 0.997 0.080 0.717
21 30 0.190 0.180 0.597 0.317 0.593 0.617 0.897 0.173 0.253
21 40 0.737 0.737 0.957 0.620 0.970 0.957 1.000 0.657 0.900
21 60 0.470 0.477 0.917 0.233 0.940 0.927 0.993 0.383 0.817
21 90 0.067 0.073 0.697 0.047 0.473 0.727 0.993 0.027 0.357
21 150 0.317 0.333 0.887 0.113 0.780 0.910 1.000 0.150 0.863
30 40 0.427 0.423 0.547 0.403 0.423 0.543 0.637 0.417 0.430
30 60 0.400 0.380 0.800 0.283 0.903 0.817 0.993 0.293 0.600
30 90 0.030 0.027 0.453 0.017 0.213 0.507 0.957 0.010 0.143
30 150 0.700 0.700 0.937 0.220 0.920 0.960 1.000 0.567 0.943
40 60 0.763 0.757 0.923 0.667 0.923 0.893 0.930 0.797 0.643
40 90 0.373 0.370 0.880 0.353 0.623 0.880 0.997 0.390 0.313
40 150 0.833 0.830 0.980 0.563 0.973 0.987 1.000 0.750 0.937
60 90 0.643 0.647 0.720 0.470 0.443 0.720 0.650 0.643 0.603
60 150 0.933 0.933 0.987 0.890 0.977 0.993 0.997 0.903 0.973
90 150 0.317 0.307 0.530 0.383 0.497 0.553 0.620 0.260 0.403
6.3 Principal Coordinate Analysis of the Rats Dataset
In this section, a discussion of Principal Coordinate Analysis is provided and then
applied to the rats dataset presented in Section 6.2. The analysis of interest regard-
ing the rats dataset is to conduct a principal coordinate analysis of the covariance
matrices for the Rats dataset using the nine distance metrics considered for the test-
ing procedures. This work parallels the work of Mitteroecker and Bookstein (2009)
with the difference in the distance metric used to compute the distances between the
covariance matrices.
To conduct this analysis, the pairwise distances between the factored covariance
matrices were calculated using the test statistics discussed in the previous testing
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procedures.
Principal Coordinate Analysis Method
The method of Principal Coordinate Analysis is a generalization of Principal Com-
ponents Analysis (PCA). Principal Coordinate Analysis differs from the Principal
Component Analysis in the distance metric used to measure the distances between
points. In Principal Component Analysis, the Euclidean distance is used to measure
the distances. In Principal Coordinate Analysis, the distances could be measured
in terms of other distance metrics (Gauch, 1982). The method of Principal Coordi-
nate Analysis was described by Gower (1966) as a method which allows any positive
semidefinite association matrix corresponding to a distance metric to be factorized.
This development allows objects to be plotted in a space of reduced dimension while
preserving the distance relationship between the objects as much as possible (Legen-
dre and Legendre, 1998). The final step to each of these methods is the same. The
final step of Principal Coordinate Analysis and Principal Components Analysis is to
project the points into a lower dimension for visualization (Pielou, 1984). In the Rats
dataset, the first Principal Coordinate is plotted against the second Principal Coor-
dinate for the analysis section. The algorithm for conducting Principal Coordinate
Analysis (Manly, 1994) is given as follows:
1. Starting with the distance matrix D consisting of the elements dij where dij is
the distance between the ith and jth covariance matrix using the distance metric
of interest, transform D to a similarity matrix S by using the transformation
sij = −12d
2
ij for all i and j.
2. Next let Zn×p be the n × p matrix consisting of the p principal coordinates
for the n objects being considered, then in terms of the data matrix X where
S = XXT , the matrix Z is expressed as Z = XAT where the ith row of A is
the ith eigenvector of the sample covariance matrix C and is defined as ai for
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i = 1, 2, . . . , p.
3. The Principal Coordinates Analysis consists of applying Szi = (n − 1)λizi to
the n × n matrix S defined in step 1 where zi = Xai, ai is defined in step 2,
and λi is the ith largest eigenvalue of C.
That is to say that the ith largest eigenvalue of S is (n− 1)λi and the corresponding
eigenvector gives the values of the ith principal coordinates for the n objects.
Principal Coordinate Analysis Results for the Rats Dataset
This section contains the results related to applying Principal Coordinate Analysis
to the rats dataset followed by a discussion of the results. The plots provided in this
section are the graphical representation of the methods discussed in Section 6.3. One
of the main results of interest in this analysis is to compare the differences of the
Principal Coordinate Analysis between the metrics used for the permutation testing
procedures discussed in Section 3.2.
Figure 6.2 contains the Principal Coordinate Analysis plots associated with each
of the distance metrics for the rat data. The point labels were created using the
“calibrate” package in R (Graffelman, 2010). On each plot, the 7th observation day
is on the far left. The line connecting the points in each plot is the “ontogenetic
trajectory” (Mitteroecker and Bookstein, 2009) of the covariance matrix. This means
that the line connecting the points in each plot is the change in variability of the
development of the rats in the study over the period of observation.
In Figure 6.2, an interesting result is present in each of the plots. In each of
the nine Principal Coordinate plots, the ontogenetic trajectory makes a sharp turn
between observation days 60 and 150. This abrupt change in trajectory is suggested
to arise due to rats reaching adult body size at approximately 120 days (Mitteroecker
and Bookstein, 2009; Watson et al., 2006). The point in time where the rats should
reach adult body size is between the last two observations times of 90 days and 150
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days. This would possibly account for the sharp change in the trajectory because the
change in growth of the rats is not as large as in the differences between the previous
successive time points.
A second interesting result is the large change in trajectory between observation
days 21 and 40 in the plots for each metric. The points an the trajectory related
to these observation days are the 3rd and 5th points. In each of the nine Principal
Coordinate plots, the 4th point on the trajectory line creates a sharp turn in the
trajectory of the rats growth. This mirrors the results found in Mitteroecker and
Bookstein (2009) for their proposed metric. A difference between the analysis con-
ducted in this work and the analysis by Mitteroecker and Bookstein (2009) is that
they did not use the factored covariance structure, but rather the general covariance
structure. Nevertheless, similar findings have been found. The reason for this change
is partially due to the eruption of molars in the rats jaws between days 20 and 50
(Shaw et al., 1950) and a decrease in brain growth after day 14 (Kousba et al., 2007;
Watson et al., 2006). The decrease in brain growth after day 14 is evident in each of
the nine plots in Figure 6.2 and is shown by the slightly less dramatic change in the
ontogenetic trajectory between the second and fourth points on each trajectory line.
Box’s M statistic, the Riemannian distance and the Log-Euclidean distance have
similar trajectories. The Procrustes Shapes distance has a similar trajectory after the
first observation time. The Procrustes distance, the Power distance and the Cholesky
distance are similar to each other, and are not much different from the other distance
measures. The Euclidean distance and the Riemannian Le distance are different from
the other metrics, but the basic shape of the trajectory is the same.
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Figure 6.2: PCoord Plots. This figure contains the “ontogenetic trajectories” of the
rats skulls using each of the distance metrics considered in Chapter 3. These plots are
the result of Principal Coordinate Analysis being applied with the distance metrics
given as the titles of the plots. The points on each plot represent the observation days.
The observation days are days 7, 14, 21, 30, 40, 60, 90, and 150. The plot titles and
associated distance metrics are related as BoxM, Riem, Proc, PShape, Chol, Power,
Eucl, LogEucl, and RiemLE are the Principal Coordinate Analysis results based on
Box’s M test, Riemannian distance, Procrustes distance, Procrustes Shape distance,
Cholesky distance, Power distance, Euclidean distance, Log Euclidean distance, and
Riemannian Le distance, respectively. The first of these observation days is on the far
left of each plot and is the start of the trajectory. An important similarity between
the plots is the sharp change in trajectory between observation days 60 and 150.
115
Chapter 7
Comparisons of Correlation Matrices
The testing procedure outlined in Section 7.1 is a permutation testing procedure de-
signed to test for differences in correlation structures of datasets. The idea of testing
for differences in correlation structures has been explored in the past by several re-
searchers. Aitkin et al. (1968) proposed methods for testing for equality of individual
components within a single correlation matrix for certain structures in multivariate
normal correlation matrices using likelihood ratio tests. The major result of this
work consisted of a likelihood ratio test for testing whether a correlation matrix was
of a specified structure. Steiger (1980) extended this idea of testing for equality of
elements in a correlation matrix to situations where correlation coefficients measured
on the the same individual. In Steiger’s work, the main objective was to test for
equality of elements in a correlation matrix when the data collected in not indepen-
dent. The DNA dataset presented in this work has a similar dependence between
observations which needs to be addressed in the testing procedure proposed in Sec-
tion 7.1 although the test of interest in this work is a permutation test for differences
between two correlation matrices. The work done by Jennrich (1970), Cole (1968),
and Modarres and Jernigan (1992) consider distribution based tests for differences
between two correlation structures. Each of the methods proposed by Jennrich, Cole,
and Modarres assume the underlying distribution of the data is multivariate nor-
mal and the observations are independent within the datasets. A testing procedure
for conducting permutation tests for association between two distance matrices was
considered by Dietz (1983) where conventional correlation tests are not appropriate
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due to dependencies among the entries in each matrix. The matrices considered in
the work by Dietz are the similarity matrices discussed in Section 6.3 when conduct-
ing Principal Coordinate Analysis. The testing procedure presented by Dietz differs
from the testing procedure proposed in this chapter in the purpose of the testing
procedure and the distance metrics considered. Dietz proposed tests for association
between different distance matrices, computed using different distance metrics, on
the same dataset. The testing procedure developed in this work tests for differences
in correlation matrices of two different datasets using each of the distance metrics
proposed in Section 3.2.
7.1 Method of Testing for Differences in Correlation Matrices
This section contains the discussion of the permutation testing procedure proposed
for testing about differences in correlation matrices. The method presented in this
chapter parallels the method proposed in Section 5.2 for testing about differences
in covariance structures. The method in this chapter is based on the need to pre-
whiten the data before conducting the permutation tests. This method of proposing
the testing procedure has been chosen due to the similarities between the previously
proposed testing procedures about covariance structures and the close relationship
between the unequal mean shapes testing procedure presented in Section 4.1 and the
pre-whitened data testing procedure presented in Section 5.2. Before applying this
testing procedure to the real data examples in Sections 7.4 and 7.5, a discussion is
provided concerning the alterations needed to conduct the unequal mean shapes test
about correlation matrices without the use of the pre-whitening procedure as well as
the alterations needed to conduct both testing procedures using real data.
In application, the testing procedure used in this chapter is identical to that of
the pre-whitened data testing procedure with the alteration of using C = d−.5Σd−.5
where d = diag(Σ) and Σ is the covariance structure. Here, C is the correlation
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matrix that is used in the testing procedure. The constraint matrices are the same
matrices given in Sections 2.6 and 6.2 for the 3-dimensional DNA dataset and the
2-dimensional Rats dataset, respectively.
7.2 Size Simulation Results: Correlation Matrices
This subsection contains the simulation results for the size of the permutation tests
for the pre-whitened data using correlation matrices. The tests are based on Box’s
M test and the distance metrics considered in the previous sections. In the situations
where the size is reasonable, Section 7.3 discusses the powers of the tests. In this
study, only the case where δ, the multiplication of the error term, is equal to 1. The
correlation settings being observed in this study are the same correlation settings
presented in the earlier work. This simulation study considered the situations where
the correlation between observations is 0, 0.5, 0.9, and 0.99.
Tables 7.1 - 7.3 contain the size simulation results for the permutation testing
procedure based on the pre-whitening method described in this chapter. The results
for the 4 landmark cases are given in Table 7.1. The results for the 10 landmark cases
are given in Table 7.2. Table 7.3 contains the results for the 22 landmark cases.
Examination of Tables 7.1 - 7.3 suggests that the only situation where the size is
not reasonable compared to the nominal significance level of 0.05 is the situation with
4 landmarks where ρ=0.99. The situations where ρ=0 and the number of landmarks
is 10 and 22 have size that are a bit higher than expected given the other results in
the tables. These will still be included in the power simulations though. Therefore,
power simulations will be conducted for the 4 landmark cases where ρ=0, 0.5, and
0.9, the 10 landmark cases where ρ=0, 0.5, 0.9, 0.99, and the 22 landmark cases
where ρ= 0, 0.5, 0.9, and 0.99. The relatively small amount of data available for
the 4 landmark case with ρ=0.99 compared to the 10 and 22 landmark cases causes
the large size of the tests in this situation. In the cases with ρ=0.99, the effective
118
sample size is reduced. The reduction in effective sample size is not as noticeable
in the situations with 10 and 22 landmarks due to the much larger amount of data
being used in the testing procedure as it is in the situation with only 4 landmarks.
Table 7.1: Correlation Matrices Pre-whitening Size Simulation Results (4 Landmarks,
δ=1). This table contains the size simulation results from the pre-whitening testing
procedure on correlation matrices where 4 landmarks were used. In this table, ρ is the
correlation between observations when generating the data. In this simulation, the
error magnification term, δ, used was δ=1. This simulation used 2500 observations
as the sample size.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.047 0.047 0.048 0.048 0.045 0.048 0.055 0.044 0.056
.5 0.043 0.043 0.051 0.051 0.041 0.052 0.055 0.052 0.045
.9 0.044 0.044 0.052 0.052 0.045 0.050 0.051 0.043 0.046
.99 0.122 0.122 0.129 0.129 0.124 0.130 0.118 0.123 0.125
Table 7.2: Correlation Matrices Pre-whitening Size Simulation Results (10 Land-
marks, δ=1). This table contains the size simulation results from the pre-whitening
testing procedure on correlation matrices where 10 landmarks were used. In this
table, ρ is the correlation between observations when generating the data. In this
simulation, the error magnification term, δ, used was δ=1. This simulation used 2500
observations as the sample size.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.081 0.081 0.076 0.076 0.074 0.076 0.073 0.077 0.093
.5 0.062 0.062 0.068 0.068 0.055 0.068 0.063 0.063 0.053
.9 0.051 0.052 0.047 0.047 0.045 0.046 0.051 0.053 0.048
.99 0.074 0.074 0.070 0.070 0.074 0.071 0.071 0.076 0.066
Table 7.3: Correlation Matrices Pre-whitening Size Simulation Results (22 Land-
marks, δ=1). This table contains the size simulation results from the pre-whitening
testing procedure on correlation matrices where 22 landmarks were used. In this
table, ρ is the correlation between observations when generating the data. In this
simulation, the error magnification term, δ, used was δ=1. This simulation used 2500
observations as the sample size.
n ρ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
2500
0 0.081 0.081 0.086 0.086 0.079 0.088 0.091 0.084 0.077
.5 0.066 0.066 0.059 0.059 0.058 0.060 0.063 0.063 0.062
.9 0.048 0.048 0.040 0.040 0.045 0.040 0.041 0.047 0.044
.99 0.066 0.066 0.065 0.065 0.062 0.065 0.061 0.066 0.066
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7.3 Power Simulation Results: Correlation Matrices
This section is a discussion of the power of the tests with appropriate sizes compared
to the nominal size of 0.05 in Section 7.2. Notationally, the alternative is of the form
H1 : CD = d−.5ΣDd−.5 where ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is the observed
covariance matrix for the damaged molecule, ΣD is the assumed value under the
alternative, ΣU is the observed covariance matrix for the undamaged molecule, and
d is the diagonal matrix composed of the main diagonal elements of ΣD.
Table 7.4 contains the power simulation results for the situations with 4 land-
marks. Table 7.5 contains the power simulation results for the situations with 10
landmarks. Table 7.6 contains the power simulation results for the situations with 22
landmarks.
An interesting result from these simulations is that the power of the permutation
test based on the Euclidean distance is superior to the power of the Euclidean distance
tests based on the covariance structures. It seems that transforming the data from
covariance matrices to correlation matrices allows for testing procedures which are
more powerful for the tests based on the Euclidean distance metric. However, the
Euclidean distance tests are still less powerful than the other matric based tests.
In general, the Log-Euclidean distance, Box’s M statistic and Riemannian distance
based appear to perform the best with regard to the power of the test. The power
of the permutation tests based on the Procrustes Shapes distance and the Procrustes
distance are the same for all situations due to the scaling involved when creating
the correlation matrices. The power of the permutation tests based on the Box’s M
statistic and the Riemannian distance are also the same for all situations.
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Table 7.4: Correlation Matrices Pre-whitening Power Simulation Results (4 Land-
marks, 2500 Observations, δ=1). This table contains the power simulation results
from the pre-whitening testing procedure on correlation matrices where 4 landmarks
and 2500 observations were used. In this table, ρ is the correlation between ob-
servations when generating the data. The column of this table labeled κ gives the
point on the geodesic for the relationship between damaged and undamaged covari-
ance structures under the alternative hypothesis. Under the alternative hypothesis,
H1 : CD = d−.5ΣDd−.5 where ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is the observed
covariance matrix for the damaged molecule, ΣD is the assumed value under the
alternative, ΣU is the observed covariance matrix for the undamaged molecule, and
d is the diagonal matrix composed of the main diagonal elements of ΣD. In this
simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.0 0.056 0.056 0.068 0.068 0.076 0.066 0.064 0.056 0.062
0.025 1.000 1.000 1.000 1.000 1.000 1.000 0.680 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.5
0.0 0.068 0.068 0.060 0.060 0.060 0.060 0.056 0.062 0.062
0.025 0.998 0.998 0.998 0.998 1.000 0.998 0.652 0.998 0.998
0.050 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.9
0.0 0.060 0.060 0.036 0.036 0.038 0.036 0.042 0.060 0.056
0.025 1.000 1.000 1.000 1.000 1.000 1.000 0.696 1.000 1.000
0.050 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
7.4 DNA Dataset Application
This section contains the results of applying the testing procedure for differences in
correlation matrices to the DNA dataset and a discussion of the test results. Given the
results in Section 6.1, the permutation testing procedure for differences in correlation
matrices is adapted to include a pre-whitening procedure for conducting the tests on
the DNA dataset.
Table 7.7 shows the results of the pairwise tests of the DNA molecules using
the correlation matrix testing procedure described in this chapter. The results are
similar to the results from the pairwise test results from the covariance matrix testing
procedure summarized in Table 6.9 with the exception of the TFC-TGC and AFG-
AGG test results. Using the method described in this chapter, there is not conclusive
evidence of a difference in the correlation structures of these molecules across all
tests at the 0.05 level of significance, although they are significantly different for the
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Table 7.5: Correlation Matrices Pre-whitening Power Simulation Results (10 Land-
marks, 2500 Observations, δ=1). This table contains the power simulation results
from the pre-whitening testing procedure on correlation matrices where 10 landmarks
and 2500 observations were used. In this table, ρ is the correlation between obser-
vations when generating the data. The column of this table labeled κ gives the
point on the geodesic for the relationship between damaged and undamaged covari-
ance structures under the alternative hypothesis. Under the alternative hypothesis,
H1 : CD = d−.5ΣDd−.5 where ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is the observed
covariance matrix for the damaged molecule, ΣD is the assumed value under the
alternative, ΣU is the observed covariance matrix for the undamaged molecule, and
d is the diagonal matrix composed of the main diagonal elements of ΣD. In this
simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.0 0.092 0.092 0.072 0.072 0.084 0.074 0.066 0.090 0.090
0.025 0.100 0.100 0.088 0.088 0.098 0.090 0.078 0.090 0.120
0.050 0.158 0.158 0.154 0.154 0.170 0.154 0.152 0.158 0.172
0.075 0.268 0.268 0.250 0.250 0.254 0.246 0.226 0.254 0.256
0.1 0.458 0.458 0.426 0.426 0.456 0.434 0.394 0.454 0.424
0.2 0.996 0.996 0.990 0.990 0.994 0.990 0.980 0.996 0.992
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.5
0.0 0.056 0.056 0.052 0.052 0.054 0.052 0.052 0.060 0.058
0.025 0.082 0.082 0.072 0.072 0.084 0.072 0.068 0.076 0.092
0.050 0.132 0.132 0.122 0.122 0.124 0.122 0.104 0.120 0.122
0.075 0.224 0.224 0.178 0.178 0.206 0.184 0.160 0.230 0.200
0.1 0.432 0.432 0.420 0.420 0.412 0.420 0.392 0.438 0.380
0.2 0.992 0.992 0.986 0.986 0.990 0.986 0.980 0.994 0.984
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.9
0.0 0.050 0.050 0.052 0.052 0.060 0.046 0.050 0.048 0.048
0.025 0.080 0.080 0.070 0.070 0.084 0.070 0.070 0.076 0.074
0.050 0.102 0.102 0.098 0.098 0.102 0.098 0.082 0.106 0.098
0.075 0.208 0.208 0.196 0.196 0.216 0.196 0.184 0.202 0.182
0.1 0.424 0.424 0.412 0.412 0.440 0.414 0.380 0.442 0.352
0.2 0.998 0.998 1.000 1.000 1.000 1.000 0.988 1.000 0.984
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.99
0.0 0.078 0.078 0.072 0.072 0.076 0.078 0.066 0.078 0.056
0.025 0.080 0.080 0.094 0.094 0.070 0.090 0.080 0.074 0.074
0.050 0.148 0.148 0.130 0.130 0.142 0.136 0.104 0.152 0.132
0.075 0.308 0.308 0.280 0.280 0.290 0.276 0.244 0.304 0.236
0.1 0.466 0.466 0.462 0.462 0.480 0.470 0.408 0.488 0.394
0.2 0.996 0.996 0.994 0.994 0.994 0.994 0.986 0.996 0.990
0.3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
more powerful tests. Using the covariance structures, there was evidence to suggest




Figure 7.1: Correlation Matrices Pre-whitening Power Simulation Results (10 Land-
marks, 2500 observations). This figure is the graphical representation of Table 7.5.
Panel (a) shows the powers for ρ = 0. Panel (b) shows the powers for ρ = 0.5. Panel
(c) shows the powers for ρ = 0.9. Panel (d) shows the powers for ρ = 0.99.
7.5 Rat Calvarial Growth Dataset Application
Table 7.8 shows the test results for all pairs of time points in the rats dataset. The
tests were conducted using a modification to the testing procedure which does not
pre-whiten the data. The block size used for the permutations was set equal to 1 due
to this being an appropriate block size when testing about the covariance structures in
Section 6.2. The results in this table differ from the results in Table 6.11 for the tests
based on the Procrustes distance (“Proc”) when compared to the tests based on the
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Table 7.6: Correlation Matrices Pre-whitening Power Simulation Results (22 Land-
marks, 2500 Observations, δ=1). This table contains the power simulation results
from the pre-whitening testing procedure on correlation matrices where 22 landmarks
and 2500 observations were used. In this table, ρ is the correlation between obser-
vations when generating the data. The column of this table labeled κ gives the
point on the geodesic for the relationship between damaged and undamaged covari-
ance structures under the alternative hypothesis. Under the alternative hypothesis,
H1 : CD = d−.5ΣDd−.5 where ΣD = ΣU + κ(Σ∗D − ΣU) where Σ∗D is the observed
covariance matrix for the damaged molecule, ΣD is the assumed value under the
alternative, ΣU is the observed covariance matrix for the undamaged molecule, and
d is the diagonal matrix composed of the main diagonal elements of ΣD. In this
simulation, the error magnification term, δ, used was δ=1.
ρ κ BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
0
0.0 0.072 0.072 0.056 0.056 0.068 0.056 0.054 0.070 0.078
0.025 0.104 0.104 0.100 0.100 0.104 0.100 0.088 0.104 0.088
0.050 0.340 0.340 0.272 0.272 0.254 0.274 0.232 0.344 0.288
0.075 0.702 0.704 0.618 0.618 0.586 0.624 0.540 0.694 0.676
0.1 0.938 0.938 0.898 0.898 0.890 0.898 0.862 0.936 0.926
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.5
0.0 0.070 0.070 0.062 0.062 0.068 0.062 0.070 0.068 0.068
0.025 0.082 0.082 0.066 0.066 0.080 0.070 0.066 0.082 0.078
0.050 0.372 0.372 0.298 0.298 0.290 0.296 0.262 0.366 0.328
0.075 0.868 0.868 0.788 0.788 0.754 0.792 0.688 0.866 0.820
0.1 0.994 0.994 0.992 0.992 0.988 0.994 0.970 0.994 0.988
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.9
0.0 0.056 0.056 0.056 0.056 0.058 0.054 0.050 0.056 0.054
0.025 0.112 0.112 0.106 0.106 0.088 0.106 0.094 0.116 0.116
0.050 0.386 0.386 0.346 0.346 0.328 0.346 0.286 0.398 0.326
0.075 0.838 0.838 0.770 0.770 0.740 0.774 0.690 0.834 0.776
0.1 0.982 0.982 0.974 0.974 0.972 0.970 0.956 0.986 0.978
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
.99
0.0 0.054 0.054 0.060 0.060 0.058 0.056 0.060 0.058 0.062
0.025 0.080 0.080 0.084 0.084 0.086 0.088 0.076 0.086 0.096
0.050 0.368 0.368 0.324 0.324 0.324 0.316 0.296 0.382 0.338
0.075 0.892 0.892 0.822 0.822 0.782 0.824 0.728 0.888 0.848
0.1 1.000 1.000 0.992 0.992 0.988 0.994 0.974 0.998 0.994
0.2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Procrustes Shape distance (“PShape”). In the previous analysis of the rats dataset
based on the covariance structures, the tests based on the Procrustes distance were
quite bad compared to the results based on the Procrustes Shape distance due to the
changing sizes of the rats skulls over the observation period. Using the correlation
structures seems to have corrected this problem as the results for the permutation




Figure 7.2: Correlation Matrices Pre-whitening Power Simulation Results (22 Land-
marks, 2500 observations). This figure is the graphical representation of Table 7.6.
Panel (a) shows the powers for ρ = 0. Panel (b) shows the powers for ρ = 0.5. Panel
(c) shows the powers for ρ = 0.9. Panel (d) shows the powers for ρ = 0.99.
Table 7.7: Real DNA Data Results (Pre-whitening Procedure Using Correlation Ma-
trices). This table contains the p-values for the damaged-undamaged DNA molecule
pairs using the testing procedure for correlation matrices presented in this chap-
ter. The results in this table use the testing method which does not assume the
mean shapes of the damaged and undamaged molecules are equal and applies the
pre-whitening procedure to the correlation matrices.
Damaged Undamaged BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
AFA AGA 0.300 0.300 0.270 0.270 0.197 0.273 0.303 0.297 0.250
AFC AGC 0.000 0.000 0.003 0.003 0.003 0.000 0.007 0.000 0.000
AFG AGG 0.020 0.020 0.053 0.053 0.073 0.057 0.110 0.020 0.033
TFA TGA 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000
TFC TGC 0.037 0.037 0.063 0.063 0.073 0.063 0.100 0.027 0.033
TFT TGT 0.813 0.813 0.513 0.513 0.740 0.517 0.267 0.793 0.857
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Table 7.8: Rats Data Results (Unequal Mean Shapes Procedure Using Correlation
Matrices) including non-successive time points. This table contains the p-values for
the rats skull data using the testing procedure presented in this chapter for correlation
matrices but does not include the steps needed to pre-whiten the data. The results
in this table are based on the use of a block size of 1 for the permutations.
Day Day BoxM Riem Proc PShape Chol Power Eucl LogEucl RiemLE
7 14 0.670 0.670 0.750 0.750 0.697 0.733 0.547 0.730 0.450
7 21 0.773 0.777 0.480 0.480 0.680 0.513 0.383 0.760 0.817
7 30 0.497 0.507 0.210 0.210 0.333 0.230 0.250 0.483 0.573
7 40 0.240 0.237 0.047 0.047 0.130 0.067 0.110 0.207 0.480
7 60 0.210 0.217 0.013 0.013 0.050 0.017 0.033 0.137 0.560
7 90 0.067 0.067 0.000 0.000 0.007 0.003 0.003 0.047 0.280
7 150 0.477 0.477 0.053 0.053 0.113 0.067 0.127 0.313 0.840
14 21 0.493 0.500 0.323 0.323 0.430 0.317 0.163 0.523 0.407
14 30 0.240 0.233 0.130 0.130 0.107 0.147 0.117 0.200 0.330
14 40 0.330 0.333 0.057 0.057 0.120 0.063 0.093 0.270 0.510
14 60 0.067 0.067 0.000 0.000 0.003 0.000 0.000 0.040 0.263
14 90 0.053 0.063 0.000 0.000 0.000 0.000 0.000 0.027 0.293
14 150 0.153 0.153 0.000 0.000 0.000 0.000 0.000 0.067 0.613
21 30 0.223 0.213 0.490 0.490 0.427 0.467 0.553 0.260 0.153
21 40 0.693 0.693 0.580 0.580 0.667 0.597 0.680 0.640 0.827
21 60 0.550 0.557 0.220 0.220 0.313 0.250 0.347 0.400 0.833
21 90 0.097 0.097 0.013 0.013 0.000 0.013 0.097 0.043 0.507
21 150 0.230 0.233 0.017 0.017 0.043 0.030 0.197 0.107 0.697
30 40 0.597 0.600 0.460 0.460 0.413 0.450 0.317 0.600 0.510
30 60 0.627 0.623 0.223 0.223 0.403 0.253 0.217 0.583 0.703
30 90 0.070 0.043 0.000 0.000 0.000 0.000 0.000 0.033 0.187
30 150 0.847 0.863 0.157 0.157 0.233 0.203 0.140 0.803 0.943
40 60 0.740 0.740 0.620 0.620 0.830 0.603 0.517 0.747 0.687
40 90 0.273 0.277 0.083 0.083 0.067 0.087 0.043 0.220 0.433
40 150 0.577 0.577 0.180 0.180 0.487 0.217 0.327 0.490 0.773
60 90 0.337 0.340 0.330 0.330 0.240 0.317 0.163 0.340 0.323
60 150 0.773 0.770 0.707 0.707 0.790 0.747 0.787 0.727 0.857
90 150 0.153 0.127 0.310 0.310 0.440 0.327 0.323 0.123 0.227
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Chapter 8
Conclusions & Future Work
8.1 Conclusions
The conclusions from this work are summarized by chapter for clarity. In Chapter 2,
it was discovered that there are differences in the mean shapes and possible differences
in the covariance structures for the DNA molecules. To further test this claim, the
method of Factored Principal Components Analysis was introduced as a dimension
reduction technique given the high dimensionality of the DNA data problem. This
technique was applied to the tangent coordinates of the DNA data after registering
the data using generalized procrustes analysis via permutation testing on covariance
structures in Chapters 3, 4, and 5. The permutation testing methods in these sections
included several distance metrics to be compared to find the “best” metric under each
setting. In Chapter 3, the permutation testing method introduced was based on the
assumption of equal mean shapes between the damaged and undamaged molecule
pairs. Upon further investigation, it was decided that this method might not be
applicable to the DNA dataset. To correct for this restrictive assumption, a more
generalized permutation testing procedure was introduced in Chapter 4 which did not
make the assumption of equal mean shapes between the damaged and undamaged
DNA molecule pairs. Although this method resulted in more realistic results, it did
not account for the correlation between observations in the DNA dataset. The DNA
data were generated at very close intervals in time (1 × 10−12 seconds) which resulted
in a highly correlated dataset. Given this new information, a permutation testing
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procedure which included a pre-whitening procedure was introduced in Chapter 5.
This new procedure corrected for the correlation between observations and did not
assume equal mean shapes between the damaged and undamaged DNA molecule
pairs. This method was an extension of the previous method which did not assume
equal mean shapes between the groups of molecules.
In the applications presented in Chapter 6, the pre-whitened data testing proce-
dure was the best performer for the DNA dataset due to the high correlation between
observation in the dataset and the unequal mean shapes between the molecules. These
methods were also applied to the Rats Calvarial Growth dataset. Due to the lack of
correlation between the observations in the rats dataset and the rats skulls growing
over the observation period, the permutation testing procedure which accounts for
differences in mean shape while not correcting for the correlation between observa-
tions was the best performing testing procedure of the testing procedures proposed
in this work.
After conducting the analyses in Chapter 6 based on the covariance structures, a
natural extension was to alter the methods for applications to correlation structures.
These methods were discussed in Chapter 7. The simulation results related to the
permutation tests based on correlation matrices suggested that the use of correlation
matrices resulted in an increase in power for some of the distance metrics. This was
particularly true for the permutation tests based on the Euclidean distance metric.
8.2 Future Work
Some ideas for future work include an extension of the work by Danaher et al. (2011)
which discusses inverse covariance estimation across multiple classes using joint graph-
ical lasso. In the work by Danaher et al. (2011), the assumptions of independence
between observations and that the observations within each dataset are normally
distributed are required. The assumption of independence between observations was
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shown not to hold for the DNA dataset, but this assumption could be relaxed.
Possible future work could include Bayesian inference which incorporates prior
information about the DNA molecules. An inverse-Wishart prior could be used as
the prior for the covariance matrix of the multivariate normal distribution of the data
that is being assumed in this work.
Comparisons of the work presented in this dissertation to the similar ideas using
general covariance structures might also be of interest. The work in this dissertation
used a factored covariance model. Another potential extension is that the assumption
of multivariate normal could be relaxed to use a non-Gaussian likelihood estimate for
the covariance structures.
Finally, in Section 7.3, power simulations were conducted for the permutation
testing procedure based on correlation matrices presented in this chapter. The alter-
native hypotheses for these power simulations were of the formH1 : CD = d−.5ΣDd−.5
where ΣD = ΣU + κ(Σ∗D −ΣU) where Σ∗D is the observed covariance matrix for the
damaged molecule, ΣD is the assumed value under the alternative, ΣU is the observed
covariance matrix for the undamaged molecule, and d is the diagonal matrix com-
posed of the main diagonal elements of ΣD. This section contains a second method
for defining the alternative hypothesis when working with correlation matrices. The
motivating example for this alternative method is based on computing the nearest
correlation matrix to another symmetric matrix (Higham, 2002).
Suppose that the alternative hypothesis in the power simulations had been defined
as H1 : CD = CU + κ(C∗D − CU) where CD∗ is the observed correlation matrix for
the damaged molecule, CD is the assumed value under the alternative, and CU is the
observed correlation matrix for the undamaged molecule. The method used in the
simulation study guarantees CD to be a correlation matrix, but this second method
does not make that guarantee. In the hypothesis H1 : CD = CU + κ(C∗D −CU), CD
is the weighted average of two correlation matrices and therefore does not necessarily
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have the properties of a correlation matrix. Although CD is not always a correlation
matrix, it is always a symmetric matrix. Based on the work of Higham, a nearest
correlation matrix can be found. The algorithm for finding the closest correlation
matrix is based on alternating projections. This algorithm could be used as follows
to find CD denoting the closest correlation matrix to CD:
1) Let CD0 be the matrix defined for H1 and ∆S0 = 0.
2) while max{ ||Yl−Yl−1||∞||Yl||∞ ,
||CDl−CD(l−1)||∞
||CDl||∞
, ||CDl−Yl||∞||CDl||∞ } ≥ 10
−10
3) Rl = CD(l−1) −∆Sl−1
4) Xl = Qdiag(max(λi,0))QT
5) ∆Sl = Xl −Rl
6) Yl = Xl − diag(diag(Xl − diag(dim(Xl)[1])))
7) end
where ||W||∞ is the l∞ norm of W, Q is the matrix of eigenvectors of Rl, and λi is
the ith largest eigenvalue of Rl. The difficulties in this method are that the simulated
data require a covariance structure to produce the errors. After the nearest correlation
matrix is found using this algorithm, one must transform to a covariance structure to
produce the multivariate normal errors. Unfortunately, the standard deviations from
the data can no longer be used to create the transformation from correlation matrix
to covariance matrix because the correlation matrix found using this method is not
the correlation matrix from the data.
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