We demonstrate that DNA
metic, and matrix multiplication are known to be computable by small size Boolean circuits much faster than by ordinary sequential digital computers. This paper shows that DNA chemistry allows one to simulate large semi-unbounded janin Boolean circuits with a logarithmic slowdown in computation time. Also, for the class NC', the slowdown can be reduced to a constant.
In permission to make digital/h,ard copies of all or parl of this mderi.ll for paonal or classroom use is granted without fee provided that the copies are not made or distributed for profit or commercial advantage, the COPYri&t notice, the title of the publication and its date appear, and notice is given tint copyright is by permission of the ACM, Inc. TO copy otherwise, to republish, to post on serverS or to redistribute to list. where .?= denotes the maximum fan-out (the number of the outgoing edges from a gate) of the circuit. This is an improvement of the method we obtain from Reif's result. The time complexity has been reduced from O(d log' m) to O(dlog m) and the space complexity has become O(m'). Our analysis may suggest that the fan-out will play a crucial role when measuring the efficiency of circuit simulations on DNA computers. The result gives us an added bonus: a real-time simulation of the class NC1 [Pip79].
NC' is the class of problems solved by bounded fan-in circuits of O(log n) depth and polynomial-size.
Many fundamental computational problems from the integer arithmetic to sorting are known to belong to this class [BCH86, AKS83] .
We . If gate 9 is an input gate with label z,, 9 evaluates to 1 if LL'* = 1 and 0 otherwise. There are two complexity measures for Boolean circuits, the size and the depth.
The size of a circuit C, denoted by size(C), is the number of gates in it and the depth of C, denoted by depth(C), is the length of the longest directed path in it.
The Simulation
Let C be a circuit of depth d and size nz and z = ~1 zn an input to C. Let 91, , Q,,~ be the gates of C and 3 the maximum outdegree of the gates in C. For simplicity, we assume that C has only one output gate. Prior to the actual run of the simulation, we fix for each i, 1 < i 5 m, a pattern u[i] of DNA. The presence of u[i] will indicate that 9% evaluates to 1. These patterns will be designed so that they satisfy the following conditions:
. All of these patterns consist of a fixed number C of DNA molecules. One may use results from the theory of error-correcting codes [vL91] to discover the patterns to satisfy all these conditions.
The determination may be computationally intensive, but once the patterns are fixed, they can be used for all other length n inputs. We introduce one more parameter P, which is an upper bound on the population size of the DNA synthesis.
Our simulation proceeds from level 0 toward level (1. We assume for every Ic, that the following conditions hold after processing the gates at level Ic:
For Thus, no strands of length 2C ending with o[j.] are created. Furthermore, no strands of length greater than 2L are created.
In the third step, we separate length 2C strands from length C strands.
We use denaturing polyacrylamide gel electrophoresis
[SFM89] for that purpose. The strands of length 2& correspond to the gates that evaluate to 1. In the fourth step, we cleave the length 2C strands at cy .j, fl by restriction enzyme E. This step produces all the strands o[j.] such that gj. evaluates to 1.
We estimate the number of strands that are present when the fourth step has been finished.
As to a gate g3* at level k, we have poured at most P copies of a[j,], so at most P copies of u[js] should be present.
As to a gate g;,. at level k-l, the copies of a[i,] are linked to at most 3 different u [&] and there are at most P copies of such a a[~',], so at most 3. P copies of g;,, should be present. As to the strands for the gates at level below k -1 level, even if they may have existed prior to the processing of the gates at level k, no linkers have been added to bind them to other strands, so none of them will remain after the third step. Finally, as to the strands for the gates at higher levels, we have not poured them yet. Hence, all the loop invariant conditions are met.
Next we consider the AND case. The first step is identical to that of the OR case. We amplify the strands from the previous level to the amplitude of 3. 7J. In the second step, we execute appending.
For each AND gate gj, at this level, we pour into the test tube Q[J'~]. Also, for each triple (j s, i,, ir) such that 4 < T and that gj," takes as an input both gi, and g;,,, we pour the "linker"
for If the output gate is an OR gate, the output is 1 if and only if length 2L strands exist and if it is an AND gate, the output is 1 if and only if length 3L: strands exist.
The complexity analysis
Here we analyze the complexity of the simulation described above. Ligation and gel electrophoresis are executed d times each. Cleavage is executed d -1 times. amplificat,ion is executed (log F + log P)d times and WE need one step for setting up the strands for the gates at level 0. Thus, the total number of steps is (3 + log F + log P)d. On the other hand, the maximum number of DNA strands that remain in the test tube after processing a single level is bounded by m3P.
Thus, we have proven the following theorem. For a natural number k, SAC'" denotes the collection of problems that are solvable by a family {C,},,, of semiunbounded fan-in circuits such that srze(C,,) = O(n,a) for some fixed constant n and depth(G) = O(log" n,). SAC without the superscript denotes the union of all SAC", k 2 0. It is well-known that the class SAC' coincides with the problems that are logarithmic space transformable to CFL, . Also, many combinatorial and mathematical problems are known to belong to SAC. Since the maximum fan-out 3 is bounded by the size m, and m is a polynomial in n for SAC circuits, we have the following corollary.
Corollary 2 For-every lc > 0, SAC" can be simulated by a DNA computer in. time O(log"+' n) and space polynomial in n.
The above analysis gives us an added bonus. The class NC [Pip791 is the counterpart of SAC in the bounded fan-in circuit model. There is a vast literature on NC1 classes and numerous problems from the integer arithmetic to sorting are proven to belong to this class. NC' circuits can be converted to a tree, by allowing many copies of input gates to exist. For a circuit in the form of a tree, the maximum fanout 3 is 1, and thus, the simulation of such a circuit does not require the amplification step. This allows us to get rid of the (log 3 + log P) factor in the running time and the 3 factor in the space complexity.
Corollary
3 Let k > 0 and {C,},,, be an NC" circuit family.
For every n, C, can be simulated by a DNA computer in time 3 depth(C,) and space P size(C,), where only appending, separation by size, detection, and cleavage are assumed.
The Experiment
We have experimentally simulated a small instance of a bounded fan-in Boolean circuit given in Figure 1 . The four input variables xi, i = 1, ,4, were encoded as four Pl-mer oligonucleotides of unique sequences, each of whose 3' terminus ends in the sequence 5'-GT-3'. These are designated 11,12,13, and 14, respectively.
The two OR gates were encoded as two 22-mer oligonucleotides each of whose 5' and 3' ends are 5'-AC..
GT-3'. In addition, a phosphate group was attached to each of these two oligonu- These edges are directional.
For example, the 5' half of edge El,5 is complementary to 10 nucleotides in the 5' half of Gs with the reversed polarity, and the 3' half of El,5 is complementary to the 3' half of 11 with the reversed polarity. This is shown in Figure 2 . Thus, the edge oligonucleotide El,5 can hybridize to both G1 and Gs, but to no other sequence, such that a DNA joining enzyme (ligase) [SFM89] can covalently join the 5' phosphate of Gs to the 3' hydroxyl group of 11. This will make a 43 base long dimeric oligonucleotide 5'-II-Gs-3'. Similarly, E2,5, E3,6, E4,6, and Es,7 make the dimeric oligonucleotides 5'-12-G5-3', 5'-Z3-Gs-3', 5'-14-Gs-3', and 5'-15-G7-3', respectively. Each such dimer will contain in the middle of the molecule a 4-base sequence 5'-GTAC-3'. This is the target sequence of a singlestranded DNA endonuclease RsaI. Finally, the sequence and the polarity of the edge oligonucleot,ide E7,6 was so chosen that it could make possible the synthesis of the molecule 5'-GT-Gs-3'.
If oligonucleotides Gs, Gs, G7, J&,7, and l&,6 are all present in a test tube, a ligase reaction should produce the 65 nucleotide long trimer 5'-Gs-G7-G6-3' which should be radioactive.
If either Gg or Gs is absent in the tube, the 65 nucleotide long trimer cannot be formed. We have begun to test the simulation by actual experiments.
The preliminary experiments have used three different input combinations two of which should generate the output 1 and the other should produce the output 0 ( Table These solutions were then treated with the enzyme RsaI to cleave any dimer DNA to the monomer length.
To each tube were then added the oligonucleotides G?, l&,7, and E~,G. They were allowed to anneal and ligate. The final products were again separated according to size by electrophoresis on a denaturing polyacrylamide gel and visualized by autoradiography on an Xray film.
Our initial results indicate that we could detect the presence of the 65 base trimer in one of the two tubes that should generate 1 (tube 2). The trimer could not be detected in the tube that should generate 0 (tube 3). However, the presence of the trimer in tube 1 with the expected output of 1 could not be unambiguously detected.
The dimer bands, expected in all three outputs, were present in all tubes. This allows us to narrow down the cause of the discrepancy to pipetting error in tube 1. We are now repeating these experiments with an improved version of the protocol. Is molecular circuit analysis feasible for a large network on which digital computes are inefficient?
By a proof similar to that of the Gilbert 
Conclusion
We have shown that the DNA computer is a potential tool for implementing standard computation models, in particular, for Boolean circuits.
We have proven that the runtime slowdown is proportional to the logarithm of the maximum fan-out of the Boolean circuit and the space complexity is proportional to the product of the size and the maximum fan-out.
The implication is that DNA computers are capable of simulating circuits with 10 billion gates, which may exceed the maximum number of parallel processing units in digital computing devices.
