Abstract. Determining the feasibility of a particular search program is important in practical situations, especially when the computation involved can easily require days, or even years. To help make such predictions, a simple procedure based on a stratified sampling approach is presented. This new method, which is called heuristic sampling, is a generalization of Knuth's original algorithm for estimating the efficiency of backtrack programs. With the aid of simple heuristics, this method can produce significantly more accurate cost estimates for commonly used tree search algorithms such as depth-first, breadth-first, best-first, and iterative-deepening.
1. Introduction. Tree searching [8] is a general, easily implemented problem-solving technique. Unfortunately, the efficiency of tree searching programs is usually difficult to analyze, even at a rudimentary level. Without analytic cost information, the typical course is to let the computer run until it either finishes the job or exhausts our patience. Switching to a more computational sampling approach provides a less haphazard alternative: We gain accuracy in understanding particular search programs and thus design better ones.
The sampling method that we will discuss generalizes an algorithm of Knuth [5] for estimating properties of a backtrack tree. Starting at the root, Knuth's algorithm extends a partial path by expanding the end node and picking a child according to a uniform distribution. It then forms an unbiased estimate of the tree property using the branching degrees along the randomly selected path. According to Knuth, this simple estimation procedure worked consistently well in his experiments. But as a refinement, Knuth also suggested the technique of importance sampling [2] in which the child is selected according to a weighted distribution, with the weight of each child being an estimate of the property of the corresponding subtree.
Unsatisfied with the results of Knuth's algorithm in his own experiments, Purdom [9] later modified the algorithm in an attempt to reduce variance. The modified algorithm allows more than one child to be considered for further exploration, and it is therefore called partial backtracking. If only one child per parent is explored, then Purdom's algorithm reduces to Knuth's algorithm; but if every child is explored, then the estimate becomes exact due to a complete backtrack search. The algorithm offers a varying degree of efficiency that depends on the extent of exploration. However, it is difficult to reduce variance significantly without incurring high experimental cost.
Heuristic sampling generalizes Knuth' s algorithm in a different direction. Instead of taking the importance sampling approach, the method adopts another statistical technique known as stratified sampling [2] , based on a "heuristic function" to be supplied by the algorithm designer. This heuristic function, which we call a stratifier, should in principle reflect the broad characteristics of the nodes in the search tree. If two nodes have similar features, then they should be classified into the same stratum. By exploiting the tree structure as reflected through the stratifier, stratified sampling on the search tree 296 PANG C. CHEN reduces variance relative to Knuth's algorithm, and limits the cost of prediction to the number of strata.
To present heuristic sampling, we first introduce the concept of a stratifier, and then discuss a sampling scheme that employs stratifiers to estimate tree properties. We examine the accuracy and cost of the sampling scheme both analytically and empirically.
In particular, we demonstrate the effectiveness of heuristic sampling analytically with a random graph problem, and empirically with a chessboard recreation. which we will discuss in the analysis section. As for the sampling time, notice that we can guarantee an output of at most one representative node per stratum because we choose to process from the higher stratum down. As a result, the number of nodes that need to be expanded by the sampling scheme is bounded by the number of strata. using an arbitrary importance probability 0 < p < 1 in each iteration. We call the resulting generic sampling algorithm GS. As with Knuth's algorithm [5] , there exists a sequence of p's that will force to be exactly equal to qa, provided that f is nonnegative.
In practice, however, this sequence may be difficult to find.
4. Analysis. We will now examine the behavior of HS, GS (which incorporates importance sampling), and simple sampling (SS) of Knuth [5] that uses depth as the stratifier Because GS is a generalization of HS, which is in turn a generalization of SS, anything we prove for GS also holds for HS, and anything that is true for HS is also true for SS. From the sampling procedure, we know that a sample tree T must contain the parent of every nonroot node of T and a stratum representative for every child of every nonleaf Downloaded 09/24/15 to 169.234.51.209. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php node of T. Conversely, any subtree T of T satisfying the condition above must also have a positive probability of being generated by GS. The output probability P(T) associated with each instance of T is related directly to the weights of the nodes produced. THEOREM 1 Proof. Given T, the probability of leaving stratum c with s t is equal to p I-Ii qi, where p is the probability of choosing t to replace the current queue element, and qi is the probability of not making the ith replacement of t with t being in the queue. These probabilities are just ratios of weights by construction, and their product telescopes to w()/w(t). On the other hand, if s does not exist, then T_ T and P(s T) 1 vacuously. Hence, unfolding the recurrence (10) P(T_) P(T)P(s yields the desired product for P(T).
Under HS, the weight w for c -< a0 is simply equal to the sum of w() for all t with h(t) a and in T, a sum which is clearly equivalent to the desired formula.
[3 COROLLARY 2. The output probability of a sample tree of HS is independent of the total ordering imposed on 7 9 Consequently, which maximal element we choose to expand at each stage has no effect on the distribution of . 
On the other hand, if k > c(s) and node u in the queue is supposed to be removed and expanded next, then the successive appromation also remains the same after the expansion of u, for we have
Consequently, the expected value of our successive appromation at the end of the sampling () is equal to its initial value ((root) ). 4 A random graph problem. We illustrate the previous theorem with the following example. Consider the maximum independent set problem in which the object is to find the maximum number of independent vertices with each pair not connected by an edge. Suppose that we take the obvious approach of solving this problem by exhaustively enumerating every independent set in the graph [10] . Then it is useful to estimate the size (the number of nodes) of the search tree before running the actual brute-force algorithm. Thus, imagine applying HS with f I on the backtrack tree induced by the input graph G (V, E) to the maximum independent set problem. In the backtrack tree, each node s corresponds to an independent set I as well as to the subgraph G' (V', E') of G with I and its neighborhood removed. Since our objective is to estimate the size of the tree, it is both natural and simple to use the cardinality of V' as a stratifier. Now suppose that the input graph G is random in that every edge is independently likely to occur with probability p 1/2. We can proceed to examine the average variance of the estimator produced by HS by obtaining some bound on o. Thus where the infinite product is convergent. [3 Thus, we have demonstrated one situation in which the average performance of HS using a natural stratifier is quite satisfactory, at least in a theoretical sense.
5. Computational experience. The practicality of HS has been tested in a variety of situations [3] , so we will describe only one experiment here. Consider the chessboard recreation whose goal is to find the longest uncrossed knight's tour possible on the board (Fig. 2) . Obviously, we can try to solve this problem by means of backtracking; however, it is not clear whether an exhaustive approach is feasible. In the original paper [5] where this example appears, Knuth answers the feasibility question by applying Er Er E(I)n -(n 1/2 lg n-lg lg n). 
