Light field imaging with a plenoptic camera offers a straightforward method for capturing three-dimensional information about a flow with a single camera. Chemically reacting flows are a subject of great interest in the aerospace industry; however, there is little research regarding the imaging of combustion processes or flames with a plenoptic camera. A preliminary investigation into the viability of three-dimensional flame measurements with a plenoptic camera is conducted. A high-level overview of the key concepts undergirding the plenoptic camera is given. Three-dimensional deconvolution is described as a promising volume reconstruction technique. Some initial results are presented. Preliminary conclusions are shared with a brief discussion of the direction of future work. 
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I. Introduction
HE aerospace community's interest in reacting flows has long been hindered by the inability to measure the unsteady and three dimensional (3D) nature of many of these flows. The development of new measurement techniques and technologies is driven by the necessity to better understand flows which are fundamental to many aerospace applications. Chemically reacting flows or flames are one category of flows found throughout the aerospace industry that are often challenging to characterize. While efforts are often made to analyze flows in a two dimensional (2D) fashion, some flows require a 3D analysis in order to gain a meaningful understanding of the flow.
To address this need, a variety of 3D flow measurement techniques have been developed. Particle image velocimetry (PIV) methods measure the particle displacements in a flow to calculate velocity vectors [1] . Stereo PIV uses a two camera setup to calculate displacements in the depth-wise direction, but this technique is limited to a narrow volume in the depth-wise direction. Tomographic PIV methods offer better depth resolution but call for arrays of cameras to acquire the necessary views. Holography is another 3D flow measurement option, but this technique requires a holographic plate (film) to record measurements. Laser induced fluorescence (LIF) works by illuminating a species in the flow, typically an injected fluorescent dye, with a laser. LIF has been extended to 3D via scanning methods.
A relatively new technique to emerge in the field of 3D flow diagnostics is that of light field imaging with a plenoptic camera. While quite similar to a conventional camera in most regards, in a plenoptic camera an array of microlenses is mounted a short distance in front of the image sensor. The main lens of the plenoptic camera focuses light onto the microlens array, after which the light is focused onto various pixel locations on the image sensor depending on the direction of a given incoming ray of light. Both the position and angle of incoming light rays is thus recorded. This constitutes a sampling of both the spatial and angular information in a scene to capture a socalled light field of the scene [2] . With this combined spatial and angular data, a raw plenoptic image can be computationally processed to generate new, unique images of the scene.
Light field imaging with a plenoptic camera possesses several advantages as a 3D flow measurement technique. In contrast to many of the other 3D methods, this technique requires only a single plenoptic camera to capture 3D flow measurements. While other techniques make use of scanning mirrors and complicated optical setups, the plenoptic camera has no moving parts, and as a single camera technique, it avoids the need for multiple camera alignments. Although the plenoptic camera is just a single camera, it densely samples the angular data in a scene due to its tightly packed microlens array. The plenoptic camera is also uniquely suited for imaging chemically reacting flows as it has minimal optical access requirements unlike other multi-camera techniques. With a single image, the plenoptic camera can capture a snapshot measurement of a rapidly evolving flow field.
While the concept of the light field is actually quite old [3] , the development of this concept into the plenoptic camera has occurred relatively recently. In the early 1990s, Adelson and Wang [4] described the plenoptic camera before it was physically realized by Ng et al. [5] [6] in the mid 2000s. Other work towards extending the plenoptic camera by Lumsdaine and Georgiev [7] bears mention here as well. Over the past several years, the lab of this paper's authors, the Advanced Flow Diagnostics Laboratory (AFDL), has been pursuing research with plenoptic cameras, particularly with regard to 3D plenoptic PIV techniques [8] [9] . While capturing 3D flow measurements with a plenoptic camera is still a novel technique, it is being increasingly used by other labs and research groups as the technology and tools mature.
Turning the focus back to the problem of imaging chemically reacting flows, all of the above techniques have been used to image flames in 3D. Weinkauff et al. [10] used tomographic PIV to conduct 3D measurements on a seeded jet burner flow. Li and Ma [11] recently used similar tomographic techniques with an array of cameras to image turbulent reactive flows without any seeding by instead relying on the chemiluminescence of the flames. Meng et al. [12] imaged a jet diffusion flame via holographic techniques, and Cho et al. [13] used a 3D LIF technique to capture the combustion of droplets.
Currently, little research has been conducted into flame imaging via a plenoptic camera. The only directly applicable paper found during the literature survey was a recent investigation by Greene and Sick [14] . Their experiment used a commercially available Raytrix camera to examine the flames from a soldering torch and acetone-seeded nitrogen jets. The Raytrix camera they used relies on a hexagonal microlens array of differing focal length microlenses. Their camera differs from the plenoptic camera used in this research, which has a rectangular array of microlenses of identical focal length. Greene and Sick were able to estimate the depth of the front surface of the soldering torch flames and nitrogen jets but were unable to reliably identify the rear surface of the flames or jets without generating erroneous additional results. Their experiment was limited by several factors, including a nonmonochromatic sensor, small pixel size, and small microlens aperture. Additionally, it appears they did not use deconvolution or tomographic techniques. Our plenoptic camera implementation in this paper improves upon each of the above limitations.
The purpose of this paper is to conduct a preliminary investigation into 3D flame imaging with a plenoptic camera. An overview of the high level concepts fundamental to light field imaging with a plenoptic camera is presented along with sample images showcasing the abilities of the camera. The technique of 3D deconvolution is introduced with a discussion of the point spread function as it relates to the plenoptic camera. The experimental setup used in this research is described, and some preliminary results demonstrating the viability of this technique for flame imaging are shared. Conclusions are given along with a look towards future work.
II. Plenoptic Camera
The plenoptic camera is useful for flow diagnostics since it enables the rapid acquisition of light field image data used to compute 3D flow measurements. The plenoptic camera is very similar to a conventional camera in design and function. Both plenoptic and conventional cameras have a main lens with a finite aperture to focus incoming light rays and an image sensor (or film) to record the intensity of the rays. The key difference between a conventional camera and a plenoptic camera is that a plenoptic camera has an array of microlenses inserted a small distance in front of the image sensor. A plenoptic camera focuses light through the main lens onto this planar microlens array. The microlenses then focus the incoming light rays onto the image sensor. This image capturing process is depicted in Figure 1 for a conventional camera and a plenoptic camera. The diagram on the left side of the figure shows a cone of light rays from a point in space being focused by the main lens of a conventional camera onto the image sensor. Since the point in space is in focus, the light rays converge to a single pixel on the image sensor. Now observe the center diagram of the above figure which corresponds to a plenoptic camera. The basic configuration is the same; however, there is now a microlens array in front of the image sensor. Consider the leftmost subset of light rays emitted from the point in space, outlined in the center diagram in Figure 1 . These rays are focused through the main lens onto a single microlens in the array. The rays are focused again by the microlens onto a single pixel on the image sensor.
This process occurs for each subset of the main bundle of incoming light rays. The rightmost diagram in the figure shows the discrete bundles of light rays entering the camera. Each subset of light rays strikes the same microlens and is then focused onto different pixels behind the microlens depending on the incoming direction. Compare this to the conventional camera where all the incoming light rays, regardless of incident direction, are focused to a single pixel. While a plenoptic camera will nominally have a lower spatial resolution (equal to the number of microlenses in the array), angular information is now captured as the different subsets of light rays are recorded striking different pixels behind a microlens. In this way, the plenoptic camera trades off spatial resolution for angular resolution.
Initial image acquisition with a plenoptic camera follows the same procedure as image capture with a conventional camera. Since plenoptic cameras capture the light field of a scene, post-processing is necessary to both structure the acquired light field data and to display it in a meaningful form. A sample raw plenoptic image is shown below in Figure 2 .
Figure 2: Raw plenoptic image of a room scene (left) with magnified view of image (inset)
The full view of the raw plenoptic image looks much like a regular image as the combination of the display and the human visual system results in the pixel information behind each microlens being perceptually integrated. A closer look at the raw plenoptic image, shown in the inset in the figure, reveals the circular images formed by each microlens. The acquisition of angular information in a scene opens the door to a variety of computational photography techniques. The two techniques often demonstrated with plenoptic cameras are perspective shifts and image refocusing.
Various perspective views of a scene can be generated from a single raw plenoptic image. This procedure corresponds to stitching together a new image by selecting a single pixel from the same relative location in each array of pixels behind each microlens. An example of perspective shifts from the raw plenoptic image in Figure 2 is given below in Figure 3 . The image on the left of the figure corresponds to a leftmost perspective. The image on the right of the figure likewise corresponds to a rightmost perspective. Observe the edge of the clock in the two images. As the clock is in the foreground, it shifts relative to the camera faster than the distant wall in the background. By assembling a sequence of these separate views, a perspective shift animation can be generated. Viewed in animated form, the relative depth of these various objects becomes readily apparent as objects close to the camera have larger displacements between views than objects far away from the camera.
The angular information captured by the plenoptic camera can also be used to generate refocused images of the original scene. A refocused image is generated by integrating certain pixels behind each microlens to form a refocused image of the initial scene. The equation used to select these pixels is based on geometric optics. Since the plenoptic camera captures the angular information for incoming lights rays, it is possible to determine the plane at which a set of out of focus light rays would have converged to be in focus. A depth parameter α, as defined in Ng et al. [5] , is used to control the depth of the synthetically refocused plane. An example of refocused images from the initial raw plenoptic image in Figure 2 is given below in Figure 4 .
Figure 4: Far and close refocused images (on the left and right, respectively) of the room scene
In the leftmost image of the above figure, the person in the rear of the room is in focus for a depth parameter α of 0.93. In the rightmost image, the depth parameter α was set to 1.1 to focus on the clock in the front of the scene. While the perspective shifts exposed the depth (angular) information in the parallax between objects, the refocusing method reveals the presence of depth information through the relative sharpness of objects in the scene. Objects at the synthetic focal plane will be sharp (in focus) while objects away from the synthetic focal plane will appear blurred and out of focus. Varying the depth parameter α allows for refocusing to arbitrary planes, subject to physical limitations imposed by the given optical setup.
These computational photography techniques are implemented in several codes used by our lab to process plenoptic images. A toolkit was developed in MATLAB by this paper's authors to facilitate easy plenoptic image processing and image generation. The Light Field Imaging (LFI) Toolkit handles all the fundamental components of plenoptic image processing and provides versatile image export capabilities for perspective shifts and image refocusing. The LFI Toolkit requires a raw plenoptic image (or images), a corresponding plenoptic calibration image, and knowledge of various camera parameters from a given experimental setup. The LFI Toolkit uses the calibration image to identify the spatial location of the center of each microlens. Using this information, a given input raw plenoptic image is next interpolated onto a plaid grid. The structured light field data is then available for processing by various functions to generate perspective shifts or refocused images as demonstrated in Figure 3 and Figure 4 . Export options include typical static image formats like PNG and TIFF. Animations of perspective shifts and refocusing sequences can also be exported as an animated GIF or as a video in several common formats. A batch mode is also included as an option for automated processing of large quantities of plenoptic data.
For more advanced work, the Auburn Light Field Analyzer (ALFA) was written by Tim Fahringer. Primary features of ALFA include tomographic reconstructions, 3D PIV processing of plenoptic images, and synthetic particle generation [15] . Similar to the LFI Toolkit, ALFA uses a plenoptic calibration image to locate the center of each microlens. ALFA is then capable of processing inputted plenoptic images to reconstruct 3D volumes via a tomographic reconstruction algorithm called the multiplicative algebraic reconstruction technique (MART). ALFA is also used for processing 3D PIV data to prepare it for visualization. Another useful feature of ALFA, which was exploited in this paper, is its synthetic particle generator capability. ALFA can generate synthetic raw plenoptic images by simulating a plenoptic camera viewing particles in a 3D volume. These synthetic images are then available for processing in the LFI Toolkit.
Both of the above tools are based on the fundamental equations described by Ren Ng. The interested reader is encouraged to consult his work [5] [6] for a deeper look at the fundamental equations and principles behind the plenoptic camera. The ease of light field acquisition via the plenoptic camera combined with the developed tools above makes the plenoptic camera a powerful device for 3D flow diagnostics.
III. 3D Deconvolution
With the plenoptic camera established as a viable tool for capturing 3D information, the focus naturally turns to applications. The desired application of the plenoptic camera in this research is towards diagnosing chemically reacting flows. With the previously discussed technique of image refocusing, the plenoptic camera can be used to quickly obtain refocused images of a flame. The generally translucent nature of flames allows one to refocus to arbitrary planes within the flame region.
A quick implementation of this approach soon reveals a fundamental problem. If the image is refocused to the center of a flame region, it is difficult to see the in focus plane. Out of focus parts of the flame structure at the front and rear of the flame region obscure the sharp, in focus plane synthetically refocused to at the center. This problem has been identified and studied extensively in the field of microscopy. Scientists examining translucent specimens under a microscope encountered the same issue and sought to remedy it. One solution to emerge from the microscopy community is the technique of 3D deconvolution [16] .
Three-dimensional deconvolution is a technique often used to process 3D volumes of image data in order to reverse the blurring process and return sharp images. Out of focus components in the image are reassigned back to the plane at which they were in focus; that is, a blurred spot in one plane is condensed to a sharp point in the appropriate reconstructed plane. The method of 3D deconvolution is built upon the assumption that the blur in an image can be represented by the convolution of a hypothetical in focus image stack with some 3D blurring function. This is typically shown in the form of Eq. (1) below.
(1)
In the above equation, is the experimental blurred image stack, is the hypothetical sharp image stack, and is a function modeling the blurring process. A noise term, η, is shown as well since noise will be present in any real image. The process of 3D deconvolution seeks to solve for the in focus image stack, . Different 3D deconvolution algorithms take different approaches towards solving this equation; a full discussion of the various approaches is beyond the scope of this paper, but excellent overviews of the pertinent techniques are given in Wallace et al. [17] and Sarder and Nehorai [18] .
Regardless of the specific variant of the 3D deconvolution algorithm implemented, the key variable to consider in this method is . This term models the blurring process present in the experimental image stack and is commonly referred to as the point spread function (PSF). The PSF is the impulse response of an optical system; it characterizes how a point of light spreads out as it moves away from the nominal focal plane. At the focal plane, the PSF will be a small, in focus point; as one moves away from the focal plane, this point blurs or spreads according to the optical configuration. A different optical setup will result in a different PSF. The quality of the 3D deconvolution results will vary with the quality of the supplied PSF.
In the field of microscopy, the PSF is often calculated experimentally. A slide with sub-pixel sized fluorescent beads is prepared, mounted, and then translated through the desired experimental volume beneath the microscope. A bead is treated as a point source and used to create an image stack of the bead at different defined depths in the volume. After some processing, the bead image stack becomes the 3D PSF for the microscope for the given optical configuration. In this example, the PSF is treated as spatially invariant-the same PSF is assumed to be valid for every point in the volume. In microscopy, this is a fair assumption for many cases [17] .
In macroscopic imaging, the 3D PSF is not spatially-invariant. In a microscope, the focal plane of the microscope is held fixed and the volume is translated through that focal plane; however, in a plenoptic camera, the focal plane is scanned through the volume by synthetically changing the optics of the imaging system. As the PSF will depend on these optical parameters, it can no longer be considered spatially invariant.
It is first helpful to consider the 3D nature of the PSF. In a fashion similar to the above approach used in microscopy, an example PSF was generated using the synthetic particle generator of ALFA and the refocusing functionality of the LFI Toolkit. A particle was simulated at various z locations along the optical axis relative to the nominal focal plane of the camera at mm. This particle simulates a point source. A selection of images focused at the nominal focal plane ( are shown below in Figure 5 for varying z-displacements. When the point source is at the focal plane, as at mm in the above figure, it appears as a small in focus point. Moving off the focal plane in either direction along the optical axis causes the point source to appear larger; the light no longer focuses to a single point but instead begins to spread out. Assuming a spatially-invariant PSF means that a single 3D PSF (such as the one above) will be assumed as the PSF for every point in the volume.
This assumption can be shown to be invalid for macroscopic imaging by considering point sources at different depths in a volume. ALFA supports plenoptic camera simulation and was used to simulate a plenoptic camera viewing a volume with the same dimensions as the experimental arrangement described below. ALFA also allows for simulating particles in the virtual volume. Letting a particle serve as a surrogate for a point source, ALFA was used to simulate a point source at 21 evenly spaced locations along the optical axis from mm to mm. These positions are indicated by blue circles in Figure 6 below.
Figure 6: Point source locations along the z-axis
For each position indicated by a blue circle (or square marker) above, ALFA exported a raw plenoptic image for the simulated camera viewing a point source in the volume at that depth. To generate a PSF, the 21 raw images were refocused to a constant value of which corresponds to the desired PSF location. For example, to generate a PSF centered at the nominal focal plane of the camera ( mm), all 21 images would be refocused to . This would create 21 refocused images corresponding to the PSF about mm. This selection of images was used to build up PSFs for use in the Preliminary Results section.
To demonstrate the spatial variance in the depth (z-axis) direction, the points at mm were considered. The front ( mm) point was refocused to and the rear ( mm) point was refocused to . The refocused slices corresponding to locations mm relative to the given point were then inserted into Figure 7 below. Although each point source was located off the nominal focal plane of the camera, when the original image was refocused to the separate planes containing each point source, the particle appeared as an in focus point as expected. However, examine the refocused images corresponding to a relative z offset of -50 mm for each point source. The size of each out of focus point source is different between the two cases. The same is true for the relative z offset of +50 mm. The same growth trend is followed in both sets of images, but the above differences illustrate the depthwise spatial-variance of a plenoptic camera PSF.
The plenoptic PSF can similarly be shown to vary slightly in the image plane with spatial position. Thus for the complete spatially-variant case, the PSF becomes a 6D function. This adds considerable complexity to the problem as the 3D deconvolution model outlined above is no longer adequate. While there are ways to address the higher dimensionality of the PSF, this paper assumes a spatially-invariant 3D PSF to establish a baseline case. This spatially-invariant 3D PSF was created by simulating raw plenoptic images of a particle at different depths via ALFA then refocusing each image via the LFI Toolkit to the initially defined nominal focal plane (α = 1) as in Figure 5 .
IV. Experimental Arrangement
To initially test the capabilities of the plenoptic camera and the refocusing algorithm, a simple experimental setup was created featuring two distinct flames. This configuration can be seen below in Figure 8 . 
V. Preliminary Results
A. Image Refocusing
To demonstrate the ability to resolve flames at different depths, the dual flame experimental setup described above was used to capture plenoptic images. These images were refocused via the LFI Toolkit to the appropriate plane at which the respective flame was located. These planes can be located quantitatively by using the geometry of the experimental setup and the thin lens equation or qualitatively by varying α and inspecting the results. The necessary values of α for the dual flame setup were determined to be approximately 0.908 for the torch and 1.09 for the Bunsen burner. The result of refocusing the single plenoptic experimental image to the two above values of α is given below in Figure 9 . 
B. 3D Deconvolution
Following the successful depth demonstration via refocusing, an initial effort was made to apply the technique of 3D deconvolution. Various spatially-invariant 3D PSFs centered at different z depths were generated via ALFA and the LFI Toolkit via the earlier described procedure. These different 3D PSFs were separately used in a spatiallyinvariant fashion in deconvolution trials to obtain the best possible results. A focal stack of the experimental volume, with 25 refocused slices between z values of -125 mm and +125 mm, was also created with the LFI Toolkit. The open-source image processing tool ImageJ [19] was used in conjunction with the powerful DeconvolutionLab plugin [20] to apply 3D deconvolution techniques using the above focal stack and 3D PSF. The DeconvolutionLab plugin provides implementations of a wide variety of commonly used deconvolution algorithms. For this experiment, the Lucy-Richardson deconvolution algorithm was selected as it compared favorably to initial results from other algorithms. The iterations were limited to 10. A contrast-enhanced slice at an α value of 1.092 is shown below. The edges of the flame at the right have been significantly enhanced compared to the original refocused image in Figure 9 . While it is possible to observe this improvement qualitatively above, it is also instructive to examine the improvement quantitatively. In Figure 11 below, an intensity profile of both the original and deconvolved images is presented for a constant y-value of 168, as indicated by the yellow line in Figure 10 . The above intensity profiles sweep across the x-values of the image at a fixed y-value such that they cut through the brightest part of the Bunsen burner flame near the bottom of the image. The bright highlights in the Bunsen burner flame edges in Figure 10 are manifested in the double peaks in the intensity profile above. With the intensities of both images each normalized, it is clear that the deconvolved image has done a much better job at resolving these edges. At the given y value, the refocused image has a peak normalized intensity of nearly 0.5, while the deconvolved image increases that peak intensity to 0.95.
It should be noted that the 3D deconvolution process as conducted here using DeconvolutionLab was quite sensitive to the choice of the PSF. Further investigation into this technique will require a careful selection of the PSF to achieve ideal results. Even at this early stage, the above results suggest that the technique of 3D deconvolution has promise for flame imaging with a plenoptic camera.
C. Tomographic Reconstruction
To demonstrate the ability to successfully reconstruct a flame volume, a tomographic reconstruction was created using ALFA. This reconstruction was computed using the same single raw plenoptic image as used in refocusing and deconvolution above. Two representative slices are shown below in Figure 12 for the front and rear flames respectively. The tomographic reconstruction successfully isolates each flame from the other. The background is completely removed, and only a dark gray spot remains in each image where the other flame was located. This confirms the feasibility of reconstructing flame volumes with a plenoptic camera.
VI. Conclusion
The fast capture of light field data by the plenoptic camera has been successfully leveraged to facilitate diagnostics of a wide variety of flows. As shown in the results above, the plenoptic camera shows promise for imaging the specific category of chemically reacting flows. It must be emphasized that the results presented here utilized a non-ideal representation of the PSF. It is well known that deconvolution is quite sensitive to the details of the PSF. As such, the present results represent a modest first step towards a potentially more powerful and robust 3D visualization tool. The next step will be to take a closer, deeper look at the implementation of the technique.
There are a number of different directions that future work could pursue. A wide variety of 3D deconvolution algorithms and implementations are available; it may be worthwhile to evaluate the quality of results obtained with a varied selection of these. There are also different methods for computing the PSF. The semi-analytic approach taken here could be substituted for a formulation based on the geometry of the optics or one empirically derived from physical experiments. In the future, the spatial-variance of the PSF could also be more closely examined and addressed.
The successful tomographic reconstruction demonstrated the viability of reconstructing flame volumes. However, this technique is computationally expensive. Three dimensional deconvolution is an attractive technique because of its potential to reconstruct volumes in seconds rather than hours. In any case, computing a more accurate PSF will be the key to improved results. Even so, sufficient merit was shown by the results above to justify continued exploration of the application of plenoptic cameras to flame imaging.
The relatively simple setup of the plenoptic camera coupled with the powerful technique of 3D deconvolution makes it an attractive option for studying various types of flames. Recall that light field imaging with a plenoptic camera is a single camera technique. This significantly streamlines experimental setups and eliminates the need for complex multi-camera calibrations and alignments. This also means that the plenoptic camera has minimal optical access requirements, which is ideal for flame imaging scenarios where optical access is often limited. With a single image, a plenoptic camera captures 3D data without any scanning mirrors or moving parts. All these factors commend the plenoptic camera as a useful tool for flow diagnostics. The continued maturation of plenoptic camera technology and processing tools will only enhance the potential of the plenoptic camera for imaging chemically reacting flows.
