We study the weight distribution of a perfect coloring (equitable partition) of a graph with respect to a completely regular code (in particular, with respect to a vertex if the graph is distance-regular). We show how to compute this distribution by the knowledge of the percentage of the colors over the code. For some partial cases of completely regular codes we derive explicit formulas of weight distributions. Since any (other) completely regular code itself generates a perfect coloring, this gives universal formulas for calculating the weight distribution of any completely regular code from its parameters.
Perfect colorings and completely regular codes
Let G = (V = {0, . . . , N − 1}, E) be a graph; let f be a function ("coloring") on V that possesses exactly k different values e 0 , . . . , e k−1 ("colors"). The function f is called a perfect coloring with parameter matrix S = (S ij ) k i,j=1 , or S-perfect coloring, iff for any i, j from 0 to k − 1 any vertex of color e i has exactly S ij neighbors of color e j . (The corresponding partition of V into k parts is known as an equitable partition. In another terminology, see e.g. [4] , f is called an
S-feasible coloration and S is called a front divisor of G.)
In what follows we assume that e i is the tuple with 1 in the ith position and 0s in the others (the length of the tuple may vary depending on the context; in the considered case it is k). Denote by A the adjacency matrix of G. Then it is easy to see [8, Lemma 9.3 .1] that f is an S-perfect coloring if and only if
where the function f is represented by its value array; i.e., the ith row of the |V | × k matrix f is f (i). If the equation (1) holds for some matrices A, S, and f (of size N × N , k × k, and N × k respectively) over R, then we will say that f is an S-perfect structure (or a perfect structure with parameters S) over A [2] . So, in this context the concept of perfect structure is a continuous generalization of the concept of perfect coloring. Conversely, a perfect coloring (equitable partition) is equivalent to a perfect structure over the graph (i.e., over its adjacency matrix) with the rows from e 0 , . . . , e k−1 .
Suppose that f satisfies (1) with a three-diagonal parameter matrix S. In this case, the corresponding perfect coloring (if any) has the following property:
the colors e i , e j of any two neighbor vertices satisfy |i − j| ≤ 1. The support of the e 0 of such coloring is known as a completely regular code with covering radius k − 1. In other words, a set C of vertices of a graph G = (V, E) is a completely regular code if and only if its distance coloring (i.e., the function f (x) = e d G (x,C) where d G (·, ·) is the natural distance in the graph) is perfect. Example 1. Very partial, but also very important, case of perfect structures is the case of k = 1; then f is just an eigenvector of A (in the graph case, an eigenfunction of the graph) with the eigenvalue equal to the only element of S.
Example 2. A graph is distance regular if the distance coloring of any vertex is perfect with parameters that do not depend on the choice of the vertex. An equivalent definition of distance-regular graphs is given in Section 3.
Example 3. A subset P of the vertex set V of a regular graph G = (V, E) is known to be a 1-perfect code if its distance coloring is perfect with the parameter matrix ((0, d), (1, d − 1)), where d is the degree of the graph. Furthermore, in this case the function
is an eigenfunction with the eigenvalue −1. 1-Perfect codes in n-cubes (see Example 4 below) are actively studied; the best-investigated case is binary, see e.g. [9, 13] , but even in that case the problem of full characterization of such codes is far from being solved.
If we extend a binary 1-perfect code by appending the all-parity-check bit to every codeword, we obtain an extended 1-perfect code; its distance coloring is perfect with parameter matrix
Distributions
Assume that we have two perfect structures f and g over A with parameters S and R respectively. Then we say that g T f is the distribution of f with respect to g. For perfect colorings, this has the following sense: the element in the ith column and jth row of g T f equals the number of the vertices v such that g(v) = e i and f (v) = e j (to avoid misunderstanding, we note that the number of elements in e i in the first equation is the number of colors of the coloring g, while the number of elements in e j in the last equation is the number of colors of f ; in general, these numbers can be different, even if i = j). In the case when g is the distance coloring of some set (completely regular code) C, we will also say that g T f is the weight distribution of f with respect to C (if C = {c}, with respect to c). In other words the weight distribution of f with respect to C is the tuple (f 0 , f 1 , f 2 , ..., f ρ(C) )
T where f w is the sum of f over the all vertices at the distance w from C and ρ(C) = max
is the covering radius of C.
The two following statements are elementary from the algebraic point of view; nevertheless, they are very significant for the perfect structures. Theorem 1. Let that f and g be S-and R-perfect structures over A and A T respectively (f , g, A, S, and R are N × k, N × m, N × N , k × k, and m × m matrices). Then g T f is a perfect structure over R T with parameters S. Briefly,
Proof:
Note that if A is the adjacency matrix of some graph, then A = A T .
Theorem 2.
If the matrix B = {B i,j } n−1 i,j=0 satisfies B i,i+1 = 0, B i,j = 0 for any i = 0, ..., n − 2, j > i + 1, then any S-perfect structure h over B is uniquely defined by its first row h 0 . Moreover, the rows h i of h satisfy the recursive relations
and, by induction,
where Π
(B)
i (x) is a degree-i polynomial in x. So, given a completely regular code C, we also have a way to reconstruct the weight distribution with respect to C of any other perfect structure (perfect coloring) f over the same graph by knowledge of only the first component the distribution (the sum of the function f over the set C). To do this, we should apply Theorem 2 with B = R T , where the three-diagonal matrix R is the parameters of the distance coloring of C. The uniqueness of such the reconstruction was known before [1] , but known formulas cover only partial cases of f , e.g., the weight distribution of 1-perfect binary codes can be found in [10, 12] .
Weight distributions in distance-regular graph
Let G = (V, E) be a graph and let for every w from 0 to diameter(G) the matrix A (G) w = A w = (a w ij ) i,j∈V be the distance-w matrix of G (i.e., a w ij = 1 if the graph distance between i and j is w, and = 0 otherwise); put A := A 1 . The graph G is called distance regular iff for every w the matrix A w equals Π w (A) for some polynomial Π w of degree w. The polynomials Π 0 , Π 1 , . . . , Π diameter(G) are called P -polynomials of G.
Now suppose that f is a perfect structure over G (i.e., over A) with some parameters S. By the definition, we have
From this we easily derive A w f = A w−1 f S = . . . = f S w for any degree w and, consequently, P (A)f = f P (S) for any polynomial P . In particular, we get
We now observe that the ith row of A w f is the sum of the vector-function f over the all vertices at the distance w from the ith vertex. So, for perfect colorings (4) means the following:
Theorem 3. Assume we have an S-perfect coloring of a distance-regular graph with P -polynomials Π w . If the color of the vertex x is e j , then the percentage of the colors at the distance w from x is calculated as e j Π w (S).
In other words, the tuple
T is the weight distribution of the perfect coloring with respect to any color-e j vertex.
Example 4. Let G = H n q be the q-ary n-cube, whose vertex set is the set of all n-words over the alphabet {0, . . . , q − 1}, two vertices being adjacent if and only if they differ in exactly two positions. Then
where
is the Krawtchouk polynomial; P 1 (x) = (q − 1)n − qx.
Example 5. Any of the two connected components H n + , H n − of the distance-2 graph of H n 2 (two different vertices are adjacent in the distance-2 graph if and only if they have a common neighbor in H n 2 ) is also a distance-regular graph, which is known as a halved n-cube. Since A
2 (·)) where P w (x) = P w (x; n, 2) is the Krawtchouk polynomial (6); P 2 (x) = n 2 − 2nx + 2x 2 .
Example 6. Let G = J(n, k) be the Johnson graph, whose vertex set is the set of all binary n-tuples with exactly k ones, two vertices being adjacent if and only if they differ in exactly two positions. Then Π w (·) = E w (E −1 1 (·)) where
is the Eberlein polynomial [5] .
Distributions with respect to some sets
In this section we will derive formulas for the weight distributions of perfect structures with respect to some special completely regular codes, which have large covering radius and small (1 or 2) code distance. As we will see, for the considered cases the situation is reduced to calculating the weight distributions with respect to a vertex in some smaller distance-regular graph.
A lattice
The set R discussed in this subsection plays some role in the theory of perfect colorings of the n-cube. It occurs in constructions of perfect colorings [6, 7] ; it necessarily occurs in any linear distance-2 completely regular binary code [14] ; in particular, in shortened 1-perfect binary code, and a (non-shortened) variation of this set (case m = 2), known as a linear i-component, is widely used for the construction of 1-perfect binary codes, see e.g. [13] . We will derive a rather simple formula for the weight distribution of a perfect coloring with respect to R. Let us consider the q-ary mk-cube H mk q and the functiong :
The set R is defined as the set of zeroes ofg. 
we have the equation
By Theorem 1, for any other perfect structure f over H mk q with parameters S we have (mA
I.e., (g T f ) is a perfect structure over H k q with parameters 1 m S. Taking into account the following simple fact, we see that our problem is reduced to the calculation of the weight distribution of this new perfect structure with respect to the zero vertex.
Lemma 2. The distance from a vertex x to R coincides with the distance fromg(x) to the zero.
So, we can use the results of the previous section to calculate the weight distribution of f with respect to R. Theorem 4. Let f be an S-perfect structure over the q-ary mk-cube H mk q . Let f 0 be the sum of f over the set R of zeroes ofg (7). Then the weight distribution of f with respect to R is
where the polynomials Π i are defined by (5) and (6).
The direct product
Here we consider distributions with respect to an instance of one of the multipliers in the direct product of two graphs. Given two graphs
are adjacent (i.e. {u, v} ∈ E) if and only if either u ′ = v ′ and {u ′′ , v ′′ } ∈ E ′′ or {u ′ , v ′ } ∈ E ′ and u ′′ = v ′′ .
Let us consider the projection of G
Let us fix some vertex o (say, the all-zero word) from V ′′ ; denote F = {x ∈ V ′ × V ′′ :h(x) = o}.
Lemma 3. Assume that G ′ is a regular graph of degree d. Then the mappingh defined by (8) is a perfect coloring of G ′ × G ′′ with the parameter matrix A ′′ + dI where A ′′ is the adjacency matrix of G ′′ and I is the identity matrix.
Arguing as in the previous subsection, for any other perfect structure f over
and, taking into account the obvious analog of Lemma 2 for F , we derive the following:
Theorem 5. Let f be an S-perfect structure over the direct product G ′ ×G ′′ of a regular graph G ′ = (V ′ , E ′ ) and a distance-regular graph G ′′ = (V ′′ , E ′′ ). Let F be some instance of G ′ in G ′ × G ′′ , i.e., the subgraph of G ′ × G ′′ generated by the vertex subset V ′ × {o} for some o ∈ V ′′ . Let f 0 be the sum of f over F . Then the weight distribution of f with respect to F is
where d is the degree of G ′ and Π 0 , Π 1 , . . . are the P -polynomials of G ′′ .
A known example of the graph direct product is the q-ary n-cube H n q , which is the direct product of n copies of the full graph K q . For any integer m from 0 to n we have H n q = H m q × H n−m q , and Theorem 5 means the following.
Corollary 1. Let f be an S-perfect structure over the q-ary (m + k)-cube H m+k q . Let F be a subcube of H m+k q of dimension m (i.e., isomorphic to H m q ), and let f 0 be the sum of f over F . Then the weight distribution of f with respect to F is
A subcube of smaller size
Here we consider distributions with respect to another completely regular code in H n q with large covering radius, the subcube H n p of the same dimension and smaller order p < q. Note that if p divides q, then the theorem can be proved using the approach of the previous two subsections; in the general case we can calculate the parameters of the distance coloring and use the known recursive formulas (w + 1)P w+1 (x; n,
for the Krawtchouk polynomials (see, e.g., [11, § 5.7] ). Theorem 6. Let f be an S-perfect structure over the q-ary n-cube H n q . Let p < q, and let f 0 be the sum of f over the p-ary subcube H n p ⊂ H n q . Then the weight distribution of f with respect to H n p is
5 Local distributions in the direct product of graphs.
Let us consider two graphs G ′ and G ′′ and select one vertex in every graph, say, o ′ ∈ V (G ′ ) and o ′′ ∈ V (G ′′ ). Assume that the distance colorings g ′ and g ′′ of o ′ and o ′′ respectively are perfect. Consider some perfect coloring f of the direct product G = G ′ × G ′′ . It generates some colorings (not necessarily perfect) f ′ and f ′′ of the subgraphs G ′ × o ′′ and o ′ × G ′′ , which are isomorphic to G ′ and G ′′ , respectively. The distributions of f ′ and f ′′ with respect to the vertex (o ′ , o ′′ ) (in the graphs G ′ ×o ′′ and o ′ ×G ′′ respectively) will be called local distributions (local spectra [15] ) of f . It turns out, one of the local distributions (say, of f ′′ ) uniquely defines the other (of f ′ ) [2] . This fact was firstly proved in [15] for 1-perfect codes in binary n-cubes; an explicit formula was derived, see also [3, Th. 3] . Our goal is to derive a matrix formula that connects the local distributions (more tightly, the formula for the distribution of f with respect to the perfect coloring g ′ ⊕ g ′′ ; this distribution incudes the local distributions). We start from the general case, when G ′ and G ′′ are arbitrary graphs, g ′ and g ′′ are arbitrary perfect colorings (or, even more generally, perfect structures). As in the previous sections, in partial cases the formula will have explicit solutions. We first consider the representation of the direct product of graphs by its adjacency matrix. The tensor product A ′ ⊗ A ′′ of n ′ × m ′ and n ′′ × m ′′ matrices A ′ = (a ′ ij ) and A ′′ = (a ′′ ij ) is defined as the n ′ n ′′ × m ′ m ′′ matrix A = (a i ′ i ′′ j ′ j ′′ ) whose rows are indexed by two numbers i ′ = 0, . . . , n ′ − 1 and i ′′ = 0, . . . , n ′′ − 1, columns are indexed by two numbers j ′ = 0, . . . , m ′ − 1 and j ′′ = 0, . . . , m ′′ − 1, and the elements a i ′ i ′′ j ′ j ′′ are equal to a ′ i ′ j ′ a ′′ i ′′ j ′′ . The following well-known fact is straightforward from the definitions.
Lemma 4. The adjacency matrices A ′ , A ′′ , and A of graphs G ′ , G ′′ , and their direct product G = G ′ ×G ′′ respectively are related by A = A ′ ⊗I +I ⊗A ′′ .
From simple counting arguments we have the following:
Lemma 5. Let g ′ and g ′′ be respectively R ′ -and R ′′ -perfect structures over graphs G ′ and
Proof: The implication follows from the straightforward property (X ⊗ Y )(Z ⊗ V ) = (XZ) ⊗ (Y V ) of the tensor product. △ Remark. Assume that g ′ and g ′′ are perfect colorings, i.e., every row contains 1 in one position and 0s in the others. Then g = g ′ ⊗ g ′′ satisfies the same property. Indeed, g i ′ i ′′ j ′ j ′′ = 1 if and only if g ′ i ′ j ′ = 1 and g ′′ i ′′ j ′′ = 1. Example 7. Let G ′ = G ′′ be the 3-ary 2-cube. Then G = G ′ × G ′′ is the 3-ary 4-cube. Let g ′ be the distance coloring of some point in G ′ ; g ′′ , in G ′′ . Then the parameter matrix of the perfect coloring g ′ ⊗ g ′′ is the following: 
We consider the distribution of some S-perfect structure (perfect coloring) f over G = G ′ × G ′′ with respect to the perfect structure g = g ′ ⊗ g ′′ , i.e., the
The rows h i ′ i ′′ of h are indexed by two indices, corresponding to the colors of g ′ and g ′′ respectively; the columns are indexes by the colors of f . By Lemma 5 and Theorem 1, h satisfies
Our goal is, provided g ′ is a distance coloring of some set C (e.g., C = {c}), to reconstruct h from knowledge of only rows of type h 0i ′′ , i.e., from knowledge of the distribution of f with respect to the restriction of g to C × G ′′ (if C consists of one vertex, then this restriction is isomorphic to the coloring g ′′ of G ′′ ). To do this, we rearrange the elements of the matrix h in such a way that all known elements are in the first row of the new matrix, say h * . The element h i ′ i ′′ j of h coincides with the corresponding element of h * , but in h * , the first index is the row number, while the second and the third index the columns. So, if h is a N ′ N ′′ × m matrix, then h * is a N ′ × N ′′ m matrix. With h * , the equation (9) can be rewritten as follows:
So, we have proved the following:
Theorem 7. Let g ′ , g ′′ , and f be R ′ -, R ′′ -, and S-perfect colorings of graphs G ′ , G ′′ , and G = G ′ × G ′′ respectively. Let h = (g ′ ⊗ g ′′ )
T f be the distribution of f with respect to the perfect coloring g ′ ⊗ g ′′ of G. Then h * is an (I ⊗ S − R ′′ ⊗ I)-perfect structure over R ′ T .
Corollary 2.
If g ′ is a distance coloring of a vertex in a distance-regular graph G ′ with P-polynomials Π 0 , Π 1 , . . . , then the rows h * i of H * can be calculated as h * i = h * 0 Π i (I ⊗ S − R ′′ ⊗ I).
Remark. If both g ′ (g ′′ ) is a distance colorings, then the submatrix (h 0i ′′ j ) (respectively, (h i ′ 0j )) of h = h i ′ i ′′ j ) is a local distribution of f , see the introduction of the section.
Remark. If g ′ is a trivial perfect coloring (each vertex is colored into its own color), then R ′ coincides with the adjacency matrix of G ′ , and h * is a perfect structure over G ′ .
