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Abstract
Long before the advent of spaceflight, it was realized that space is not empty.
The Universe hosts a harsh plasma environment and understanding the complex
interactions of bodies immersed in it is therefore indispensable to make progress
in space science, especially with the eye of society looking ever further into and
beyond our Solar system. In this thesis, we focus on three important topics
in the field of space plasma physics connected through their need for detailed
simulation studies.
First, we present the initial results of a comparative performance study between
the new Intel Xeon-Phi (MIC) architecture, the Intel Xeon (Sandy Bridge, SB)
and a Nvidia graphical processing unit (GPU) running CUDA, for which we
use a 1-D explicit electrostatic Vlasov-Ampère particle-in-cell code. Computing
times and speedup of the code for the three different architectures are compared
for various number of cores/threads and compiler options. We find that the
GPU consistently obtains shorter computing times than both the MIC and SB
architectures for an increasing numbers of threads as well as better scaling. At
this stage, then, we have to conclude that the GPU out-performs the MIC in
terms of speed.
Secondly, the full-kinetic implicit multi-scale plasma simulation code iPic3D is
adapted for the analysis of solar wind-spacecraft interactions. We successfully
implement a suitable electrostatic solver to enclose the immersed boundary
algorithm and create the possibility to handle complex spacecraft geometries.
Additionally we discuss a cross-comparison of spacecraft-environment interaction
model predictions from five different spacecraft-plasma codes applied to a
simplified geometry of the Solar Probe Plus (SPP) spacecraft near perihelion,
predicting that SPP will operate in a saturated emission regime with a negative
floating potential Φ ≈ −10V.
Last but not least, we present the first three-dimensional full-kinetic and
electromagnetic simulations of the solar wind interaction with Lunar crustal
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magnetic anomalies (LMAs). We confirm that LMAs may indeed be strong
enough to stand off the solar wind from directly impacting the Lunar
surface forming a so-called ‘mini-magnetosphere’, as suggested by spacecraft
observations and theory. We develop electromagnetic open boundary conditions
and, studying in detail the field structure and particle dynamics, we show that
the LMA configuration is driven by electron motion because its scale size is
small with respect to the gyroradius of the solar wind ions. We identify a
population of backstreaming ions, the deflection of magnetized electrons via the
E ×B drift motion and the subsequent formation of a halo region of elevated
density around the dipole source. Finally, it is shown that the presence and
efficiency of the latter mechanisms are heavily impacted by the upstream plasma
conditions and, on their turn, influence the overall structure and evolution of
the LMA system.
Each of the subjects discussed in this work extends our current scientific
knowledge and helps pave the way to new and exciting research and to future
human exploration on and beyond our precious planet.
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Chapter 1
Introduction
1.1 Space is not empty
Long before the advent of spaceflight, it was realized that space is not empty.
Asteroids, meteors, comet tails and other extraterrestrial phenomena indicate
the presence of a space environment [Russell, 2000; Jursa, 1985]. Starting with
the launch of Sputnik in 1957, clear evidence is provided that extraterrestrial
matter finds itself in an ionized form, quite different from the state of known
matter at that time on Earth. Due to its unexpected sensitivity to electric and
magnetic fields, the notion of a plasma and subsequently the study of space
plasmas has been developed.
A plasma can be described as a gas of charged particles, with an approximately
equal amount of positively and negatively charged carriers. This concept of
quasi-neutrality, then, implies that each particle is influenced by many nearby
charged particles, rather than it just interacting with the few closest ones. On
large enough scales, i.e., larger than the so-called ‘Debye length’, a measure for
the influence sphere over which mobile charge carriers screen out electric fields,
a plasma behaves electrically neutral. Any charge is ‘dressed’ by other ones.
Although the individual particles are unbound, they are not free as their mean
potential energy due to its nearest neighbor is smaller than the mean energy
of the plasma. The system evolves as an ensemble. Charged particles move
under the effects of electromagnetic fields and the particles, by their density
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Figure 1.1: Illustration of the solar-terrestrial plasma environment, including
the Lunar orbit. The background shows the magnetosphere density structure
generated from the OpenGGCM code [Raeder et al., 1995]. Image Courtesy: E.
Cazzola (KU Leuven).
and velocity, induce themselves collective electromagnetic fields(1) [Baumjohann
and Treumann, 1996].
1.1.1 Plasmas are everywhere
Most of all baryonic matter in the universe resides in stars, whose hot interior
is made out of plasma. Also much closer in our own solar system, starting from
altitudes of about 100 km above the Earth’s surface (the ionosphere), matter
needs to be treated using plasmaphysical methods. While orbiting the Earth,
for example, the moon passes through four distinct plasma regimes; (1) the
free-streaming solar wind; (2) the Earth’s magnetosheath; and the geomagnetic
tail, containing (3) the plasma and neutral sheet and (4) the tail lobes [Sonett,
1982], all illustrated in Figure 1.1.
1Note that if one considers also not fully ionized plasmas, such as in the Earth’s ionosphere
for example, the average time between two electron-neutral collisions cannot be too short in
order for the system to not behave as a neutral gas.
SPACE IS NOT EMPTY 3
The solar wind plasma consists mainly out of electrons, protons and Helium
ions, streaming away from the Sun at typical speeds ranging between 300 and
800 km s−1 into interplanetary space as a direct result from the supersonic
expansion of the solar corona [Tu et al., 2005]. The region in space reached
by the solar wind plasma is called the heliosphere, an enormous non-spherical
teardrop-shaped bubble of about 250 Astronomical Units in diameter with
highly varying plasma conditions [Barnes, 1990; Richardson et al., 1996]. In the
Earth’s neighborhood, typical values for the electron density and temperature
are ne ≈ 5 cm−3 and Te ≈ 105 K. The Interplanetary Magnetic Field (IMF) is
of the order of 5 nT and due to the solar wind’s high conductivity frozen-in into
the plasma.
When the solar wind arrives at Earth, it cannot simply flow onwards undisturbed.
The plasma is decelerated and deflected around the large dipolar field anchored
in our planet’s kernel. Where the pressure of the supersonic solar wind equals
the magnetic pressure, the bow shock is generated and a substantial fraction
of the kinetic energy of the plasma particles is converted into thermal energy.
The plasma in the zone directly behind the bow shock, the magnetosheath, is
thus denser and hotter than in the free-streaming solar wind. Similarly, also
the magnetic field strength reaches significantly higher values than upstream of
the bow shock.
Due to the frozen-in condition, particles gyrating around the IMF cannot easily
penetrate the magnetosphere, the cavity created by the terrestrial magnetic
field. The boundary between these two regions is called the magnetopause. On
the frontside, the magnetosphere is compressed, whereas behind the Earth a
long magnetotail is formed, containing electrons and ions both from solar and
terrestrial origin. The ionosphere, the region of the Earth’s upper atmosphere
ranging from about 100 km to 600 km in altitude, is the biggest contributor of
heavier ions (mostly O+) to the magnetotail plasma.
Typically four distinct types of plasma can be identified in the magnetosphere
itself: the radiation belts (two layers of energetic particles trapped in the Earth’s
magnetic field), the plasmasphere (a layer of low energy plasma located above
the ionosphere), the tail lobes and the plasma sheet (See also Figure 1.1). Here
we focus only on the latter two, since those are encountered by the Moon
during its orbit through the magnetosphere. Most of the magnetotail plasma is
concentrated in the plasma sheet, an approximately 10RE (Earth radii) thick
region in the tail mid-plane, the region between the magnetosphere’s north and
south lobes [Ondoh and Marubashi, 2001]. The plasma is denser than in the
lobes, much thinner than typical for the free-streaming solar wind plasma, but
hotter than both.
The two regions surrounding the plasma sheet, the tail lobes, take up most of
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the volume in the magnetotail and extend to at least 200-220RE downstream
of the Earth [Gosling et al., 1984]. At those distances, the plasma is already
heavily diluted again by solar wind plasma. Closer to the Earth, the plasma is
thin (ne ≈ 10−2 cm−3) and relatively cold (Te ≈ 5 · 105 K). The magnetic field
strength on the other hand reaches values as high as B ≈ 30 nT.
A synthesis of the estimated magnetospheric plasma and field properties
discussed above is presented in Table 1.1.
Table 1.1: Estimated magnetospheric plasma and field properties [Kivelson and
Russell, 1995; Manka, 1973].
n (cm−3) Te− (K) Tp+ (K) B (nT)
Quiet solar wind 7 1.2·105 1.4·105 7
Magnetosheath 2 - 50 105 - 106 5·105 - 5·106 2 -15
Plasma/Neutral sheet 0.1 - 1.0 2·106 - 2·107 6·106 - 108 9 - 20
Tail lobes 10−3 - 10−2 < 106 < 107 20
1.1.2 Understanding plasmas
It is clear that understanding the solar system plasma environment and its
interaction with planets, asteroids and spacecraft is far from straightforward
and has many different aspects. Evaluating the consequences for society is
even more intriguing. Since its early years, the topic of plasma physics has
developed into a multidisciplinary field involving engineers and scientists with a
wide range of backgrounds. The need for this, other than pure scientific human
interest, can be traced back to the concept of space flight and space weather
(the conditions on the Sun and in the solar wind, magnetosphere, ionosphere,
and thermosphere that can influence the performance and reliability of space-
borne and ground-based technological systems and can endanger human life or
health [Moldwin, 2008]). Rather than discussing the entire pallet of theoretical
and practical issues connected to understanding plasma behavior, as for this
many excellent textbooks are available, we choose to highlight three particular
‘hot topics’, coinciding with the research presented in Chapters 3 to 6, and
coupled through their need for advanced kinetic simulation techniques.
1. In addition to theoretical, observational and experimental considerations,
modeling and simulating plasmas has become of great importance (see
e.g. Yamada et al. [2010]) and together with it comes also the need
for an ever-increasing amount of computational power [Forslund, 1985].
This story, then, has two sides: building and designing faster computer
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architectures, and the development of software capable of handling these
unprecedented machines [Dongarra et al., 2011]. We are in the age of
parallel processing (Section 1.2).
2. A second pillar of scientific research is the availability of observations, to
challenge new theories and simulation results against reality. Regarding
the heliosphere, this leads to the need of understanding spacecraft -
plasma interactions. The plasma environment affects spacecraft operations
(spacecraft charging), but so as well will the conducting spacecraft influence
its near environment. Hence, to correctly interpret measurements, the
structure of the plasma surrounding the spacecraft needs to be very
well estimated [Hastings and Garrett, 2004; Lai, 2011]. The subject of
spacecraft - plasma interactions and spacecraft charging is introduced in
Section 1.3.
3. Next to observations and numerical tools, also simultaneous theoretical
progress is important. With the increased interest of revisiting the Moon,
studying the plasma interaction with the (near) Lunar surface is of utmost
importance. Unlike the Earth, the Moon does not possess a global-scale
intrinsic magnetic field [Halekas et al., 2011]. The small-scale fields which
are present, however, lead to peculiar plasma interactions. The Lunar
plasma environment and the subject of crustal magnetic anomalies are
introduced in Section 1.4.
1.2 The age of parallel processing
Not so long ago, parallel computing was looked upon as an exotic business,
practiced only in a dark corner of some eerie computer science departments.
Nowadays, however, almost all consumer computers are equipped with multi-core
central processors. The parallel computing revolution has happened [Asanovic
et al., 2009].
1.2.1 Central processing units
For more than 30 years, the most important method to increase computational
performance was increasing the processor speed. Starting from the Intel 4004,
the first commercially released central processing device (with a clock speed of
740 kHz [Gilder, 1990]), modern-day computers are currently more than 1 000
times faster (e.g. the Intel Sandy Bridge architecture reaches 3.6GHz [Intel,
2013d]).
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Not entirely unexpected, this traditional way of enlarging computing power
has slowed down in recent years [Sutter, 2005]. It is no longer feasible to rely
on ever-increasing clock speeds of one single central processing unit (CPU)
due to energy-consumption, heat-dissipation and other design-related factors.
The only way forward, then, is to increase the number of processor units
itself, a switch having a tremendous impact on both hardware and software
development. The reason is that traditionally the vast majority of applications
were designed to work sequentially [Sutter, 2005; von Neumann, 1945], although
the high performance computing (HPC) community had been developing parallel
programs for decades [Kirk and Hwu, 2010]. This led to the fact that only a
small number of elite applications, and thus also few developers, could justify
using expensive parallel architectures.
Since the year 2003, the design of microprocessors has settled on two main
trajectories [Hwu et al., 2008]. The multicore trajectory focuses on maintaining
the execution speed of sequential programs while running on architectures
with more than one core. The Intel Core i7, for example, has four processor
cores, each of which is an out-of-order, multiple-instruction processor [Intel,
2014]. In contrast to the latter, the many-core path seeks to optimize the
execution throughput of parallel applications. Typical examples are the graphical
processing units (GPUs), devices with many, although much smaller cores, such
as the NVIDIA GeForce GTX 280. This device houses 240 heavily multi-
threaded cores [Nvidia, 2014]. These developments have led to the so-called
‘floating-point performance race’, illustrated in Figure 1.2. Although it may
seem from this perspective that GPUs are the way forward as compared to
CPUs, the design philosophies of both architectures are vastly different and
hence also their applicability in terms of general purpose computing.
1.2.2 The rise of GPU computing
With the evolution of CPUs comes also the demand for graphical output. In the
early 1990s, the first 2-D display accelerators hit the market providing hardware-
assisted bitmap operations which made graphical operating systems more
accessible [S3, 1991]. Around the same time, in 1992, Silicon Graphics releases
the OpenGL programming interface, intended to be used as a standardized
platform-independent method to produce 3-D graphics [Rost, 2005]. The big
boost, then, arrives a few years later when several companies release affordable
graphics accelerators for PC gaming. In 2001 NVIDIA introduces its GeForce
3 series, and hereby the most important milestone for GPU computing is laid
down. This architecture provides programmers for the first time, be it limited,
control over the exact computations performed on their devices [Sanders and
Kandrot, 2010].
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Figure 1.2: Comparison of theoretical peak GFLOP/sec in single precision for
CPU, GPU and MIC architectures over time. Image Courtesy: Karl Rupp [Rupp,
2013].
GPUs of the early 2000s are designed to function as pixel shaders, i.e., to compute
the color of each pixel on the screen given a certain input color combined with
additional parameters such as texture information or shadowing. It is realized
quickly after that these input ‘colors’ can be any data and pixel shaders can thus
perform any kind of arbitrary computations on the input numbers. The device
does not see the difference. In essence, the GPU is fooled into performing non-
rendering tasks by making the assignment appear as standard color-rendering.
Clever, but very convoluted, as the existing programming model was far too
restrictive on, e.g., memory access, handling of floating-point data, the need to
learn shading languages, and many more practical issues [Hwu et al., 2008].
With the release of CUDA (Compute Unified Device Architecture) in 2007 the
computing world changes [Nvidia, 2013; Kirk and Hwu, 2010]. CUDA is devoted
to facilitate the ease of parallel programming by restructuring both the software
and hardware component of the GPU, creating a general-purpose parallel
programming interface to be accessed via the familiar C/C++ programming
tools, in full compliance with IEEE requirements for single-precision floating-
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Figure 1.3: Simplified architecture of a CPU versus a GPU device showing
the fundamentally different design philosophies. A typical CPU multiprocessor
consists of 4 cores, while a GPU is composed of tens of processors (ALUs).
CPUs are considered memory-based processors while GPUs are ALU-based,
allowing more operations in parallel. Image adapted from Kirk and Hwu [2010].
point arithmetics [Cody et al., 1984]. Further more, the functional units are
allowed arbitrary read- and write-access to memory, and software-managed
shared memory is introduced. Figure 1.3 shows a simplified architecture of a
typical GPU compared to a CPU equivalent. Since GPUs are originally designed
for math-intensive parallel operations, more transistors are designated for data
processing rather than data caching and flow control.
1.2.3 Parallel programming languages and models
Various different parallel programming languages have been proposed over the
last decades. Most widely used are the Message Passing Interface (MPI) for
scalable cluster computing and OpenMP for shared-memory multiprocessor
systems [Mattson et al., 2004]. The MPI model is developed for a cluster
architecture where computing nodes do not share memory and hence all data
sharing and interaction is communicated through explicit message passing [MPI
Forum, 2009]. Although successfully used for clusters with more than 100 000
nodes, the amount of effort required to port an application to the MPI standard
can be very high due to the very limited support for shared memory. CUDA,
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on the other hand, does provide shared-memory access for parallel execution on
the GPU, although the size of which is very limited by design. On the good
side, data transfer between the CPU and GPU is managed in a manner similar
to ‘one-sided’ message passing, a feature considered to be still in its infancy for
the MPI standard.
OpenMP evidently supports shared memory [OpenMP, 2013]. It has not been
able, however, to scale beyond more than a couple of hundred computing nodes,
in contrast to MPI and CUDA, due to thread management overhead and cache
coherence hardware requirements [Kirk and Hwu, 2010].
Most recently, the OpenCL standardized programming model has been developed
jointly by several major industry players on the GPU market [Khronos, 2009].
Similar to CUDA, the OpenCL model defines language extensions and runtime
APIs (application programming interfaces) allowing to manage parallelism and
data delivery in massively parallel processors. The advantage of OpenCL now
is that the code can be run without modification on all processors that support
the OpenCL language extensions and APIs. CUDA, on the other hand, is
developed by NVIDIA exclusively for their devices.
1.2.4 Xeon Phi
In 2012, Intel announced a new processor product family called Xeon Phi, also
known under the name MIC (Many Integrated Core architecture), as a direct
competitor to the high-end NVIDIA GPUs currently on the HPC market. Next
to performance, this device should provide the user easy programming access
without the need of any programming language extensions, the latter in contrast
to GPUs [Intel, 2012a,b].
The Intel MIC is a multicore computer architecture based on the earlier Intel
Larrabee many-core architecture, the Teraflops Research Chip multicore chip
project, and the Intel Single-chip Cloud Computer multicore microprocessor.
The first commercially released product codenamed ‘Knights Corner’ (KNC)
features a 22 nm size technology and utilizes Intel’s Tri-gate technology. The
Xeon Phi 5110P launched on 28 January 2013 with 60 cores runs at 1GHz
supported by 8GB of GDDR5 memory and, according to Intel, offers 1Teraflop
of peak double-precision floating point computational capability [Intel, 2013c].
While the collective computational performance is high for Intel Xeon Phi,
however, each core is slow and has limited floating-point performance when
compared to a modern Sandy Bridge processor (See e.g. Fang et al. [2014] and
references therein).
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1.3 Spacecraft charging
Our space environment typically consists out of two types of particle populations:
magnetized solar wind plasma and high energy particles produced during solar
events, and cosmic rays. Spacecraft can interact with, and be affected by this
space environment, or in other words, collect electrical charge. This process
is termed spacecraft charging and leads to an electrostatic potential on the
spacecraft. Given the fact that our society becomes increasingly dependent on
space technology, it is therefore imperative to develop a good understanding
of spacecraft-plasma interactions. Two main issues are important. First, one
needs to be able to design a reliable spacecraft that can survive in the harsh
solar wind conditions, and second, a thorough knowledge of the interaction
between the surrounding plasma and the satellite instruments is needed in order
to interpret in-situ scientific measurements in an optimal way [Whipple, 1981;
Svenes and Troim, 1994; Roussel and Berthelier, 2004].
1.3.1 A brief history
The first quantitative results regarding spacecraft charging, i.e., the observation
that the spacecraft potential is non-zero relative to the potential of the ambient
plasma [Lai, 2011], were obtained in the early 1950s by Johnson and Meadows
[1955] using the ionospheric data from Sputnik. This research confirmed the
existence of charging and the threats in spacecraft operations. The first review,
establishing a significant portion of charging theory, was published by Chopra
[1961]. The theoretical framework for more realistic modeling was initiated
shortly after by Whipple [1965], who studied the evolution of the electric
potential of a body in the upper atmosphere. It was only with the design of the
Voyager spacecraft in the 1970s, however, that all possible charging effects and
their mitigation were investigated [Whittlesey and Leung, 1987], also motivated
by the catastrophic failure (due to electric discharges) of the US Air Force
Defense Space System Communication Satellite [Bedingfield et al., 1996].
The launch of the SCATHA (Spacecraft Charging at High Altitude) satellite
in 1979 made environmental and engineering data available allowing the
development of methods to control charging [Olsen, 1985]. Of course, SCATHA
also collected scientific data, in particular to study plasma wave interactions
and substorms [Mullen et al., 1981].
Finally, with the development of the International Space Station and the
increasing reliance on satellite communication and GPS networks, the awareness
and understanding of charging effects have increased significantly [Mikaelian,
2009; Leach and Alexander, 1995; Frederickson et al., 1992; Srour and McGarrity,
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1988]. Nowadays, very tiny integrated circuits are imperative in satellite
design. These are very susceptible to charging and radiation disruptions, in
turn emphasizing the need to increase our understanding of satellite-plasma
interactions and the physical processes involved.
1.3.2 Spacecraft-plasma interactions
The plasma environment a spacecraft encounters is a function of its orbit.
Low-altitude orbiting satellites encounter low-energy/high-density ionospheric
plasmas, whereas geosynchronous and free-traveling spacecraft typically
experience much lower-density/higher-energy plasmas. The local plasma
conditions a spacecraft finds along its way can have a profound and destructive
effect on the vehicle itself or its payload. In particular, the accumulation of
charged particles from the surrounding space plasma may produce electrostatic
fields which can extend a significant distance from the spacecraft. If the field
strength passes a certain threshold, the consequence may be several adverse
interactions such as surface arc discharges, enhanced contamination of spacecraft
surfaces, electrical ground changes, electromagnetic torques, safety hazards for
astronauts,... [Hastings and Garrett, 2004]. As an example we show in Figure 1.4
the result of arcing on the solar arrays of the Eureca spacecraft [Innocenti and
Mesland, 1995; Ferguson and Hillard, 2003]. It must be added, though, that
arcing is typically a consequence of internal or deep dielectric charging, the
accumulation of charge in the interior (non-conducting) parts of the spacecraft
due to penetration of energetic particles [Lai, 2011]. In the remaining of this
section only surface charging is discussed, as only the charge built-up on the
outside conducting surfaces determines the potential structure around the
spacecraft.
1.3.2.1 Surface charging
A spacecraft is said to be in equilibrium, or steady-state, when the net current
to its charge-acquiring surfaces and the environment is zero [Whipple, 1981]:
Inet(φ) = 0. (1.1)
This condition determines the spacecraft’s surface (or floating) potential, φ,
relative to the surrounding plasma environment. Eq. 1.1 is the fundamental
equation for charging theory and is often called the current-balance or charging
equation. The key to modeling spacecraft charging, then, is to find the potential
value for which the net current is zero, taking into account all natural, motion-
induced and artificial current sources affecting the spacecraft.
12 INTRODUCTION
Figure 1.4: Sample of a flight array from the ESA Eureca mission after sustained
arcing, leading eventually to the complete short-out of the solar array [Innocenti
and Mesland, 1995; Ferguson and Hillard, 2003].
A second key point is the validity of the steady-state approach, or in other words,
the timescale for which equilibrium can indeed be assumed. Following Hastings
and Garrett [2004], we assume φs0 the steady-state solution of Eq. 1.1 and
add a small perturbation naming φs = φs0 + δφs with δφs/φs0  1. Define
further Q = Cφs the surface charge, where C equals the surface capacitance of
a spherical spacecraft. Taylor expanding the expression ∂Q/∂t = Inet for δφs
to first order we obtain
C
∂δφs
∂t
= dInet
dφs
∣∣∣∣
φ=φs0
δφs, (1.2)
which has the solution
δφs = (δφs)0 exp(−t/τ), (1.3)
where
τ = −C(dInet/dφs)|φ=φs0
. (1.4)
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Hence, a stable solution δφs → 0 can only be obtained when τ > 0, i.e., when
dInet/dφs|φ=φs0 < 0. (1.5)
A useful estimate of the latter is provided by Whipple [1981]:
dInet/dφs|φ=φs0 ≈
jA
kBTe/e
, (1.6)
with j the surface current density, A the surface area of the spherical spacecraft,
kB the Boltzmann constant, Te the electron temperature and e the elementary
charge. Evaluating Eq. 1.6 for typical quiet solar wind plasma leads to charging
times of the order of milliseconds for conducting satellites. On the other hand, a
similar estimate for dielectric surfaces may lead to charging times as large as a few
minutes [Whipple, 1981]. Spinning spacecraft with exposed insulating surfaces,
typically having a few revolutions per minute, may thus never reach equilibrium.
Current sources to the spacecraft
The primary current source to a spacecraft is the ambient plasma itself.
Assuming an isothermal plasma, the dominant contribution to the net current
comes from the electrons due to their lower mass, hence higher mobility, as
compared to ions. Consequently, this leads to a negative floating potential on
the spacecraft [Lai, 2011].
When exposed to UV flux, as a direct consequence of energy transfer
from a photon to an electron in the metal, a spacecraft surface emits
photoelectrons [Einstein, 1905]. The associated current depends on the material
properties, the solar flux and incident angle as well as the spacecraft potential
itself and can cause severe three-dimensional charging effects and even spin
modulations of the spacecraft [DeForest, 1973].
A third important mechanism, recognized by Whipple [1981], states that when
impacting a surface, an electron can be either reflected or absorbed into the
material. If it is absorbed, collisions with the atoms in the material may
eventually cause it to be backscattered or loose all its energy to the spacecraft.
If the absorbed electron eventually releases another electron from the lattice,
the process is referred to as secondary electron emission.
Also the interplanetary or Earth magnetic field can play an important role in the
charge collection as it influences the directions at which magnetized electrons
and ions can reach or leave the spacecraft [Parker and Murphy, 1967].
Finally, an entire zoo of artificial mechanisms may affect the spacecraft potential,
including electron and ion beams, exposed high-potential surfaces such as
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Figure 1.5: Current sources to a surface controlling spacecraft charging. Image
courtesy: DeWitt et al. [1993].
junctions between solar cells, highly biased electrodes,... Recently, also the
use of an artificially generated magnetic field has been proposed to shield
the spacecraft from high energy particles as well as to regulate the spacecraft
potential [Bamford et al., 2008]. An illustration of the typical current sources
controlling spacecraft charging is presented in Figure 1.5.
Note that estimating the contributions to the final floating potential of all the
different sources mentioned above is far from straightforward and often one is
forced to adopt simplifications while relying on few experimental results [Hastings
and Garrett, 2004].
Solving the charging equation
Over the years, very simple first-order solutions up to comprehensive
sophisticated techniques have been developed to analytically solve the charging
equation, Eq. 1.1. The latter is bound by the Poisson and Vlasov equation,
coupling the particle distributions with the floating potential (see also Chapter 2).
To first approximation, a spacecraft immersed in the space plasma behaves as
an isolated electrical probe [Chen, 1984; Lai, 1992]. Two distinct regimes can be
identified. In relatively cool and high density plasma, the Debye length is much
shorter than the typical spacecraft size and is referred to as the thin sheath
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space-charge regime [Al’Pert, 1966]. The opposite is called the thick sheath or
orbital-motion-limited (OML) regime [Laframboise and Sonmor, 1993].
In the space-charge regime, the potential profile, φ(r), at a point r is determined
by Poisson’s equation (assuming a pure hydrogen plasma):
d2φ(r)
dr2
= 4pie(ne − ni), (1.7)
with ne and ni are the electron and ion densities. Assuming zero potential at
infinity, energy conservation along the profile then leads to the Child-Langmuir
law for space-charge-limited flow, connecting the current density j(r) with the
potential field [Child, 1911; Langmuir, 1913]:
j(r) = 19pi
(
2e
m
)1/2
φ3/2(r)
d2
, (1.8)
where d is the sheath(2) thickness and m the particle mass. In deriving Eq. 1.8,
the repelled species is ignored. Although the latter assumption is sometimes
true inside the sheath, it is not outside and a generalized version is often
required [Al’Pert, 1966; Hastings and Garrett, 2004]. The stated relation is
appropriate for both ion and electron charge flows and is often used to calculate
currents in electric diodes and triodes with given boundary conditions [Lai,
2011].
Given that the Debye length in space plasmas is typically larger than the
spacecraft diameters, the OML approximation, then, seems to be much wider
applicable. The theory is illustrated in Figure 1.6. In contrast to the space-
charge regime, the sheath is ignored and Laplace’s equation holds instead (the
right-hand side of Eq. 1.7 equals zero). Considering a particle traveling from
infinity (r =∞) with velocity v towards a charged spherical spacecraft, energy
conservation learns:
mv2(r)/2 + qφ(r) = mv2/2, (1.9)
with q the charge of the particle. Invoking also angular momentum conservation
we find
mvh = mv(a)a, (1.10)
where h is the impact distance measured from the centre of the sphere to the
straight line of travel and a the radius of the spacecraft. Approximating the
kinetic energy at infinity by the mean thermal energy of the plasma (mv2/2 =
kBT ), one obtains
j(φ) = j(0)
(
1− qφ
kT
)1/2
. (1.11)
2A sheath is a region of space surrounding a body which is affected by the potential on
that body.
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Figure 1.6: The spacecraft as a Langmuir probe in the OML approximation.
Ions are attracted by the central force (negative potential), whereas electrons
are repelled. Image courtesy: Lai [2011].
j(0) = qnv, the current density when the spacecraft is not charged. In contrast to
the thin-sheath regime, hence, the charge collection is determined by the orbital
parameters of each particle in the field rather than the self-consistent space
charge in front of the collecting surface. Eq. 1.11 is often called the Langmuir
probe formula and is useful to describe a simple current balance for situations
where the geometry is isotropic [Mott-Smith and Langmuir, 1926]. Over the last
decades various extensions to the simple model presented here have been added
to the framework, such as different (simplified) geometries [Prokopenko and
Laframboise, 1980] and more realistic situations such as flowing plasmas [Ehsan
et al., 2011].
Although the analytical OML theory has practical applications, the framework
is too limited to study complex satellite geometries, potential barriers and
other space-charge effects of the satellite sheath on particle trajectories. The
way forward, then, is through numerical simulation. Various numerical codes
are outlined in Chapter 5, but from a historical point of view, one is missing:
NASCAP [Mandell et al., 2006]. NASCAP was one of the first charging codes
and has been steadily developed by the Air Force Research Laboratory and
the NASA Space Environment Effects Program since 1976. The code allows
to model complex spacecraft out of simple cubes or slices through cubes. The
numerical algorithm assumes that the charging proceeds through a series of
equilibrium states and alternates the solution of Poisson’s equation and the
particle motion with charge deposition calculations. Since NASCAP implements
SPACECRAFT CHARGING 17
Figure 1.7: The Solar Probe Plus spacecraft. Image courtesy: NASA.
the OML theory for the latter two, it is mostly suited for geosynchronous and
free-traveling spacecraft, where space-charge effects can be ignored.
1.3.3 Solar Probe Plus
One such spacecraft in need of detailed analysis by simulation is Solar Probe
Plus (SPP), the subject of the case study in Chapter 5. The spacecraft is
developed by NASA and will study the solar corona as it extends out into space,
the last region of the solar system to be explored by a spacecraft. Its launch
is foreseen July 2018 after which it will fly close to 8.5 solar radii above the
Sun’s surface, taking in-situ measurements of a region where some of the most
hazardous solar energetic particles are believed to be accelerated. The goal
of the SPP mission is to improve our ability to characterize and forecast the
radiation environment in which future space explorers will work and live [NASA,
2014]. The spacecraft is illustrated in Figure 1.7.
Note that SPP is also an ideal case for a code comparison and benchmarking
effort, since secondary particle effects are believed to have a significant effect
on the spacecraft floating potential and subsequently on the way scientific
measurements from the spacecraft need to be interpreted.
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1.4 The Moon and Lunar magnetic anomalies
The Moon is our only natural satellite, orbiting in synchronous rotation with
Earth about 384 400 km away [Lang, 2011]. Since the early days of mankind,
it has always been an object of great fascination. The first recorded scientific
observations date back to the first millennium BC, when the Babylonians
discovered the Saros cycle, a repeating 18-year cycle of Lunar eclipses [Aaboe,
1991]. Another notable first in this sense is Galileo Galilei, whom in 1609
was the first to point a telescope at the Moon and describe its imperfect and
mountainous surface [Galilei, 1989; Drake, 1994; Sharratt, 1996]. Triggered
by the Cold War inspired ‘Space Race’, the physical exploration of the Moon
accelerated tremendously. The Luna 2 mission, launched by the Soviet Union
in 1959, provided the first evidence of the absence of a Lunar dipolar magnetic
field [Dolginov and Pushkov, 1960] and the American reaction came shortly
after in the form of the Explorer and Apollo missions, significantly extending
our knowledge on the Lunar plasma environment [Ness, 1972; Schubert and
Lichtenstein, 1974].
1.4.1 The Lunar plasma environment
With the renewed interest in human exploration of the Moon and beyond, the
number of missions collecting relevant data to improve our understanding of
the Lunar plasma environment has exploded over the last 20 years. The most
successful missions include in particular: Geotail, Wind, Lunar Prospector,
Nozomi, Kaguya (SELENE), Chang’E, the Chandrayaan spacecraft, and most
recently LADEE, allowing a deep insight into the kinetic physical processes
and solar drivers determining the solar wind-Moon interaction. An overview is
provided below and summarized in Figure 1.8.
Global Moon-plasma interaction
Due to the absence of an intrinsic magnetic field and significant atmosphere [Rus-
sell et al., 1974; Stern, 1999], the global Moon-plasma interaction is driven
strongly by the Sun, directly affecting the Lunar surface and exosphere. To
first approximation, then, ions should impact the dayside Lunar surface almost
undisturbed. Recent observations by Kaguya and Chandrayaan, however, have
shown that up to 20% of the solar wind ions are scattered/reflected away from
the surface, especially in regions with strong crustal magnetism [Saito et al.,
2008b; Holmström et al., 2010], most of them gaining an electron to become
energetic neutral atoms (ENAs) [Wieser et al., 2009; McComas et al., 2009].
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Figure 1.8: Overview of the Lunar plasma environment including the solar
drivers and fundamental physical processes. Image courtesy: Halekas et al.
[2011].
Indications of reflected particles have been found up to a few hundreds of
kilometers above the Lunar surface. ENAs interact only weakly with the plasma
environment, but the small number of reflected ions, on the other hand, live
a more complex life. Interacting with the convective electric field and the
IMF, they may re-impact the Lunar surface or follow cycloidal trajectories
propagating downstream, complicating the wake interaction [Saito et al., 2008b;
Futaana et al., 2003; Nishino et al., 2009a,b]. Also sputtering from the Lunar
surface [Elphic et al., 1991] and ionization of neutral particles in the Moon’s
exosphere contributes to the amount of pick-up ions [Cladis et al., 1994;
Hilchenbach et al., 1993; Mall et al., 1998; Yokota et al., 2009]. Hence, the
Moon is both a sink and source of plasma in the solar wind.
The Moon does not significantly affect its plasma environment upstream.
Downstream, however, a plasma void is created when the supersonic solar
wind plasma particles flow past and interact with the dayside Moon. The Wind
spacecraft observed Lunar wake signatures as far as 25RL (∼43 000 km) behind
our Earth’s natural satellite [Clack et al., 2004]. When the surrounding plasma
refills the wake, the lighter and faster electrons move inwards easier, producing an
ambipolar electric field (because of charge separation) that accelerates ions and
decelerates electrons into the wake [Samir et al., 1983; Farrell et al., 1998, 2007].
The resulting diamagnetic current system causes slightly elevated fields inside
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the wake cavity, whereas in the expansing region immediately surrounding the
wake the opposite holds. This leads to the formation of rarefaction waves [Ness
et al., 1968; Colburn et al., 1967, 1971; Owen et al., 1996]. Various other
magnetic disturbances have been observed, including Lunar magnetic anomalies
(LMAs), the subject of Section 1.4.2 and Chapter 6.
Spacecraft now provide both detailed field and particle measurements at a
high cadence, exposing the fundamentally kinetic nature and interplay of the
Moon-plasma interaction [Halekas et al., 2011]. To illustrate, an overview
of the ion kinetic processes observed by the MAP-PACE (MAgnetic field
and Plasma experiment - Plasma energy Angle and Composition Experiment)
instrument [Saito et al., 2008a, 2010] onboard Kaguya is shown in Figure 1.9.
The upper panel identifies the various ion populations observed, whereas the
lower panels show the energy/charge spectrogram and the specifics of that
particular orbit.
Surface-plasma interaction
The Lunar regolith, like any body immersed in a plasma will collect electrical
charge. In contrast to most spacecraft, however, the Moon has very low surface
conductivity [Schwerer et al., 1974; Alvarez, 1977]. This implicates that the
current balance discussed in the previous Section 1.3 needs to be satisfied only
locally. As a consequence, the Lunar dayside charges positive (up to a few eV)
due to photoemission when not eclipsed by the Earth. The nightside surface,
on the other hand, may obtain very large negative potentials (up to a few
1000 eV), depending on the plasma regime the Moon travels through [Manka,
1973; Stubbs et al., 2007].
Identifying theoretical predictions with the latest observations is not straight-
forward, because of the many unknowns in estimating the photoemission and
secondary emission rates from the Lunar surface and the description of dust in
the models [Halekas et al., 2007, 2008b; Poppe and Horányi, 2010; Poppe et al.,
2011; Harada et al., 2013]. Although the non-neutral plasma sheath above the
charged Lunar surface has a scale-height of only the order of the Debye length
(roughly a few km), the associated potential differences are large enough to
accelerate charged particles whom on their turn may affect the global Lunar
plasma environment [Nishino et al., 2009a,b] and LMAs may play a crucial role
in the latter [Saito et al., 2012].
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Figure 1.9: Overview of the ion processes observed by the MAP-PACE
instrument onboard Kaguya. (a) Summary of the low-energy ion population
observed on the Lunar dayside. (b) Omni-directional E-t spectrogram (ion
energy flux versus time) from the Ion Mass Analyzer [Yokota et al., 2005].
(c) and (d) are the altitude of Kaguya, magnetic field intensity and direction
in the Geocentric Solar Ecliptic polar coordinate system observed by MAP-
LMAG [Shimizu et al., 2008; Takahashi et al., 2009]. (e) and (f) show the solar
zenith angle and latitudinal/longitudinal position of the spacecraft in the Mean
Earth/Polar Axis coordinate system. Image courtesy: Saito et al. [2011].
1.4.2 Lunar magnetic anomalies
One of the most remarkable features of the Moon are perhaps its small regions
of crustal magnetic fields, first discovered by the Apollo missions [Dyal et al.,
1970, 1974; Russell et al., 1974; Sharp et al., 1973; Fuller, 1974]. Most recently,
the Lunar Prospector spacecraft [Lin et al., 1998] has provided high-resolution
observations allowing to construct detailed maps of these fields for the entire
Moon, both at spacecraft altitudes and at the Lunar surface, confirming the
earlier results from Apollo [Hood et al., 2001; Mitchell et al., 2008; Richmond
and Hood, 2008; Purucker, 2008; Purucker and Nicholas, 2010].
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Figure 1.10: Surface crustal magnetic field intensity measured by the Lunar
Prospector spacecraft. White circles mark the main rims of the 15 most recent
Lunar impact basins. Black circles are antipodal to white circles. Image adapted
from Mitchell et al. [2008].
LMAs range up to a few 100 km in size, are rather tiny compared to the Lunar
radius and have surface magnetic field strengths up to hundreds of nanoteslas.
These anomalies typically have a non-dipolar structure and are mainly clustered
on the far side of the Moon. The weakest surface magnetic fields are generally
situated within the larger impact basins, whereas the strongest fields tend to
be found in between these same basins [Mitchell et al., 2008]. To illustrate, an
extract of the Lunar Prospector data is shown in Figure 1.10.
Given the scale sizes of LMAs compared to typical ion inertial lengths and
gyroradii in the solar wind (e.g. Table 6.1), one would not expect to see a fluid-
like interaction with the solar wind plasma [Belmont et al., 2013]. Nevertheless,
observations by various spacecraft have revealed a wide range of electromagnetic
phenomena, such as limb shocks, whistler and electrostatic solitary waves,
ion reflection of the incident solar wind and electrostatic potentials above
LMAs [Halekas et al., 2008a; Hashimoto et al., 2010; Lue et al., 2011; Saito
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et al., 2012; Futaana et al., 2013]. Even more, Wieser et al. [2010]; Saito et al.
[2010]; Vorburger et al. [2012] deduced and characterized from in-situ Kaguya
and Chandrayaan satellite measurements that some of these crustal fields might
be strong enough to generate a so-called ‘mini-magnetosphere’, a density cavity
shielding the Lunar surface from the impinging solar wind plasma [Lin et al.,
1998]. Kurata et al. [2005] provided clear evidence for the existence of such
a structure around the Reiner Gamma formation and more recently also a
connection with Lunar swirls, high-albedo patterns on the Lunar surface, is
suggested by Bamford et al. [2012].
The origin of LMAs is up to the present day not entirely resolved, with
various theories complementing and/or contradicting each other. Two main
scenarios prevail, posing that LMAs are either leftover fields from an early
Lunar dynamo [Garrick-Bethell et al., 2009; Hood, 2011] or originate from shock
magnetization caused by meteoroid impacts [Hood and Huang, 1991; Halekas
et al., 2003; Hood and Artemieva, 2008].
Note finally, that understanding LMAs and mini-magnetospheres is not only
important for Lunar science. Also Mars has no longer a global magnetic
field, but only crustal magnetization [Acuna et al., 1999]. In this respect
NASA’s MAVEN (Mars Atmosphere and Volatile EvolutioN) mission [Jakosky,
2009], which arrived at the Red Planet late September 2014, is of particular
importance. MAVEN is the first spacecraft exploring the Martian upper
atmosphere, including its magnetic anomalies. More down to Earth, the
construction and shielding effectiveness of artificial mini-magnetospheres are
explored extensively for future human space flight [Bamford et al., 2014]. The
result of the latter will, hopefully, provide the framework for spacecraft engineers
to converge to realistic estimations of the risks, needed resources and effectiveness
of radiation protection for long-duration human space missions.
1.5 Overview of the dissertation
This thesis combines three vital aspects of (space) science research through
various kinetic simulation efforts: evaluating new technology, advances towards
interpreting observations and experiment design, and growth of theoretical
knowledge. From a numerical point of view the complexity of the adopted PIC
code increases chapter by chapter.
First, in Chapter 2, we introduce the numerical base for what is to follow. We
outline both the magnetohydrodynamic and hybrid model, after which we focus
on the implicit moment particle-in-cell method (IMM PIC, Section 2.3.2) and
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its advantages over the standard explicit PIC approach, as it is the numerical
scheme implemented in the iPic3D code [Markidis et al., 2010].
In Chapter 3, the initial results of a comparative performance study between
the new Intel Xeon-Phi (MIC) architecture with Intel Xeon (Sandy Bridge, SB)
and a Nvidia graphical processing unit running CUDA are presented. A 1-D
explicit electrostatic Vlasov-Ampère PIC code is used to simulate a two-stream
plasma instability as a test case.
Chapter 4 describes the adaptations to iPic3D for the analysis of solar wind-
spacecraft interactions and chapter 5 afterwards discusses a cross-comparison
of five different sets of spacecraft-environment interaction model predictions
applied to a simplified geometry of the Solar Probe Plus (SPP) spacecraft near
perihelium. Understanding the evolution of the near-spacecraft environment is
of vital importance for the design of a reliable spacecraft as well is to interpret
the scientific measurements of the onboard instruments.
In Chapter 6 we adapt once more the iPic3D code to present the first ever fully
3-D electromagnetic study of the solar wind interaction with Lunar magnetic
anomalies and the formation of mini-magnetospheres. We focus especially on the
ion and electron dynamics. Theoretical progress in Lunar science is a keystone
towards future human exploration and space travel.
Finally, a summary and conclusions of this work are provided in Chapter 7.
Chapter 2
The particle-in-cell method
The evolution of a collection of charged particles is inseparable from the
electromagnetic fields they are living in. Charged particles move under the
influence of electromagnetic fields, whereas the particles, by their density and
velocities, create their own electromagnetic fields as well. The situation becomes
yet more complex when one wants to study the behavior of astrophysical plasmas
interacting with objects such as spacecraft, planets, or small-scale magnetized
structures. Nowadays, however, a wide variety of methods exists to tackle
this challenging problem. Focusing on the computational efforts to study solar
system plasma interactions, the three most commonly used techniques are a
magnetohydrodynamic (MHD), hybrid or kinetic approach, each of which comes
with their own advantages and disadvantages. The kinetic or particle model is
the most fundamental way to describe a plasma and is discussed in Section 2.3,
whereas an MHD or fluid model (Section 2.1) describes the plasma based on
macroscopic quantities allowing in this way to study a much larger physical
system, but at the cost of loosing some ion- and electron-scale physics. A
trade-off between both is the hybrid model (Section 2.2), which treats some
components of the system as a fluid, and others kinetically.
In this chapter we focus in particular on the implicit moment particle-in-
cell method (IMM PIC, Section 2.3.2) and its advantages over the standard
explicit PIC approach, as it is the numerical scheme implemented in the iPic3D
code [Markidis et al., 2010]. Note, however, the fully electromagnetic version of
iPic3D is only applied to the study of Lunar magnetic anomalies in Chapter 6.
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2.1 Magnetohydrodynamics
The MHD approach describes the behavior of an electrically conducting fluid in
the presence of electric and magnetic fields. In its simplest form, ideal MHD,
the physical environment is described as a single-fluid system as no distinction is
made between the ion and electron population. The ideal MHD set of equations
is the following (using SI units) [Goedbloed and Poedts, 2004]:
Continuity equation:
∂ρ
∂t
+∇ · ρu = 0, (2.1)
Momentum equation:
∂ρu
∂t
+∇ · (ρuu) = J ×B −∇p, (2.2)
Energy equation:
∂E
∂t
+∇ · (Eu) = −p∇ · u, (2.3)
Induction equation:
∂B
∂t
+∇×E = 0, (2.4)
Solenoidal condition:
∇ ·B = 0. (2.5)
In the above, the vector variables J (current density) and E (electric field) are
intermediate variables and can be expressed in function of the bulk plasma
velocity u and the magnetic field B as follows:
J = ∇×B/µ0 (2.6)
and
E = −u×B. (2.7)
Also, ρ denotes the fluid mass density, p the plasma thermal pressure, E the
internal energy density, c the speed of light and µ0 the vacuum permeability.
Intuitively, the system above can be viewed upon as an extension of the Navier-
Stokes set of equations by the inclusion of the Lorentz force. This brings in the
magnetic field in Eq. 2.2 requiring extra equations to determine the variations
of this field, i.e., Eq. 2.4->2.7 [Belmont et al., 2013]. Most importantly, though,
the MHD description postulated above is only valid under certain assumptions:
(1). The electron and ion densities are assumed equal and, hence, a quasi-
neutrality condition. This limits the ideal MHD model to spatial scales
larger than the Debye length.
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(2). Electrons are much lighter than ions and are therefore often considered
massless. Ions thus carry the mass and as a consequence (the electron
plasma frequency and electron gyrofrequency have now zeros in their
denominators) the electron temporal and spatial scales are removed from
the physical description, making the ion skin depth the viable length scale.
(3). Assuming an isotropic pressure, i.e., a collisional plasma with frequent
inter-particle interactions, rather than a tensor, finite gyroradii effects are
lost.
(4). When deriving the ideal MHD equation a Maxwellian distribution
is assumed, or in other words, we expect a plasma close to local
thermodynamic equilibrium.
Nevertheless these restrictions, MHD models are widely used to study various
solar system plasma environments, arguing that solar wind plasma instabilities
tend to isotropize the particle distribution functions, hence making the MHD
approach a viable option [Ledvina et al., 2008]. Even more so because the
‘ideal’ single species, single fluid framework can be extended to incorporate
multiple species, multiple fluids or Hall and resistive effects (see, e.g., Belmont
et al. [2013], Goedbloed and Poedts [2004], Goedbloed et al. [2010]). The latter
extensions, however, are still not sufficient for the intended research in this thesis.
For example, secondary electrons emitted from the Solar Probe Plus surfaces
will violate the quasi-neutrality assumption near the spacecraft and produce
non-Maxwellian particle distributions (Chapter 5). The solar wind - Lunar
anomaly interaction study described in Chapter 6 is then truly an impossible
challenge for the MHD description as electron-scale physics dominates the
interaction.
2.2 The hybrid approach
The next step after MHD is to allow ion-kinetic effects back into the model.
Still ignoring the electrons by treating them as an inertia-less and quasi-neutral
fluid, the ion species are now represented by particles. Following Ledvina et al.
[2008], each ion is then subject to the standard equations of motion:
mi
dvi
dt
= qi
(
E + vi ×B
c
− ηJ
)
, (2.8)
dxi
dt
= vi, (2.9)
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in which xi, vi, mi and qi are the position, velocity, mass and charge of the ion.
η is the resistivity. J = J i + Je is the total current density as sum of the ion
and electron current densities and can be recovered through Ampère’s law (Eq.
2.6). The fields E and B are defined on a spatial grid, but interpolated to the
particle location in a similar fashion as will be outlined in Section 2.3. Faraday’s
law (Eq. 2.4) is taken to advance B in time. The electric field E, then, is
obtained directly from the generalized Ohm’s law (including here the electron
pressure gradient, resistive effects and the Hall currents):
E = 14pinie
(
(∇×B)×B − 4pi
c
J i ×B
)
− 1
nie
∇(pe) + ηJ , (2.10)
with ni the ion density, e the electron charge and pe the electron pressure. The
hybrid model is capable of describing correctly phenomena on ion-inertial and
ion-gyroradius scales. Note, we adopted here a description in cgs units, since
typically the SI unit system is only commonly used in the MHD approach.
Hybrid simulations appeared for the first time in the 70’s to study heating
mechanisms in the Earth’s bow shock, e.g. Auer et al. [1971], and have
subsequently been successfully applied to multi-scale studies of the plasma
interaction with solar system objects of all kinds immersed in the solar wind,
e.g. Kallio [2005]; Karimabadi et al. [2006]; Poppe et al. [2012]; Trávníček et al.
[2005, 2007]. Neglecting electron scales, however, cannot always be justified and
may lead to a very different evolution of the simulation also on the larger ion
scales as compared to a fully kinetic treatment [Lapenta and Brackbill, 1996].
2.3 The full-kinetic approach
Hockney and Eastwood [1988] identify three types of particle simulation (or
full-kinetic) models: the particle-particle (PP) model, the particle-mesh (PM)
model and the PPPM model. The latter is a hybrid of the former two.
The PP model describes the system by a set of particle positions and velocities
{xi(t),vi(t); i = 1, Np}, with Np the number of particles in the system, i.e.,
we are simply tracking each particle in the system over time. The method
is conceptually very straightforward. Every time step the interaction forces
between the different particles are computed and subsequently the particle
positions and velocities are updated via the equations of motion. The drawback,
however, comes from the computational cost. The number of operations needed
to evaluate the interaction forces between all particles will increase quadratically
with the number of particles in the system. Although efficient algorithms have
been developed to reduce the cost (e.g. Barnes and Hut [1986]; Monaghan
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Figure 2.1: Finite-size computational particles. When both particles overlap
(red area on the left cartoon), the overlapping area does not contribute to
the force calculation. Non-overlapping particles are treated as physical (point)
particles.
[1992]), for space plasmas this method remains mostly unfeasible. Space plasmas
are weakly coupled and have typically a few billions of particles per Debye
sphere.
The impossibility to describe every single particle in phase space, then, leads
to the PM approach in which the real amount of particles is represented by a
statistical sample of finite-size particles. Making the assumption that particles
only interact via average fields, one refers to the particle-in-cell (PIC) method.
In the following subsections the PIC method is described, partly based on
the book by Lapenta [2013] and focused towards solving the Vlasov-Maxwell
system as implemented in the iPic3D code [Markidis et al., 2010], the numerical
framework serving as the starting point of most of the simulations reported on
in this thesis.
2.3.1 The particle-in-cell method
The main idea behind the PIC approach is that a weakly coupled system, i.e., a
system in which the evolution is determined by the superposition of many weak
interactions rather than individual particle encounters, can be represented by a
small number of finite-size particles, so-called ‘super-particles’. Each of these
computational particles then represents a cloud of real particles, or better, a
small domain of the phase space. They interact as point particles when apart,
and when they overlap the overlapping part of the particle volumes is excluded
from the force calculation. We illustrate in Figure 2.1.
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The distribution of particles in phase space, fs(x,v, t), i.e., the probability of
finding a particle of a given species s within a certain area dx with velocity dv
around a point (x,v) in phase space, is described by the Vlasov equation:
∂fs
∂t
+ v · ∇xfs + qs
ms
(E + v ×B
c
) · ∇vfs = 0, (2.11)
where qs and ms are the charge and mass of the species, respectively. In
the PIC method, then, fs(x,v, t) is approximated by the superposition of all
super-particles:
fs(x,v, t) =
Ns∑
p=1
fp(x,v, t), (2.12)
with Ns the number of computational particles per species s. Secondly, each
super-particle is attributed a specific form, holding the physical information of
the original particles as free parameters:
fp(x,v, t) = NpSx(x− xp(t))Sv(v − vp(t)), (2.13)
in which Sx and Sv are the shape functions and Np the number of physical
particles represented by a single computational particle. Traditionally, both
shape functions are defined using a Dirac’s delta. For the spatial shape Sx,
however, a more common choice nowadays is the use of b-splines [de Boor,
1978]. iPic3D uses first-order b-splines, leading to the so-called cloud-in-cell
scheme [Hockney and Eastwood, 1988]:
fp(x,v, t) = Np · ( 1∆xb0
(
x− xp(t)
∆x
)
) · δ(v − vp(t)), (2.14)
with ∆x the spline support and
b0(ζ) =
{
1 if |ζ| < 1/2,
0 otherwise.
(2.15)
For completeness, the next b-splines can be computed as follows:
bl(ζ) =
∫ +∞
−∞
b0(ζ − ζ ′)bl−1(ζ ′)dζ ′. (2.16)
Next, it can be proven (e.g. by integrating the first moment of fp over space
and velocity), that the evolution of the free parameters xp and vp is described
by the well-known equations of motion [Lapenta, 2013]:
dxp
dt
= vp, (2.17)
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and
dvp
dt
= qs
ms
(
Ep +
vp ×Bp
c
)
. (2.18)
The average electric field Ep and the magnetic field Bp, working on the
computational particle p are computed by integrating the field times the shape
function over the simulation domain D:
Ep =
∫
D
E(x)Sx(x− xp(t))dx, (2.19)
Bp =
∫
D
B(x)Sx(x− xp(t))dx. (2.20)
One now immediately sees that solving the equations of motion requires
computing E and B, and thus solving the Maxwell set of equations:
∇ ·E = 4piρ, (2.21)
∇ ·B = 0, (2.22)
∇×E = −1
c
∂B
∂t
, (2.23)
∇×B = 4pi
c
J + 1
c
∂E
∂t
, (2.24)
with ρ and J the total charge and current density, respectively. The PIC
method solves this system on a grid (mesh of cells), and hence an interpolation
function is needed to transfer information between the particles and the grid.
It is defined as follows:
W (xg − xp) =
∫
D
Sx(x− xp)b0
(
x− xg
∆x
)
dx (2.25)
= b1
(
xg − xp
∆x
)
, (2.26)
with g the cell index. The equations (2.19) and (2.20) can then be rewritten as
follows:
Ep =
Ng∑
g=1
EgW (xg − xp), (2.27)
Bp =
Ng∑
g=1
BgW (xg − xp), (2.28)
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with Ng the number of grid points. Here, Eg and Bg are the fields defined on
the grid, i.e., for E(x) (an identical relation holds for Bg)
E(x) =
Ng∑
g=1
Egb0
(
x− xg
∆x
)
. (2.29)
Similar to Eq. 2.19 and 2.20, the moments of the distribution function can be
expressed by multiplying over the Ns super-particles per species:
ρs,g =
1
∆x
Ns∑
p=1
qpW (xg − xp), (2.30)
and
Js,g(x) =
1
∆x
Ns∑
p=1
qpvpW (xg − xp), (2.31)
where qp = Npqs. Adding the contributions of the different species together
via Eq. 2.30 and 2.31, all information needed to solve Maxwell’s equations
(Eq. 2.21->2.24) is now available and the computational cycle for the PIC
method can be constructed.
A fundamental observation, however, is that the equations of motion and the
Maxwell set are coupled via the fields. The most straightforward way to address
this issue is to advance the two sets of equations one after the other, using
only the values from the previous time step as illustrated in Figure 2.2 and
outlined below. This is commonly known as the explicit PIC method [Birdsall
and Langdon, 1985; Hockney and Eastwood, 1988]. With it, unfortunately,
come three very restrictive stability constraints, discussed in Section 2.3.3.
In Figure 2.2, starting with, e.g., the particle mover (upper box), the equations
of motion, Eq. 2.17 and 2.18, are used to advance the super-particle position and
velocity in time, given the fields. Next, the particle properties are interpolated
to the grid to obtain the particle moments ρ(x) and J(x) via Eq. 2.30 and 2.31
(right box), to be subsequently inserted as the sources in the Maxwell system
(Eq. 2.21->2.24) for the field solver step (lower box). The obtained fields, E(x)
and B(x), are then finally interpolated again to evaluate the force on each
super-particle for the equations of motion (left box). This brings us back to the
starting point for the next time step.
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Particle-in-Cell MethodParticle moverIntegrate Eqs. Of motion
Interpolation of
Particles to Grid
Interpolation of
Fields to Particles
Field solver
Integrate Maxwell's Eqs.
Figure 2.2: Overview of the computational cycle for the explicit particle-in-cell
approach [Lapenta et al., 2006].
2.3.2 The implicit moment method
One way to (partly) overcome the very restrictive stability constraints of the
explicit PIC method (Section 2.3.3), but at the same time keeping the full-kinetic
description, is to make use of an implicit PIC scheme. In such an approach
not only the results of the previous time step, but also future values, are used
to advance the Vlasov-Maxwell system. One technique is the implicit moment
method (IMM, e.g. Vu and Brackbill [1992]; Lapenta et al. [2006]). We overview
its main features below, as it is the algorithm driving the iPic3D code. For a
more extensive overview of the implicit PIC method as implemented in iPic3D,
we refer the interested reader to Markidis et al. [2010], Innocenti [2013] and
references therein.
2.3.2.1 The field solver
In the standard implicit PIC scheme, the source terms in Maxwell’s equations
are evaluated at the future time level, n+1 and n+1/2 for ρ and J , respectively,
with n the current time step. This allows to evaluate the electric field E and
subsequently the magnetic field B at time step n+ 1. The latter, however, is
far from evident as En+1 depends also on the particle information at time level
n+ 1 via J . Vice versa do the computational particles and positions depend on
the advanced electromagnetic fields through the equations of motion [Lapenta
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et al., 2006]:
En+θ − (cθ∆t)2∇2En+θ =
En + cθ∆t
(
∇×Bn − 4pi
c
Jn+θ
)
− (cθ∆t)24pi∇ρn+θ.
(2.32)
θ is here the so-called ‘decentering parameter’ and can be used to vary the
properties of the numerical scheme. For a certain quantity Γ,
Γn+θ = Γn(1− θ) + Γn+1θ, (2.33)
with 0 ≤ θ ≤ 1.
Because of this coupling, then, the implicit scheme does not seem to lead to any
significant numerical advantages compared to the explicit PIC approach, but a
solution resides in the form of the IMM algorithm. The IMM provides a way
to advance the fields in time, decoupling Eq. 2.32 above from the equations of
motion by using the moments of the distribution function directly. The latter is
realized by Taylor expanding the interpolation function W (x− xn+θp ) around
the particle position at the current time step xnp . The zeroth moment of the
distribution function then becomes (recalling also Eq. 2.30):
ρn+θs =
1
∆x
Ns∑
p=1
qp[W (x−xnp )+(xnp−xn+θp )·∇W (x−xnp )+O(x−xnp )2], (2.34)
which can be rewritten, defining the intermediate velocity
v¯p = (xn+θp − xnp )/(θ∆t), (2.35)
to:
ρn+θs = ρns −∆tθ∇ · Jn+θs , (2.36)
with
Jn+θs =
1
∆x (
Ns∑
p=1
qpv¯pW (x− xnp )− θ∆t∇ ·
Ns∑
p=1
qpv¯pv¯pW (x− xnp )). (2.37)
Eq. 2.37 is obtained via Eq. 2.31, expressed at time level n+ θ, and the first
order expansion of W (x− xn+θp ). Note that Jn+θs is still not decoupled from
the particle equations because of its v¯p dependence. However, after a number
of tedious algebraic manipulations (see e.g. Chapter 2 in Innocenti [2013]), the
current formula can once more be rewritten to:
Jn+θs = Jˆ
n
s +
1
4piθ∆tµs ·E
n+θ, (2.38)
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in which the operator µs· and the vector Jˆ
n
s are only dependent on the time
level n. We indicate the needed expressions. Start by defining Eq. 2.35 as
follows:
v¯p = v˜p + βpE˜
n+θ
p , (2.39)
in which
βp = qp∆t/(2mp). (2.40)
Hence, the advanced electric field contribution is isolated and urges to define
v˜p = αnp · vp (2.41)
and
E˜
n+θ
p = αnp ·En+θp , (2.42)
using the tensor operator
αnp =
I − βpc I ×Bnp +
β2p
c2B
n
p ⊗Bnp
1 + β
2
p
c2 |Bnp |2
. (2.43)
Define then also
µns = 4piθ∆tβpρs
Ns∑
p=1
αnp . (2.44)
Finally, making the approximation v˜pv˜p = v¯pv¯p, write
Jˆ
n
s =
1
∆x (
Ns∑
p=1
qpv˜pW (x− xnp )− θ∆t∇ ·
Ns∑
p=1
qpv˜pv˜pW (x− xnp )) (2.45)
to obtain all components for Eq 2.38. Substituting Eq. 2.36 in its reworked
form into Eq. 2.32 we obtain, once more after some algebra:
(I + µn) ·En+θ − (cθ∆t)2(∇2En+θ +∇∇ · (µn ·En+θ)) =
En + cθ∆t
(
∇×Bn − 4pi
c
Jˆ
n
)
− (cθ∆t)24pi∇ρˆn,
(2.46)
in which
ρˆn = ρn −∆tθ∇ · Jˆn (2.47)
and
µn· =
Nι∑
s=1
µns ·, (2.48)
the sum over all (Nι) species. In iPic3D, Eq. 2.46 is then solved using a matrix-
free iterative Generalized Minimal Residual (GMRes) solver [Saad, 2003].
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Once En+θ is known, the advanced fields at time level n+1 are obtained directly
from the discretized Faraday and Ampère law (Eq. 2.23 and 2.24, respectively):
Bn+1 = Bn − c∆t∇×En+θ, (2.49)
En+1 = En + c∆t
(
∇×Bn+θ − 4pi
c
Jn+θ
)
. (2.50)
Finally, Gauss’s law (Eq. 2.21) must be enforced, e.g., via a divergence cleaning
algorithm [Birdsall and Langdon, 1985]. This technique solves the equation
∇2δφ = ∇ ·En+1 − 4piρn+1 (2.51)
and applies the correcting potential term ∇δφ to En+1, in this way satisfying
Gauss’s law. In iPic3D, the equation above is solved using a Conjugate Gradient
solver [Saad, 2003].
2.3.2.2 The implicit particle mover
When the electromagnetic fields have been advanced in time, the super-particle
positions and velocities are next. Following Vu and Brackbill [1992, 1995], the
equations of motion (Eq. 2.17 and 2.18) are discretized in time as follows:
xn+1p = xnp + v¯kp∆t, (2.52)
vn+1p = vnp +
qp
mp
(
En+θp (x¯kp) +
v¯kp ×Bnp (x¯kp)
c
)
∆t. (2.53)
x¯kp is the intermediate particle position, in analogy with v¯kp. The index k refers
to the iteration number of the Predictor-Corrector (PC) method used to update
the particle information as described below.
After some tedious algebra (see, e.g., Chapter 2 in Innocenti [2013]), the
intermediate velocity v¯kp can be rewritten independent of the time level n+ 1:
v¯kp =
vˆkp +
qp∆t
2mpc
(
vˆkp ×Bnp (x¯kp) + qp∆t2mpc (vˆ
k
p ·Bnp (x¯kp)) ·Bnp (x¯kp)
)
1 + q
2
p∆t2
4m2pc2
|Bpn(x¯kp)|2
, (2.54)
with
vˆkp = vnp +
qp∆t
2mp
En+θp (x¯kp). (2.55)
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Figure 2.3: Overview of the computational cycle for the implicit moment
particle-in-cell approach [Lapenta et al., 2006].
Every PC iteration, the fields Bnp and Enp are reevaluated in x¯kp to update v¯kp.
The initial guess for the intermediate particle position x¯0p = xnp is taken and
afterwards we follow the relation
x¯k+1p = xnp + v¯kp
dt
2 . (2.56)
Although algorithms exist to ensure enough iterations are executed to reach
convergence [Lapenta et al., 2006], in the current version of iPic3D it is chosen
to work with a fixed predefined number of PC iterations. Typically, three
iterations are deemed to be sufficient to reach the desired level of accuracy for
the intermediate particle positions.
Having now outlined all the necessary pieces for the IMM, note that although
the underlying equations are rather different and complex, the blocks needed
in the computational cycle (Figure 2.3) are not very different from the explicit
PIC approach (Figure 2.2). The main difference originates from removing the
coupling between the implicit discretization of the field and particle equations
by estimating the sources for the field equations by the moment equations rather
than directly from the particle equations.
2.3.3 PIC stability constraints
In this section we discuss the numerical stability constraints of the PIC approach.
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2.3.3.1 Explicit methods
In the explicit implementation, no iterations are needed to advance the Vlasov-
Maxwell system in time. The new quantities are calculated using solely the ones
from the previous time step. It is not hard to imagine, then, that numerical
stability and correct results can only be obtained when all time and spacial
scales are resolved [Brackbill and Forslund, 1982], regardless of whether or not
these are of interest for the physical system under investigation. More precise,
the price to pay for using an explicit PIC algorithm are the following very
restrictive stability constraints.
First, the discretization of the Maxwell and Newton set of equations requires to
resolve, respectively, light waves and the plasma response, leading to
c∆t < ∆x (2.57)
and
ωpe∆t < ∆x, (2.58)
with ωpe the electron plasma frequency. The third and final restriction is a
consequence of the interpolation between the grid and the particles:
∆x < ζλD, (2.59)
with λD the Debye length and ζ typically of order pi. If the grid spacing is
not sufficiently dense to capture the particle motions, this might result in an
aliasing instability in the fields; the finite-grid instability.
For a detailed derivation we refer the interested reader to, e.g., Birdsall and
Langdon [1985]; Hockney and Eastwood [1988].
2.3.3.2 The IMM stability criterium
Brackbill and Forslund [1982] condense from their analysis of the IMM that the
following stability criterium needs to be satisfied in each spatial direction for
the method to converge to correct results:
0.1 < vthe
∆t
∆x < 1, (2.60)
with vthe the electron thermal velocity along the direction of ∆x. The upper
limit arises from the convergence condition of the Taylor expansion of the
interpolation function W in Eq. 2.25, whereas the lower constraint is once again
to counteract the development of the finite-grid instability. Important to note
is that the IMM thus allows to resolve just the scales of interest as long as the
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time-over-space ratio is conserved, in contrast to explicit methods where the
smallest scales always need to be resolved. A second important point is that
the implicit scheme only damps sub-∆t fluctuations, rather than completely
eliminating them from the numerical model as is the case for MHD and hybrid
approaches [Lapenta, 2013]. Hence, when required, they can still be accessed
by simply reducing the time step ∆t.
The advantage of the implicit algorithm versus an explicit scheme in the form of
computational gain is undeniable, e.g., when evaluating the relevant scales for a
typical magnetospheric plasma [Lapenta, 2013]. The explicit method requires to
resolve the Debye length, i.e., ∆x = λD = 250m and ∆t = 0.1ωpe = 2.5 · 10−6 s,
whereas in the implicit scheme the electron inertial length, de = 8 000m, and ion
plasma frequency, ∆t = 0.1ωpi = 10−4 s, are of relevance. A quick calculation
then reveals a total gain of (for three spatial and one time dimension):
GT =
(
8 000
250
)3
· 10
−4
2.5 · 10−6 ≈ 1.31 · 10
6. (2.61)
A more elaborate example showing that, indeed, the IMM produces very reliable
results while having a much coarser grid than its explicit counterpart is given
in Ricci et al. [2004].
2.4 Concluding remarks
To conclude, in this chapter an introduction is provided on the numerical tools
available for plasma simulations. In particular, the focus is on the kinetic
approach and the implementation of the Vlasov-Maxwell system in the form of
the implicit moment method for the iPic3D code. One interesting development
on this subject is the recent implementation of the multi-level-multi-domain
approach [Innocenti et al., 2013]. This method extends the fixed Cartesian grid
of iPic3D to have subsets of the grid resolved on different resolutions. Hence a
high resolution can be defined only on the parts of the computational domain
where it is required.
In the remaining chapters of this work the full Vlasov-Maxwell framework is only
required in Chapter 6 on Lunar magnetic anomalies. In Chapter 3 a simplified
version is implemented (the electrostatic Vlasov-Ampère system), the focus
is on hardware-performance. Chapters 4 and 5, discussing the possibilities of
iPic3D for the analysis of spacecraft charging, use an electrostatic Poisson solver
for the potential field in order to simplify the implementation of the immersed
boundary method [Lapenta, 2002].

Chapter 3
Performance comparison of
Intel MIC, Sandy Bridge and
GPU architectures
In this chapter the initial results of a comparative performance study between
the new Intel Xeon-Phi (MIC) architecture, the Intel Xeon (Sandy Bridge, SB)
and a Nvidia graphical processing unit (GPU) running CUDA are presented.
A 1-D explicit electrostatic Vlasov-Ampère particle-in-cell code (Section 3.2
and 3.4) is used to simulate a two-stream instability in plasma as a test case.
Computing times and speedup of the code for the three different architectures
(Section 3.3 and 3.5) are compared for various number of cores/threads and
compiler options (Section 3.6).
It is stressed that in the presented discussion no attempt has been made to
explicitly vectorize or optimize the code according to the specifications of the
different architectures, a scenario which is valid for the majority of existing
codes and models in any field. Minor changes have been made regarding the
programming language syntax only in the GPU/CUDA version to fulfill the
CUDA runtime requirements. These changes do not have any significant impact
on the final performance and can be evaluated in Appendix A.
The Sandy Bridge and MIC architectures are installed at the Intel ExaScience
Lab in Leuven, Belgium, whereas the GPU code is run on the VIC3 flemish
supercomputer. This work has been published in Vapirev et al. [2014]. Here,
however, the emphasis is put more on the GPU results.
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3.1 Introduction
Simulating a physical plasma environment is not always straightforward. It
often requires extensive use of computing resources and sophisticated numerical
methods, both for running the simulation itself and for post-processing data
afterwards. On the other hand, then, these kind of systems might offer
very interesting scenarios for assessing and improving the capabilities of high-
performance computers (HPC) [Markidis et al., 2005].
Various numerical approaches have been developed to study the behavior
of a plasma (Chapter 2). A kinetic description is often found to be most
adequate to investigate the evolution of collisionless plasmas under the influence
of electromagnetic fields, a problem well described by the Vlasov-Maxwell
system of equations. If the magnetic field is removed from the set, an
electrostatic description is obtained, better known as the Vlasov-Ampère system
of equations [Briand et al., 2008]. The Vlasov equation describes the evolution
of the species probability distribution function, while the electric field behaves
as dictated by Ampère’s law.
To solve numerically this system of equations is rather challenging, both
algorithmically and computationally. A PIC approach has proven to be very
successful in handling the physics of plasmas while maintaining high numerical
accuracy ([Fehske et al., 2008], Section 2.3, the remaining of this thesis), and
one of the most commonly used numerical schemes is the explicit PIC method
(Section 2.3.1). The standard explicit PIC approach has some numerical stability
constraints, which require the Debye length to be resolved in order to make
sure that instabilities arising from the finite-grid scheme can be suppressed, as
described in Section 2.3.3. As a result this particular method can be immensely
computationally demanding if used to study a realistic three-dimensional plasma
system. If a proper numerical scheme is adopted, however, the computational
cost can be significantly reduced for certain problems. The goal in this work
is to choose a manageable problem setup using an explicit Vlasov-Ampère
approach and compare the performance of three state-of-the-art architectures:
Intel Xeon-Phi, Intel Xeon and Nvidia GPU.
3.2 Electrostatic explicit PIC algorithm
In this section the 1-D Vlasov-Ampère (VA) explicit PIC method is outlined to
study the evolution of a simple two-stream instability problem in an electrostatic
collisionless fully ionized plasma [Califano et al., 2002].
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Starting from the electromagnetic case, Ampère’s law connects the magnetic
field B with the current J and the change over time of the electric field E.
Working in SI units:
∇×B = µ0J + µ00 ∂E
∂t
, (3.1)
with µ0 and 0 the magnetic and electric permittivity of vacuum, respectively.
In the electrostatic limit, the magnetic field B0 is constant in time, reducing
Eq. 3.1 to
∂E
∂t
= (J0 − J)/0, (3.2)
in which ∇×B0 = µ0J0 is used.
Starting the simulation from equilibrium, the initial current J0 = 0 and hence
the governing electrostatic VA set of equations becomes
∂fs
∂t
+ v · ∇xfs + qs
ms
E · ∇vfs = 0, (3.3)
0
∂E
∂t
+ J = 0. (3.4)
where fs is the particle distribution function for species s, qs and ms are the
particle charge and mass, respectively.
The second equation (Eq. 3.4) can be discretized in time as follows (n is the
loop number in time and g the grid index):
En+1g = Eng − Jn+1/2g ∆t/0. (3.5)
Note that the charge density is here not needed to advance the electric field. E
is simply updated using the current J , calculated by summing up the currents
due to all particles in that cell as outlined also in Section 2.3:
Jn+1/2g =
1
Vg
∑
p
qpv
n+1/2
p W (xg − xp), (3.6)
with Vg the cell volume and W (xg − xp) the interpolation function between
the particles p and the mesh g. After, in order to advance the particles in time,
the electric field acting on a single particle is needed first. It is calculated by
interpolating the fields on the mesh back to the particles:
Ep =
∑
EgW (xg − xp). (3.7)
Finally, the particle positions and velocities are obtained by discretizing the
equations of motion which follow directly from the Vlasov equation (Section 2.3).
Using a simple second-order-accurate leapfrog scheme [Chung, 2002]:
xn+1p = xnp + vn+1/2p ∆t, (3.8)
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and
vn+3/2p = vn+1/2p +
qp
mp
En+1p (xn+1p )∆t. (3.9)
Here, the particle positions are updated on integer grid points and the velocities
on half grid points.
3.3 Overview of the test architectures
3.3.1 Sandy Bridge
Sandy Bridge (SB) is the codename for a processor architecture developed by
Intel for central processing units (CPUs) in computers. Intel showcased a SB
processor in 2009 and the first consumer-targeted products were released in early
2011 [Intel, 2013d]. The first products implemented 32 nm technology and later
the production was based on a 22 nm process, then renamed Ivy Bridge [Intel,
2013a]. Some of the upgrade features, compared to the previous generation
Nehalem cores, include 64-byte L1 cache per core, improved performance for
mathematical operations, and up to 8 physical cores. The SB in this study runs
Red Hat 4.4.6-4 with Intel compiler icc-13.0.0 20120731. A single processor
runs at 2.60GHz with 20MB L3 cache and a theoretical theoretical peak
double-precision floating-point performance of 333Gigaflops.
3.3.2 GPU
The GPU (graphical processing unit) handles the computations necessary only
for computer graphics. It is specifically designed for fast manipulation and
processing of images in a frame buffer. GPUs are widely used in everyday life
devices, e.g., mobile phones, personal computers, and game consoles. Although
GPUs are extremely efficient at processing graphics, they are also used as a
general purpose computing CPU for algorithms where processing of large blocks
of data is done in parallel. The reason for that is the GPU’s highly effective
parallel structure. Most of the image and video processing computations involve
heavy matrix and vector operations over large amounts of data and thus GPUs
have also been extensively used for non-graphical calculations where parallelism
and code vectorization are needed. In this work one Tesla M2070 device with
448 CUDA cores and 6GB of GDDR5 memory is used, reaching a theoretical
peak double-precision floating-point performance of 515Gigaflops. The Nvidia
CUDA 3.2.16 compiler version is utilized.
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3.3.3 Many Integrated Core (MIC)
The Intel MIC is a multicore computer architecture based on the earlier Intel
Larrabee many-core architecture, the Teraflops Research Chip multicore chip
project, and the Intel Single-chip Cloud Computer multicore microprocessor.
The first commercially released product codenamed ‘Knights Corner’ (KNC)
features a 22 nm size technology and utilizes Intel’s Tri-gate technology. The
Xeon Phi 5110P launched on 28 January with 60 cores runs at 1GHz supported
by 8GB of GDDR5 memory and, according to Intel, offers 1Teraflop of peak
double-precision floating point computational capability [Intel, 2013c]. The
MIC used in this study is a KNC unit with the SB described above acting as a
host.
The Xeon Phi processor supports hyper-threading in addition to some new
x86 instructions created for the wide vector unit. In order to achieve high
computational performance, code developers must utilize both parallelism and
vector processing. The current generation of Xeon Phi co-processor cores
support up to four concurrent execution threads via hyper-threading. While the
collective computational performance is high for Intel Xeon Phi, however, each
core is slow and has limited floating-point performance when compared with a
modern SB processor. The key to boosting the Intel Xeon Phi floating-point
performance is the efficient use of the per core vector unit. That, however, may
not be the case with many legacy codes and numerical models which utilize
algorithms relying on larger cache (L2) rather than vectorization when running
in parallel.
3.4 Two-stream instability in plasma: a test case
In order to test the computational performance of the different architectures, the
above described numerical method is used to study a test-case of a two-stream
instability in plasma with a simple 1-D explicit electrostatic PIC code. The
codes for SB, MIC and the GPU are developed in the C++ programming
language. While the SB and MIC versions are optimized for double precision,
the CUDA implementation uses only single precision. The reason for the latter
is the need in the algorithm for an atomicAdd function in the current collection.
The current Nvidia state-of-the-art here, however, still only supports floats. A
double version as suggested by Nvidia (see Appendix A) is very slow and dilutes
the corresponding results. On the other hand, double is advised on both SB
and MIC due to the instability of the compiler when using single precision. In
the scope of the present study, the results in terms of scalability and parallelism
are the part which should be considered of real importance. The fact that the
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Figure 3.1: Overview of the numerical scheme implemented in the explicit 1-D
electrostatic Vlasov-Ampère PIC code. The main loop is repeated as many
times as desired to advance the evolution of the system in time.
difference between using double and single precision could be simply a factor of
2 in terms of speed performance is believed to have no significant impact on the
general picture presented here. Performance comparison for double and single
precision on a single core for MIC are briefly discussed later in the text.
The basic code algorithm is presented in Figure 3.1. First, the system is
initialized. Next, the particle positions are calculated and the periodic boundary
conditions are applied. The current in each cell is calculated after (Eq. 3.6),
interpolated to the mesh, and used to compute the respective electric field
(Eq. 3.5). Finally, interpolating the field back to the particles, the velocities are
updated (Eq. 3.9).
The simulation is initialized as follows (using the notations from Appendix A).
The system size is lbox = 10 di, with di the ion skin depth. The number of cells
is ncells = 256, the total number of particles is nparticles = 131 072, which
gives 512 particles per cell. The algorithm is run for ntime = 8 000 time cycles.
All other model and plasma parameters below are reported in relative code units.
The plasma frequency is wp = 1.0, the time step equals dt = 0.1ω−1p , the base
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Figure 3.2: Phase space plot of the evolution of the 1-D two-stream instability
after 8 000 time cycles. Each dot represents one single particle in the system
with given velocity and position. The instability leads to the formation of a
characteristic electron hole in the phase space.
velocity is v0 = 0.1, the thermal velocity is vt = 0.002, and the charge-to-mass
ratio is qom = −1.0, electrons and ions are thus equally heavy. The two-stream
instability is achieved by initially randomizing the velocity distribution with
half of the particles having a negative sign velocity:
vp = (−1)ip(v0 + rand(vt)) (3.10)
where ip is the particle counter ranging from 1 to nparticles. In this way, two
particle streams moving in opposite directions are created. The evolution of
the system after 8 000 time cycles is presented in Figure 3.2.
At the start of the simulation, the particles are distributed evenly throughout
the whole simulation domain. After enough time has elapsed, an electron hole
forms in the phase space which is a typical characteristic of the two-stream
plasma instability. Although some specific parts of the code are discussed
further in the text, the choice for the two-stream instability as a test case is here
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highlighted. It is clear from Figure 3.2 that particles tend to cluster in certain
areas of the computational domain, while leaving others practically empty. This
poses an extra computational challenge for the threads/processors operating on
domains with densely clustered particles. These particular processors will then
require more memory directly accessible per processor. Note here, however,
that the GPU/CUDA implementation is not affected by this problem, since
one single thread per particle is used as explained in Section 3.5. In the case of
OpenMP, the parallelization interface used for the SB and MIC implementation,
threads performing heavy computations are forced to constantly compete for
the same cache. The latter causes a lot of thread migration and increases the
context-switching cost among cores, bad data locality, and increased cache-
coherency traffic among the processors [Dagum and Menon, 1998; Marathe and
Mueller, 2006; Terboven et al., 2008; Molka et al., 2009]. If exactly the same
PIC problem is studied, but without the initialization of a two-stream instability
(i.e., all initial velocities have the same sign in Eq. 3.10), the simulation runs
much faster. In this case some small cluster-forming is possible, but it is only
due to the initial randomization and does not pose a significant computational
challenge.
Since this is a one-dimensional test with the sole purpose of testing computational
performance, no work has been done to assess any possible errors arising from
the second-order numerical scheme used in this study. Naturally, for similar
problems in two and three dimensions, if more realistic physics results are
pursued, such tests are necessary.
3.5 Code parallelization and vectorization
The performance of a parallel code is highly dependent on the way it is adapted
to use the abilities of the specific architecture it needs to run on. In the
case of the SB and MIC architectures, the original serial code is parallelized
using OpenMP #pragma calls, both in the initialization part as well as in
the main computational loop. The codes are vectorized via the compiler auto-
vectorization options. For the GPU, the CUDA kernel instruction set is adopted.
Note, the presented time performance in the remaining sections of this chapter
only takes into account the main computational cycle. Due to the simplicity of
the code and the small number of cores used in this work, no special precautions
have been taken to tackle possible overheads due to synchronization and loop
scheduling [Bull, 1999; Min et al., 2003]. To illustrate, some particular parts of
the implementation are highlighted below.
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A typical OpenMP pragma call used in the code for loop parallelization is
#pragma omp parallel for. For example, the loop initializing the particle
positions xp and the two-stream velocity distribution vp is implemented as
follows:
#pragma omp parallel for
for ( ip=0 ; ip<np a r t i c l e s ; ip++)
{
xp [ ip ] = ip ∗ lbox_constant ;
vp [ ip ] = pow(−1 , ip )∗ ( v0 + vt ∗( rand ( ) % 1 ) ) ;
}
This loop, however, cannot be vectorized. The reason is that the loop contains
the intrinsic function rand, for which the compiler runtime library does not
contain a vectorized version [Intel, 2013b]. If that function is removed, the
loop will become vectorizable. This is in contrast with intrinsic trigonometric
functions for which a vectorized version does exist. These are used in the
current code to add a perturbation to the initial particle positions and velocities
(see Appendix A). More intriguing examples (such as the implementation of
the computation to find the initial current in each cell based on the particle
positions, a case where a loop is forced to be vectorized while the compiler
refuses to do so) can be found in Vapirev et al. [2014].
For comparison with the GPU version of the code, one more code snippet is
highlighted here: the particle mover.
#pragma omp parallel for
for ( ip=0 ; ip<np a r t i c l e s ; ip++)
{
// update particle positions
xp [ ip ] = xp [ ip ] + vp [ ip ]∗ dt ;
// boundary conditions - periodic
if ( xp [ ip ] >= lbox )
{
xp [ ip ]=xp [ ip ]− lbox ;
}
else if ( xp [ ip ] < 0.0)
{
xp [ ip ]=xp [ ip ]+ lbox ;
}
}
Remark that this part of the code is perfectly parallelizable as before. Also
the if clauses used to enforce the periodic boundary conditions do not pose a
problem for vectorization. The check is done against a constant, the box size,
and not against a variable which different threads try to access in memory at the
same time. In general if statements do not pose a loop vectorization problem
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when they can be implemented as masked assignments, i.e., the calculation is
performed for all data elements but the result is only stored for those for which
the mask evaluation is true [Intel, 2013b].
The respective kernel code for the GPU/CUDA is:
__global__ void move_part (float ∗xp , float ∗vp )
{
int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
while ( t i d < np a r t i c l e s )
{
// update particle positions
xp [ t i d ] = xp [ t i d ] + vp [ t i d ]∗ dt ;
// boundary conditions - periodic
if ( xp [ t i d ] < 0.0)
{
xp [ t i d ] = xp [ t i d ] + lbox ;
}
else if ( xp [ t i d ]>= lbox )
{
xp [ t i d ] = xp [ t i d ] − lbox ;
}
t i d += blockDim . x ∗ gridDim . x ;
}
}
In contrast to the SB and MIC implementations, rather than looping over the
particle index and distributing this loop over the available cores/threads, one
thread per particle is launched instead on the GPU. Each thread represents
a single particle, identified by the integer tid. Secondly, these threads are
organized in blocks and the built-in variable blockDim.x, constant for all blocks,
holds the number of threads per block. Varying the number of threads per
block (TpB) and the number of blocks (numB) to be executed simultaneously
by the device thus determines the details of the parallel scheme. The above
device-code for the particle mover is launched as follows (only the relevant parts
of the code are shown, for the full implementation see Appendix A):
// kernel setup
#define numB 128
#define TpB 64
int main ( int argc , char* argv [ ] )
{
// call the device kernel
move_part<<<numB,TpB>>>(dev_xp , dev_vp ) ;
}
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In this case the kernel function launches 128 blocks, with 64 threads per block.
Hence, 128*64=8 192 particles are handled at the same time. Note that dev_xp
and dev_vp are the particle and velocity arrays defined on the device. The
initialization is done on the host and before the main loop the host arrays are
copied to the device (see also Figure 3.1). The advantage here is that one only
needs to communicate data when output is desired. Secondly, while the GPU is
busy computing the next time levels, the CPU can be occupied with other parts
of the computational loop or even post-processing. In this study, however, the
choice is made to execute the entire computational loop on the device. Vapirev
et al. [2014] also discuss initial results on oﬄoading (for the MIC architecture).
Internally, a GPU device is divided into multiprocessors (MPs) containing 32
processing cores each. Every MP can hold only a certain number of blocks
at a given moment in time. In addition, there is also a maximum number
of resident threads allowed per multiprocessor that needs to be respected (or
the maximum number of warps, each warp contains 32 threads). The device
used in this work has 14 MPs and every MP can hold at most 8 blocks or
1 536 threads. In the example above, using 64 threads per block, 1 MP is
able to accommodate only 512 threads, because at this point the maximum
number of resident blocks per MP (8) is reached, although the MP could hold 3
times more threads to be executed in parallel. This setup, then, is most likely
not ideal to get the maximum performance out of the device. Unfortunately,
there are a few more issues which need attention to determine the ideal kernel
configuration and maximize performance: available memory, register availability
and memory bandwidth, each of which may restrict efficiency depending on the
implementation details of the kernels. Giving a full overview here would lead
too far, but it is clear that achieving good performance from a GPU device can
be quite tricky and requires excellent knowledge of the numerical capabilities of
the device. For an in-depth overview, the reader is referred to Cook [2012].
The bottleneck of the Vlasov-Ampère approach implemented here comes with
collecting the current in each cell:
__global__ void add_current (float ∗ jx , float ∗xp , float ∗vp )
{
int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
while ( t i d < np a r t i c l e s )
{
// arch=sm_20 or more
atomicAdd(&jx [ int( xp [ t i d ] / dx ) ] , q∗vp [ t i d ] /2.0 ) ;
__syncthreads ( ) ;
t i d += blockDim . x ∗ gridDim . x ;
}
}
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The current array jx has size ncells, whereas xp and vp have of course sizes equal
to the amount of particles in the simulation. Each time step, after the particle
positions are updated, the contribution to the current of all particles in their
respective cells needs to be added together, which requires an atomic addition
to ensure a correct calculation. Recall, it is this operation which restricts the
current work to single precision. Atomic functions are only available for floats
in the current CUDA runtime API.
3.6 Performance results
3.6.1 MIC vs. Sandy Bridge vs. GPU: execution times
In this section the performance results are presented for the three architectures.
MIC and SB use the Intel icc compiler with double precision, whereas on the
GPU the CUDA3.2 nvcc compiler is adopted with single precision, for reasons
discussed above. Given the fact that the GPU results are vastly different from
the Intel architectures, it is assumed that any possible gain/loss in the GPU
computational performance due to difference in the compilers does not bring
dramatic changes in the final comparison times.
The runs on the SB host and the MIC are executed using 32 cores with 4 threads
per core. On the GPU, the number of threads per block is varied from 1 to
128 (1 024 is the maximum number of threads per block allowed by the device.
The performance using more than 128 threads per block is discussed separately
further below). The number of blocks launched per kernel is chosen so that
one thread handles only one cell/particle, with the only limitation being the
maximum grid dimensions (65 535 blocks). Each presented time is an average
of five runs. The number of threads used when running the code is increased
with powers of 2.
For the Intel architectures, there is a slight difference between the results with
-O2 and -O3 optimization in favor of the latter case. It is not considered,
however, to be of any significance (order of 1− 5%) and the respective results
with -O2 are omitted hereafter. The standard execution-time errors for different
number of threads and compiler options with -O3 optimization are presented
in Table 3.1. For SB the standard error is around 0.3%. For MIC without
vectorization, the error is generally less than 1% except for the cases with 2
and 4 threads where it is about 2.4% and 1.6%, respectively. For MIC with
vectorization, the error is found smaller than 0.5% except for runs with 2 and 8
threads where it is around 1.4% and 1%. The maximum error for the GPU runs
is 0.009% for 1 thread and it consistently decreases for higher thread numbers.
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Figure 3.3: Run times in seconds for MIC, Sandy Bridge, and GPU as a function
of thread number. The red and green lines show the MIC execution times with
and without compiler auto-vectorization. The respective Sandy Bridge results
are shown in cyan and magenta. The results for CUDA are plotted in blue. The
code for SB and MIC uses double precision. Single precision is implemented on
the GPU.
All these errors are too small to be responsible for any significant kinks observed
in the presented data plots. The error values are also too small to be clearly
plotted and are therefore omitted from the figures.
The execution times in seconds for MIC, Sandy Bridge, and GPU (CUDA) as a
function of thread number are presented in Figure 3.3. On MIC and SB the
icc compiler is used with -O3 optimization. The red and green lines show the
MIC execution times with and without compiler auto-vectorization flag. The
respective Sandy Bridge results are shown with cyan and magenta lines. The
results for the GPU with CUDA are plotted in blue.
No significant difference is found for Sandy Bridge with and without
vectorization. The execution times actually increase with increasing number of
threads, except when having 32 threads. There it seems that the code performs
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slightly faster with vectorization switched on. Going up to 128 threads however,
the two SB times are very similar. This fact implies that SB has most likely
optimal performance with just one thread per core. This means that hyper-
threading is not per se the way to go to increase computational efficiency. The
latter of course might depend highly on the problem under investigation.
On the other hand, the MIC performs almost twice as fast with vectorization
on a single thread than without. The difference in performance between the
vectorized and non-vectorized code, however, decreases when increasing the
thread number. For a number of threads greater than 8, the vectorized runs
remain consistently faster and the execution time goes down at the same rate.
This fact implies that the MIC seems to handle hyper-threading (4 threads per
core) very well without a significant performance slow-down. As mentioned
earlier, the test code has not been particularly optimized for scalability, as the
focus is on computational performance in general. An interesting fact about the
MIC result is that while the non-vectorized code run times steadily decrease
from the very beginning, the vectorized code initially experiences a plateau and
then shows a significant performance speedup using more than 2 threads.
In comparison with SB, the GPU is about equally fast when using a single
thread (28.751 s and 36.434 s, respectively). The MIC, on the other hand,
showed slower times (119.367 s) because in the current test case the particle
mover requires large cache to update the cell index and respectively to calculate
the updated quantities. Moreover, the current version of plasma mover code
does not allow for auto-vectorization to be fully implemented which impeded
any possible advantage stemming from the MIC co-processor architecture.
The GPU performance is visibly faster than both the MIC and SB architectures
for more than 2 threads per block. At 4 threads per block it takes the GPU
16.615 s to finish the simulation, compared to 102.805 s and 27.579 s for MIC
and SB, respectively, both with the auto-vectorization compiler flag switched
on. When increasing the number of threads per block, the GPU is consistently
6 to 7 times faster than the MIC. Although not shown on Figure 3.3 for sake of
comparison with MIC and SB, the GPU achieves the best performance (3.763 s)
using 256 threads per block (Figure 3.5). At this point each multiprocessor (MP)
holds 6 blocks simultaneously, which is the closest to the maximum number
of resident blocks allowed per MP (8) while at the same time reaching full
occupancy (1 536 resident threads per MP). Increasing the number of threads
per block will not speed up the execution any further, because full occupancy
per MP has already been reached. The execution time for 512 and 1 024 threads
per block are 4.135 s and 4.198 s, respectively (Table 3.2). Note, the PIC scheme
allows the kernel functions to be kept very light, in this way avoiding possible
memory and bandwidth problems.
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Figure 3.4: Speedup for SB (red), MIC (green), and CUDA (blue) as a function
of the number of threads. MIC and SB use the icc compiler with O3 optimization,
auto-vectorization and double precision. Single precision is implemented on the
GPU with the nvcc compiler.
As stated above, at this point in time the current version of the code requires
double precision on the Intel architectures (especially MIC) and using floats
sometimes makes the code unstable and hence may yield unreliable results
especially if multiple cores are used. Comparing the compute times for the
MIC on a single core with -O3 and auto-vectorization, the MIC performs at
119.367 s with double precision versus 67.936 s using single precision. Hence,
implementing floats shortens the execution time by roughly a factor of two with
respect to using doubles. This observation, however, cannot assure that a single
precision code will always run twice as fast when using multiple threads/cores.
3.6.2 MIC vs. Sandy Bridge vs. GPU: speedup
When comparing the speedup of the three architectures, Figure 3.3 shows a
different perspective. The speedup as a function of the thread number for SB
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Figure 3.5: Execution time in seconds and speedup for the GPU/CUDA runs
with single precision for the number of threads per block ranging from 4 up to
the maximum possible of 1 024.
(red line), MIC (green line), and the GPU (blue line) is presented in Figure 3.4.
The respective speedup standard errors are presented in Table 3.1. For SB and
the GPU running CUDA the errors are less than 0.59% and 0.016%, respectively.
For the MIC they are below 2% except for the runs with 8 threads where the error
is around 2.7%. The SB speedup shows a significant decrease in performance
with increasing thread number, as also identified from Figure 3.3. For the MIC
and GPU the speedup results are quite similar. The GPU speedup steadily
increases whereas for the MIC the speedup fluctuates. Between thread number
64 and 128 the slope has about the same value as the result for the GPU.
An overview of all GPU results up to 1 024 threads per block is given in Figure 3.5
and Table 3.2. As argued above, the best performance is achieved using 256
threads per block, because with this configuration optimal occupancy is reached.
Note that the number of threads per block used for the kernel functions looping
over the cells has very little effect on the total performance. This is of course
due to their relatively small number (256) compared to the amount of particles
in the system (256 ∗ 512 = 131 072).
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3.7 Conclusions
In this chapter a one-dimensional explicit electrostatic PIC code was used to
simulate a two-stream instability in plasma as an initial performance test for
Intel MIC and SB architectures compared to a GPU computing device. The
code was run as it is, without any architecture specific optimization techniques
on both MIC and SB with double precision. Small changes were made only in
the GPU version to fit the CUDA coding standard (using single precision). The
execution times are compared for various cases of number of cores/threads and
compiler flags. The code was parallelized with OpenMP on MIC and SB and
with CUDA on the GPU. The tests were done to a maximum thread number
of 128 which was the current limit on the host processor (SB). Results for the
GPU up to 1 024 threads per block were also discussed.
The results showed that for a simple test case without explicitly vectorizing
the code, for a single thread with -O3, the MIC was about 8 times slower
than SB without auto-vectorization and respectively 4.3 times slower with auto-
vectorization. The MIC, however, became faster than SB when the number of
threads went beyond 100 with compiler auto-vectorization switched on. The SB
execution times actually became worse with the increase of the number of threads.
The GPU showed shorter compute times than the MIC, being consistently about
6 to 7 times faster than the respective times for the vectorized code on MIC.
In comparison with SB, the GPU was about equally fast when using a single
thread and about an order of magnitude faster for 128 threads. The reason
why MIC showed slower times was that in the current test case the particle
mover required large cache to update the cell index and respectively to calculate
the updated quantities. Moreover, the current version of plasma mover code
did not allow for auto-vectorization to be fully implemented which impeded
any possible advantage stemming from the MIC co-processor architecture. The
computing performance did not scale well with the increase of the number of
cores while keeping the system size constant on either of the Intel architectures
and this trend persisted regardless of the compiler optimization level and the
vectorization on/off switch.
To conclude, future test cases on MICs should implement architecture specific
code optimization and explicit vectorization techniques which would most
probably lead to a significant performance speedup, which at least at this point
was unable to be demonstrated. At this stage a GPU seems to out-perform a
MIC in terms of speed. Extensive studies are necessary for clusters with large
number of MICs and GPUs where the communication between the units may
play an important role for both speed performance and code scalability.

Chapter 4
Spacecraft charging analysis
with iPic3D
In this chapter we describe the adaptations to iPic3D [Markidis et al., 2010]
for the analysis of solar wind-spacecraft interactions. After a brief introduction
(Section 4.1) the numerical algorithm is presented in Section 4.2, highlighting the
implementation of the electrostatic solver and the immersed boundary algorithm.
The latter creates the possibility to handle complex spacecraft geometries. As a
first step in the verification process, a comparison is made between the floating
potential obtained with iPic3D and with orbital motion limited theory for a
spherical particle in a uniform stationary plasma (Section 4.3.1). Secondly,
in Section 4.3.2 the numerical model is verified for a CubeSat benchmark by
comparing simulation results with those of PTetra [Marchand, 2012] for space
environment conditions with increasing levels of complexity. In particular, we
consider spacecraft charging from plasma particle collection, photoelectron and
secondary electron emission. The influence of a background magnetic field on
the floating potential profile near the spacecraft is also considered. Although the
numerical approaches in iPic3D and PTetra are rather different, good agreement
is found between the two models, raising the level of confidence in both codes
to predict and evaluate the complex plasma environment around spacecraft
(Section 4.4).
The contents of this chapter are published in Deca et al. [2013].
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4.1 Introduction
Spacecraft typically have a negative floating potential with respect to the space
potential because in an isothermal plasma the electron thermal velocity is much
higher than that of ions. Electrons are therefore collected in the vicinity of the
spacecraft and a plasma sheath forms around the body. If the spacecraft is
smaller than the Debye length, its potential can be approximated by the orbital
motion limited (OML) theory [Whipple, 1981; Lapenta, 1995]. However, for
larger spacecraft with complex geometries, or in plasma environments including
drifts, secondary particle emission or multiple species, these analytical formulas
are generally not applicable. Also the sheath and wake behind the spacecraft
complicate the picture [Miloch et al., 2013]. Including all these effects in
analytical models is not possible, which led to the development of several
numerical tools such as NASCAP [Mandell et al., 2006], MUSCAT [Muranaka
et al., 2008], SPIS [Forest et al., 2001], EMSES [Miyake and Usui, 2009],
PTetra [Marchand, 2012] and DEMOCRITUS [Lapenta, 2011]. Some of these
are discussed in more detail in Chapter 5.
iPic3D is intended to be a complementary addition to this list. The original
code is a full-kinetic, fully electromagnetic particle-in-cell code based on the
implicit moment method [Lapenta et al., 2006], as described in Chapter 2. For
spacecraft charging, however, magnetic field perturbations are neglected and
the model is limited to its electrostatic version. Using the immersed boundary
algorithm [Lapenta, 2002] we are able to set up realistic spacecraft geometries
and at the same time evolve the system to steady state using realistic plasma
conditions. The full-kinetic nature of iPic3D enables, in contrast to some of the
previously mentioned codes, the study of the evolution of the system without
the need for analytical assumptions on the particle behavior. The simulation
results presented in this chapter were made on a cluster architecture with only
32 Intel Xeon eight-core processors with 64GB RAM per node. The simulation
times ranged from 5 to 10 hours per run.
4.2 Numerical algorithm
iPic3D was originally developed for multi-scale plasma simulations and more
specifically for magnetic reconnection studies. It is now used for the first time
for studies of the solar wind - spacecraft interaction. In this section we go into
detail on the numerical approach.
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4.2.1 Electrostatic solver
For this study we replace the fully electromagnetic solver with an electrostatic
version, a valid assumption as magnetic perturbations are of the order of
pT (10−12 T) [Saeed-ur-Rehman and Marchand, 2014]. Poisson’s equation is
evaluated for a non-uniform permittivity with either the Conjugate Gradient
(CG) [Saad, 2003] or the Generalized Minimal Residual (GMRes) method [Saad,
2003; Kelley, 1995](1). The normalized Poisson equation to be solved is of the
form:
∇ · ∇φ = −ρ, (4.1)
where φ is the electric potential and ρ is the charge density. In this equation 
is not the permittivity of free space, but rather the relative permittivity. In this
form Poisson’s equation provides a convenient way for imposing boundary
conditions on objects of arbitrary shapes. It is generally referred to as
the immersed boundary method and has initially been developed for fluid
simulations [Sulsky and Brackbill, 1991]. It has also been extended to plasma
simulations [Lapenta et al., 1995; Lapenta, 1999, 2002]. In contrast to traditional
methods, the immersed boundary method allows an easy definition of object
volumes of any shape on the computational grid by varying  as required. In
particular, an equipotential surface can be obtained for conductors by selecting
a sufficiently large value of  inside the object (a spacecraft) delimited by that
surface. In this case, a finite right-hand side of Eq. 4.1 leads to a vanishing
potential gradient on the spacecraft surface. The value needed depends on
the machine precision and on the normalizations used. In the present work,
we find  = 105 to be sufficient to create a perfect conducting spacecraft (see
also section 4.2.3).  = 1 is chosen everywhere outside the spacecraft geometry.
Finally, note that the electrostatic solver still allows to have a static magnetic
field in the computational domain.
4.2.2 Open boundary conditions
Open boundary conditions are needed on all six boundaries of the system to
allow an unperturbed Maxwellian plasma to flow into the computational box
on one side of the domain and leave through the other (outflow) boundaries.
In this way a steady flow is created through the system, without charging the
simulation box.
We impose a Dirichlet boundary condition on all six sides of the computational
box and force the potential φ = 0 on the boundary cells. At each time step, all
1Note that with increasing complexity of the spacecraft model the CG method has more
difficulty converging and the GMRes solver is preferred.
64 SPACECRAFT CHARGING ANALYSIS WITH IPIC3D
particles residing in the cells in the outermost three rows/columns at the inflow
boundaries of the computational box are removed and replaced by new particles
sampled from a drifting Maxwellian distribution. On all other boundaries,
particles are deleted when they leave the computational domain.
4.2.3 The spacecraft
The spacecraft geometry is defined at two separate places in the code. During
the initialization process the relative permittivity variable , defined on the
grid nodes, is set to the correct value in order to define the spacecraft volume
for use in the potential solver. Particles entering the spacecraft volume are
either removed from the simulation or injected back in the simulation domain
depending on whether or not secondary particle emission is taken into account.
The resulting total charge on the spacecraft is then collected and distributed
uniformly in the spacecraft volume, providing the charge density ρ to the
potential solver. Note that charges on an actual conducting surface are free
to move and can therefore be distributed non-uniformly in order to realize
an equipotential surface. Distributing the collected charge uniformly in the
spacecraft volume is strictly speaking incorrect. In the cases considered, however,
it leads to deviations from a perfect equipotential smaller than 0.01V over the
entire surface. This number can be reduced by selecting larger values for 
inside the spacecraft volume, but it comes at the cost of a lower computational
efficiency.
4.2.4 Secondary particle emission
At present, two types of secondary particle emission are implemented. These
are photoelectron emission and secondary electron emission following electron
impact. Other processes such as backscattered electrons or particle reflection
can easily be added using the same framework.
4.2.4.1 Photoemission
It is assumed that photoelectrons emitted from sunlit surfaces have a Maxwellian
distribution in 3-D velocity space with a mean energy of 3 eV. For oblique sunlight
the photoemission yield is reduced by a factor cos θ, with θ defined as the angle
between the sunlight direction and the direction normal to the surface. Although
Delzanno et al. [2005] provide a more realistic photoelectron model, it is not
used in this work for the sake of comparison with PTetra (see also section 4.3.2).
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Emitted photoelectrons are injected in the simulation domain at each time
step after the call to the particle mover, but before the calculation of the net
charge collected by the spacecraft. The cells adjacent (outside) to the sunlit
surface are defined as the photoemitting cells. Given the photoemission yield,
we compute the number of photoelectrons to be emitted per cell and place
them randomly (per cell) in the appropriate region. The tangential velocity
components (vt1, vt2) are sampled from a Maxwellian distribution using the Box-
Muller algorithm [Hammersley et al., 1965] following the procedure outlined in
Birdsall and Langdon [1985] or in the more recent research paper by Cartwright
et al. [2000],
f(vt1, vt2) =
( m
2pikT
)
exp
(
−m(v
2
t1 + v2t2)
2kT
)
. (4.2)
The velocity component normal (vn) to the emitting surface is sampled from a
half-Maxwellian distribution
f(vn) =
( m
2pikT
)1/2
exp
(
−m(v
2
n)
2kT
)
, (4.3)
using an acceptance-rejection method as described, for example, by von
Neumann [1963]. The algorithm as implemented in iPic3D is reported in
Appendix B. The number of particles to be injected per cell per time step is
computed as follows:
Ninject = jph ∗ dA ∗ dt
qpart
, (4.4)
given the photoemission yield jph (A/m2), the cell area dA (m2) and time step
dt (s). The charge of one particle is given by qpart = ρ ∗ e ∗ Vcel/Np,cel where
Vcel (m3) is the cell volume and Np,cel is the number of particles per cell.
4.2.4.2 Secondary electron emission
When impacting a surface, an electron can either be reflected or absorbed
in the material [Whipple, 1981]. If the electron is absorbed, it looses energy
to the neighbouring atoms. This lost energy can then excite other electrons
causing them to escape from the material thus leading to secondary electron
emission. Following Hastings and Garrett [2004], we model the secondary
electron distribution using a Maxwellian with a mean energy of Esec = 2 eV and
adopt the following empirical expression for the secondary electron emission
yield [Sternglass, 1954; Chaky et al., 1981]:
δe(E, θ) = δemax
E
Emax
exp
(
2− 2
√
E
Emax
)
exp[2(1 − cos θ)], (4.5)
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or
δe(E, θ) =
1.114δemax
cos θ
(
Emax
E
)0.35
{
1− exp
[
−2.28 cos θ
(
E
Emax
)1.35]}
, (4.6)
in which the primary electron impacts with an energy E at an angle θ, measured
from the surface normal. We choose the maximum yield δemax = 2.5, occurring
at an energy Emax = 300 eV [Hastings and Garrett, 2004]. Note that Eq. 5.5
in the book by Hastings and Garrett [2004] is in error: (Emax/E)1.35 should
rather be (E/Emax)1.35 [Whipple, 1981]. Eq. 4.6 above presents the correct
formula.
A particle entering the spacecraft in this case is not deleted from the simulation.
The algorithm computes through which surface the particle has entered and
reflects it with a thermal velocity sampled from a 2 eV Maxwellian and charge
according to Eq. 4.5 or 4.6. A comparison between the secondary electron
emission yields obtained from Eqs. 4.5 and 4.6 (corrected) for different angles
of incidence θ can be found in Section 5.2.6 as part of a wider discussion on
model similarities and differences.
4.3 Code verification
4.3.1 Spherical probe geometry
As a first step in verifying the numerical algorithm, we compare the theoretical
floating potential on a conducting spherical particle immersed in a collisionless
two-component plasma with the result from simulation. We choose a plasma
with uniform density n, a Maxwellian velocity distribution and no drift relative to
the particle. The ion-to-electron mass ratio is mi/me = 1 836 and a temperature
ratio Ti/Te = 0.05 is assumed to reproduce exactly the same test case as outlined
by Lapenta [1995, 1999]. Choosing n = 7×10−9 m−3, Te = 85 eV and a/λD = 0.4,
with a the object radius and λD = 0.8192m the electron Debye length, iPic3D
yields a floating potential ΦiP ic3D = -144.7±0.6V (using the GMRes solver with
a tolerance of 10−4). The simulation is performed in a 6m3 box with a grid
resolution of 6 cm and a time step t = 0.06ω−1e (=1.27119×10−8 s).
The theoretical floating potential on the spherical particle can be estimated
from OML theory by imposing the current balance between the ion and electron
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Figure 4.1: Potential evolution on a spherical particle immersed in a collisionless
two-component plasma as computed by iPic3D (blue) compared with OML
theory (dashed red).
currents [Whipple, 1981]:
Je(Φ) + Ji(Φ) = 0. (4.7)
Substituting the analytical expressions for Je and Ji given by Lafon et al. [1981]
into Eq. 4.7, we obtain the equilibrium potential ΦOML = −144.5V. This shows
that iPic3D is in excellent agreement with OML with a relative difference of
approximately 0.1%. The potential evolution on the spherical particle immersed
in a collisionless two-component plasma as computed by iPic3D is compared
with OML theory in Figure 4.1.
4.3.2 CubeSat geometry
As part of the verification of the iPic3D numerical model, we compare our
results with those of the PTetra code, developed by Marchand [2012] for the
study of low-orbit satellite-plasma interactions. The PTetra approach is based
on a fully kinetic description of the plasma using particle-in-cell modeling for
68 SPACECRAFT CHARGING ANALYSIS WITH IPIC3D
Table 4.1: Input physical parameters used in the simulations.
mi/me 1 836 vth,e (m/s) 3.86×106
Te (eV) 85 vth,i (m/s) 8.87×104
Ti (eV) 82 vsw (m/s) 3×105
ne (m−3) 7×109 Bx,IMF (T) 1.55×10−5
ni (m−3) 7×109 By,IMF (T) 0
jph (A/m2) 1.6×10−2 Bz,IMF (T) 1.55×10−5
all plasma species with physical charges and masses. The model also relies on a
discretization of space with an unstructured tetrahedral mesh that is capable of
representing complex boundaries and realistic spacecraft geometries. The model
is purely electrostatic, but it accounts for the effects of a possible constant
and uniform background magnetic field. An in depth description of PTetra is
provided in Section 5.2.4. PTetra has proven to be very reliable [Marchand,
2012; Imtiaz et al., 2013] and is therefore well suited to benchmark the iPic3D
code for the analysis of spacecraft charging.
4.3.2.1 Simulation setup
In order to benchmark the electrostatic potential solver and the immersed
boundary algorithm for iPic3D for more complex situations, we model a perfectly
conducting 1m3 CubeSat immersed in an ionized hydrogen solar wind plasma,
in a temperature regime where both photoemission and secondary electron
emission have a strong influence on the spacecraft floating potential. These
plasma parameters, summarized in Table 4.1, are representative of conditions
found close to the Sun [Kivelson and Russell, 1995; Guillemant et al., 2012].
They are relevant in particular to the Solar Probe Plus spacecraft. The CubeSat
is placed at the centre of a 10m×10m×10m computational domain at 3.5m
from the inflow boundary. Note that following the definition introduced in
section 4.2.2, only the boundary downwind of the spacecraft is treated as an
outflow boundary, whereas both sides in the Y and Z direction are considered
inflow boundaries (see also Figures 4.2 and 4.8). The grid resolution is 0.05m
in each direction.
We consider five simulation cases with increasing levels of complexity (Table
4.3). The first case is the most basic one, in which no secondary particle
effects or magnetic fields are included and the box is only subject to a quiet
solar wind flow of 300 km/s perpendicular to one of its surfaces. In the second
case, photoemission is introduced with a uniform photoemission yield of jph =
1.6× 10−2A/m2 on a single sunlit surface of the cube, with the Sun situated
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Figure 4.2: Schematic illustration of the simulation model. The solar wind flows
in the +X direction and the Sun is treated as a point source located far away
in the +Y direction. All boundaries, with the exception of the one downwind
of the CubeSat (the right boundary in the figure above), are defined as inflow
boundaries.
Table 4.2: Numerical parameters used in the simulations.
Time step 0.1ω−1pe (=2.11865×10−8 s)
Box size 10m×10m×10m
Resolution 0.05m×0.05m×0.05m
Particles/cell 125 per species
CubeSat size 1m×1m×1m
@ 3.5m×5m×5m
perpendicularly to it, as shown in Figure 4.2. Note that in a realistic scenario
the solar wind will never be at a 90◦ angle with the Sun. For testing purposes,
however, this choice is convenient in order to better discriminate between the
two effects. In case 3, secondary electron emission associated with electron
impact is considered. In case 4 both photoemission and secondary electron
emission are taken into account. Finally in case 5, we consider the effect of a
static magnetic field making an angle of 45◦ with respect to the plasma flow, a
condition representative for the near-Earth environment [Hundhausen, 1972].
An overview of the simulation setup and the input plasma conditions is given
in Tables 4.1 and 4.2.
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Table 4.3: Overview of the 5 benchmarks.
Case Flow Photo. Sec. BIMF
1 ×
2 × ×
3 × ×
4 × × ×
5 × × × ×
Table 4.4: Equilibrium floating potential Φ (V) of the CubeSat obtained from
iPic3D and PTetra.
Model Case 1 Case 2 Case 3 Case 4 Case 5
iPic3D -228.2 -32.9 -17.1 -16.2 -21.5
PTetra -226.0 -33.6 -16.5 -15.4 -20.7
4.3.2.2 Results and discussion
In Table 4.4 we present a comparison between the spacecraft floating potential
obtained with iPic3D and PTetra for the five different cases considered. The
potential profiles along the direction of flow and perpendicular to the flow are
shown in Figures 4.3 to 4.7.
For Case 1 (Figure 4.3), iPic3D obtains an equilibrium floating potential on
the spacecraft of -228.2V, in excellent agreement (better than 1%) with PTetra,
which predicts -226.0V. Up to one Debye length from the spacecraft surface the
wings of the profiles are very similar. Further away iPic3D predicts a slightly
narrower potential profile compared to PTetra, most noticeable in the direction
perpendicular to the flow. Behind the spacecraft an ion wake forms and as
expected [Hastings and Garrett, 2004], focussing of the charged particles behind
the spacecraft leads to a positive potential zone behind the ion-depleted wake
(+1V and +5.5V for iPic3D, respectively PTetra). The ion wake is shown for
Case 5 in Figure 4.8 (bottom).
When exposed to UV radiation many materials used on spacecraft surfaces emit
photoelectrons, leading to a significantly less negative floating potential. The
photoelectron current emitted from a spacecraft surface is not only a function
of the material properties and the solar flux. It also depends on the incident
angle and the spacecraft potential itself [Lucas, 1973]. Imposing a uniform
photoemission yield perpendicular to one of the surfaces (Case 2) as a first
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Figure 4.3: Potential profile along the direction of flow (top) and perpendicular
to the flow (bottom) for Case 1. The dotted line in green on the left panel
indicates Φ = 0.
72 SPACECRAFT CHARGING ANALYSIS WITH IPIC3D
approximation clearly shows the effect. In this case, the assumed photoelectron
yield jph = 1.6×10−2 A/m2 reduces the spacecraft floating potential by roughly
a factor seven and generates an electrostatic potential barrier [Whipple, 1976]
in front of the photoemitting side of the spacecraft, as indicated on Figure 4.4
(bottom). The potential difference between the spacecraft floating potential
and the minimum potential of the barrier obtained from iPic3D and PTetra
is 9.3V and 7.6V, respectively. iPic3D predicts a slightly broader and deeper
potential barrier compared to PTetra, which is most likely caused by the different
implementation of the particle injection method in both codes. PTetra injects
particles at the spacecraft surface, whereas in iPic3D a sample of particles is
generated in the first layer of cells next to the emitting surface. In iPic3D this
choice is made to improve numerical efficiency. Increasing the grid resolution,
hence decreasing the domain in which photoelectrons are generated, will bring
the iPic3D and PTetra profiles closer together. Note also that further increasing
the photoelectron yield would eventually lead to a positive floating potential on
the spacecraft.
In Case 3 (Figure 4.5) the influence of secondary electron emission is examined.
For spacecraft exploring hotter plasma environments close to the Sun, such as
Solar Probe Plus or Solar Orbiter, this effect can be particularly important. In
general, the spacecraft charge will be determined by a combination of charged
particle collection, photoemission and secondary electron emission associated
with electron impact. The floating potential on the CubeSat becomes more
than one order of magnitude less negative when secondary electron emission
is turned on in the simulations. In this case, both iPic3D and PTetra yield
floating potentials that are close to -17V. Except for the wake side where no
potential barrier exists, a potential barrier of 4.7V (iPic3D) respectively 5.9V
(PTetra) forms around the spacecraft.
This barrier in turn reduces the flux of solar wind electrons to the spacecraft.
It also causes a large fraction of emitted secondary electrons to be reflected
back to the spacecraft. We note that the potential barrier computed here, and
its effect on the satellite are significantly different from what is found in Case
2, where a potential barrier only exists near one face (sunlit) of the satellite.
In contrast to the photoemission algorithm used in iPic3D, at each time step
secondary electrons are placed back outside the spacecraft consistently with
the distance traveled from the surface inside the CubeSat. This procedure is
similar to the one used in PTetra to inject secondary electrons, which explains
the good agreement between the widths of the potential barriers computed with
the two models (0.435m and 0.465m for iPic3D and PTetra respectively). We
define the width of the barrier relative to the floating potential of the spacecraft,
as illustrated in Figure 4.5 (bottom). The most noticeable feature in Case 3,
absent in the previous two cases, is the presence of a negatively charged wake
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Figure 4.4: Potential profile along the direction of flow (top) and perpendicular
to the flow (bottom) for Case 2. The height of the electrostatic potential barrier
due to the photoelectrons (9.3V for iPic3D) is shown in green.
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behind the body up to 8V more negative than the spacecraft floating potential
(Figure 4.5 top). It is caused by a combination of secondary electron emission
on the wake side of the spacecraft (the electron thermal speed being much larger
than the plasma drift speed, electrons can penetrate the wake region) and ion
depletion in the wake itself.
Case 4 (Figure 4.6) is a combination of Cases 2 and 3. Including both
photoelectrons and secondary electrons in the physical model leads to a floating
potential on the CubeSat of -16.2V and -15.4V respectively for iPic3D and
PTetra. On the sides of the spacecraft where only secondary electron emission
takes place, i.e., on the sides not exposed to solar radiation, the potential barriers
are similar in height and width to those in Case 3. Looking at the perpendicular
profile, the combination of both secondary and photoelectrons on the Sun side
(Figure 4.6 bottom) produces a potential barrier of depth 12V. Comparing with
Case 2, the potential difference between the spacecraft potential and the lowest
point of the photoelectron barrier is 30% larger when secondary electrons are
considered as well; once more stressing the importance of secondary electron
emission in hotter plasma environments. Referring to Table 4.4, it is interesting
to note that the effect of photoemission and secondary electrons on the floating
potential is not linearly additive. Indeed, photoemission alone yields an increase
in the floating potential by approximately 195V. Secondary electron emission
by itself is responsible for an increase of approximately 211V. When the two
processes are accounted for in the same simulation, however, the increase in the
floating potential is approximately 212V. This nonlinear interaction between
the two processes is due to the deep potential barrier. When the photoelectron
and/or secondary electron emission yield is strong enough to create a potential
barrier higher than the average energy of the emitted particles, emitting more
particles has little effect on the spacecraft charge. In effect, the emission
is ‘saturated’, which explains why having both photoemission and secondary
electron emission has essentially the same effect as having photoemission or
secondary electron emission by themselves.
In Case 5 a magnetic field at an angle of 45◦ to the CubeSat (Table 4.1) is
included in the physical model. In the spacecraft reference frame, there will
therefore be an electric field given by
Em = −v ×B (4.8)
where v is the plasma velocity in the spacecraft rest frame. Figure 4.7 shows
the potential profiles with this field subtracted, i.e., we have shifted from the
spacecraft reference frame to the solar reference frame. This subtraction is made
to facilitate the comparison because in iPic3D the electric field contribution,
Em, is treated in the particle mover, whereas in PTetra it is included both
in the particle mover and the field solver. In the absence of photoemission
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Figure 4.5: Potential profile along the direction of flow (top) and perpendicular
to the flow (bottom) for Case 3. The width of the electrostatic potential barrier
due to the secondary electrons (0.435m for iPic3D) is shown in green.
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Figure 4.6: Potential profile along the direction of flow (top) and perpendicular
to the flow (bottom) for Case 4.
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Table 4.5: Overview of the most interesting characteristics prevailing when
extending the physical model over the 5 cases.
Quit solar wind flow • Deep and narrow potential well.
• Positive potential zone behind ion depleted wake.
Photoemission • Reduced negative floating potential.
• Large potential barrier in front of sunlit surface.
Secondary e− em. • Reduced negative floating potential.
• Potential barrier near all faces of the spacecraft.
Photoemission • Saturated emission regime.
& • Potential barrier near all faces of the spacecraft,
Secondary e− em. but significantly deeper in front of sunlit surface.
Interplanetary mag- • Less negative floating potential as e− escape
netic field paths are reduced in saturated emission regime.
and secondary electron emission, a magnetic field tends to make the floating
potential less negative, because electrons can be collected only along flux tubes
(hence from fewer directions). In a saturated emission regime on the other hand,
electrons have a small probability of escaping, since most of them are reflected
back to the spacecraft. The magnetic field constraints the motion of these
electrons further, thus reducing the channels by which they can escape. Hence
we expect a more negative potential for Case 5, compared to the previous case.
Our simulations find indeed the final potential value on the spacecraft about
5V more negative than for Case 4. PTetra and iPic3D profiles also show here
good agreement, thus raising the level of confidence in the capability of both
models to predict the complex interplay between spacecraft and their space
environment.
Finally, Figure 4.8 shows a cross section of the potential sheath and ion density
surrounding the spacecraft for Case 5. Note that the solar wind plasma is
disturbed over scales far exceeding the spacecraft dimensions, on all sides of
the CubeSat. This further stresses the importance of accounting for the full
spacecraft geometry, along with the physical processes at play, in order to
understand the effect of the space environment on a spacecraft, and ultimately
on its instruments.
An overview of the most interesting characteristics of each Case, or in other
words the effect of extending the model to more realistic physics, is given in
Table 4.5.
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Figure 4.7: Potential profile along the direction of flow (top) and perpendicular
to the flow (bottom) for Case 5. The motional electric field is subtracted from
the profiles.
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Figure 4.8: 2-D cut in the Z=0 plane for Case 5. The color map shows the
potential profile across the computational domain with the motional electric
field subtracted (top), and the ion density (bottom).
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4.4 Conclusions
In the work reported in this chapter we have successfully implemented the
immersed boundary algorithm in the implicit PIC code iPic3D, and shown
its capability to analyze charging of spacecraft with complex geometries. We
included several key physical effects such as plasma flow, secondary electron
emission and the presence of a magnetic field. Excellent agreement was
found with OML under conditions in which this theory is expected to be
valid. Comparisons with PTetra simulations made for a simple CubeSat,
and including a gradation of physical processes also showed good qualitative
and quantitative agreement. The physical processes of relevance in satellite-
environment interaction were found to affect one another in a complex and
nonlinear way. When designing a spacecraft, or when interpreting in situ
measurements, it is therefore necessary to use models that include several
important interacting physical processes, while accounting for a full description
of the satellite geometry. Such a challenging task can only be carried out
successfully with today’s most advanced computer models, using state of the art
computing infrastructures. iPic3D was developed with that objective in mind.
Chapter 5
Case study: Solar Probe Plus
In this chapter we discuss a cross-comparison of spacecraft-environment
interaction model predictions applied to a simplified geometry of the Solar
Probe Plus (SPP) spacecraft near perihelion. Five spacecraft-plasma models
are used, including the adapted iPic3D code developed in Chapter 4. By
considering similarities and differences between results obtained with different
numerical approaches under well defined conditions, the consistency and validity
of the models can be assessed (Sections 5.2 and 5.3). The comparisons focus
particularly on spacecraft floating potentials, contributions to the currents
collected and emitted by the spacecraft, and on the potential and density spatial
profiles near the satellite. The physical effects considered include spacecraft
charging, photoelectron and secondary electron emission, and the presence of
a background magnetic field. Model predictions obtained with our different
computational approaches are found to be in agreement within 2% when the
same physical processes are taken into account and treated similarly (Section 5.4).
The models concur in predicting a negative floating potential Φ ≈ −10V for
SPP at perihelion. They also predict a ‘saturated emission regime’ (Chapter 4,
first characterized by Deca et al. [2013]) whereby most emitted photo- and
secondary electrons will be reflected by a potential barrier near the surface,
back to the spacecraft where they will be recollected.
This work is published in Marchand et al. [2014] as part of a large collaboration
on the ‘Interaction of satellites with the space environment’, supported by
the International Space Science Institute in Bern, Switzerland. The core text
presented here is developed jointly by Y. Miyake, R. Marchand and J. Deca.
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5.1 Introduction
Understanding the interaction between the space environment and satellites
can be critical to the success of space missions. At present date approximately
one thousand active satellites are orbiting Earth, with missions ranging from
communications, surveillance, space exploration and basic science. On top of
that an increasing amount of spacecraft is launched every year to explore the
various objects in our solar system and even the vast space beyond. The ability
of satellites to perform according to specifications is directly impacted by the
conditions encountered along the way. The interaction of spacecraft and their
instruments with the space environment is not straightforward and depends on
many complex processes including for example, charging from ambient plasma
particle collection, photoemission, secondary electron emission following electron
and ion impact, particle albedo, penetration by energetic particles accompanied
by cascades of secondary charges, impact by micro-meteorites and material
aging.
Early designs of spacecraft and instrumentation were based largely on empirical
knowledge. In recent years, however, our understanding of the processes at
play has progressed significantly, also supported by the increasing availability
of advanced computing facilities and efficient simulation algorithms. It is now
possible to develop comprehensive and first-principles predictive models in order
to help design space missions and interpret in situ measurements. Several
models, using a variety of different numerical approaches, have been constructed
over the last two decades for that purpose.
In this chapter we compare the predictions of five state-of-the-art models
(EMSES, iPic3D, LASP, PTetra, and SPIS) under well defined conditions as to
assess the consistency and validity of the models to simulate the bulk properties
of satellites as well as to study local features such as electrostatic sheaths and
the formation of electrostatic potential barriers near sensors, and make direct
comparisons with observation. Secondly, the simulation results presented predict
the effects of physical processes of importance to the SPP mission, focussing in
particular on the spacecraft floating potentials, contributions to the currents
collected and emitted by the spacecraft, and on the potential and density spatial
profiles near the satellite.
Worth mentioning is that two (historically) important codes are not included in
this study, i.e., NASCAP (driven by NASA and the U.S. Air Force [Mandell
et al., 2006], ) and MUSCAT (developed for JAXA [Muranaka et al., 2008]).
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5.2 Computational approaches
The five computer models used in this cross-comparison are briefly described in
the following paragraphs. Each model is capable of simulating the interaction of
satellites with their space environment while accounting for a detailed payload
and instrument geometry, and for a broad set of relevant physical processes. All
models considered account for the same physical processes that form the basis
of our comparison study. These are charging from plasma particle collection,
photoemission, secondary electron emission, volume charge density, electrostatic
sheath and background magnetic field effects. The underlying computational
approaches used in our models, however, can be very different. Thus, with
detailed predictions from five significantly different numerical approaches, we
aim at establishing the reliability of our models and the skill with which they
can describe spacecraft-environment interactions. More details on the numerical
approaches used in each model are presented below.
5.2.1 EMSES
EMSES is an electromagnetic particle simulation code for studying spacecraft
plasma interactions [Miyake and Usui, 2009]. The algorithms used in the
plasma particle and electromagnetic field solvers are based on the standard
explicit PIC method [Birdsall and Langdon, 1985]. It allows to us consider an
arbitrary number of electrons and ion species, each with user-defined density,
temperature, and drift velocity. The simulator can also account for the effects
of a static background magnetic field as well as a convection electric field under
the presence of a plasma flow across the background magnetic field. EMSES
employs inner boundary treatments for both longitudinal and transverse electric
field components at the interface between a plasma and a conducting spacecraft
body. EMSES accounts for spacecraft charging caused by various physical
processes such as background plasma collection, photoelectron emission, and
secondary electron emission by the spacecraft body. Photoelectrons are loaded
in a simulation domain according to user-defined flux and temperature. The
secondary electron yield is calculated based on particle impact data collected
during the simulation run, using models proposed in Sternglass [1954] and Katz
et al. [1977]. The three-dimensional simulation domain is discretized using a
uniform Cartesian mesh, but the code can treat complex spacecraft geometries by
leveraging large computational resources of massively-parallel supercomputers.
EMSES computations exhibit good scalability with up to 104 CPU cores.
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5.2.2 iPic3D
The original iPic3D [Markidis et al., 2010] code is a full-kinetic, fully electromag-
netic particle-in-cell code based on the moment-implicit method [Lapenta et al.,
2006], as described in Chapter 2. For spacecraft charging, however, magnetic
field perturbations are neglected and the model is limited to its electrostatic
version. Using the immersed boundary algorithm [Lapenta, 2002] we are able
to set up realistic spacecraft geometries and at the same time evolve the system
to steady state using realistic plasma conditions. For a detailed overview of the
adaptations to the original iPic3D code for solar wind - spacecraft interactions
we refer the reader to the previous chapter 4 or Deca et al. [2013].
5.2.3 LASP
The LASP code is an IDL based, time-stationary solver using ballistic ions
and fluid electrons. The spacecraft is defined as a subset of the cubes (cells)
representing the computational domain. The ion density and current to the
spacecraft are determined by passing solar wind ions through the simulation
box. In doing so, the electric field E and the magnetic field B are assumed
to be zero, and the spacecraft potential is set to zero. The ion density profile
is initialized at the beginning of a simulation assuming zero potential at the
spacecraft, and it is treated as being constant thereafter. The thermal electron
density and current to the spacecraft are also pre-determined by passing thermal
electron through the box with E and B equal to zero. After the initial density
is calculated, the thermal electron density is treated as a Boltzmann fluid.
Photoelectrons are generated at sun-exposed surfaces with a characteristic
energy (nominally 3 eV). Photoelectrons are traced as particles in the spacecraft-
generated electric field. Photoelectrons striking the spacecraft are absorbed.
Those leaving the simulation box are considered to have escaped and result in
net current to the spacecraft. Secondary electrons are generated at surfaces,
in numbers proportional to thermal electron impact. They are generated with
an adjustable efficiency and characteristic energy of 2 eV. In the simulations
that follow, a fixed yield of 2.75 is assumed; that is, each thermal electron
incident on the spacecraft surface releases on average 2.75 secondary electrons.
Secondary electrons are traced as particles in the spacecraft-generated electric
field. Secondary electrons striking the spacecraft are absorbed. Those leaving
the simulation box are considered to have escaped and result in net current to
the spacecraft. The potential and electric field are calculated with a Poisson
solver given the density of the electrons and ions, and a set spacecraft potential.
A full description of the code can be found in Ergun et al. [2010].
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5.2.4 PTetra
PTetra is a simulation code described in detail in Marchand [2012]. The
main features of the model and numerical approach are summarized here for
completeness. PTetra treats all particle species fully kinetically using the PIC
approach. The simulation domain is discretized using an adaptive unstructured
tetrahedral mesh. This allows for a detailed representation of geometrical objects,
and the imposition of realistic boundary conditions. The model accounts for
many physical processes of importance in spacecraft-environment interaction,
including charging from plasma current collection, photoelectron emission and
secondary emission following electron impact. It also allows for the specification
of bias voltages between any set of satellite components, and for imposed
collected currents on selected components. The code is presently electrostatic,
but it can account for the effect of a constant and uniform background magnetic
field. Poisson’s equation is solved explicitly in time using a GMRes iterative
solver and Saad’s incomplete LU preconditioner [Saad, 2003]. It has been run
with excellent soft scaling up to several hundreds of processors. When run on
multiple processors, only particle pushing is done in parallel. The solution of
Poisson’s equation and the generation of periodic diagnostics and output are
done by the master process only.
5.2.5 SPIS
SPIS is an open source software development project initiated by the European
Space Agency (ESA) with the support of the Spacecraft Plasma Interaction
Network in Europe (SPINE) community. It is a simulation software designed
to be used for a broad range of industrial and scientific applications [Roussel
et al., 2005, 2008]. The code was first validated for its applicability to modeling
spacecraft plasma interactions by Hilgers et al. [2008]. The main components
of the numerical approach consist of an electrostatic particle-in-cell solver, a
Monte Carlo solution of Poisson-Vlasov equations and uses an unstructured
mesh. Optionally, thermal electrons can be approximated with an equilibrium
Maxwell-Boltzmann distribution function. Available surface interaction models
cover most interactions relevant to space environment: secondary electron
emissions (under electron or proton impact), photoemission, radiation-induced
conductivity and erosion. Both ambient and secondary populations can be
defined through user-defined tabulated velocity distribution functions. Yields
of secondary electron emission under electron impact are either analytical or
user-defined. Fields are computed by solving Poisson’s equation with a finite
element and a pre-conditioned conjugate gradient method. Nonlinear Poisson’s
equation (i.e. Poisson including Boltzmann distributions for the electrons) can
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also be solved with an implicit method, thus offering stability even when the
Debye length cannot be resolved by the mesh. The time evolution of potentials
on the spacecraft involves an equivalent circuit which takes into account the
coating capacitances and conductances (surface and volume conductivities), as
well as user-defined ‘discrete’ components.
5.2.6 Modeling similarities and differences
Before considering simulation results it is useful to review the main similarities
and differences between the five models. We focus both on numerical and
physical aspects.
Mesh and simulation domain: EMSES, LASP and iPic3D use a uniform
Cartesian mesh. PTetra and SPIS use adaptive unstructured tetrahedral meshes.
In both cases adaptivity is fixed in time.
Representation of the spacecraft: In EMSES, LASP and iPic3D, a spacecraft
and its components are represented as an assembly of cubes in a Cartesian grid.
In PTetra and SPIS, material surfaces are parameterized in terms of triangular
faces of tetrahedra with which they are in contact.
Time integration: EMSES, LASP, PTetra and SPIS integrate particle trajectories
explicitly in time. The first three codes use a second order leap frog integration
scheme, while SPIS uses a more complex higher order scheme which allows
a particle to cross several cells in one time step. iPic3D uses a semi-implicit
scheme as described in Chapter 2.
Photoemission: For simplicity, in all models the sun is treated as a point source
directly above the shield. Only the sun-lit face of the shield emits photoelectrons
at a rate of Jph = 16mA/m2. The velocity and angular distribution of emitted
electrons are as per a Maxwellian distribution with temperature Tph = 3 eV.
Secondary electron emission from electron impact: EMSES, iPic3D and PTetra
compute yields from either Eq. 5.4 or 5.5 in Hastings and Garrett [2004]
with Eq. 5.5 being a linearization of the model in Katz et al. [1977] (see also
Section 4.2.4.2). LASP uses a fixed value of 2.75 for the secondary electron yield.
This value is obtained from a convolution of the solar wind thermal electron flux
of temperature Tsw = 85 eV , and Eq. 5.5 in Hastings and Garrett [2004]. In
this approximation, every incident solar wind electron has the same secondary
electron yield, independently of its energy or angle of incidence. Secondary
electron yields used in SPIS are based on a technical report by Katz et al. [1977].
In SPIS, yields of particles with an angle of incidence θ with the normal larger
that 60◦ are calculated assuming θ = 60◦. This is based on the assumption
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Figure 5.1: Comparison between secondary electron emission yields obtained
from Eqs. 5.4 and 5.5 (corrected) in Hastings and Garrett [2004], and the one
used in SPIS for two angles of incidence θ = 0◦ (top) and θ = 60◦ (bottom).
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that grazing angles are limited by material rugosity. The option of computing
secondary electron yields by assuming an incidence angle of 60◦ whenever θ
exceeds 60◦ has also been implemented in PTetra. In the cases considered here,
results obtained with and without this option are found to be essentially the
same. The surface material assumed here is Indium Tin Oxide (ITO) with
Emax = 300 eV and δmax = 2.5. A comparison between the yields is shown in
Figure 5.1. The three yields are found to be in excellent agreement for normal
incidence (θ = 0) up to incident energies ∼ 750 eV . For higher energies, Eq. 5.5
and the parameterization used in SPIS remain in good agreement, but Eq. 5.4
produces a significantly lower yield. For θ > 0 the agreement between Eq. 5.5
and SPIS remains good but in comparison, the yield predicted by Eq. 5.4 is
appreciably higher at lower energies, and lower at higher energies.
Secondary electron emission from ion impact and particle albedo: Only SPIS
accounts for secondary electron emission from ion impact. A particle albedo of
∼5% is assumed in both SPIS and LASP. These effects are deemed unimportant
in the simulations considered.
5.3 Simplified geometry of Solar Probe Plus
In our comparative study we adopt space environment conditions which are
believed to be relevant to what is expected for SPP near perihelion. They
are also similar to the ones assumed in recent articles by Guillemant et al.
[2012, 2013]; Deca et al. [2013]. The parameters are summarized in Table 5.1.
For manegiability, the somewhat simplified spacecraft geometry illustrated in
Figure 5.2 is considered. More specific, SPP is represented by an assembly
of three rectangular prisms corresponding to the heat shield, the spacecraft
body and a boom. All prisms have a square cross section with dimensions
1m×1m×0.1m for the shield, 0.5m×0.5m×1.5m for the spacecraft body and
0.1m×0.1m×2.2m for the boom. In all models, a Dirichlet condition is imposed
on the outer boundary of the simulation domains, with sizes varying with the
simulations as some codes produce stable results even on very small domains.
To show the consistency of results obtained with different numerical approaches
and thus serve to establish the confidence with which simulation results can be
used and to assess the impact of key physical processes on simulation results,
we define four cases as outlined below. We include the impact of photoelectron
and secondary electron emission, which are shown to have a significant effect
on the floating potential, as well as on the strength and spatial profile of the
sheath surrounding the spacecraft. Note that these cases are very similar to the
ones under consideration in Section 4.3.2.1.
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Figure 5.2: Illustration of the simplified Solar Probe Plus geometry used in the
simulations. The spacecraft consists of three superimposed rectangular prisms
with square cross sections. The axis of the spacecraft is directed toward the
sun.
Case 1 serves as the reference case and is most basic. Spacecraft-plasma
interaction is limited strictly to charging by solar wind electron and ion collection,
and the resulting generation of space charge density in the sheath region. For
simplicity, no magnetic field is taken into account and the satellite orbital
velocity is neglected; that is, in the satellite reference frame, plasma is seen as
flowing from the Sun, exactly in the Sun-satellite direction.
Case 2 is identical to Case 1 except for the inclusion of photoelectron emission
from the heat shield.
Case 3 is similar to Case 1, except for the inclusion of secondary electron
emission. EMSES, iPic3D and PTetra have obtained results using two different
empirical parameterization for secondary electron emission yields associated
with electron impact, i.e., Eqs. 4.5 and 4.6. SPIS, on the other hand, calculates
secondary electron yields from empirical formulas given in Katz et al. [1977],
while LASP uses a constant yield of 2.75. Both SPIS and LASP account for
∼95% absorption probability for incident electrons.
Case 4 is physically the most comprehensive case we consider. We take into
account both photoelectron and secondary electron emission, as well as a
interplanetary magnetic field directed radially sunward, and the satellite orbital
velocity at perihelion (see also Table 5.1).
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Table 5.1: Space environment and simulation parameters assumed in the SPP
case studies.
ne = ni 7× 109 m−3 orbital speed 195 km/s
ions 100% H+ Jph 16mA/m2
Te 85 eV Tph 3 eV
Ti 82 eV secondary emission model dependent
B 2µT radial Tse 2 eV
vsw 300 km/s radial particle albedo 5% in SPIS and LASP
0% in other models
Table 5.2: The spacecraft floating potentials computed with the five different
models, for each of the four space environment conditions summarized in Table
5.1. Superscripts ‘a’ and ‘b’ refer respectively to Eqs. 4.6 and 4.5 for the
calculation of secondary electron emission yield.
Φ (V) EMSES iPic3D LASP PTetra SPIS
Case 1 -225 -218 -218 -225 -224
Case 2 -26.7 -29.6 -30.0 -32.0 -28.2
Case 3 -13.2a -12.5a -14.8 -14.7a -10.8
-9.83b -11.8b -12.7b
Case 4 -10.0a -11.3a -11.2 -12.2a -7.6
-7.73b -10.6b -11.0b
5.4 Result analysis and discussion
In Table 5.2 the spacecraft floating potentials computed with the five different
models are summarized, for each of the four cases. In the Table, the superscripts
a and b refer respectively to Eqs. 4.6 and 4.5 for the calculation of the secondary
electron emission yield. The currents that are collected, emitted, and recollected
by the spacecraft at steady state are summarized in Table 5.3.
5.4.1 Case 1: solar wind plasma only
When considering solar wind plasma only, the spacecraft floating potentials
predicted by the five different models range in between Φ = −221.5± 3.5V(1).
1The potential value displayed is computed as the average potential from the five codes,
also indicating the range of the floating potentials obtained by the different models.
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Table 5.3: Comparison between the different contributions to the currents
collected and emitted at steady state by the spacecraft under the four conditions
summarized in Table 5.1. The subscripts e, p, sw, ph, se, em and rc refer
respectively to the electron, proton, solar wind, photoelectrons, secondary
electrons, emitted and recollected currents. Ie,total is the total electron current
collected. The superscripts ‘a’ and ‘b’ correspond to the secondary electron
yields calculated respectively with Eqs. 4.6 and 4.5.
I (mA) EMSES iPic3D LASP PTetra SPIS
Case 1 Ie,sw -0.76 -0.74 -0.73 -0.75 -0.69
Ip,sw 0.76 0.74 0.73 0.76 0.69
Case 2 Ie,sw -7.24 -6.62 -6.92 -6.70
Ip,sw 0.48 0.48 0.43 0.49 0.45
Iph,em 16 16 16 16 16
Iph,rc -9.24 -9.81 -9.57 -9.75
Ie,total -16.48 -16.48 -16.43 -16.49 -16.45
Case 3 Ie,sw -8.37a -8.36a -8.15
-8.57b -7.68 -8.45b
Ip,sw 0.45a 0.46a 0.46a 0.43
0.45b 0.46b 0.43 0.45b
Ise,em 22.52a 19.40a 20.21a 20.50
71.04b 63.27b 22.25 48.73b
Ise,rc -14.60a -12.30a -12.80
-62.92b -15.00 -50.73b
Ie,total -22.97a -19.86a -20.66a -20.95
-71.49b -63.69b 22.68 -59.18a
Ise,em/Ie,sw 2.63a 2.42a 2.52
8.30b 2.9 6.00b
Case 4 Ie,sw -8.61a -7.93 -7.92a -8.4
Ip,sw 0.61a 0.62a 0.62 0.58a 0.62
Iph,em 16 16 16 16 16
Iph,rc -12.73a -13.30 -13.178a -13.3
Ise,em 25.53a 21.94a 22.96 20.08a 21.2
Ise,rc -20.80a -18.33 -15.57a -16.2
Ie,total -42.14a -38.57a -39.56 -36.66a -37.9
Ise,em/Ie,sw 2.97a 2.9 2.53a 2.52
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Figure 5.3: One dimensional density profile for SPP along (top) and
perpendicular (bottom) to the spacecraft axis computed for Case 1. Both
profiles are along straight lines going through the mid box center.
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Figure 5.4: One dimensional potential profile for SPP along (top) and
perpendicular (bottom) to the spacecraft axis computed for Case 1. Both
profiles are along straight lines going through the mid box center.
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Note that this value is very close to the one found for a CubeSat under similar
plasma conditions (Table 4.4). Hence, the exact geometry of the modeled
spacecraft has little effect on the final potential, justifying our choice for a
simplified SPP geometry. Figures 5.3 and 5.4 show one-dimensional profiles of
the proton density and electric potential, respectively along the axes parallel
and perpendicular to the flow direction. With the supersonic proton flow, a
wake (i.e., an ion sparse region) forms behind the spacecraft. Interestingly,
the top panel of Figure 5.3 shows a clear enhancement in the proton density
(∼ 1010 m−3 at maximum) downstream of the boom. This is a consequence
of ion focusing due to negative spacecraft potential [Miloch et al., 2007]. The
strong negative sheath surrounding the spacecraft acts as a converging lens
for ions, and focuses them toward the satellite axis in the downstream region.
This in turn leads to a density increase. The results obtained from the five
different models are in good agreement in this most basic case. The quantitative
agreement among the spacecraft floating potentials computed with the models
is within 2%. The proton density and electric potential profiles also show good
agreement between the models.
5.4.2 Case 2: solar wind plasma and photoelectrons
By emitting photoelectrons from its sunlit surfaces, the spacecraft loses negative
charge, leading to a less negative floating potential compared to without
photoelectron emission. The resultant spacecraft potential obtained from our
models computes Φ = −26.7± 4.0V, compared to Φ = −221.5± 3.5V for Case
1. Important to note is that the spacecraft potential remains negative despite
the large photoelectron emission current. This is caused by the formation of
a potential barrier in front of the spacecraft sunlit surface which, referring to
Table 5.3, reflects approximately 60% of emitted electrons back to the satellite.
Hence, the potential barrier reduces the net effect of photoemission to 40% of
what it would be in the absence thereof. The fact that the floating potential
remains negative in this case results from the net emitted photoelectron current
Iph,em + Iph,rc being less than the collected solar wind electron current |Ie,sw|.
Figure 5.5 shows the electric potential profiles along two perpendicular lines going
through the spacecraft center. The top panel clearly shows the electron potential
barrier (seen as a potential dip in the figure) with a height of ΦW = 5− 8V and
a thickness of a few tens of cm just upstream of the heat shield. Although not
shown in the figures, the photoelectron density on the shield surface is found
to be ∼ 1011 m−3, with a corresponding Debye length ≈ 4 cm. Because of the
longer Debye length (λD ≈ 60 cm) of the surrounding background plasma, this
narrow and dense photoelectron layer cannot be neutralized, thus leading to
the formation of a potential barrier. In general, a potential barrier appears
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Figure 5.5: One dimensional potential profile for SPP along (top) and
perpendicular (bottom) to the spacecraft axis computed for Case 2. Both
profiles are along straight lines going through the mid box center.
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when a thin and dense cloud of photoelectrons forms near the sunlit surface
of a spacecraft. When the thickness of the cloud is smaller than the Debye
length of the background plasma, the associated space charge density cannot be
neutralized. If, in contrast, the cloud extends over lateral scale lengths larger
than the distance between the cloud density maximum and the surface, a large
fraction of photoelectrons reflected by the potential barrier will be recollected by
the spacecraft [Ergun et al., 2010; Guillemant et al., 2012]. Note that neglecting
edge effects, the percentage of photoelectrons reflected by the potential barrier
can be estimated as [1− exp(−ΦW /Tph)]× 100 = 80− 90%, corresponding to a
potential barrier height of 5-8V shown in Figure 5.5. This is somewhat larger
than the value of 60% obtained from the simulations. The discrepancy is most
likely caused by photoelectrons escaping from the edge of the spacecraft shield.
5.4.3 Case 3: solar wind plasma and secondary electrons
In Case 3, we investigate the effect of secondary electron emission, without
taking into account photoelectron emission. The resultant spacecraft potential
predicted by our models ranges from -9.8 to -14.8V. The potential is found less
negative compared to Case 2 (Φ = −26.7 ± 4.0V), indicating the secondary
electron current, Ise,em, to be larger than the photoelectron current, Iph,em =
16µA, when isolating both processes. Indeed, this is confirmed by the numbers
for Case 3 in Table 5.3, the net secondary electron current emission Ise,net =
Ise,em+Ise,rc ' 7.58±0.38mA is larger in magnitude than the net photoelectron
current emission Iph,net = Iph,em + Iph,rc ' 6.47 ± 0.29mA in Case 2. Also
here a significant potential barrier is formed around the spacecraft, causing an
appreciable fraction of emitted secondary electrons to be reflected back to the
spacecraft. In contrast to Case 2 where the potential barrier is only formed
upstream of the heat shield, Figure 5.6 shows a clear several-volt potential
barrier all around the spacecraft. Referring to Table 5.3, the larger extent
of the potential barrier leads to a higher fraction of reflected and recollected
electrons, compared to Case 2. From the table, the net current associated with
the secondary emission rate is seen to be less than that of the collected solar
wind electrons; |Ise,net/Ie,sw| < 1, where Ise,em = Ise,em + Ise,rc. This explains
why the spacecraft floating potential remains negative despite the large flux
of emitted secondary electrons. The bottom panel of Figure 5.8 also shows a
qualitative difference between the potential obtained from EMSES and LASP,
and that computed with the other models. Indeed, the figure shows a narrow
potential well of amplitude ΦW ≈ 3.6V for EMSES and ΦW ≈ 0.5V for LASP
downstream of the boom. This feature is not present in the potential profiles
obtained with the other models, predicting a monotonic potential downstream
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Figure 5.6: One dimensional potential profile for SPP along (top) and
perpendicular (bottom) to the spacecraft axis computed for Case 3. Both
profiles are along straight lines going through the mid box center.
98 CASE STUDY: SOLAR PROBE PLUS
from the boom. This qualitative difference between the models is likely due to
the different algorithms used to distribute and inject secondary electrons.
Effectively two different parameterizations have been used to model the
secondary electron yield in this case. All models use the corrected form of
Eq. 5.5 (superscript ‘a’ in Table 5.3) in Hastings and Garrett [2004], except
for SPIS, which uses the yield from [Katz et al., 1977]. Additionally, EMSES,
iPic3D, and PTetra have made simulations using Eq. 5.4 (superscript ‘b’) from
the same reference (these are Eqs. 4.5 and 4.6). It is found that, despite the
significantly larger yield obtained with Eq. 5.4 (by roughly a factor of three),
the floating potentials obtained with either equation are nearly the same. The
explanation is as follows. In the case considered, the negative potential well
associated with secondary electrons is sufficiently strong that increasing the
emission yield leads primarily to a larger fraction of electrons being reflected.
As a result, the net rate at which electron charges are lost, Ise,em − Ise,rc, is
relatively unaffected by an increase in the secondary electron emission yield
resulting from Eq. 5.4. Such a situation corresponds to a ‘saturated emission
regime’ in which an increased electron emission has relatively little effect on
the net rate at which electrons are lost by the spacecraft [Deca et al., 2013].
5.4.4 Case 4: with comprehensive physical effects
In Case 4 all physical effects considered in the previous three cases are taken
into account simultaneously and self-consistently, with the addition of (1) the
spacecraft orbital velocity and (2) the effect of a solar wind magnetic field. More
specific, we assume an orbital velocity of 195 km/s near perihelion, and a purely
radial magnetic field of magnitude 2µT pointing toward the Sun. The associated
thermal gyro-radius is ρe,sw ≈ 11m for solar wind electrons, ρph ≈ 2m for
photoelectrons and ρse ≈ 1.7m for secondary electrons. Thermal ions from the
solar wind are practically unmagnetized with a gyro-radius ρp,sw ≈ 460m. In
the simulations, the satellite ram velocity was assumed to be along the diagonal
of the (square) shield.
This case produces the least negative spacecraft floating potential ranging in
between Φ = −9.9 ± 2.5V for the different models. The resulting floating
potentials obtained in this case are higher by only a few volts compared to Case
3, but remain negative. This is despite a ∼1.8-fold increase in the total emitted
electron current (see Table 5.3). This relatively weak impact of combining
photoelectron and secondary electron emission is consistent with the space-
charge saturation regime noted above. In this regime, due to a strong barrier
surrounding the spacecraft, a significant increase in emitted electrons leads to a
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nearly equal increase in the fraction of electrons reflected back and recollected by
the spacecraft. As in cases 2 and 3, the negative sign of the floating potentials
found is here a consequence of the fact that the magnitude of the net emitted
electron current Inet = Iph,em + Iph,rc + Ise,rc = 7.66 ± 0.34mA is less than
that of the collected solar wind electron current |Ie,sw| = 8.26± 0.68mA.
Figures 5.7 and 5.8 show one-dimensional profiles of the ion density and electric
potential along the flow direction and along a line perpendicular to the spacecraft
axis. Figure 5.8 clearly illustrates the presence of the potential barrier of 6-
10V in height. It is this barrier that causes approximately 80% of emitted
photoelectrons and secondary electrons to be reflected back to the spacecraft.
The 2-D potential profile for Case 4 is illustrated in Figure 5.9.
5.5 Conclusions
Simulation results are presented from five different models developed to study
the interaction between spacecraft and their space environment.
The first and most basic case considers charging as a result of solar wind
electron and ion collection only. Given the different numerical approaches
used in our models (types of grids, particle trajectory integration, spacecraft
boundary conditions and Poisson solvers), the excellent agreement between
predictions indicates a high level of skill for modeling and predicting the
spacecraft interaction with its space environment. That is, with the correct
geometry, parameterization of physical processes and boundary conditions, we
believe that the numerical frameworks used in our models, will provide reliable
quantitative results.
The next cases focus on the effects of photoelectron and secondary electron
emission separately. In both cases electron emission leads to a significantly less
negative floating potential. This is due to the fact that the electron current
collected from the solar wind is compensated by a large net electron emission.
As noted in earlier studies, however, e.g., [Ergun et al., 2010; Guillemant et al.,
2012, 2013], for parameters representative of SPP at perihelion, the potential
remains negative because of the presence of a dense cloud of secondary electrons
near the emitting surfaces. The associated potential barrier causes most emitted
electrons to be reflected back to the surface, thus effectively quenching the net
emission rates. In contrast, without the potential barrier and the associated
reflection, the spacecraft potential would be large and positive, owing to electron
emission in the cases considered, being much larger than the solar wind electron
collection. Thus, for SPP near perihelion, both photoemission and secondary
electron emission associated with electron impact, are in a ‘saturated emission
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Figure 5.7: One dimensional ion (top) and electron (bottom) density profiles
for SPP along the plasma flow computed for Case 4. Both profiles are along
straight lines going through the mid box center. Note that the profiles cross
the area between the backside of the heat shield and the main spacecraft body
as indicated on the inset figure in the upper panel.
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Figure 5.8: Potential profiles for SPP along the plasma flow computed for Case
4. The profile runs along a straight line going through the mid box center. Note
that the profile crosses the area between the backside of the heat shield and the
main spacecraft body as indicated on the inset figure.
regime’ whereby an increase in electron current emitted at the surface yields a
proportionally much smaller increase in the net emission. The saturated emission
regime explains why, in Case 3, significantly different secondary electron yields
calculated from Eqs. 4.5 and 4.6 lead to practically the same floating potentials.
This regime also explains why the combination of both photoemission and
secondary emission yields nearly the same floating potential as with secondary
emission alone. The inclusion of the orbital velocity in the final case leads to the
formation of a deep potential trough in the wake side. The final case considered
also accounts for a magnetic field of 2µT, which is representative of the solar
wind near SPP perihelion.
In conclusion, the good agreement between the predictions obtained with our
models when the same physical processes are treated similarly points to the
soundness and reliability of the underlying computational frameworks. It also
suggests a high level of skill to simulate the interaction between spacecraft and
space environment, for a given set and parameterization of physical processes.
With the inclusion of more physical processes, with different parameterizations
and numerical implementations, our models lead to results with larger relative
differences. This is due to a combination of near cancellations between important
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Figure 5.9: Illustration of the 2-D potential profile at steady-state along the
direction of flow for Case 4 as computed by iPic3D.
physical processes, and different numerical parameterizations and numerical
implementations of these processes in our models. For space environment
conditions corresponding to SPP near perihelion, we predict that the spacecraft
will have a negative floating potential of Φ ≈ −10V and that it will operate in
a saturated emission regime.
Chapter 6
Solar wind interaction with
Lunar magnetic anomalies
In this chapter we present the first three-dimensional full-kinetic and
electromagnetic simulations of the solar wind interaction with Lunar crustal
magnetic anomalies (LMAs). Using once more the implicit particle-in-cell
code iPic3D, we confirm that LMAs may indeed be strong enough to stand
off the solar wind from directly impacting the Lunar surface forming a so-
called ‘mini-magnetosphere’, as suggested by spacecraft observations and theory.
Future human exploration as well as Lunar science in general hinges on a better
understanding of what could possibly be the smallest magnetospheres in our
solar system.
After a brief introduction (Section 6.1), the implementation of the LMA field
and the electromagnetic open boundary conditions, needed to produce a drifting
Maxwellian plasma through the computational box, are outlined in Section 6.2.
Using a dipole model centered just below an absorbing surface representing
the Lunar regolith, Section 6.3 describes the interaction of an idealized LMA
under plasma conditions such that only the electron population is magnetized.
Section 6.4 and 6.5 focus respectively on the particle dynamics and the behavior
of the mini-magnetosphere under varying plasma conditions. In Section 6.6 we
conclude and hint at future work.
The content of this chapter is published partly in Deca et al. [2014].
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6.1 Introduction
Unlike the Earth or Mercury, our Moon has no intrinsic magnetic field and is
therefore not shielded from the impinging solar wind by a magnetosphere. On
the other hand, it does possess small-scale crustal magnetic fields regions, or
Lunar magnetic anomalies (LMAs), which can range up to a few 100 km in size
with surface magnetic field strengths up to hundreds of nanoteslas [Fuller, 1974;
Dyal et al., 1974; Russell et al., 1974; Hood et al., 1981; Lin et al., 1988; Mitchell
et al., 2008]. Recent work has shown that LMAs can deflect solar wind protons
enough to form a mini-magnetosphere, a density cavity shielding the Lunar
surface from the impinging solar wind plasma [Lin et al., 1998; Harnett and
Winglee, 2000, 2002, 2003; Kurata et al., 2005; Halekas et al., 2008a; Wieser
et al., 2010; Lue et al., 2011; Bamford et al., 2012]. Understanding the detailed
physics of the solar wind interaction with LMAs, including magnetic shielding,
particle dynamics and surface charging is thus vital to evaluate its implications
for Lunar exploration.
Due to the small spatial scales of LMAs relative to the solar wind ion-
gyroradius, the dominating physical processes in the interaction are highly
non-adiabatic [Poppe et al., 2012; Kallio et al., 2012; Saito et al., 2012; Wang
et al., 2012, 2013]. Magnetohydrodynamic (MHD) [Harnett and Winglee, 2000,
2002, 2003] or hybrid [Poppe et al., 2012; Kallio et al., 2012; Jarvinen et al., 2014]
simulations, lacking the ability to investigate the effects of charge separation,
are therefore by principle insufficient for detailed modeling of the near-surface
Lunar plasma environment and a kinetic model is an absolute must. A few
simulation and modeling efforts, however, deserve mentioning in more detail as
they paved the way towards the current work.
Early MHD simulations [Harnett and Winglee, 2000, 2002, 2003], together with
recent observational developments (e.g. Lin et al. [1998], Kurata et al. [2005],
Bamford et al. [2012]) sparked a renewed interest to better understand the solar
wind interaction with LMAs, possibly the smallest magnetosphere structures
in our solar system, after their initial discovery by the Apollo missions. For
example, Wang et al. [2012, 2013] conduct laboratory experiments studying the
potential structures related to surface charging emerging from the interaction of
a small dipole, corresponding to a moderate-strength LMA in which the electron
population is magnetized but the ions remain unmagnetized. Shaikhislamov
et al. [2013, 2014], then, focus on a comparison of laboratory experiments with
2-D Hall-MHD simulations to estimate the importance of the Hall electric field
in the decoupling of ion and electron motion in small dipolar fields, concluding
that Hall currents must play indeed a major role to form mini-magnetospheres.
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Using a 1.5-dimensional electrostatic hybrid particle-in-cell approach, Poppe
et al. [2012] describe the interaction between the solar wind, a dipolar LMA
and the Lunar surface with particular interest to the magnetic cusp regions.
Their work discusses the implications LMAs might have on space weathering
and proton bombardment on the Lunar surface and hint towards a consistent
picture for a formation mechanism for Lunar swirls. Kallio et al. [2012] take the
next leap and simulate a particle density halo surrounding the dipole field where
the proton density and particle fluxes are higher than in the free-streaming
solar wind, in qualitative agreement with observations from the Chandrayaan
mission and showing once more the importance of finite-gyroradius effects to
explain the near-surface Lunar plasma environment. Most recently, Jarvinen
et al. [2014] recover from 3-D hybrid simulations mimicking the Gerasimovich
magnetic anomaly potential differences on the Lunar surface similar to observed
values by the Kaguya spacecraft and suggest that electrostatic potentials around
LMAs can be formed by decoupling of ion and electron motion, even without
charge separation.
With our full-kinetic model, implemented in iPic3D, we now significantly
extend the list above, adding a completely self-consistent approach capable
of discovering the finest kinetic details of the solar wind - LMA interaction.
For a more extended review on Lunar science we refer the interested reader to
Section 1.4.
6.2 Numerical algorithm
The implicit moment method [Mason, 1981; Brackbill and Forslund, 1982;
Lapenta et al., 2006] implemented in iPic3D (Section 2.3.2) is designed especially
to overcome the numerical constraints conventional explicit particle-in-cell (PIC)
codes suffer from, hence providing the ideal framework for multi-scale LMA
simulations under various plasma conditions. Two extra functionalities are
needed on top of the standard code: the possibility to have an external magnetic
field superimposed on the background interplanetary magnetic field (IMF) and
representing the anomaly, and electromagnetic open boundary conditions (BCs)
providing a uniform drifting Maxwellian plasma through the computational
box.
106 SOLAR WIND INTERACTION WITH LUNAR MAGNETIC ANOMALIES
Figure 6.1: Typical simulation setup to study Lunar magnetic anomalies with
iPi3D. The dipole center is situated along the X axis, just below the Lunar
surface (YZ plane). The dipole vector points along the Y axis. No interplanetary
magnetic field is present.
6.2.1 Implementation of the LMA field
Typically, the LMA field structure is highly non-dipolar [Mitchell et al., 2008]
and a challenge on its own to model. Kurata et al. [2005], however, have proven
that a combination of magnetic dipoles holds a good approximation in some
cases. Following their strategy, the original implicit algorithm (Section 2.3.2)
is modified to accommodate an external dipole magnetic field component B′,
superimposed on the self-consistent (internal) magnetic field B:
B′(r) = µ04pi
(
3(m · (r − r0))(r − r0)
(r − r0)5 −
m
(r − r0)3
)
, (6.1)
with the source located at r0 and m the dipole moment (in Am2). Considering
Cartesian coordinates, the plane YZ is chosen parallel to the Lunar surface and
the X direction parallel to the unperturbed solar wind flow. The dipole source
r0 is embedded in the Lunar regolith and the configuration is illustrated in
Figure 6.1. The external magnetic field B′ is introduced in both the particle
mover (Eq. 2.53) and the field solver (Eq. 2.43).
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6.2.2 Open boundary conditions
Universal open boundary conditions for PIC simulations satisfying any arbitrary
physical problem are unfortunately a utopia, as proven by previous intense
research in applications concerning, e.g., dipole-solar wind interaction problems
([Buneman et al., 1992, 1993]) or magnetic reconnection studies ([Daughton
et al., 2006; Divin et al., 2007; Klimas et al., 2008]).
The iPic3D code, then, is no different. Extensive (calculated) trial-and-error
simulations converged to an approach similar to the implementation by Divin
et al. [2007], producing a stable flowing plasma when the solar wind velocity is
at least as fast as the slowest plasma species in the simulation (not satisfying
this condition leads to a significantly non-zero net-charge in the box due to the
mesosonic nature of the simulated plasma). The uniform drifting Maxwellian
plasma through the computational box, having a thermal spread vth,s, with s
the species, and a bulk (solar wind) flow velocity vsw, is created according to
the outline below.
The particle-BCs are enforced in three steps:
(1). Fresh particles are generated every time step in a buffer layer of six cells
near all boundaries with a velocity vsw+vth,s, where vsw is a fixed quantity,
whereas vth,s is the random thermal velocity of the species s.
(2). All the particles in the computational box are moved using the particle
mover algorithm including the external LMA field.
(3). The escaping particles (outside of the computational box) are removed
from the simulation. Note that deleted particles do not leave any charge
at the boundaries [Divin et al., 2007; Klimas et al., 2008], unlike charge-
deposit schemes [Buneman et al., 1992, 1993].
In addition, one of the boundaries (x = 0) acts as a perfect absorber and
represents the Lunar surface. No particles are generated in the buffer layer on
that side of the computational box.
Secondly, the most stable evolution for the LMA problem, implemented in the
present work, is obtained under ‘fixed’ field-BCs, that is for the fields E and B
fixed to the initial (t = 0) value at the boundary cells. At first, such BCs seem
to be in contradiction with the exact solution of the Maxwell set of equations,
however:
(1). Such BCs do not seem to produce boundary artifacts or numerical energy
imbalance over the whole simulation run.
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(2). The quiet solar wind, bringing a constant interplanetary magnetic field
B = BIMF and carrying no current, occupies most of the computational
domain. In contrast, at the Lunar side of the box the dipole field is very
strong compared to the induced currents. Hence setting the magnetic
field BCs as B = B(t = 0) is justified in almost all boundary cells. Note
that any deviation from the solenoidal condition, ∇ ·B = 0, is corrected
by the projection method used in the Poisson solver.
(3). The electric field is advanced over time using a constant electric field set
at the boundaries: E = E(t = 0) = −vsw ×BIMF. Any deviation from
∇ ·E = 4piρ is corrected using the Poisson solver. In addition, a 7-point
smoothing (in 3-D) is applied to the electric field every time step to reduce
numerical noise. No significant tangential currents are produced at the
boundaries using this setup.
6.2.3 Normalization
The numerical stability of a computer code can be significantly improved when
all physical quantities, typically having a wide range of magnitudes, are scaled
(close) to order one [Higham, 2002]. iPic3D therefore uses normalized CGS
units internally, setting the speed of light c = 1, the ion mass per charge
m/e = 1 and the ion inertial length di = 1. A convenient consequence of this
normalization procedure is that one and the same simulation setup can apply
to various physical systems, as long as the ratios of the dimensionless variables
are identical [Markidis, 2010].
Three-dimensional large-scale simulations with a realistic speed of light and
electron mass are rather expensive, and therefore also reduced values are adopted
for these quantities. All the simulations reported in this chapter adopt an ion-to-
electron mass ratio of mi/me = 256 in which mi is the reference value of mass
for further calculations, and a speed of light value c/vsw ≈ 59, still ensuring a
mesosonic solar wind flow vsw. Note that the latter scaling does not affect the
presented research [Bret and Dieckmann, 2010].
As per example, we compute the Debye length in so-called ‘code units’ for
a drifting plasma with electron temperature Te = 15 eV and velocity vsw =
600 km s−1 (vthe is the electron thermal velocity, ωpi and ωpe are the ion and
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electron plasma frequency, respectively):
λD/di = (vthe/c) · (ωpi/ωpe) (6.2)
= (
√
kBTe/(mi,real/256)/c) ·
√
me/mi (6.3)
=

√
1.38×10−23 J/K·15 eV·11604 K/eV
1.67×10−27 kg/256
6.0× 105m/s · 59
 ·√1/256 (6.4)
∼ 0.0011. (6.5)
Choosing, e.g., a grid spacing of ∆x = (1 di/512) ∼ 0.002 di, one finds that
the Debye length is not resolved for this particular setup (as is generally not
required for an implicit algorithm). The electron skin depth de =
√
me/mi ·di =
0.0625 di = 32∆x, however, is.
6.3 General interaction
To describe the general interaction of a dipole model centered just below the
Lunar surface under plasma conditions such that only the electron population
is magnetized, we adopt a mesosonic electron-ion isothermal solar wind plasma
at 1 AU, as a reference, in a temperature and velocity regime close to typical
quiet solar wind conditions.
The following physical parameters are utilized [Kivelson and Russell, 1995]: the
plasma density is set nsw = 3 cm−3, corresponding to an ion inertial length
di ∼ 130 km; the ion and electron temperatures are Tsw = Ti = Te = 35 eV and
the solar wind velocity vsw = (−350, 0, 0) km s−1. The interplanetary magnetic
field BIMF = (0, 6, 0) nT is chosen anti-parallel to the dipole field, hence creating
a line of zero field strength in the magnetic topology along the Z-axis. Since
the solar wind parameters can fluctuate significantly, we choose to adopt this
rather high solar wind temperature to improve numerical stability. The dipole
moment m = (0,Md, 0), where Md = 11.2× 1012 Am2, resembles the strongest
component of the two-dipole model for the Reiner Gamma magnetic anomaly
region by Kurata et al. [2005]. The source is placed 13 km below the absorbing
Lunar surface.
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Figure 6.2: 2-D electron (top) and ion (bottom) charge density profiles, scaled
to the initial density, nsw, and along the dipole axis (Y direction) at z = 0
after the simulation has reached quasi-steady state. The solar wind is flowing
perpendicular (in the -X direction) to the Lunar surface at x = 0. Superimposed
in black are magnetic field lines.
The size of the computational box measures (Lx, Ly, Lz) = (0.625, 1.25, 1.25) di(1),
with the absorbing surface located at x = 0 and the dipole placed at the
point (−0.1, 0, 0). The grid size is Nx × Ny × Nz = 320 × 640 × 640 with 64
particles per cell per species initially. Note that the electron scales are well
resolved in our simulations: the electron skin depth de = 0.0625 di = 32 ∆x,
with ∆x the grid spacing. The time step is set relative to the ion plasma
frequency: ∆t = 0.01875ω−1pi , that is thermal electrons pass only 0.4 ∆x in 1 ∆t.
An overview of the physical and numerical simulation parameters is given in
Table 6.1.
1Initially low-resolution simulations were performed on a larger domain to ensure that the
current size does not influence the plasma evolution in the box.
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Table 6.1: Input physical parameters used in the LMA simulations and reference
values in the free-streaming solar wind for Run A in both SI and code units
(between square brackets).
mi/me 256 [256]
Tsw (eV) 35
nsw (m−3) 3× 106 [1]
vth,e (m/s) 9.3× 105 [0.045]
vth,i (m/s) 6.2× 104 [0.003]
|vsw| (m/s) 3.5× 105 [0.017]
vsw vector (-1,0,0)
Bx,IMF (T) 0 [0]
By,IMF (T) 3× 10−9 [0.0016]
Bz,IMF (T) 0 [0]
Md (Am2) 1.12× 1012 [0.0005]
Time step (ω−1pi ) 0.01875
Domain size (di) 0.625×1.25×1.25
Resolution (di) 1.95× 10−3
Particles/cell/species 64
Dipole vector (0,Md, 0)
Dipole source (di) (−0.1, 0, 0)
di (m) 1.3× 105 [1]
de (m) 8.2× 103 [0.0625]
ωpi (rad/sec) 2.3× 103 [1]
ωpe (rad/sec) 3.7× 104 [16]
ωci (rad/sec) 2.5× 10−1 [0.0016]
ωce (rad/sec) 6.4× 101 [0.4096]
ri (m) 2.5× 105 [1.92]
re (m) 1.4× 104 [0.11]
λD (m) 3.7× 102 [0.0028]
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Figure 6.2 shows the 2-D electron (top) and ion (bottom) charge density profiles
along the dipole axis (XY plane) at z = 0, after the simulation has reached quasi-
steady state (after ± 8 000 time cycles). Superimposed in black are magnetic
field lines. The solar wind magnetic field direction, BIMF, is opposite to the
dipole magnetic field along the line y = Ly/2, z = Lz/2, hence creating a zero-
point in the total magnetic field configuration at 0.29 di above the surface, and
by extension a zero-line across the entire LMA in the Z direction (Figure 6.7).
As the solar wind impinges on the dipolar structure, perpendicular to the
Lunar surface, both ions and electrons are deflected towards the cusp regions
and a density cavity is created surrounded by a higher density halo: a mini-
magnetosphere has formed. The halo region consists of solar wind particles
which are temporarily packed against the dipole field close to the point
where the magnetic pressure equals the solar wind plasma pressure. Note
especially that the magnetic field line structure does not coincide with the
charge density/magnetic pressure profile (see also Figure 6.3).
Under the present solar wind conditions, the halo has its highest point at 0.1 di
(13 km) above the Lunar regolith in the direction of the sub-solar point. At
this point the structure is about one electron skin depth (∼8 km) thick and
has a maximum density approximately 1.6 times the solar wind value. A clear
gradient exists both in the halo, varying with position along the Y-axis, and
towards the surface as well. Plasma is piled up more towards the cusp regions
(up to 3 times the initial density). Similarly, the surface is best shielded away
from the dipole center as both ions and electrons are more easily deflected
with increasing angle between the magnetic field and solar wind direction. On
average less than 10% of electron manages to reach the Lunar surface within
the mini-magnetosphere density structure, in contrast to only 8% of ions in the
(small) best shielding regions and up to 60% towards the central region of the
mini-magnetosphere (Figure 6.4, right panel). Keep in mind that a correction
to the latter numbers will be needed when incorporating ion reflection from the
surface in the numerical model later on (not reported in this work).
Given the scale size of the anomaly, only the electron population is magnetized,
whereas the ions, due to their higher mass, should in principle only feel the dipole
field much closer to the Lunar surface before being scattered non-adiabatically
(for reference, we have plotted the gyroradii close to the surface in the upper
panel of Figure 6.5, re,halo ≈ 10 km and ri,halo ≈ 100 km). Ions thus easily
penetrate the density halo further and create a charge separation between
both species. The latter results in the generation of a large normal electric
field, En, directed along X towards the sub-solar point (Figure 6.6). Note
that large electric fields also exist in the cusp regions as a result of particles
being trapped in the magnetic bottle. Almost instantly after the start of the
simulation, En becomes large enough to also deflect the ions. The formation of
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Figure 6.3: Profiles along the direction parallel to the solar wind flow and
through the center of the dipole. The upper panel presents the density
profiles, normalized to the initial density nsw. The remaining panels hold
the magnetic and kinetic pressure profiles for the electron (middle) and ion
(bottom) populations, in code units.
the mini-magnetosphere is therefore mainly an electrostatic effect and a direct
consequence of charge separation in the halo region.
We do not observe a clear shock associated with the mini-magnetosphere
structure as the interaction region is much smaller than the gyroradii of the
ions [Kallio et al., 2012] and plasma penetrates the halo at a too high velocity for
a stationary shock to exist [Shaikhislamov et al., 2013]. Making the analogy with
Earth’s magnetosphere [Harnett and Winglee, 2000; Kallio et al., 2012], however,
one could refer to the higher density barrier as an electrosheath rather than the
magnetosheath, because the mini-magnetosphere structure is formed under the
impulse of the electron dynamics. In connection with the latter comparison, no
large scale deviations in the magnetic field structure are observed with respect
to the original Bdipole + BIMF field. As expected, the dipolar structure is
compressed in the X direction and skewed in the positive Z direction (Figure 6.5,
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Figure 6.5: Profiles along the direction parallel to the solar wind flow and
through the center of the dipole. The upper panel presents the gyroradii of the
two plasma species, estimated from the local simulation parameters. The middle
panel shows the compression of the total magnetic field (Bf = BIMF +Bdipole)
with respect to the initial setup (Bs = BIMF(t = 0) +Bdipole(t = 0)) along the
three axes. The bottom panel displays the magnitude along the profile for Bs
and Bf .
middle panel) as the magnetized electrons also drag the magnetic structure
with them when flowing along the electrosheath.
Turning our attention back to Figure 6.4, a much more complicated structure is
observed in the planes perpendicular to the dipole axis. The mini-magnetosphere
has an oval asymmetric density structure in the YZ plane close to the surface
(right panel). At the Lunar surface, the LMA measures approximately 65 km
(0.5 di) in Y and 80 km (0.6 di) in the Z direction including the halo (0.2 di×0.3 di
measuring only the density cavity). The halo (and consequently also the
electrosheath, Figure 6.7) is not uniform on all edges and various substructures
can be identified. The highest particle concentrations are found on the outside
of the cusp regions where also the gradient of the magnetic field to the surface is
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Figure 6.6: Component of the electric field along the X direction in the XY
plane (z = 0), i.e. the normal electric field. Superimposed in black are magnetic
field lines.
largest. Note from the lower left panel, in comparison with the upper left panel,
that the density profile along the halo in the XZ plane is elongated towards the
positive Z direction.
Indeed, under the influence of the ∇B and E ×B drift motions, the electrons
packed against the halo are pushed in the +Z direction along the entire length
of the electrosheath (see Section 6.4.1 for more details). The much heavier
ions, on the other hand, are deflected on all sides of the dipole structure by the
normal electric field, En, and subsequently an asymmetric density cavity/halo
is created in response to the LMA field presence. Note that neither MHD nor
hybrid simulations can correctly model this configuration, because the process
is initiated by the electrons having highly non-Maxwellian velocity distributions
near the mini-magnetosphere structure (Section 6.4.2). A simulation effort
by Jarvinen et al. [2014] does manage to obtain an asymmetric electric field
structure when including the Hall term in their 3-D hybrid model, but a
density cavity, however, it is not obtained. Although not shown in this work,
iPic3D does predict (be it a weak) mini-magnetosphere structure under similar
plasma conditions (Jarvinen et al. [2014] adopt a surface magnetic field strength
approximately half the value initialized in the setup discussed above for run A).
Finally, Figure 6.7 presents a 3-D overview of the simulation at steady-
state, presenting the most important characteristics of the solar wind - LMA
interaction.
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Figure 6.7: 3-D overview of the simulation at steady-state (Run A in Table 6.2),
showing the 2-D surface electron charge density profile, the Z component of the
electron current density along/above the halo, magnetic field lines local to the
LMA (white) and connected to the IMF (grey), and the location of the zero-line
in the magnetic field magnitude (purple).
6.4 Electron and ion dynamics
6.4.1 Particle drifts and halo interaction
When the solar wind plasma approaches the electrosheath, the influence of
the LMA and its associated electric field, formed by charge separation and
anchored in the mini-magnetosphere halo boundary, increases with increasing
magnitude of the fields towards the density structure. The electron population is
significantly heated (Figure 6.8, upper panel) and accelerated in the Z direction
(Figure 6.9, lower panel), perpendicular to the dipole axis, by a combination of
the ∇B,
v∇B =
mv2⊥
2eB3 (B ×∇B), (6.6)
and E ×B drifts,
vE×B =
E ×B
B2
(6.7)
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Figure 6.8: Total energy distributions along the direction parallel to the solar
wind flow and through the center of the dipole for the electron (upper panel)
and ion population (lower panel).
[Baumjohann and Treumann, 1996] from the point downwards where the electron
kinetic pressure equals the magnetic field pressure. For completeness and later
discussion, Figures 6.9 and 6.10 present the electron and ion velocity distributions
along the profile parallel to the solar wind flow and through the center of the
dipole along the three axes.
Evaluating the three panels of Figure 6.11, the Z-component of the E ×B-drift
is prevalent by an order of magnitude for the lightest plasma species, thus
predicting an overall motion of the electrons along the halo in the positive Z
direction. This is indeed what is observed in the simulations (e.g. Figure 6.9,
lower panel). Note, since the ions are much heavier and moving with velocity
vsw rather than vth,i perpendicular to the magnetic field, the ∇B component
outruns the E ×B-drift component in this case. The ion population, however,
is not magnetized and seems not to follow the motion dictated by the guiding-
center theory. The particle-ensemble, rather, is deflected on all sides of the
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Figure 6.9: Electron velocity distributions along the profile parallel to the solar
wind flow and through the center of the dipole, normalized to code units. The
components along the three axes are shown separately in the three subsequent
panels.
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Figure 6.10: Ion velocity distributions along the profile parallel to the solar
wind flow and through the center of the dipole, normalized to code units. The
components along the three axes are shown separately in the three subsequent
panels.
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Figure 6.11: Normalized E×B (upper panel) and ∇B (middle and lower panel
for the electron, respectively ion population) particle drift estimates from the
guiding-center theory.
dipole structure by the normal electric field and the increasing magnetic field
pressure closer to the surface. A small deflection to the negative Z direction
is nevertheless observed close to x = 0, the Lunar surface, in the bottom
panel of Figure 6.10 since the mini-magnetosphere structure is skewed in the
opposite direction. Secondly, the combination of the LMA and IMF field leads
to areas within the simulation domain with vanishing magnetic fields, where
the assumptions for the latter are violated even for both particle species. e.g.,
close to the zero-line (Figure 6.5, upper panel).
The density along the profile parallel to the solar wind flow and through the
center of the dipole (Figure 6.3) starts rising at 0.15 di (≈ 19 km) above the
surface, close to the point where the ion dynamic pressure equals the magnetic
pressure. The density peaks slightly closer at 0.1 di (. 13 km). In between
those points a part of the ion kinetic pressure is converted into thermal pressure
causing the incoming ion plasma to slow down up to 50% of its original velocity
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(Figure 6.10, upper panel). Most of the ion plasma, however, penetrates the
electrosheath and the halo region. The least energetic part of the ion population
interacts with the halo causing ∼5% of the total incident plasma to be reflected
back upstream, a number quantitatively consistent with observations by, e.g.,
Saito et al. [2012], and simulations, e.g., Kallio et al. [2012]. Within the
electrosheath the solar wind ions are slowed down.
The solar wind magnetic field direction, BIMF, is opposite to the dipole magnetic
field along the line (y = Ly/2, z = Lz/2), hence creating a zero-point in the
total magnetic field configuration at 0.29 di above the surface, and by extension
a zero-line across the LMA in the Z direction (Figure 6.7). Notably, we do not
observe any particle flows associated with magnetic reconnection, indicating
that the mini-magnetosphere electrosheath currents cannot shield off the dipole
field completely, either because of the absorbing surface or the strongly non-
adiabatic behavior of the ions [Shaikhislamov et al., 2013]. Increasing the
magnetic dipole moment, however, can move the neutral line close enough to
the density halo to produce favorable conditions for electron acceleration by
the solar wind electric field, bringing more resemblance with the conventional
large-scale (Earth) magnetosphere. We will, however, not elaborate on the
latter in the current work.
6.4.2 Particle distribution functions
After having presented the macroscopic structure of the mini-magnetosphere
and the general behavior of the plasma in the LMA field, we now shift our
focus to the particle distribution functions on a few specific locations in the
computational domain.
In Figure 6.12, the electron and ion particle distributions are displayed along
the X, Y and Z axes just below the inflow boundary of the simulation box at
0.45 di above the Lunar surface and directly upstream of the dipole source. This
area represents the free-stream solar wind plasma.
The distribution functions are constructed using all particles per species available
in a 8 × 8 × 8-cell cubic domain (0.016 di × 0.016 di × 0.016 di) with center
(x, y, z) = (0.45, 0, 0) di. In the chosen setup and for this particular position,
the Y direction can be considered parallel to the magnetic field, whereas the
X and Z directions are perpendicular to B. Plotted in blue and red are the
simulation results obtained subdividing velocity space into 200 bins over the
range vsw± 6vth,s, with s the plasma species. The green dashed line is not a fit,
but rather an upstream reference Maxwellian distribution with temperature Tsw
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Figure 6.12: Ion (blue) and electron (red) particle distribution functions along
the three axes, sampled at 0.45 di above the Lunar surface and directly upstream
of the dipole source. For reference a Maxwellian distribution with temperature
Tsw and drift velocity vsw, the reference values for the initial solar wind plasma
(Table 6.2), is displayed in dashed green as well.
and drift velocity vsw, the values for the initial solar wind plasma (Table 6.2):
f(v) = ns
√
ms
2pikBTsw
exp
(
ms(v − vsw)2
2kBTsw
)
, (6.8)
kB = 1.3807× 10−23JK−1 is the Boltzmann constant. Both the electron and
ion distributions show along the three directions an almost perfect fit with
Eq. 6.8, as expected. Slight deviations are possibly due to the weak dipole field
in combination with the IMF present at this location and a combination of
small-scale numerical deviations in the initialization of the particle distributions.
Note, the excellent agreement in Figure 6.12 does not only serve as a reference
for later discussions but also proves that the open boundary conditions described
in Section 6.2.2 work correctly and produce the desired drifting Maxwellian
plasma.
In addition to the drifting solar wind plasma, a second component in the ion
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Figure 6.13: Ion (blue) and electron (red) particle distribution functions along
the three axes, sampled at 0.15 di above the Lunar surface (0.05 di above the halo
center) and directly upstream of the dipole source. For reference a Maxwellian
distribution with temperature Tsw and drift velocity vsw, the reference values
for the initial solar wind plasma (Table 6.2), is displayed in dashed green as
well.
vx-distribution is observed corresponding to particles traveling upstream with
an average velocity of 0.012 (in code units), slightly slower than the incoming
solar wind velocity vsw = −0.017. The amount of backstreaming ions at this
altitude accounts for only 0.5 - 1% of the total ion population and finds its
origin in the interaction of the solar wind with the mini-magnetosphere. A
reflected component is present along the entire inflow plane as well as at the side
boundaries of the simulation domain at an angle consistent with a LMA origin.
The mini-magnetosphere thus reflects ions in all possible directions away from its
density structure and the Lunar regolith. The strongest reflected component is
observed directly above the LMA. Lower resolution simulations (not shown here)
indicate a detectable reflected ion population up to 0.75 ri upstream (120 km
above the Lunar surface), ∼25% lower than predicted by Bamford et al. [2012].
Remark that the (unmagnetized) backstreaming ions travel perpendicular to
the magnetic field.
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Figure 6.14: Electron particle distribution functions along the three axes (red),
sampled at 6 locations above the Lunar surface and directly upstream of the
dipole source, as indicated in the upper left corner of each panel (in code
units). For reference a Maxwellian distribution with temperature Tsw and drift
velocity vsw, the reference values for the initial solar wind plasma (Table 6.2),
is displayed in dashed green as well.
Moving closer to the halo, the backstreaming ion-component enlarges. At 0.15 di
above the surface (0.05 di above the halo center), approximately 6% of the
solar wind ions are reflected (Figure 6.13), the average particle streaming up
at a velocity vx = 0.01. The distribution is non-Maxwellian. Looking from
high to low reflection velocities, the profile rises steep at vx = 0.014, but has a
more elongated tail towards zero, indicating a cut-off value for the reflected ion
velocity. Assuming that particles with high energy are also reflected with higher
velocities, one can conclude that particles traveling at higher velocities than the
cut-off value will simply pass through the halo, unable to be stopped by the
normal electric field above in the halo. The flattened part of the distribution
disappears quickly further upstream. The more energetic the ion on reflection,
the further upstream it will travel [Savoini et al., 2013]. Secondly, as mentioned
before, the incoming solar wind ion population is slowed down by the strong
normal electric field component. The original Maxwellian velocity distribution,
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Figure 6.15: Loss-cone signature in the electron velocity space at 0.01 di above
the density halo (x = 0.11 di).
however, is preserved in all three directions and the plasma is decelerated
as a whole for −0.03 ≤ x ≤ −0.01. Although not shown, at x = 0.1 di,
inside the pile-up region, both components of the vx-distribution have become
indistinguishable (vx = −0.01). The vz-distribution is shifted by vz = −0.003
at this altitude. Note that the ion vy-distribution is seemingly unaffected by
the various interactions at play close to the mini-magnetosphere.
Focussing on the electron distribution functions, then, no clear deflections from
the initial Maxwellian are observed higher than x = 0.4 di (6.4 de) above the
Lunar surface. Below this altitude, a supra-thermal wing becomes noticeable in
the upstream (-X) direction of the distribution function along vx (Figure 6.14,
upper middle panel). Note, the sampling box is still well above the zero-point
in the field at x = 0.29 di. The asymmetric profile evolves into a flat-top
distribution at x = 0.2 di (0.1 di above the halo, upper right panel) when the
slowest electrons become influenced by the E ×B drift mechanism. The latter
is also observed in the second perpendicular direction. Electrons with a small
vz-component are affected first and accelerated in the positive Z-direction,
causing the top of the vz-distribution to shift away from vz = 0 (not shown).
Note that at this point we have surpassed the zero-point in the magnetic field
topology as well without observing the electron distributions typically associated
with a reconnection region [Asano et al., 2008]. In the lower middle panel, the
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Figure 6.16: Ion (blue) and electron (red) particle distribution functions along
the three axes, sampled at 0.11 di above the Lunar surface (0.01 di above the halo
center) and directly upstream of the dipole source. For reference a Maxwellian
distribution with temperature Tsw and drift velocity vsw, the reference values
for the initial solar wind plasma (Table 6.2), is displayed in dashed green as
well.
distribution at 0.01 di above the halo is shown. A clear bimodal (double-bump)
profile prevails with mean velocities vx,1 = 0.1 and vx,2 = −0.06. Plotting
(vx, vy) = (v⊥,1, v‖)-space we observe a clear signature of a loss-cone distribution
(Figure 6.15), indicating that the electrons most likely undergo mirror reflection
(Fermi acceleration) at the density halo similar to processes observed in the
Earth’s foreshock region [Leubner and Vörös, 2012; Savoini and Lembège, 2001].
A symmetric supra-thermal distribution is observed in the component parallel to
the magnetic field (upper middle panel in Figure 6.16). Two clear components
in the vz-distribution are present here as well (upper left panel); an isotropic
flat-top distribution with superimposed a significantly accelerated beam with
average velocity vz = 0.017. Electrons are thus scattered and accelerated in the
positive Z-direction. Moving inside the halo, both perpendicular components
(X and Z) evolve into a flat-top distribution, while along the parallel direction
the electrons are further thermalized (not shown).
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6.5 Impact of the plasma environment
As many characteristics of the solar wind-LMA interaction discussed above are
highly dependent on the features of the Lunar and upstream plasma environment,
it is interesting to detail how the mini-magnetosphere structure and its shielding
efficiency changes with changing solar wind conditions. We focus in this
section on the influence of both the IMF and solar wind direction/strength on
the macroscopic structure of the mini-magnetosphere in comparison with the
above discussion. By changing only one parameter at the time in the various
simulations, the impact of every factor is most easily evaluated. An overview of
the parameter set for the different runs is presented in Table 6.2.
6.5.1 The interplanetary magnetic field
Varying the IMF direction
Keeping the magnitude of the IMF constant, we vary its direction only and
consider three cases: BIMF = (0,−0.0016, 0) (Run B in Table 6.2), BIMF =
(0.00113, 0.00113, 0) (Run C) and BIMF = (−0.0016, 0, 0) (Run D). Figure 6.17
shows the main characteristics of the density and magnetic field structure along
the dipole axis and perpendicular to the Lunar surface at x = 0.01 di.
At first sight, comparing to run A discussed above, the IMF direction has little
impact on the overall density structure of the mini-magnetosphere, although
the magnetic field structure outside the density halo is very different from one
case to another. This is not entirely surprising, as the dipole field at the halo
is an order of magnitude larger than |BIMF|. Run B produces a more round
structure compared to Run A, whereas for Run C and D the shielding region is
skewed because the IMF interacts with the dipole field under an asymmetric
angle. Note that in the lower panel for Run B in Figure 6.17 two bands/spots of
higher density are present within the outer halo (most pronounced for negative
Z values). These correspond to particles initially penetrating the halo before
being pushed outwards.
The halo stabilizes in all four cases at x = 0.1 di above the Lunar surface
(Figure 6.18). The width of the pile-up region is similar as well for all but Run
B, where an IMF anti-parallel to the dipole vector, hence not producing a line
of zero magnetic field above the LMA structure, results in a much wider area of
increased density towards the surface. Without the IMF opposing the dipole
magnetic field, the mini-magnetosphere magnetic field compresses less and a
more gentle transition from the solar wind to the LMA influence region causes
a 25% weaker normal electric field above the halo (not shown). Subsequently
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Figure 6.18: Density profiles along the direction parallel to the solar wind flow
and through the center of the dipole for Runs A → D, normalized to the initial
density nsw.
both the ions and the electron population, the latter due to a slower E ×B
drift motion component, are allowed to penetrate deeper into the halo, affecting
also the number of backstreaming ions. At 0.05 di above the halo (x = 0.15 di)
there are significantly less reflected particles detected in the electrosheath as
compared to Run A. Secondly, the average backstreaming velocity of the latter
is found 20% lower. For reference, we find that on average 6.1%, 4.9%, 5.5%
and 4.8% of the incoming ion plasma is reflected by the normal electric field
above the halo for Run A, B, C and D, respectively.
Varying the IMF magnitude
Taking Run A as a reference, lowering the IMF magnitude leads to a zero-line in
the magnetic field further away from the Lunar surface and a decreased impact
on the magnetic structure of the mini-magnetosphere (not shown). Within the
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influence region of the LMA, the system behaves more and more similar to Run
B with decreasing IMF.
Increasing the IMF magnitude with a factor of two (Run E in Table 6.2), on the
other hand, brings the center of the density halo 0.01 di further downstream and
makes the overall area of the mini-magnetosphere shrink by 35%, measured at
the surface. The magnetic field zero-point along the profile y = Ly/2, z = Lz/2
shifts from 0.29 di to 0.20 di above the Lunar surface. The consequence is
now that the electric field and the electron current profile in the electrosheath
become spatially connected with the zero-line in the magnetic field. Secondly,
above the dipole source the angle of the magnetic field vector to the surface
normal is larger as compared to Run A, i.e., the nose of the LMA magnetic
structure becomes more sharp. The latter improves the shielding efficiency
of the mini-magnetosphere for both ions and electrons. Although only 4.2%
of the ion distribution is reflected, a larger component of the population is
deflected/scattered towards the cusps and outer edges of the density structure,
resulting in less that 40% of the incoming ions reaching the surface within the
density halo. More than 98% of the electron population is shielded away by the
mini-magnetosphere. In particular, the center region of the LMA receives much
less solar wind particles. In Figure 6.19, the electron charge density profile is
illustrated with superimposed the magnetic field lines in the XY plane. Note
especially the very weak higher density pattern connecting the cusp regions with
the zero-point (indicated with a blue ellipse), which is observed over the entire
length of the halo in the Z-direction. No clear signature is found in the electron
currents nor the distribution functions, however, connecting the magnetic field
topology with this particular phenomenon in the charge density profile. This
observation deserves further and more detailed investigation.
6.5.2 The solar wind plasma
Varying the solar wind velocity
To investigate the effect of the solar wind velocity on the mini-magnetosphere
interaction, we take once more Run A as a reference and compare with the
results of a simulation initialized with a slower (vsw = 0.005, Run F) and faster
(vsw = 0.034, Run G) drifting solar wind plasma (see Table 6.2 for an overview
of the complete parameter set of the simulations).
The faster the solar wind impinges onto the LMA field, the more the mini-
magnetosphere is compressed. Evaluating the profile perpendicular to the surface
and through the dipole source, we find the zero-point in the field at 0.33 di,
0.29 di and 0.23 di above the Lunar surface for runs F, A and G respectively.
Other than the obvious, some interesting features can be noted (Figures 6.20
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Figure 6.19: Electron charge density profile, scaled to the initial density
nsw, along the XY plane for Run E. The very weak higher density pattern
connecting the cusp regions with the zero-point is indicated with a blue ellipse.
Superimposed in black are magnetic field lines.
and 6.21). The solar wind velocity initialized in Run F is only marginally higher
than the ion thermal velocity. The ion population has therefore not enough
kinetic energy to create the necessary charge separation between the two plasma
species and consequently also not a strong enough normal electric field to form
a density halo. The density of both species towards the surface (Figure 6.20),
however, decreases steadily as the particles are scattered towards the magnetic
cusps by the magnetic pressure, rather than deflected into the Z-direction by
the E×B drift. The low solar wind velocity makes that the shielding efficiency
of the structure is not entirely lost. Less than 1% of the electrons reaches the
center of the LMA and the best shielded regions still receive only 20% of the
incoming solar wind ions. No backstreaming ion population is observed.
In the XY plane, the ion charge density profile of Run G shows similar features
as the reference Run A; a clear density pile-up is observed at 0.07 di above
the Lunar surface as well as higher density cusp regions and a shielded area
protecting the surface from the impinging plasma. The electron charge density
profile (Figure 6.21, upper panel), on the other hand, does not develop a halo
directly above the dipole source, but rather a gentle increase followed by a
sudden drop prevails where the ion pile-up region is found. Due to the high
solar wind velocity, a stronger normal electric field is formed in response to the
charge separation caused by a faster flowing ion population penetrating deeper
into the dipole field. This results in a much stronger E ×B drift component
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Figure 6.21: Density profiles along the direction parallel to the solar wind flow
and through the center of the dipole for Runs F, A and G, normalized to the
initial density nsw.
deflecting most of the electron population before a pile-up region can be formed.
Finally, under a weak solar wind velocity the plasma is scattered away from
the center region and towards the cusp regions, creating a central area with
good shielding efficiency, as compared to the reference run A, where ions are
capable to travel straight trough the halo and impact the regolith in the central
region of the mini-magnetosphere. Under more severe conditions (Run G), on
the other hand, the density pattern loses its typical asymmetric shape as the
ions are almost circularly reflected around the dipole center by the increasing
magnetic pressure. More than 80% of the incoming ion plasma still reaches the
central LMA undisturbed.
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Figure 6.22: Ion charge density profiles, scaled to the initial density nsw, along
the YZ plane at x = 0.01 di above the Lunar surface for Run H (left) and I
(right).
Varying the solar wind direction
The impact of the solar wind direction on the mini-magnetosphere structure is
illustrated in Figure 6.22 with two examples representing a possible situation
closer to the Lunar terminator: Run H, in which the solar wind flows
at a 45◦ angle with the absorbing surface and parallel to the dipole axis
(vsw = (−0.01202, 0.01202, 0)), and Run I, having vsw at the same angle
to the surface, but perpendicular to the situation initialized in Run H
(vsw = (−0.01202, 0,−0.01202)).
Comparing once more with the reference Run A which has an equal solar wind
velocity in magnitude but drifts perpendicular to the surface, all typical features
in the density profile of the mini-magnetosphere can be recognized: the density
halo and depletion region, and a density increase to what should correspond to
the magnetic cusp regions. For Run H, these higher density areas are indeed
similar to Run A. With the solar wind plasma now arriving at an angle to the
surface and thus also to the magnetic field, the mini-magnetosphere structure is
merely pushed more downstream. This results in more elongated magnetic cusp
regions and accordingly a density halo which is skewed in the same direction
(Figure 6.22, left panel). The higher density regions on the surface connected
to the magnetic cusps are larger and also shielding of the Lunar regolith in
between has improved considerably as the plasma particles, especially the ion
population, need to be only diverted rather than reflected away. The center
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region of the mini-magnetosphere is completely off limit for the electrons, while
less than 5% of the ions manages to reach the surface.
For Run I, on the other hand, the magnetic structure arising is more complicated
as the dipole field bends from its original dipole orientation in accordance with
the flow direction, subsequently affecting also the typical backstreaming-ion and
E ×B-electron-deflection mechanism. Most plasma arriving at the upstream
end of the LMA is absorbed at the magnetic (upstream) cusp, whereas no
significantly higher density region is observed at the downstream cusp. Very
little plasma reaches the latter position and the fieldlines which should build
the downstream magnetic cusp emerge from the surface entirely within the
shielded region of the mini-magnetosphere. A more pronounced pile-up region,
comparable to the upstream magnetic cusp, is only present at the negative-Z
side of the LMA, formed by particles deflected to the surface by the changing
magnetic pressure profile over space. The positive-Z side of the structure is
characterized by a wider area of less elevated charge density because the E×B
drift, mostly prevalent at the upstream mini-magnetosphere boundary, causes
the plasma to deflect and scatter over the downstream side of the LMA. Note
once more that also in this case the surface within the halo is much better
shielded as compared to a solar wind direction perpendicular to the surface.
6.6 Conclusions and future work
To conclude, using the implicit particle-in-cell code iPic3D we have developed
a set of electromagnetic open boundary conditions allowing to produce the
first full-kinetic 3-D simulations of the solar wind interaction with a crustal
Lunar magnetic anomaly. Under typical quiet solar wind conditions a mini-
magnetosphere, a density cavity shielding the Lunar surface from the impinging
solar wind plasma, is formed. Studying in detail the field structure and particle
dynamics, we have shown that the configuration is driven by electron motion,
because the LMA scale size is small with respect to the gyroradius of the solar
wind ions.
When the kinetic pressure meets the magnetic pressure of the magnetic dipole,
charge separation due to the mass difference between the plasma species sets up
a normal electric field along the -X direction at the sub-solar point. The latter is
responsible for a backstreaming ion population, the deflection of the magnetized
electrons via the E ×B drift motion and the subsequent formation of a halo
region of elevated density. All three effects together make that inside the density
barrier the Lunar regolith is well shielded from the electron population (less than
5% reaches the surface). The shielding properties of the mini-magnetosphere
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for the ion plasma are found to be much more coupled to the solar wind
plasma parameters as compared to the lighter electrons. The shielding efficiency
improves substantially with decreasing solar wind velocity and angle of the solar
wind direction to the surface. The IMF has in comparison only a weak effect
on the overall structure and evolution of the LMA system.
Finally, the simulation results are ideally suited to be compared with field
or particle observations from spacecraft such as Kaguya (SELENE), Lunar
Prospector or ARTEMIS, especially in terms of its impact on basic science,
instrument disturbances and Lunar exploration in general.
Future work
At various points in the work presented above one can make sidesteps and
investigate further, e.g., to discover the exact nature of the formation (as
we covered only the phase after which the mini-magnetosphere structure has
reached quasi-steady state), to unveil the details and importance of the particle
motion at different locations connected to the structure, to catalogue further
the interaction and response of the LMA to different and time-varying upstream
plasma conditions, to study the system with less-idealized Lunar magnetic
anomalies.
Some of these topics are currently under active investigation, together with
one particular item we have not touched upon in any of the discussions above:
plasma instabilities. In all simulations reported above small-scale up to structure-
defining instabilities are prevalent, the presence and intensity of which is highly
dependent on the upstream solar wind parameters and the dipole moment. An
example is briefly indicated in [Deca et al., 2014], where a high solar wind
velocity (vsw / vth,e) impinging on the LMA field is most likely responsible for
a mirror instability and a periodical collapse of the halo, releasing large blobs of
plasma towards the surface. The latter is devastating for the shielding efficiency
of the mini-magnetosphere over time.
From this observation, it is then once more proven that a fully kinetic treatment
is a must to identify all electromagnetic modes that alter the magnetic field at
scales determined by the electron physics. It is an effort opening new frontiers
of research, allowing to study the solar wind - LMA interaction process in more
detail to evaluate the implications for surface effects, waves and instabilities or
particle acceleration in the downstream region.
Note finally, that understanding LMAs and mini-magnetospheres is not only
important for Lunar science. Also Mars has no longer a global magnetic
field, but only crustal magnetization [Acuna et al., 1999]. In this respect
NASA’s MAVEN (Mars Atmosphere and Volatile EvolutioN) mission [Jakosky,
2009], which arrived at the Red Planet late September 2014, is of particular
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importance. MAVEN is the first spacecraft exploring the Martian upper
atmosphere, including its magnetic anomalies.
More down to Earth, the construction and shielding effectiveness of artificial
mini-magnetospheres are explored extensively for future human space flight.
Bamford et al. [2014] compute that a dipolar field of the order of ∼100 nT would
be sufficient to provide effective shielding from solar proton bombardment, a
value within design limits. As proven in this chapter, however, highly effective
shielding might not be that straightforward as hoped for.
The analysis of both Martian and artificial magnetic anomaly challenges is
within reach of the iPic3D framework.

Chapter 7
Summary and conclusions
Long before the advent of spaceflight, it was realized that space is not empty.
Asteroids, meteors, comet tails and other extraterrestrial phenomena indicated
the presence of a space environment. Starting with the launch of Sputnik in
1957, clear evidence was provided that extraterrestrial matter finds itself in an
ionized form, quite different from the state of known matter at that time on
Earth. Due to its unexpected sensitivity to electric and magnetic fields, the
concept of a plasma was born and subsequently the study of space plasmas has
been developed. It became clear that understanding the solar system plasma
environment and its interaction with planets, asteroids and spacecraft is far
from straightforward and has many different and complex aspects. Evaluating
the consequences for society of all observed phenomena is even more intriguing.
In this thesis we chose to research three ‘hot topics’ in the domain of space
plasma physics, all coupled by their need for detailed treatment with advanced
particle-in-cell techniques, and of high relevance for the present and future
extension of the physical knowledge of our solar system and beyond.
a) Computational performance comparison of Intel MIC, Sandy
Bridge and GPU architectures.
We have presented the initial results of a comparative performance study
between the new Intel Xeon-Phi (MIC) architecture, the Intel Xeon (Sandy
Bridge, SB) and a Nvidia graphical processing unit (GPU) running CUDA.
A 1-D explicit electrostatic Vlasov-Ampère particle-in-cell code was used to
simulate a two-stream instability in plasma as a test case. Computing times
and speedup of the code for the three different architectures were compared for
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various number of cores/threads and compiler options.
We showed that for a simple test case without explicitly vectorizing the code, for
a single thread, the MIC was 4 to 8 times slower than SB. The MIC, however,
performed better when the number of threads rose. The GPU consistently
showed shorter compute times than both the MIC and SB architectures for an
increasing numbers of threads. In contrast to the GPU, also the computing
performance did not scale well with the increase of the number of cores while
keeping the system size constant on either of the Intel architectures and this
trend persisted regardless of the compiler optimization level and the vectorization
on/off switch. Future test cases on MICs should therefore implement architecture
specific code optimization and explicit vectorization techniques which would
most probably lead to a significant performance speedup. At this stage, then,
the GPU seemed to out-perform a MIC in terms of speed.
b) Spacecraft charging analysis with iPic3D, applied to Solar Probe
Plus near perihelion.
In this work the full-kinetic implicit multi-scale plasma simulation code
iPic3D has been adapted for the analysis of solar wind-spacecraft interactions,
successfully implementing a suitable electrostatic solver to enclose the immersed
boundary algorithm and creating the possibility to handle complex spacecraft
geometries. As part of the verification process, a comparison has been made
between the floating potential obtained with iPic3D and with orbital motion
limited theory and a CubeSat benchmark for various space environment
conditions with increasing levels of complexity. In particular, we considered
spacecraft charging from plasma particle collection, photoelectron and secondary
electron emission, and the influence of a background magnetic field on the
floating potential profile near the spacecraft.
Good agreement has been found between iPic3D and the comparison code
PTetra, raising the level of confidence in both codes to predict and evaluate the
complex plasma environment around spacecraft. Secondly, we have characterized
the ‘saturated emission regime’, whereby an increase in electron current emitted
at the surface yields a proportionally much smaller increase in the net emission
and thus most emitted photo- and secondary electrons are reflected by the
potential barrier near the surface, back to the spacecraft where they will be
recollected.
To put the above effort to practical use, we have discussed a cross-comparison
of spacecraft-environment interaction model predictions from five different
spacecraft-plasma codes, including iPic3D and PTetra, applied to a simplified
geometry of the Solar Probe Plus (SPP) spacecraft near perihelion. Model
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predictions obtained with our different computational approaches were found
to be in agreement within 2% when the same physical processes were taken
into account and treated similarly, proving the soundness and reliability of the
underlying computational frameworks. The models concurred in predicting
a negative floating potential Φ ≈ −10V for SPP at perihelion. They also
predicted that SPP will operate in a saturated emission regime at its foreseen
distance above the solar surface.
c) Electromagnetic full-kinetic simulations of the solar wind interac-
tion with Lunar magnetic anomalies.
We have presented the first three-dimensional full-kinetic and electromagnetic
simulations of the solar wind interaction with Lunar crustal magnetic anomalies
(LMAs). Using iPic3D in its fully electromagnetic version, we confirmed
that LMAs may indeed be strong enough to stand off the solar wind from
directly impacting the Lunar surface forming a so-called ‘mini-magnetosphere’,
as suggested by spacecraft observations and theory. Future human exploration
as well as Lunar science in general hinges on a better understanding of what
could possibly be the smallest magnetospheres in our solar system.
We implemented the code structure needed to incorporate the LMA field and
developed electromagnetic open boundary conditions. The latter is crucial
to produce a drifting Maxwellian plasma through the computational box,
indespensable for solar wind-body interaction studies. Using a dipole model
centered just below an absorbing surface representing the Lunar regolith, we
described the interaction of an idealized LMA under plasma conditions such
that only the electron population is magnetized. Studying in detail the field
structure and particle dynamics we showed that the LMA configuration is driven
by electron motion, because its scale size is small with respect to the gyroradius
of the solar wind ions.
We identified a population of backstreaming ions, the deflection of magnetized
electrons via the E ×B drift motion and the subsequent formation of a halo
region of elevated density around the dipole source. All three effects together
made that inside the density barrier the Lunar regolith is well shielded from
the electron population (less than 5 % reached the surface). The shielding
properties of the mini-magnetosphere for the ion plasma were found to be
more coupled to the solar wind plasma parameters as compared to the much
lighter electrons. The shielding efficiency improved substantially with decreasing
solar wind velocity and angle of the solar wind direction to the surface. The
interplanetary magnetic field had in comparison only a weak effect on the overall
structure and evolution of the LMA system.
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Finally, the simulation results are ideally suited to be compared with field
or particle observations from spacecraft such as Kaguya (SELENE), Lunar
Prospector or ARTEMIS, especially in terms of its impact on basic science,
instrument disturbances and Lunar exploration in general.
Hoofdstuk 8
Nederlandstalige
samenvatting
Multi-schaal kinetische simulaties met iPic3D:
van satelliet-oplading tot de zonnewind-interactie
met magnetische anomalieën op de Maan
Lang voor de eerste ruimtevluchten had men al ingezien dat de ruimte niet leeg is.
Planetoïden, meteoren, komeetstaarten en andere buitenaardse verschijnselen
verraadden de aanwezigheid van materie tussen de gekende hemellichamen.
Spoetnik was in 1957 de eerste die onweerlegbaar bewijs leverde voor het
bestaan van buitenaardse materie. De instrumenten aan boord van de satelliet
toonden aan dat deze stof zich in een geïoniseerde vorm bevond, erg verschillend
van de aggregatietoestanden die toen op onze Aarde gekend waren. Uit zijn
onverwachte gevoeligheid voor elektrische en magnetische velden werd het
concept ‘plasma’ geboren en daaropvolgend ook de studie van ruimteplasma’s.
Het werd al snel duidelijk dat het begrijpen van de plasma-omgeving in ons
zonnestelsel en zijn wisselwerking met planeten, asteroïden en ruimtetuigen
verre van eenvoudig is en erg complexe aspecten vertoont. De gevolgen voor onze
samenleving van alle waargenomen verschijnselen evalueren is dan zo mogelijk
nog intrigerender.
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In dit proefschrift behandelen we drie ‘hot topics’ binnen het onderzoeksdomein
van de ruimte-plasmafysica, gekoppeld met elkaar door hun behoefte aan een
gedetailleerde analyse met geavanceerde deeltje-in-cel technieken, en belangrijk
voor de huidige en toekomstige ontwikkeling van het begrip van ons zonnestelsel
en ver daarbuiten.
a) Computationele prestatievergelijking van de Intel MIC, Sandy
Bridge en GPU computerarchitecturen.
We presenteren de eerste resultaten van een vergelijkende studie tussen de
prestaties van de nieuwe Intel Xeon-Phi (MIC) architectuur, de Intel Xeon
(Sandy Bridge, SB) en een Nvidia grafische verwerkingseenheid (GPU) met
Cuda (Compute Unified Device Architecture). Als testcase wordt een 1-D
expliciete elektrostatische Vlasov-Ampère deeltje-in-cel code gebruikt om een
twee-stroominstabiliteit in plasma te simuleren. De looptijden en versnelling
van de implementatie voor de drie verschillende architecturen worden vergeleken
voor een variërend aantal kernen/draden en compiler-opties.
We tonen aan dat voor deze eenvoudige testcase, zonder de code expliciet te
vectoriseren en voor een enkele draad, de MIC 4 tot 8 keer langzamer is dan
SB. De MIC presteert echter beter wanneer het aantal draden stijgt. Verder
bekomt de GPU consequent kortere looptijden in vergelijking met zowel de
MIC als de SB architecturen voor een toenemend aantal kernen/draden. In
tegenstelling tot de GPU, schalen ook de prestaties van de Intel architecturen
niet goed met een toename van het aantal kernen/draden terwijl de grootte van
het systeem constant blijft, onafhankelijk van het compiler-optimalisatieniveau
en de vectorisatie aan/uit knop. Toekomstige testcases voor MIC dienen daarom
specifieke optimalisaties en expliciete vectoriseringstechnieken te implementeren
om zijn versnelling te verbeteren. Op dit moment dan lijkt de GPU de bovenhand
te hebben op de MIC in termen van uitvoeringssnelheid.
b) De analyse van satelliet-oplading met iPic3D, toegepast op Solar
Probe Plus in de buurt van zijn perihelium.
In dit werk breiden we de volledig-kinetische impliciete multi-schaal plasma
simulatiecode iPic3D uit met een geschikte electrostatische oplosser om
zonnewind-satelliet interacties te analyseren. Deze oplosser omsluit het
ondergedompelde-grens algoritme en maakt het mogelijk om complexe satelliet
geometrieën te bestuderen. Als onderdeel van het verificatieproces maken we
eerst een vergelijking tussen de drijvende potentiaal verkregen met iPic3D en de
orbitale-bewegingsbeperkte theorie. Daarna gebruiken we een CubeSat maatstaf
om verschillende omstandigheden in de ruimte te vergelijken met een toenemende
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mate van complexiteit. In het bijzonder beschouwen we satelliet-oplading door
het vangen van plasmadeeltjes, foto- en secundaire elektronenemissie en de
invloed van een achtergrond magnetisch veld op het drijvende-potentiaalprofiel
van de satelliet.
Er wordt een goede overeenkomst gevonden tussen iPic3D en de vergelijkingscode
PTetra, wat het vertrouwen in beide codes om de complexe plasmaomgeving rond
ruimtetuigen te voorspellen en evalueren verhoogt. Ten tweede karakteriseren
we het ‘verzadigd emissieregime’, waarbij een toenemende elektronenstroom weg
van het satellietoppervlak in verhouding een veel geringere toename van de netto-
emissie tot gevolg heeft. De uitgestoten foto- en secundaire elektronen worden
dus terug naar het ruimtevaartuig gereflecteerd door de potentiaalbarrière bij
het oppervlak waar ze opnieuw worden gevangen door het materiaal.
De bovenstaande inspanning is daarna ingezet tijdens een vergelijkende
studie van modelvoorspellingen van satelliet-omgevingsinteracties met vijf
verschillende satelliet-plasmacodes, inclusief iPic3D en PTetra, toegepast op een
vereenvoudigde geometrie van het Solar Probe Plus (SPP) ruimtetuig in de buurt
van zijn perihelium. De modelvoorspellingen verkregen met onze verschillende
computationele benaderingen stemmen met elkaar overeen met een precisie
van 2% wanneer dezelfde fysische processen in acht genomen worden. Dit
bewijst wederom de degelijkheid en betrouwbaarheid van de onderliggende
computationele kaders. De modellen voorspellen een negatieve drijvende
potentiaal Φ ≈ −10V voor SPP in zijn perihelium-positie. Ze voorspellen
ook dat SPP zal opereren in een verzadigd emissieregime wanneer deze op zijn
voorziene afstand boven het zonneoppervlak vliegt.
c) Elektromagnetische volledig-kinetische simulaties van de zonnewind-
interactie met magnetische anomalieën op de Maan.
We presenteren in deze thesis de allereerste drie-dimensionale volledig-kinetische
en elektromagnetische simulaties van de zonnewind-interactie met magnetische
anomalieën op de Maan (LMAs). Gebruikmakend van iPic3D, dit keer in zijn
elektromagnetische versie, bevestigen we dat LMAs inderdaad sterk genoeg
kunnen zijn om de zonnewind te weerstaan en het maanoppervlak af te schermen
door het vormen van een zogenaamde ‘minimagnetosfeer’, zoals eerder voorspeld
door satellietwaarnemingen en theorie. Toekomstige menselijke exploratie en
maanwetenschap in het algemeen zijn erg gebaat bij een beter begrip van wat
mogelijk de kleinste magnetosferen in ons zonnestelsel zijn.
Het computationele kader van iPic3D is uitgebreid met de structuur nodig om
het LMA veld te beschrijven en met elektromagnetische open-grens voorwaarden.
Deze laatsten zijn cruciaal om een stromend Maxwelliaans plasma te genereren
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in het computationele domein, een absolute noodzaak voor zonnewind-lichaam
interactiestudies. Met behulp van een dipool-model, gecentreerd net onder een
absorberend oppervlak het welke de maankorst voorstelt, beschrijven we de
interactie van een geïdealiseerde LMA onder plasmaomstandigheden zodanig
dat alleen de elektronenpopulatie gemagnetiseerd is. We bestuderen in detail
de veldstructuur en deeltjesdynamica en tonen aan dat de LMA wordt gestuurd
onder impuls van elektronenbewegingen omdat de schaalgrootte van de LMA
erg klein is ten opzichte van de Larmor-straal van de zonnewindionen.
We identificeren een populatie van terugstromende ionen, de afbuiging van
gemagnetiseerde elektronen via de E ×B driftbeweging en de daaropvolgende
vorming van een halo-gebied met verhoogde dichtheid rond de dipool-bron.
De drie effecten samen maken dat de dichtheidsbarriëre het maanoppervlak
erg goed afschermt tegen de instromende zonnewindelektronen (minder dan
5% van de populatie bereikt het oppervlak). De afschermingseigenschappen
van de minimagnetosfeer voor het ionenplasma, dewelke sterk gekoppeld zijn
aan de zonnewind-plasmaparameters, zijn in vergelijking met de veel lichtere
elektronen minder goed. De afschermingseffectiviteit wordt aanzienlijk verbeterd
met afnemende zonnewindsnelheid en hoek tussen de zonnewindrichting en het
oppervlak. Het interplanetaire veld heeft in vergelijking slechts een zwak effect
op de algemene structuur en de evolutie van het LMA-systeem.
Tot slot merken we op dat onze simulatieresultaten erg geschikt zijn om te
worden vergeleken met veld- of deeltjeswaarnemingen van ruimtetuigen, zoals
Kaguya (SELENE), Lunar Prospector of ARTEMIS, met name in termen van de
impact op de fundamentele wetenschap, instrumentstoringen en maanexploratie
in het algemeen.
Appendix A
1-D Vlasov-Ampère PIC
implementation for CUDA
The one-dimensional Vlasov-Ampère particle-in-cell-code implementation for
the GPU/CUDA3.2 architecture. For this work the code below is compiled on
Nvidia/Tesla M2070 with the following command:
nvcc -arch=sm_21 vlasov-ampere-gpu.cu.
Secondly, the suggested kernel routine implementation by Nvidia for the double
precision atomicAdd is given.
Finally, the computational cycle of the C++/OpenMP reference code, developed
by Dr. A. Vapirev, is shown to allow for a finer comparison and quantification
of the architecture specific adaptations made to comply with the CUDA coding
standard. See Chapter 3 for more details.
#include <stdio.h>
#include <iostream>
using std : : cout ;
using std : : endl ;
// kernel setup
#define numB1 1 // cell loops
#define TpB1 256
#define numB2 512 // particle loops
#define TpB1 256
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// system dimensions
#define ntime 8000
#define cells 256
#define nparticles 131072
#define lbox 10.0
// model and plasma properties
#define pi 3.141592654
#define dt 0.05
#define wp 1.0
#define qm -1.0
#define v0 0.1
#define vt 0.002
#define xp1 0.0
#define v1 0.0
#define mode 1.0
#define dx lbox / n c e l l s
#define q wp∗wp/(qm∗ np a r t i c l e s / lbox )
// GPU kernels
// set the current jx on each cell
__global__ void set_current ( float ∗ jx , float ∗ jx_old )
{
int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
while ( t i d < n c e l l s )
{
jx [ t i d ] = jx_old [ t i d ] /2.0 ;
t i d += blockDim . x ∗ gridDim . x ;
}
}
// update the particle positions
__global__ void move_part (float ∗xp , float ∗vp )
{
int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
while ( t i d < np a r t i c l e s )
{
xp [ t i d ] = xp [ t i d ] + vp [ t i d ]∗ dt ;
if ( xp [ t i d ] < 0.0)
{
xp [ t i d ] = xp [ t i d ] + lbox ;
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}
if ( xp [ t i d ]>= lbox )
{
xp [ t i d ] = xp [ t i d ] − lbox ;
}
t i d += blockDim . x ∗ gridDim . x ;
}
}
// sum up the currents per cell for all particles
__global__ void add_current (float ∗ jx , float ∗xp , float ∗vp )
{
int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
while ( t i d < np a r t i c l e s )
{
// arch=sm_20 or more
atomicAdd(&jx [ int( xp [ t i d ] / dx ) ] , q∗vp [ t i d ] /2.0 ) ;
__syncthreads ( ) ;
t i d += blockDim . x ∗ gridDim . x ;
}
}
// calculate the field in each cell
__global__ void c a l c_ f i e l d ( float ∗ jx , float ∗Eg)
{
int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
while ( t id<n c e l l s )
{
Eg [ t i d ] = Eg [ t i d ] − jx [ t i d ]∗ dt ;
t i d += blockDim . x ∗ gridDim . x ;
}
}
// update the velocities
__global__ void update_vel (float ∗xp , float ∗vp , float ∗Eg ,
float ∗ jx , float ∗ jx_old )
{
int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
while ( t id<np a r t i c l e s )
{
vp [ t i d ] = vp [ t i d ] + qm∗Eg [ int( xp [ t i d ] / dx ) ] ∗ dt ;
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jx_old [ int( xp [ t i d ] / dx ) ] = jx [ int( xp [ t i d ] / dx ) ] ;
t i d += blockDim . x ∗ gridDim . x ;
}
}
// Main method
int main ( int argc , char ∗argv [ ] ) {
cout << "—> initialization ..." << endl ;
// Setup timer
cudaEvent_t s ta r t , stop ;
float cutime ;
cudaEventCreate(& s t a r t ) ;
cudaEventCreate(&stop ) ;
// define the host arrays
int i c e l l , ip , i c ;
float jx_update ;
float vp_update ;
float lbox_constant ;
float jx [ n c e l l s ] ;
float jx_old [ n c e l l s ] ;
float Eg [ n c e l l s ] ;
float vp [ n p a r t i c l e s ] ;
float xp [ n p a r t i c l e s ] ;
// system initialization
// make current and field zero over all cells/space
for ( int i=0 ; i<n c e l l s ; i++)
{
jx [ i ] = 0.0 ;
jx_old [ i ] = 0.0 ;
Eg [ i ] = 0.0 ;
}
lbox_constant = lbox /( npa r t i c l e s−1)
− lbox / np a r t i c l e s /( npa r t i c l e s−1 ) ;
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// fill velocity over the particles with Maxwellian plasma
for ( int i=0 ; i<np a r t i c l e s ; i++)
{
xp [ i ] = i ∗ lbox_constant ;
// base velocity + noise from thermal velocity
vp [ i ] = pow(-1 , ip ) ∗ ( v0 + vt ∗ ( rand ( ) % 1 ) ) ;
}
// add perturbation
for ( int i=0 ; i<np a r t i c l e s ; i++)
{
vp [ i ] = vp [ i ] + v1 ∗ s i n (2.0∗ pi ∗xp [ i ] / lbox ∗ mode ) ;
xp [ i ] = xp [ i ] + xp1 ∗ ( lbox / np a r t i c l e s )
∗ s i n (2.0∗ pi ∗xp [ i ] / lbox ∗ mode ) ;
}
for ( ip=0 ; ip<np a r t i c l e s ; ip++)
{
i c e l l = f l o o r f ( xp [ ip ] / dx ) ;
jx_update = q∗vp [ ip ] ;
for ( i c=0 ; i c<n c e l l s ; i c++)
{
if ( i c ==i c e l l )
{
jx_old [ i c ] = jx_old [ i c ] + jx_update ;
}
}
}
// allocate memory on the GPU
float ∗dev_jx , ∗dev_jx_old , ∗dev_Eg , ∗dev_xp , ∗dev_vp ;
cudaMalloc ( (void∗∗)&dev_jx , n c e l l s ∗sizeof (float ) ) ;
cudaMalloc ( (void∗∗)&dev_jx_old , n c e l l s ∗sizeof (float ) ) ;
cudaMalloc ( (void∗∗)&dev_Eg , n c e l l s ∗sizeof (float ) ) ;
cudaMalloc ( (void∗∗)&dev_xp , n p a r t i c l e s ∗sizeof (float ) ) ;
cudaMalloc ( (void∗∗)&dev_vp , n p a r t i c l e s ∗sizeof (float ) ) ;
// copy the initial arrays to the GPU
cudaMemcpy( dev_jx , jx , n c e l l s ∗sizeof (float ) ,
cudaMemcpyHostToDevice ) ;
cudaMemcpy( dev_jx_old , jx_old , n c e l l s ∗sizeof (float ) ,
cudaMemcpyHostToDevice ) ;
cudaMemcpy( dev_Eg , Eg , n c e l l s ∗sizeof (float ) ,
cudaMemcpyHostToDevice ) ;
cudaMemcpy( dev_xp , xp , n p a r t i c l e s ∗sizeof (float ) ,
cudaMemcpyHostToDevice ) ;
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cudaMemcpy( dev_vp , vp , n p a r t i c l e s ∗sizeof (float ) ,
cudaMemcpyHostToDevice ) ;
// start the simulation
cout << "—> start computation ... \n" << endl ;
cout << "—> time = " << 1 << " out of " << ntime << endl ;
//Start kernel timer
cudaEventRecord ( s ta r t , 0 ) ;
for ( int i=0 ; i<ntime ; i++)
{
if ( ( i+1) % 100 == 0)
{
cout <<"—> time = "<< ( i+1) <<" out of "<< ntime << endl ;
}
// call the GPU kernels
set_current<<<numB1,TpB1>>>(dev_jx , dev_jx_old ) ;
move_part<<<numB2,TpB2>>>(dev_xp , dev_vp ) ;
add_current<<<numB2,TpB2>>>(dev_jx , dev_xp , dev_vp ) ;
c a l c_ f i e l d <<<numB1,TpB2>>>(dev_jx , dev_Eg ) ;
update_vel<<<numB2,TpB2>>>(dev_xp , dev_vp , dev_Eg , dev_jx ,
dev_jx_old ) ;
}
// Stop kernel timer
cudaEventRecord ( stop ,0 ) ;
cudaEventSynchronize ( stop ) ;
cudaEventElapsedTime(&cutime , s t a r t , stop ) ;
p r i n t f ("Kernel execution time: %f ms\n" , cutime ) ;
// copy the results back to the host memory
cudaMemcpy( jx , dev_jx , n c e l l s ∗sizeof (float ) ,
cudaMemcpyDeviceToHost ) ;
cudaMemcpy( Eg , dev_Eg , n c e l l s ∗sizeof (float ) ,
cudaMemcpyDeviceToHost ) ;
cudaMemcpy( xp , dev_xp , n p a r t i c l e s ∗sizeof (float ) ,
cudaMemcpyDeviceToHost ) ;
cudaMemcpy( vp , dev_vp , n p a r t i c l e s ∗sizeof (float ) ,
cudaMemcpyDeviceToHost ) ;
// free the device memory
cudaFree ( dev_jx ) ;
cudaFree ( dev_jx_old ) ;
cudaFree (dev_Eg ) ;
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cudaFree (dev_xp ) ;
cudaFree (dev_vp ) ;
// write output
cout << "\n —> writing output ..." << endl ;
FILE∗ output_f i l e_jx=fopen ("output_jx_GPU.txt" , "w" ) ;
FILE∗ output_fi le_Eg=fopen ("output_Eg_GPU.txt" , "w" ) ;
FILE∗ output_fi le_xp=fopen ("output_xp_GPU.txt" , "w" ) ;
FILE∗ output_fi le_vp=fopen ("output_vp_GPU.txt" , "w" ) ;
// write files
for ( int i=0 ; i<n c e l l s ; i++)
{
f p r i n t f ( output_f i le_jx , "%E \n" , jx [ i ] ) ;
f p r i n t f ( output_file_Eg , "%E \n" ,Eg [ i ] ) ;
}
for ( int i=0 ; i<np a r t i c l e s ; i++)
{
f p r i n t f ( output_fi le_xp , "%E\n" , xp [ i ] ) ;
f p r i n t f ( output_fi le_vp , "%E\n" , vp [ i ] ) ;
}
// close files
f c l o s e ( output_f i l e_jx ) ;
f c l o s e ( output_fi le_Eg ) ;
f c l o s e ( output_fi le_xp ) ;
f c l o s e ( output_fi le_vp ) ;
return(0 ) ;
} // end main program
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The kernel routine for the double precision atomic add:
// define atomicAdd for doubles
__device__ double atomicdoubleAdd (double ∗ address , double va l )
{
double o ld = ∗ address , assumed ;
do
{
assumed = old ;
o ld=__longlong_as_double( atomicCAS ( (unsigned long long int
∗ address ,__double_as_longlong( assumed ) ,
__double_as_longlong( va l+assumed ) ) ) ;
} for
while ( assumed != old ) ;
return o ld ;
}
The computational cycle of the C++/OpenMP reference code, developed by
Dr. A. Vapirev:
// begin main loop
for ( int i t=1 ; i t <ntime+1 ; i t++)
{
// set the current jx on each cell
#pragma omp parallel for
for ( int i c=0 ; i c<n c e l l s ; i c++)
{
jx [ i c ] = jx_old [ i c ] /2.0 ;
}
// begin particle loop
#pragma omp parallel for private(icell)
for ( int ip=0 ; ip<np a r t i c l e s ; ip++)
{
// update particle positions
xp [ ip ] = xp [ ip ] + vp [ ip ]∗ dt ;
// boundary conditions - periodic
if ( xp [ ip ] >= lbox ) xp [ ip ]=xp [ ip ]− lbox ;
else if ( xp [ ip ] < 0) xp [ ip ]=xp [ ip ]+ lbox ;
// find the cell with index icell in which the particle is
i c e l l = ( int) ( xp [ ip ] / dx ) ;
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// projection of particle into correct cell with index icell
// sum up the current in that cell for all particles
#pragma omp atomic
jx [ i c e l l ] = jx [ i c e l l ] + 0.5∗q∗vp [ ip ] ;
}
// end particle loop
// calculate the field in each cell
#pragma omp parallel for
for ( int i c=0 ; i c<n c e l l s ; i c++)
{
Eg [ i c ] = Eg [ i c ] − jx [ i c ]∗ dt ;
}
#pragma omp parallel for private(icell)
for ( int ip=0 ; ip<np a r t i c l e s ; ip++)
{
i c e l l = ( int ) ( xp [ ip ] / dx ) ;
// projection q->p and update the velocity
vp [ ip ] = vp [ ip ] + qm∗dt∗Eg [ i c e l l ] ;
// set up new current jx_old in each icell for use in the next time step
jx_old [ i c e l l ] = jx [ i c e l l ] ;
}
}
// end time loop

Appendix B
Acceptance-rejection
algorithm
The acceptance-rejection algorithm implemented in iPic3D, as described by von
Neumann [1963].
double acceptRe jec t (double v0 , double vth ) {
double pi = 3.14159265358979 ;
double v , r , f f , denom , vmax , fmax ;
denom=v0∗vth∗ s q r t ( p i )/2.0∗(1−e r f (−v0/vth ) ) \
+ pow( vth , 2)/2.0∗exp(−pow(v0 , 2)/pow( vth , 2 ) ) ;
vmax=0.5∗( v0+sq r t (2.0∗pow( vth , 2) + pow(v0 , 2 ) ) ) ;
fmax=vmax∗exp(−pow( (vmax−v0 ) , 2)/pow( vth , 2 ) )/denom ;
v=(2.0∗vth+max(v0 , 0.0 ) )∗ rand ( ) / (double)RAND_MAX;
r=rand ( ) / (double)RAND_MAX;
f f=v∗exp(−pow( ( v−v0 ) , 2)/pow( vth , 2 ) )/denom/fmax ;
while ( r>f f ) {
r=rand ( ) / (double)RAND_MAX;
f f=v∗exp(−pow( ( v−v0 ) , 2)/pow( vth , 2 ) )/denom/fmax ;
v=(2.0∗vth+max(v0 , 0.0 ) )∗ rand ( ) / (double)RAND_MAX;
}
return v ;
}
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