This is a case study concerning the rate at which probabilistic coupling occurs for nilpotent diffusions. We focus on the simplest case of Kolmogorov diffusion (Brownian motion together with its time integral or, more generally, together with a finite number of iterated time integrals). We show that in this case there can be no Markovian maximal coupling. Indeed, there can be no efficient Markovian coupling strategy (efficient for all pairs of distinct starting values), where the notion of efficiency extends the terminology of Burdzy & Kendall ("Efficient Markovian couplings: examples and counterexamples", Annals of Applied Probability, 2000, 10.2, 362-409). Finally, at least in the classical case of a single time integral, it is not possible to choose a Markovian coupling that is optimal in the sense of simultaneously minimizing the probability of failing to couple by time t for all positive t. In recompense for all these negative results, we exhibit a simple efficient non-Markovian coupling strategy.
Introduction
This paper is written in homage and thanks to our friend and colleague Nick Bingham, who has always made it his mission to encourage and to spur on younger colleagues. It is a case-study of probabilistic coupling for a particular simple non-elliptic diffusion, namely the Kolmogorov diffusion (B, B dt) (Brownian motion together with its time integral), studied for example in McKean's celebrated stochastic oscillator paper [20] . The work forms part of a long-running programme of study of coupling for nilpotent diffusions, by which we mean, diffusions with infinitesimal generators of the form
for smooth vectorfields χ 0 , χ 1 , χ 2 , . . . , χ k such that the Lie algebra generated by the vectorfields is nilpotent (iterated Lie brackets of the vectorfields vanish at a sufficiently high order of iteration), so that consequently the diffusion has smooth positive probability transition densities. (Note that there is a fully worked out structure theory for diffusions for which the vectorfields form a nilpotent Lie algebra: see for example [18, Section 4.9] .) As a case-study this work can be usefully compared with the study [16] of probabilistic coupling for scalar Brownian motion together with local time at the origin. In this introductory section, we begin by making a careful definition of an iterated generalization of (B, B dt), and then introduce some key coupling concepts.
The Kolmogorov diffusion
The classical two-component Kolmogorov diffusion is obtained by pairing a real Brownian motion B with its time integral B dt. The vectorfields in question are χ 0 = x 1 ∂/∂x 2 and χ 1 = ∂/∂x 1 , and nilpotence follows from the fact that [χ 1 , χ 0 ] = χ 2 = ∂/∂x 2 , and noting that [χ 1 , χ 2 ] = [χ 0 , χ 2 ] = 0. The diffusion (B, B dt) was studied, for example, by McKean [20] as a simple example of a stochastic oscillator; see also [1] . Distributional properties have been investigated, for example, in [11, 26, 13] , while L p estimates are studied in [27] when Brownian motion is replaced by a continuous local martingale. It has arisen in statistical studies: see [2] for an application to polynomial regression. There are potential applications (for example, to model relativistic diffusion of photons [3] , also to model the motion of a tracer in fluid flow [12] ); however its main interest is as a simple model for a non-elliptic diffusion. Coupling properties have been studied in [5] and numerically in [12] , also (when supplemented by further iterated time integrals) in [17] ; this problem provides the simplest non-trivial example of a diffusion with nilpotent group symmetries which admits a Markovian or immersed coupling. Most interest to date has focussed on the classical two-component Kolmogorov diffusion. Here we follow [17] in considering coupling for (in the most part) the case of index k (k iterated time integrals), since the general structure adds clarity to the arguments.
We begin with an explicit definition. Given B, a standard real-valued Brownian motion (hence begun at 0), we define the standard generalized Kolmogorov diffusion I = ( I 0 , I 1 , . . . , I k ) ⊤ of index k by the finite recursion I 0 (t) = B(t) , I r (t) = t 0 I r−1 (s) ds for r = 1, 2, . . . , k .
Thus I r is simply the r-fold iterated time-integral of Brownian motion. We shall refer to the index 1 case as the classical Kolmogorov diffusion, written in column vector form as ( I 0 , I 1 ) ⊤ = (B, B dt) ⊤ . Nilpotence for I follows by considering the infinitesimal generator
where χ 1 = ∂/∂x 1 (differentiation in the "Brownian" direction, temporarily deviating from the indexing convention of (1) for the sake of convenience of exposition) but χ 0 = x 1 χ 2 + x 2 χ 3 + . . . + x k−1 χ k , where χ r = ∂/∂x r . An inductive argument based on [χ r , χ 0 ] = χ r+1 (for r = 1, . . . , k − 1) shows that k th -iterated Lie brackets vanish.
Bearing in mind the form of the law of I (t + s) conditional on F t = σ{B(u) : u ≤ t}, we define the index k Kolmogorov diffusion I , begun at x = (x 0 , x 1 , . . . , x k ) ⊤ , using I r (t) = I r (t) + x r + tx r−1 + t 2 2 x r−2 + . . . + t r r! x 0 .
This definition arises from considering the integral curve of χ 0 determined by the initial values x = (x 0 , x 1 , . . . , x k ) ⊤ of I at time 0, and using linearity. The Kolmogorov diffusion is simple enough to allow for explicit calculations, and yet exhibits interesting properties from the point of view of probabilistic coupling. Much of the interest of the index k Kolmogorov diffusion I lies in the observation that the random vector I (t) has a positive continuous density over all R k+1 for any positive time t > 0. This is related of course to Hörmander's hypoellipticity theorem (since I is indeed a hypoelliptic diffusion), but can be seen much more directly by calculating the covariance structure of I (t) and noting that the resulting variance-covariance matrix is non-singular. This computation is carried out in section 2; but first we introduce some relevant concepts from coupling.
Maximal couplings
The technique of probabilistic coupling dates back to Doeblin [8] . However Griffeath [10] was the first to prove a remarkable optimization result: it is possible to construct a coupling in a maximal way, in the following sense. Given two coupled copies X, X of a random process, let T be the (random) coupling time, namely T = inf{t > 0 : X s = X s for all s ≥ t}. Then a given coupling is maximal if it simultaneously minimizes P [T > t] for all t > 0; in particular P [T > t] is then given by the total variation distance between the distributions of X t and X t . Thus a maximal coupling occurs at altogether the fastest possible rate. Griffeath proved the existence of maximal couplings for discrete-time Markov chains. Pitman [21] gave an elegant explicit construction for homogeneous discrete-time Markov chains on a countable state-space case (and in fact his construction generalizes easily), while Goldstein [9] extended the result to general discrete-time random processes. For further generalizations see, for example, [24] .
The notion of coupling contains many subtleties. For example, in general (and in contrast to the Markovian case described below) the simpler random time inf{t > 0 : X t = X t } may fail to produce a coupling time; this relates to the notion of faithful coupling [22] (note however that constructions of Pitman type deliver maximal couplings for which this simpler random time does produce a coupling). We note in passing that one can relax the definition of coupling to allow for arbitrary timeshifts: this is the notion of shift-coupling [25] . In general it is hard to produce explicit constructions of maximal couplings. On the other hand it is much easier to build Markovian couplings: couplings which jointly produce a Markov process, whose transition probability kernel has as marginals the transition probability kernels of the coupled diffusions. There is an important detail here: the marginals must be transition probability kernels with respect to the natural filtration of the coupled process. A slightly more general notion of coupling, that of immersed coupling (also called co-adapted coupling) can be described succinctly and with more clarity: the martingales for the filtrations of X and X remain martingales for the joint filtration of (X, X) [16] , so that the filtrations of X and X are immersed in the joint filtration of X and X. However in the following we will restrict ourselves to consideration of Markovian couplings.
Note that the above constructions beg the question of whether the coupling time T can be chosen to be almost-surely finite, in which case the coupling is said to be successful. In the case of the Kolmogorov diffusion it can be shown that successful Markovian couplings exist [5, 17] ; The extent to which this is the case for a general nilpotent diffusion is an interesting open question (but see [5, 14, 15, 16] ).
Markovian couplings are relatively easy to construct and verify (consider for example the classic reflection coupling of Brownian motion); however in general they will not be maximal (the Brownian reflection coupling provides a rare exception). In the case of driftless Brownian motions on rather general spaces, Kuwada [19] showed that maximal Markovian couplings only occur in highly symmetrical cases; it is shown in [4] that if a smooth elliptic diffusion on a Riemannian manifold admits a Markovian maximal coupling then the manifold must be a space form, the diffusion must be Brownian motion plus drift, and the drift must arise from a continuous one-parameter group of symmetries of the space form (possibly augmented by dilations in the Euclidean case). Thus (at least in the elliptic case) Markovian maximal couplings are very rare.
Efficient couplings
We have asserted that we should not expect maximal couplings to be readily constructable. But for practical purposes it will often suffice to obtain a coupling such that the probability of failing to couple by time t is comparable (asymptotically in t) to the probability of failing to couple maximally by t.
Efficient couplings were introduced in [6] for the case of Markov chains in which there is rapid convergence to a stationary distribution: a coupling is efficient if the (presumed exponential) rate of coupling from generic initial states equals the (presumed exponential) rate of convergence to stationarity. Here we generalize to cases where a stationary distribution need not exist: instead of considering exponential rates of convergence, we consider the rate of coupling compared to the maximum possible rate. Definition 1. Let µ x,y be a successful coupling of two Markov processes X and Y with state space S. Suppose that X and y start from distinct points x, y ∈ S respectively, with coupling time τ , and let d t (x, y) denote the corresponding total variation distance between their distributions. We call µ x,y an efficient coupling if there exists a positive constant C(x, y) such that
for all t > 0 (note that d t (x, y) ≤ µ x,y {τ > t} follows from Aldous' inequality). We call the family of couplings {µ x,y : x, y ∈ S} an efficient coupling strategy if µ x,y is an efficient coupling for every pair of distinct starting points x, y ∈ S.
Note that the constant C(x, y) and the maximal coupling rate may, and often do, depend on initial conditions. Note also that it is entirely possible for a diffusion to exhibit efficient couplings from some distinct pairs of starting points, while still failing to possess an efficient coupling strategy from all possible distinct pairs of starting points. (Examples can be constructed using diffusions which are ordered pairs of independent component diffusions, of which the first coordinate is efficient, and the second inefficient.)
Even when maximal or efficient Markovian couplings do not exist, it is still possible that there may be a Markovian coupling which is optimal, in the sense of simultaneously minimizing P [T > t] for all t > 0 over the class of all Markovian couplings. Such a coupling exists in the case of simultaneous coupling of Brownian motion and its local time at zero [16] .
Questions
The purpose of this paper is to address the following questions: We shall also address the question of whether there might be an optimal Markovian coupling, but only in the case of the classic Kolmogorov diffusion (B, B dt). We restrict here to the classic case; indeed in the case of generalized Kolmogorov diffusions I of index exceeding 2 we know only of implicit and indirect constructions of Markovian couplings [17] , while construction of a successful Markovian coupling at index 2 is direct but requires a somewhat involved analysis. Section 1 describes basic coupling concepts and gives an exact definition of the generalized Kolmogorov diffusion. Section 2 carries out some basic calculations for the generalized Kolmogorov diffusion, from which is derived the straightforward Theorem 1, which establishes the rate of maximal coupling. Section 3 establishes a sequence of negative results: for the generalized Kolmogorov diffusion it is not possible to construct a Markovian maximal coupling (Theorem 2), nor are there any efficient Markovian coupling strategies (Theorem 3). Moreover, for the classical Kolmogorov diffusion, Theorem 5 (by way of the analytical Theorem 4 giving coupling rates for the coupling described in [5] ) shows there can be no optimal Markovian strategy (we restrict here to the classical case of (B, B dt) to avoid considerable potential complexity). Section 4 gives a more positive result in the form of Theorem 6; working in the class of non-Markovian couplings which look ahead only over bounded intervals of time, this theorem exhibits a simple but efficient non-Markovian coupling strategy. Finally, Section 5 discusses possible future research directions.
Explicit calculations for the Kolmogorov diffusion
The Kolmogorov diffusion is a linear Gaussian diffusion, and therefore permits explicit calculation. From (2) the Kolmogorov diffusion I (t) of index k, using x as initial configuration, can usefully be expressed in terms of the standard Kolmogorov diffusion in vector form:
Here the (k + 1) × (k + 1) lower-triangular matrix H (t) can be written as
, where D (t) is the (k + 1) × (k + 1) diagonal matrix with entries 1, t, . . . , t k running down the diagonal, and
Note that H (t + s) = H (t) H (s). Note also that det H = 1, so that H and H (t) (for t > 0) are non-singular matrices. Consider the Kolmogorov diffusion I of index k and begun at 0. Mathematical induction establishes the following linear relationship of Volterra integral type:
Fixing T , and defining
for standard Brownian motion B shows that
In fact this holds for all k ≥ 0. Applying L 2 isometry for Itô integrals, we find that for all a, b ≥ 0
Thus the variance-covariance matrix V (T ) for I (T ), equivalently I (T ), is given by
Note that V is non-singular: given a vector a of coefficients, the L 2 -isometry implies
and this integral is zero only if the polynomial n k=0 a k t k k! vanishes identically, forcing a = 0. Thus V is symmetric positive-definite.
Consider the Cholesky decomposition of the symmetric matrix V (unique up to ± sign, since V is positive-definite). This provides a lower-triangular non-singular matrix
Applying (6), (7), and the lower-triangular nature of L, note for future use that the top row of L can be taken to be (1, 0, . . . , 0). There follows a representation of the distribution of I (T ) in terms of a vector W filled with k + 1 independent standard Brownian motions: for fixed T we obtain
(Note however that this equality in distribution cannot be translated into a samplepath equality as T varies.) Suppose
and L I (2) (T ) . These Gaussian distributions have the same variance-covariance matrix, and therefore the total variation distance is given by the following expression,
For large T , the bound and the total variation distance are asymptotically equivalent. The relationship between coupling, maximal coupling and total variation distance [10, 21, 9] (in particular Aldous' inequality) immediately establishes sharp bounds on the coupling rate for Kolmogorov diffusions, with coupling rate depending on the extent of agreement between low-index initial conditions. (1) , I (2) are coupled copies of the generalized Kolmogorov diffusion begun at x (1) , x (2) respectively, with z 0 = . . . = z r−1 = 0 and z r = 0 for z = x (1) − x (2) , and τ denotes the coupling time, then
, and this sharp lower bound is achieved by a maximal coupling between I (1) and I (2) .
Proof. It is classical that the maximal coupling achieves the upper bound provided by total variation distance [10, 21, 9] . Hence this result follows directly from (9) and the lower-triangular nature of H and L and hence of
, and the result follows from the naïve bound
This has implications for efficient (albeit possibly non-Markovian) coupling strategies for the generalized Kolmogorov diffusion: coupling will occur much faster if the initial states give the same initial Brownian locations and agree up to the first r − 1 ≥ 0 iterated integrals.
Markovian couplings of Kolmogorov diffusions
In this section we consider the rate of coupling for Markovian couplings of Kolmogorov diffusions: can Markovian couplings be maximal in this case? or efficient? or, failing either of these, can there be Markovian maximal couplings of Kolmogorov diffusions which are optimal in the sense of coupling faster than any other Markovian couplings? We shall see that the answers to the first two of these questions are negative for Kolmogorov diffusions of whatever positive index. For the third question we shall consider only classic (index one) Kolmogorov diffusions, and show that at least in this case the answer is again negative.
Markovian Kolmogorov couplings are never maximal
For a very general class of Markov processes, if a Markovian maximal coupling exists for two copies of such a process started from distinct points, then this coupling must satisfy some specific properties. Maximal coupling has to occur at the space-time interface defined by equality of the transition probabilities of the two coupled diffusions. If in addition the coupling is Markovian, then Varadhan asymptotics show that at a given time the interface must be of a specific form (a hyperplane, if the diffusive part of the diffusion is Brownian). Both properties follow from 'soft' arguments and do not depend explicitly on the specific process being considered. This is the content of Section 1.1 of [4] and the results there can be used to show the following: 
Here W ± are (k + 1)-dimensional Brownian motions which are coupled (not necessarily in a Markovian manner). The Gaussian distributions of I ± (t) have the same non-singular variance matrix t V (t) = t D(t) V D (t): the corresponding probability densities agree on a hyperplane H(t; x + 0 , x − 0 ) which runs through 0 and is orthogonal to the vector given by the vector expression
Note that invertibility of V and H imply that this vector is non-zero.
It is convenient to scale this vector expression by t 1+2k , and so to deduce that the hyperplane H(t;
where
The hyperplane H(t; x + 0 , x − 0 ) separates R k+1 into disjoint half-spaces, one containing I + (0) and the other containing I − (0). We call the respective half spaces H + (t;
. Now the following observations must necessarily hold for a Markovian maximal coupling µ of I ± with coupling time τ :
1. Denote the probability densities corresponding to
Thus, if coupling has not been successful by time t, then at time t the diffusions I ± (t) must lie on different sides of the hyperplane H(t;
. Moreover we may use the Gaussian nature of I ± (t) to deduce that under the conditioning τ > t the support of I + (t) (respectively I − (t)) must be the whole of
2. Let µ t denote the joint law of the coupled I ± evaluated at time t. The coupling is Markovian and maximal, so [4, Lemma 3] shows that for almost every pair (x + , x − ) of distinct points in the support of µ t it must be the case that the forward processes I ± (t + ·) must generate a new Markovian maximal coupling starting from x + and x − respectively. We will denote the set of such (x
The first observation shows that, for any positive t, s, when conditioned on τ > t + s, the support of the conditional distribution of I + (t + s) must be the whole of
. Adding the second observation, we may deduce that for all (x + , x − ) ∈ M(µ t ), when conditioning on I + (t) = x + and I − (t) = x − , then the support of the conditional distribution of I + (t + s) (also given τ > t + s) must be the whole of H + (s; x + , x − ), where H(s; x + , x − ) is the hyperplane on which the densities at time s agree for two generalized Kolmogorov diffusions begun at x + and x − respectively. Thus for (x
Arguing as above, the common hyperplane must be normal to the vector
Now consider the limit of this vector as
) converges to a matrix all of whose entries are zero save for the (k, k) position. Moreover this entry is that same as the (k, k) entry of V −1 : since V is symmetric positivedefinite, it follows that V −1 is also symmetric positive-definite, and therefore its (k, k) entry must be positive.
On the other hand, consider the lower-triangular matrix (s
). All off-diagonal entries must tend to zero with s; the on-diagonal entries are not affected and, by (5) , all are equal to 1.
These facts, along with the assumption that the last coordinate of z is non-zero, imply that as
converges to a vector parallel to (0, 0, . . . , 0, 1) ⊤ , and this vector is non-zero if s > 0. Consequently
⊤ for all positive t. Together with (10) , this tells us that, for each t > 0, there is a non-zero scalar λ t such that
For any 0 ≤ i ≤ k, (11) yields
Putting i = k in (12), we find
Substituting this value of λ t back into (12), we obtain the following equation:
Setting i = 0 in the above equation and comparing coefficients of inverse powers of t, the explicit formulae (5) for H and (6) for V lead to z = 0, and we thus obtain a contradiction of the initial hypothesis that z k = 0. If the last coordinates of x 
and therefore µ{I 
Markovian
(if further coordinates agree). That is to say, for efficient (possibly non-Markovian) coupling strategies (see Definition 1), the coupling happens much faster when the scalar Brownian motions, driving the coupled Kolmogorov diffusions of index k, both start from the same point. This turns out to be the key observation in proving Theorem 3. The theorem, on the absence of efficient Markovian coupling strategies, will follow as a direct corollary of the following lemma.
Lemma 3.1. Let µ be any successful Markovian coupling of Kolmogorov diffusions starting from distinct points x and y whose first coordinates agree. Let τ denote the coupling time. Then there are positive constants C µ , t µ (possibly depending on the coupling µ) such that, for all t ≥ t µ ,
Proof. Let I (1) and I (2) denote specific Markovian-coupled copies of the generalized Kolmogorov diffusions starting from x and y (with first coordinates agreeing but second coordinates disagreeing). This corresponds to a Markovian coupling of the driving Brownian motions B and B. Let F t = σ{I (1) (s), I (2) (s) : s ≤ t} be the corresponding σ-algebra of events determined by time t. Consider the possibility that µ{B(t) = B(t)} = 1 for all t. A Fubini argument then shows that µ{B(t) =B(t) for almost every t > 0} = 1 .
By path continuity of Brownian motion, the above would imply that B and B are synchronously coupled µ-almost surely and hence µ{I (1) (t)−I (2) (t) = x − y for all t > 0} = 1. So a successful Markovian coupling cannot be obtained in this manner. Thus for a successful Markovian coupling µ there must exist t 0 > 0 such that µ{B(t 0 ) = B(t 0 )} > 0. Now, for every t > t 0 ,
where E µ represents expectation with respect to the probability measure µ. Introduce the ordinary Brownian coupling time τ * = inf{s > t 0 : B(s) =B(s)}. Evidently this happens no later than the Kolmogorov coupling time, so I(τ > t) ≥ I(τ * > t). As the coupling is Markovian, the shifted process (θ t0 B(s), θ t0B (s)) : s > 0 (when conditioned on F t0 ) gives a coupling of Brownian motions starting from (B(t 0 ),B(t 0 )). If d
Br t (x, y) represents the total variation distance between the distributions of Brownian motions starting from x and y at time t, then we know that for all t > 0 and all x, y satisfying |x − y| ≤ 2 √ t,
There is t µ > t 0 such that, for all t ≥ t µ ,
which proves the lemma. Proof. We argue by contradiction. If there is such an efficient Markovian coupling strategy, then there must exist an efficient Markovian coupling µ of the generalized Kolmogorov diffusions starting from x and y (with first coordinates agreeing but second coordinates disagreeing) with coupling time τ . Then, by Lemma 3.1, there exist positive constants C µ , t µ such that µ{τ > t} ≥ C µ t −1/2 for all t ≥ t µ . But, as noted in the discussion preceding Lemma 3.1, since the first coordinates of x and y agree we have
or even faster. Thus efficiency of the coupling strategy (in the sense of Definition 1) must fail, proving the theorem.
Remark 1. Theorem 3 shows that any Markovian coupling strategy is non-efficient, in the sense that there exist some pairs of distinct starting points from which it is impossible to construct efficient couplings. But it does not imply Theorem 2, which shows non-maximality of Markovian couplings from any pair of distinct starting points.
Markovian classic Kolmogorov couplings cannot be optimal
To begin with, recall the simplest version of the Markovian coupling for the classic Kolmogorov diffusion [5, 17] . Write U for the process corresponding to the difference between the Brownian motions, and V for the difference in the time integrals of the Brownian motions. We assume U 0 = 1 and V 0 = 0; generalization to the case of arbitrary distinct starting points should be clear. We write the coupling probability measure asμ (u,v) when starting values are U 0 = u, V 0 = v.
We describe the coupling strategy of [5, 17] forμ (1, 0) . When U and V have the same sign, we apply reflection coupling (so that U evolves as a Brownian motion run at rate 4). Thus the visits of (U, V ) to the axis V = 0 have to occur at isolated instants of time: between each pair of visits the particle (U, V ) describes a "half-cycle" about the origin. Over the k th cycle, we actually apply reflection coupling until U hits U = ±2 −k or V = 0, taking the sign ± as the opposite of the sign of U at the start of the halfcycle. We then apply synchronous coupling till V = 0, so that U is held constant. As a result, |U | will be no larger than 2 −k at the end of the k th half-cycle.
It is convenient to introduce some notation. Suppose that the k th cycle begins at time S k−1 (so S 0 = 0). Then S k = inf{t > S k−1 : V (t) = 0}. Let T k = min{S k , inf{t > S k−1 : U (t) = (−1) k 2 −k }} be the first time that U hits U = (−1) k 2 −k , or S k if that happens first. Thus [T k , S k ) is the part of the half-cycle in which synchronous coupling is applied: one might think of this as the ballistic phase, while [S k−1 , T k ) is the Brownian phase. Note that the ballistic phase will be trivial if the Brownian phase hits the (V = 0)-axis (that is, T k = S k ).
The time of successful coupling is the time at which (U, V ) hits the origin, and thus it is given by
Borel-Cantelli arguments show that this limit is finite [5] . Our first task is to determine the precise rate of decay of the probability of failing to couple by time t.
Theorem 4. Under the couplingμ (1,0) described above, the coupling time τ satisfies
for some positive constants C 1 , C 2 .
Proof. Note that scaling arguments show that S k+1 −S k has the same distribution as 2 −k S 1 , so that the principal computation concerns the rate of decay ofμ (1,0) {S 1 > t}. 
From (15), it follows that for t ≥ 1,
As S 1 /4 has the density (15) with a = We now apply this rate computation to τ = ∞ k=0 (S k+1 −S k ). By Boole's inequality, scaling, and (17), if t ≥ 1 then
and this establishes the right-hand inequality in (14) . On the other hand (17) shows that if t ≥ 1 then
and this establishes the left-hand inequality in (14), thus completing the proof.
The order of decay of the failure probability of coupling by time t is t −1/3 , therefore this Markovian coupling is far from efficient even when the Brownian motions start from different points. In principle similar analyses should be possible for Markovian couplings of generalized Kolmogorov diffusions, though in such cases progress is difficult because we only know of implicitly defined Markovian coupling constructions for index exceeding 2, while analysis for the case of index 2 is complicated [17] .
We now consider the interesting question, can there be an optimal coupling rate, optimizing over all Markovian couplings but obtained by a single Markovian coupling of a Kolmogorov diffusion? For a study of this question in the different context of coupling for Brownian motion together with a local time, see [16] . In contrast to the case of [16] , we will prove that such a coupling cannot exist for the classical Kolmogorov diffusion.
Theorem 5. There does not exist an optimal Markovian coupling strategy for two copies of the classical Kolmogorov diffusion.
Proof. Fix attention on classical Kolmogorov diffusions which initially differ only in their second coordinate. Denote by U the difference between the Brownian motions and by V the difference in the time integrals. By scaling and stopping arguments, we may concentrate on the situation in which U 0 = 0 and V 0 = 1. Our strategy will be to obtain for each t > 0, a specific Markovian coupling µ (t) with coupling time τ (t) such that µ (t) {τ (t) > t} ≤ C t for all t > 0, where the constant C does not depend on t. If there were to exist an optimal Markovian coupling ν with coupling time τ * , then the above would imply that it should satisfy ν{τ * > t} ≤ C t for all t > 0. This would contradict Lemma 3.1, which shows that for any (successful) Markovian coupling ν there must exist positive constants C ν , t ν such that for all t ≥ t ν , ν{τ * > t} ≥ C ν t −1/2 . First we must describe the coupling µ (t) . The coupling µ (t) differs from the coupling described at the start of this subsection essentially only by early completion of the Brownian phase of its initial half-cycle:
Couple the Brownian motions by reflection till time
Then couple synchronously till time
2. Starting from (U S1 , 0), employ the couplingμ (US 1 ,0) described at the start of this subsection.
In the following, C 1 , C 2 , . . . will be positive constants that do not depend on t.
First observe that T ′ 1 is smaller than the hitting time of the (rate 4) Brownian motion U on the level 4 t when started at 0. Therefore arguments using the reflection principle show that
On the other hand,
and we can apply (15) to deduce that
. By scaling arguments and Theorem 4,
where τ denotes the coupling time under the coupling strategy described at the start of this subsection.
Combining the above facts, we obtain µ (t) {τ (t) > t + 1} ≤ C4 t . The theorem follows.
Efficiency for the finite-look-ahead coupling
Despite these negative results, nevertheless it is possible to exhibit a simple and explicit efficient coupling strategy if we allow couplings which are allowed finite but varying amounts of precognition. In this section, we will describe a simple non-Markovian coupling strategy which achieves efficiency. Our approach will be to divide time into successive intervals [S n , S n+1 ] of growing size and then to couple the driving Brownian motions (and hence the Kolmogorov diffusions) according to a non-Markovian recipe on each such interval. We call this coupling a finite-look-ahead coupling as the coupling construction on each interval [S n , S n+1 ], although non-Markovian, requires information on the driving Brownian paths only till time S n+1 . Further, the coupling of the future paths of the Kolmogorov diffusions conditional on the paths run up till time S n depends on the past only through the values taken at time S n . Thus the coupling restricted to times S n (for n = 0, 1, . . .) can be considered to have a Markovian property.
Recall that in (8), we wrote down a representation for the Kolmogorov diffusion in terms of a Brownian motion vector W at time T . Note in particular that the lowertriangular form of L means that (8) , and evolving in "algorithmic time" (as opposed to the "process time" t used for the stochastic process {B(t) : 0 ≤ t ≤ T }). A candidate for this is given by the Karhunen-Loève expansion
for ζ, t ∈ [0, T ], where
2 πt denote the eigenvalues and eigenfunctions respectively of the covariance kernel of Brownian motion viewed as a bounded operator acting on L 2 [0, 1], and the w k 's are independent standard Brownian motions. Here ζ represents the algorithmic time and t represents the process time. (See [7] for more on stochastic analysis on infinite dimensional spaces.) Set I 0 (t) = x 0 + B(T, t). For 1 ≤ r ≤ k and t ∈ [0, T ], the iterated integrals I r (t) can be viewed as I r (T, t) where {I r (ζ, t) : ζ, t ∈ [0, T ]} have the representation
with f r,k (t) = t 0
. . . (8) and (19) that, for a fixed process time T , the random process
is a standard (k + 1)-dimensional Brownian motion evolving in algorithmic time up to time T . Further, from the representation in (19) , it follows that the Brownian motion W , obtained in this way, does not depend on T . Thus we can write the components W j of W as linear combinations of the Brownian motions w k :
where the e j,k do not depend on T . It will be convenient to define the infinite matrix E whose (j, k)-th entry is given by e j,k , and to note that its rows must form an independent orthonormal set in the sequence space l 2 . We now describe the finite-look-ahead coupling by constructing the coupled paths in each of the successive time intervals (look-ahead-blocks) [T 1 + . . . + T n , T 1 + . . . + T n+1 ] using the Brownian motion B n on the infinite-dimensional space C[0, T n ] described in (18) , for T n = α n for some fixed α > 1. In the following, set S 0 = 0 and S n = T 1 + . . . + T n to be the time of initiation of the n th look-ahead-block. Before commencing detailed analysis, we provide a brief heuristic description of the coupling. Recall that the reflection coupling of Brownian motions started from distinct points gives a maximal coupling by using reflection on one Brownian path to produce the other (till the coupling time), using the hyperplane that bisects the line joining their respective starting points. Although the Kolmogorov diffusion {I (t) : t ∈ [0, T ]} is not a Brownian motion in process time, the process {W (ζ) : ζ ∈ [0, T ]} obtained from I (ζ, T ) in (20) for a fixed process time T evolves as a Brownian motion in algorithmic time. With this observation in mind, we couple two Kolmogorov diffusions I
(1) and I (2) started from x (1) and x (2) respectively on the block [0, T ] as follows:
1. Couple two infinite-dimensional Brownian motions {B (1) n (ζ, t) : ζ, T ∈ [0, T ]} and {B (2) n (ζ, t) : ζ, T ∈ [0, T ]} in such a way that the processes W (1) and
n and B
n respectively via (19) and (20) are reflection coupled (in algorithmic time) by reflecting in the hyperplane bisecting the initial discrepancy vector
2. Repeat this construction on each block [S n , S n+1 ] updating the starting points of the respective Kolmogorov diffusions to I (1) (S n ) and
This coupling of the infinite-dimensional Brownian motions projects down to a coupling of the corresponding driving Brownian motions (and hence the Kolmogorov diffusions) by setting I
for t ∈ [S n , S n+1 ] and i = 1, 2.
It is reasonable to expect that if such a coupling is achieved then it will be efficient, as we are using reflection coupling of Brownian motions (in algorithmic time) in each block. The coupling is analysed in what follows, and efficiency of the coupling is shown in Theorem 6.
We will give an inductive description of the coupling for Kolmogorov diffusions I (1) and I (2) started from x (1) and x (2) respectively. Suppose we have constructed the coupling on [0, S n ]. If I
(1) (S n ) = I (2) (S n ), we can synchronously couple the Brownian motions I
(1) 0 and I (2) 0 after S n . So, henceforth we assume I (1) (S n ) = I (2) (S n ). We will couple two infinite-dimensional Brownian motions B
n on the block [0, T n+1 ], which are represented by the Karhunen-Loève expansion
for ζ, t ∈ [0, T n+1 ] and i = 1, 2. The corresponding coupling for the Brownian motions I (and thus for the entire diffusions I (1) and I (2) ) on the block [S n , S n+1 ] can then be obtained by (22) .
The (k + 1) dimensional Brownian motions running in algorithmic time obtained from the iterated integrals by (20) are denoted by W (1) n and W (2) n respectively.
Let {B n,j : j ≥ 1} be independent standard scalar Brownian motions. Recall the matrix E defined just after (21) . The infinite vector v n,1 = E T η n has l 2 -norm one. We can extend it to an orthonormal basis of l 2 , say {v n,1 , v n,2 . . . }. Let P denote the (infinite) orthogonal matrix with columns formed by these vectors. Note that P is a unitary matrix, and therefore the rows of P are also orthonormal. Now, we can define a coupling of the component Brownian motions w (i) n,k in terms of the matrix P and the Brownian motions B n,j . Define the stopping time σ n = inf ζ > 0 :
Then the coupling is a reflection coupling as follows:
for i = 1, 2. This gives the coupling between B
(1)
n and B (2) n , and thus the corresponding Kolmogorov diffusions I
(1) and I (2) , via (23) . Note that the reflection coupling recipe (24) along with (21) give us
Thus the (k+1) dimensional Brownian motions W
n and W
n (running in algorithmic time) are coupled in such a way that their difference is a rate 4 scalar Brownian motion running along the vector η n . This will be the crucial fact we will use to prove efficiency of this coupling strategy in the following theorem.
Theorem 6. (Efficient finite-look-ahead coupling strategies.) The finite-look-ahead coupling of the Kolmogorov diffusion of index k, constructed as above over successive intervals of lengths T n = α n for some fixed α > 1, provides an efficient coupling strategy for the Kolmogorov diffusion.
Remark 2. An efficient coupling strategy for the Kolmogorov diffusion has to couple at a much faster rate when the initial discrepancy vector z has an initial segment z 0 , z 1 , . . . , z r−1 which is zero: see Theorem 1.
Proof. Consider the above coupling between two index k generalized Kolmogorov diffusions I
(1) , I (2) , begun at x (1) , x (2) respectively, with z = x (1) − x (2) . Setting 2) and S 0 = T 0 = 0, and employing the representation (20), we may write for n ≥ 1,
n−1 (ζ) and ζ ∈ [0, T n ]. We will write Z n for Z n (T n ) and ∆ n W for ∆ n W (T n ).
and recall the unit vectors
(defined when I (1) (S n ) = I (2) (S n )). As before, we will write F n for F n (T n ). Then (26) gives us the following:
Suppose I (1) (S n−1 ) = I (2) (S n−1 ). Then from (25), we have
Substituting this into (27) , and noting the definition of the stopping time σ n−1 , we get
Suppose the coupling has not been successful in [0, S n ]. Then putting ζ = T n in (27) and using (25) again, we proceed similarly as above to obtain the following recursive relation:
Thus, for this sequential coupling scheme it follows from (29) that the vector ν n is deterministic, and indeed
So we can re-express (28) in terms of ν 0 :
Consequently, if we define
for ζ ∈ [0, T n ], where as before, we write G n−1 for G n−1 (T n−1 ). Consider now the (deterministic) evolution of the length (
share the same eigenvalues. Since H is lower-triangular, and has values 1 along the diagonal, and since α −1 ∈ (0, 1), it follows that the eigenvalues of L −1 H D (α −1 ) L are distinct and positive, and are 1,
) L has k + 1 distinct eigenvectors; let e 0 , e 1 , . . . , e k be the eigenvectors corresponding to the eigenvalues 1, α −1 , . . . , α −k ; we suppose these to be of unit Euclidean norm. Note in particular that e 0 = (1, 0, . . . , 0) ⊤ while e 1 , . . . , e k all have zero initial coordinate (this follows from the lower-triangular nature of the matrices L, H , D(α −1 ); moreover the explicit construction of L implies that its top row is given by (1, 0, . . . , 0) ). Write ν 0 = γ 0 e 0 +γ 1 e 1 + . . . + γ k e k .
We suppose first that γ 0 = 0. From the above it follows that
which by the triangle inequality lies in the range
Choose n 0 such that the lower bound of this range exceeds 0 for n ≥ n 0 . Observe from the "algorithmic time" interpolation (32) that if we set
, then G is driven by a timechanged Brownian motion built up from the increments
Moreover, G(ζ) = 0 for some ζ ∈ [S n−1 , S n ] (this happens when ζ − S n−1 = σ n−1 ) if and only if F n = 0 and thus the Kolmogorov diffusions I (1) and I (2) (running in "process time") couple by time S n . The ratio S n /S n−1 always equals α, so a simple asymptotic analysis shows that for coupling efficiency considerations it is sufficient to analyse the hitting time of zero for the process G.
We see from (34) that by time S n = α+. . .+α n the intrinsic time of the time-changed Brownian motion will lie between the two values
and so the probability of G not yet having hit zero will be of order
Asymptotic analysis for large n now shows that efficiency follows in the case γ 0 = 0. Suppose γ 0 = 0, so the first coordinate of z must vanish. In case the first r > 0 coordinates of z vanish, the deterministic evolution of ν n given by (30) together with the lower-triangular nature of L −1 H D(α −1 ) L ensures that the first r coordinates of ν n also vanish, for all n. Hence,
We now argue much as above, but working with the rather simpler comparison process
Thus, the jumps of the process G at the times {S i } i≥0 decrease the value of G. Hence, the hitting time of zero for 1 2 G(S n ) is dominated by that of a new Brownian motion run till time
This avoids 0 up to this time with probability of order C 1 /α (n+1)(2r+1)/2 . Since S n ∼ C 2 α n+1 , we deduce that the asymptotics for the probability of avoiding zero before S n are of order at most 1/S r+1/2 n . As a consequence it follows that this finite-look-ahead coupling provides an efficient coupling strategy, taking efficient advantage of faster coupling when an initial set of coordinates of z vanish. This completes the proof.
Suppose we require the range of precognition to be bounded throughout the coupling procedure: is it still possible to produce efficient couplings, so long as the Brownian components of the two coupled Kolmogorov diffusions start at different points? We do not yet have a general answer to this question, but can show that the obvious approach cannot work. Consider the above finite-look-ahead coupling of the Kolmogorov diffusion of index k, defined over successive intervals of length T n = 1 (so in particular the look-ahead is bounded ). Then this coupling may not even succeed! We justify this assertion by proceeding as in the proof of Theorem 6, but taking T n = 1, so S n = n. Then (28) and (30) simplify: we obtain
Accordingly we obtain
But asymptotically (considering the action of H(n) on z for large n)
(note that the index k satisfies k ≥ 1). Therefore the time-changed Brownian interpolation of the F n /n k (following the proof of Theorem 6) may be compared with a scalar Brownian motion run up to time n 1 n 2k .
This sum converges, and therefore there is a positive probability of the Brownian motion not reaching zero.
Conclusion
In this paper we have studied rates at which the (generalized) Kolmogorov diffusion can be coupled using Markovian or near-Markovian couplings. While this diffusion does possess successful Markovian couplings [5, 17] , such couplings cannot be maximal (Theorem 2), nor can there be an efficient Markovian coupling strategy (Theorem 3). Moreover, at least in the classical case, there can be no optimal Markovian coupling (Theorem 5). By way of compensation, it is possible to exhibit a simple efficient finitelook-ahead coupling strategy even for the generalized Kolmogorov diffusion (Theorem 6). Thus a controlled amount of anticipation suffices to obtain efficiency of coupling.
The results of [4] show that smooth elliptic diffusions only admit Markovian maximal couplings in cases of very special geometry. The Kolmogorov diffusion is the simplest non-trivial nilpotent diffusion, and so its failure to admit Markovian maximal couplings suggests the conjecture that no smooth non-trivial nilpotent diffusions can admit Markovian maximal couplings. Certainly this seems plausible for the case of planar Brownian motion plus Itô stochastic area [5, 14, 15] : perhaps the conjecture can be resolved in the manner of [4] , using ideas from the geometry of nilpotent groups.
The above results can be compared with those of [16] , concerning the coupling of scalar Brownian motion together with its local time at zero. That case lies outside the range of nilpotent diffusions, however it does seem to provide relevant insights. For the local time coupling a (partly numerical) argument shows that there is no Markovian maximal coupling, but a control-theoretic argument shows that a simple reflection / synchronous coupling is optimal Markovian. It would be most interesting to determine whether the existence of efficient Markovian couplings for a given smooth diffusion, or of optimal Markovian couplings, can enforce geometric rigidity in a manner similar to the existence of maximal Markovian couplings. (The results in [6, Sections 3, 4] can be viewed as providing a very preliminary exploration to this kind of problem in the special case of reflecting Brownian motion in a compact convex domain.) This would further elucidate the enigmatic rôle of geometry in probabilistic coupling theory.
A further detailed question for future research is, whether it is possible to attain efficiency for a bounded horizon finite-look-ahead coupling for a Kolmogorov diffusion. The coupling described in Theorem 6 has a horizon which extends at a geometric rate over successive blocks: as noted after the proof of Theorem 6, the obvious bounded horizon coupling does not even have the property of being successful. There are instances in which a small amount of look-ahead can have a dramatic influence on coupling rate -see the work of Smith [23] on coupling for a Gibbs' sampler on the simplex -it would be very interesting if one could map out the circumstances in which this might apply in the relatively well-behaved case of smooth diffusions. As exemplified in [23] , probabilistic coupling has a large part to play in the analysis of random algorithms; it would be of considerable advantage to gain some case history for the potential of modestly non-Markovian coupling to deliver faster couplings in the amenable instance of smooth diffusions.
