ABSTRACT A 3D surface is considered one of the most promising tools for representing and recognizing 3D objects. Therefore, 3D surface matching is widely applied to 3D object recognition, retrieval, and so on. In this paper, a 3D surface matching method using a keypoint-based covariance matrix descriptor is proposed, whose purpose is to find correspondences between 3D surfaces (e.g., 3D model and scene) by matching feature points, which are highly repeatable keypoints described by a multi-scale covariance matrix descriptor. A keypoint is detected by analyzing the surface variation index and eigenvalue variation index of a local neighborhood centered at a point. A multi-scale covariance matrix descriptor of a keypoint describes the geometric relation, surface variation gradient, and eigenvalue variation gradient between the keypoint and its neighborhood. The rationale for adopting the keypoint-based covariance matrix descriptor in our proposed 3D surface matching method is that a small number of keypoints with high repeatability can greatly enhance the matching effect of a 3D surface, after being described by a multi-scale covariance matrix descriptor with high descriptiveness. The experimental results also show that our proposed keypoint detection algorithm has higher repeatability than the surface variation index-based and eigenvalue variation indexbased detection algorithms; our proposed multi-scale covariance matrix descriptor has higher descriptiveness than spin image, PFH, and 3DSC; our proposed bidirectional nearest-neighbor distance ratio algorithm can obtain better feature matching effect than the nearest-neighbor-based and nearest-neighbor distance-ratiobased feature matching. Finally, our proposed 3D surface matching method has a better matching effect than 3D surface matching methods based on spin image, PFH, and 3DSC on the Stanford 3D Scanning Repository, UWA data set and Bologna data set.
I. INTRODUCTION
Three-dimensional (3D) surface matching is an essential technology in the field of 3D computer vision and is widely used in applications such as 3D object recognition [1] , [2] , 3D object retrieval [3] , 3D object categorization [4] , and registration of range images [5] . These applications are always used in higher-level processing tasks such as 3D search engines and automatic 3D reconstruction.
Currently, research efforts aimed at improving the performance of 3D surface matching are gaining momentum thanks to the advent of low-cost new-generation RGBD cameras (e.g., the popular Kinect device by Microsoft and Xtion device by Asus) and the development of data-acquisition technology.
In general, 3D surface matching is comprised of three phrases: keypoint detection, feature descriptor generation and feature matching. Keypoint detection is to identify keypoints, which are also called 3D salient points, using a 3D detector that extracts keypoints from a surface by analyzing a local neighborhood centered at a point on the surface. A feature descriptor can be defined as a mapping from a 3D object space to some high-dimensional vector space [6] . Feature descriptors can be divided into two categories: local-feature based and global-feature based [7] . The former expresses the geometric and topological properties of a neighborhood of each keypoint, and the latter expresses the geometric and topological properties of the entire 3D model. In the last decade, research on feature descriptors has mainly focused on local rather than global approaches because local feature descriptors are able to withstand nuisances such as clutter and occlusions [8] , whereas global feature descriptors are sensitive to clutter and occlusions [9] . Feature matching is the establishment of a set of feature and keypoint correspondences based on feature descriptors of keypoints. The main steps in feature matching are to determine the similarity between feature descriptors and search for the most similar feature descriptor pairs in two sets of feature descriptors.
This paper provides a threefold contribution: first, we propose a keypoint detector that is able to extract keypoints from numerous surface points. Thanks to the keypoint detector, the keypoints extracted from the surface are highly repeatable to noise and invariant to rigid transformation. Second, we formulate a local multi-scale covariance matrix descriptor that can gather geometric relations, surface variation gradients and eigenvalue variation gradients within several support radii. Thanks to the formulation, this feature descriptor is robust to noise and invariant to rigid transformation. Finally, we propose a bidirectional nearest-neighbor distance ratio algorithm in Riemann space to describe the similarity of two feature descriptors and then obtain feature descriptor pairs among two sets of feature descriptors.
The remainder of this paper is organized as follows. In Section II, we introduce related work on 3D surface matching methods. In Section III, we describe in detail the methodology of the proposed 3D surface matching method, including keypoint detection, feature descriptor generation and feature matching. Section IV discusses experimental results, and the paper is concluded in Section V.
II. RELATED WORK
Iterative Closest Point (ICP) [5] , [10] and its variations are the most famous algorithms in 3D surface matching, and they have been applied in numerous real-world tasks. In the ICP algorithm, 3D surface matching is based on the Euclidean distances of closest point correspondences, which are used to build an objective function; the main drawback is that ICP can easily become trapped in a local minimum if the initial transformation matrix is poor.
Johnson and Hebert [11] proposed a spin image descriptor to match 3D surfaces. Each point described by a spin image is invariant to rigid transformation, and point correspondences between a model and scene can be built according to the correlations of the spin image. Next, plausible rigid transformations that match the model and the scene are calculated. Finally, the best matching between the model and scene is calculated by ICP. 3D surface matching based on spin image has been employed in many applications. However, the spin image has several drawbacks: (i) it is sensitive to varying mesh resolutions and nonuniform sampling; and (ii) its descriptive power is limited since the cylindrical angular coordinate is omitted [1] .
Frome et al. [12] proposed a 3D shape context (3DSC) descriptor to match 3D surfaces. They use the normal at a keypoint as the local reference axis. The spherical neighborhood is then divided equally along both the azimuth and elevation dimensions but logarithmically along the radial dimension. The 3DSC descriptor is generated by counting the weighted number of points falling into each bin.
Based on 3DSC, Frome and Huber describe each local point and match a model and scene to obtain a rigid transformation by the correspondence between the 3DSC descriptor, and their experiments show that the 3DSC descriptor has a better matching effect than the spin image descriptor under noisy and cluttered conditions.
Rusu et al. [13] proposed the Point Feature Histograms (PFH) descriptor to match 3D surfaces. For each pair of points in the neighborhood of a keypoint, a Darboux frame is first defined. They then calculate four measures using the angles between the points' normals and the distance vector between them and accumulate these measures of all pairs of points into a 16-bin histogram. 3D surfaces are matched by using corresponding feature points and are aligned into a consistent global object. Their experiments show that the matching based on point-feature histograms can provide good starting points for iterative registration algorithms, such as ICP, and has a better matching effect than ICP.
Cirujeda et al. [14] matched 3D surfaces using a covariance matrix descriptor in the field of 3D space. They use mainly the geometric relation and color relation between a point and its neighborhood to construct the covariance matrix descriptor. However, the addition of the color relation limits the application scope of the covariance matrix descriptor, since a large number of 3D surfaces are scanned without color information. Fehr [15] and Fehr et al. [16] also used a covariance matrix descriptor to match 3D surfaces and apply it to detect and recognize 3D objects. However, the disadvantage of their covariance matrix descriptor is that its feature vector contains a normal vector, which is not invariant to rigid transformation and will decrease the stability of the joint variability distributions of the covariance matrix descriptor. Similar to the feature vector in [15] and [16] , the feature vector in [17] uses some absolute information such as keypoint coordinates x, y and z, which will also cause the stability of the joint variability distributions of the covariance matrix descriptor to decrease.
In summary, although there has been much research on 3D surface matching and many research results have been achieved, there is still a long way to go for 3D surface matching to truly meet the needs of the user in terms of matching effect.
III. METHODOLOGY
Our proposed method has three key components: keypoint detection, feature descriptor generation and feature matching. Fig. 1 illustrates the framework of the proposed method. In this framework, keypoint detection is the basis, feature descriptor is the core and feature matching is an important step.
A. KEYPOINT DETECTION
At each point p in point cloud P, a local neighborhood Nbhd(p) is pruned from P using a sphere with radius r (called support radius) centered at p. The local neighborhood is always used to extract a local reference frame (LRF) that VOLUME 5, 2017 is robust to nuisances such as clutter and occlusion. In this paper, we extract a LRF according to the method proposed by Petrelli and Stefano [8] because their method outperforms existing methods in terms of repeatability and is computationally very efficient. Along with the LRF, we use the Hotelling transform [18] or principle component analysis [19] to transform each point in Nbhd(p) to a locally aligned neighborhood Anbhd(p). Let X and Y represent the x and y components of Anbhd(p) as follows:
where l is the length of Anbhd (p). Then, a surface variation index ϑ is defined as the ratio between the first two principle axes of the local neighborhood centered at p:
ϑ reflects the geometric variation of the local neighborhood around the point p. For a symmetrical local point set such as a plane or sphere, ϑ is 1; and for asymmetrical local point set, ϑ is greater than 1. We consider each point p in P with surface variation index greater than ε ϑ as a keypoint. For each point p and its local neighborhood Nbhd(p), the covariance matrix C p of p can be calculated in terms of formulas (4) and (5):
where p i belongs to Nbhd(p), p is the mean of Nbhd(p) and C p is a covariance matrix centered at p. Then, an eigenvalue decomposition can be performed on C p and its eigenvalues are λ 1 (p), λ 2 (p) and λ 3 (p), which satisfy λ 1 (p) > λ 2 (p) > λ 3 (p). Let the eigenvalue variation index ρ be defined as follows:
We also consider each point with eigenvalue variation index ρ greater than ε ρ as a keypoint. The rationale for this is to avoid detecting keypoints at points exhibiting a similar spread along the principal directions where a repeatable canonical reference frame cannot be established [20] . Therefore, in this paper, the criterion that a point is identified as a keypoint is defined as follow:
where we can understand our proposed variation index as a combination of the surface variation index and eigenvalue variation index.
B. FEATURE DESCRIPTOR GENERATION
In this section, we propose a local feature descriptor that gathers the geometric relation, surface variation gradient and eigenvalue variation gradient together from a keypoint and its neighborhood within several support radii and encodes such information into a covariance matrix, which is called the multi-scale covariance matrix descriptor.
1) COVARIANCE MATRIX DESCRIPTOR
In probability theory and statistics, covariance is a measure of the joint variability of two random variables [21] and it is introduced as a descriptor in image processing [22] - [24] . Within the context of the covariance matrix descriptor definition, a set of random variables must correspond to a set of observable properties that can be extracted from a keypoint and its neighborhood, such as normal values, curvature values, and 3D coordinates. Therefore, the first step of building a covariance matrix descriptor is to build a feature selection function (p, r) for a given keypoint p as follows:
where p i is a neighboring point within the neighborhood of p, r is the support radius of the neighborhood of p, ϕ p i is the feature vector of random variables obtained between p and each one of its neighboring points. The selected random variables in the vector ϕ p i must be robust to noise and invariant to rigid transformation, so these random variables are computed relative to the keypoint p for which the descriptor is generated. Therefore, ϕ p i in this paper is defined as follows:
where cos (α (p i p)) is defined as the cosine of the angle between the normal vector n in p and the segment from p to p i , and denotes the concave- 
where (·) denotes the dot product and · denotes the distance between two points. Note that we do not use the values of the angles of α (p i p), β (p i p) and γ (p i p), but instead use the cosine to save computation time.
After defining a feature selection function (p, r) for the keypoint p, the covariance matrix descriptor of a keypoint p is defined as follows:
where N is the number of neighboring points of p within a support radius r, N neighboring points form N feature vectors ϕ p i , and u ϕ p i is the mean of these feature vectors. The keypoint p described by the covariance matrix can also be called a feature point.
The covariance matrix descriptor is an abstract description of the neighborhood information of a point and treats the obtained feature as a sample of joint variability distributions. According to the central limit theorem, as long as the obtained sample feature is more significant and the number of sample features is large enough, the data within a certain range within the features distribution will be correctly represented. Therefore, the covariance matrix descriptor is more valuable than the histogram descriptor [14] . In addition, the covariance matrix descriptor does not have any information regarding the ordering and the number of neighboring points, which implies a certain scale and rotation invariance over the neighborhood in a different scanner, and the covariance matrix descriptor has a certain robustness to noise because individual samples corrupted by noise have been largely filtered out during the covariance computation.
2) MULTI-SCALE COVARIANCE MATRIX DESCRIPTOR
The calculation process of the covariance descriptor is simple, so we can change the size of the support radius r to change the number of neighboring points and thus obtain covariance descriptors at different scales. Compared to a keypoint with a fixed-radius covariance matrix descriptor, a multi-scale covariance descriptor for a keypoint can enhance the description of the keypoint. A multi-scale covariance descriptor for a keypoint can be defined as follows:
The rationale for using several support radii is that discrimination performance can be improved if a keypoint is supported by more than one descriptor for a narrow-to-coarse set of surrounding areas. Then, we are intentionally seeking to match keypoint pairs that are locally similar but also related in a more global area. This can help to improve the description of keypoints in edges or borders of objects.
C. FEATURE MATCHING
In feature matching, our task is to establish a set of feature correspondences between two sets of multi-scale covariance matrix descriptors. The main challenge is to determine how to calculate similarity between two multi-scale covariance matrix descriptors and find the correspondences between two sets of multi-scale covariance matrix descriptors.
1) SIMILARITY BETWEEN TWO MULTI-SCALE COVARIANCE MATRIX DESCRIPTORS
The similarity between two covariance matrix descriptors can be described by the distance between the covariance matrices, and the closer the distance is, the more similar they are. Since the covariance matrix does not lie in Euclidean space, which means that most of the common machine-learning methods cannot be applied, it is difficult to determine how close two covariance matrices are to each other. Fortunately, a covariance matrix is a symmetric positive definite (SPD) matrix, namely, sym + d , where d denotes the dimension of the covariance matrix and sym + d is a non-linear Riemannian manifold, so we can consider how to calculate the distance between covariance matrices on the Riemannian manifold. On a Riemannian manifold, the shortest curve connecting two points X and Y is called a geodesic, so the geodesic distance between two covariance matrices is a proper metric measuring the similarity between two covariance matrices.
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The geodesic distance was introduced by Förstner and Moonen [25] and is defined as follows:
where X , Y ∈ sym + d , and log(·) denotes the matrix logarithm operator.
This Riemannian metric is affine invariant and has been the most widely used Riemannian metric over covariance matrices. However, this Riemannian metric will also cause significant slowdowns for large matrices [26] . For an application that needs repeatedly to compute distances between numerous pairs of matrices, this computational burden can be excessive. Therefore, recent research proposes the use of the Jensen-Bregman LogDet Divergence [26] , which is defined as follows:
where |·| denotes the matrix determinant and log(·) is the natural logarithm. This metric is shown to outperform the Riemannian metric in speed without any decline in application performance [26] , so we use this metric to measure the similarity between two covariance matrix descriptors throughout this paper. Meanwhile, based on (20), the similarity between multi-scaled covariance matrix descriptors can be defined as follows:
where C 1 M and C 2 M are the covariance matrix descriptors belonging to each radius scale from r 1 to r s on each of the two surfaces, respectively, and d JBLD (C 1 i , C 2 i ) denotes the similarity of two covariance matrix descriptors with a fixed scale at each surface. Formula (21) takes into account the similarity under different scales and uses the mean of the similarity values within different scales as the similarity between multiscale covariance matrix descriptors. The covariance matrix descriptor mentioned in the remainder of this paper refers to a multi-scale covariance matrix descriptor unless stated otherwise.
2) CORRESPONDENCES BETWEEN TWO SETS OF COVARIANCE MATRIX DESCRIPTORS
Different from current strategies such as nearest neighbor (NN)-based and nearest neighbor distance ratio (NNDR)-based strategies, we propose a bidirectional nearest neighbor distance ratio (BNNDR)-based strategy. The detailed matching process using BNNDR is described as follows:
First 
If the ratio r dist is less than a threshold ε r , ( The threshold ε r determines both the number and accuracy of matching feature pairs. If ε r is too small, a limited number of matching feature pairs will be obtained and they may be not enough to match two surfaces. However, if ε r is too large, a large number of false-positive feature pairs will be obtained, which will decrease the accuracy of feature matching. The influence of the threshold ε r on feature matching is further analyzed in Section IV-C.
IV. EXPERIMENTAL RESULTS

A. KEYPOINT DETECTION EXPERIMENTS
There are two purposes to these experiments. One is to test how thresholds of surface variation index and eigenvalue variation index affect the repeatability of keypoints. Another is to determine whether the keypoint detection algorithm based on our proposed index combining the surface variation index and eigenvalue variation index outperforms a keypoint detection algorithm based on the surface variation index or based on the eigenvalue variation index.
1) DATASET
In these experiments, we use the Stanford 3D Scanning Repository [27] to test the repeatability of keypoints. There are a total of nine 3D models: Stanford Bunny, Drill bit, Happy Buddha, Dragon, Armadillo, Lucy, Asian Dragon, Vellum manuscript and Thai Statue. These models were scanned using a Cyberware 3030 MS scanner, Stanford Large Statue Scanner or XYZ RGB auto-synchronized camera with a resolution of 100 microns. However, only four models, namely Armadillo, Dragon, Stanford Bunny and Happy Buddha, are used in our experiments because these four models were all scanned by a Cyberware 3030 MS scanner and have the same mesh resolution (mr), which is helpful for analyzing and comparing the repeatability of keypoints under the same conditions. These four models are shown in Fig. 3 . It is worth noting that we convert the model's data format from the original ply (Polygon File Format) format to pcd (point cloud data) format using CloudCompare Software so that those models can be used in our algorithm. 
2) EVALUATION METRICS OF REPEATABILITY
The repeatability is the most important trait of a keypoint detector. This characteristic represents the ability of the keypoint detector to find the same set of keypoints on a given model with noise corruption.
In this paper, we use M = {M u } L u=1 to denote all the models and use S = {S v } N v=1 to denote all the scenes. (25) Assuming that the total number of keypoints detected from the model M u is n m and the number of repeatable keypoints from the model M u and the scene S v is n r , we define the repeatability ratio rt as follows:
where higher rt indicates stronger repeatability.
3) SURFACE VARIATION INDEX AND OUR PROPOSED VARIATION INDEX FOR THE REPEATABILITY OF KEYPOINTS
To better illustrate how the surface variation index influences the repeatability of keypoints, the keypoints detected on four models with different surface variation indices are shown in Fig. 5 , where columns (a), (b), (c), (d), (e), (f) and (g) show keypoints of four models with ρ = 1.2, 1.25, 1.3, 1.35, 1.4, 1.45 and 1.5, respectively, and the support radius is set to 4 mm. It can be observed that as the threshold of the surface variation index increases, increasingly many keypoints become focused on areas with large surface variations, such as ear,fingertip, tiptoe and tail-tip of Armadillo, and horntip, nose-tip and tail-tip of Dragon; increasingly, many of the keypoints that appear at less curved parts of the 3D models disappear. Based on the above reasoning, we try to detect keypoints from each model and their three corresponding noisy scenes under different values of surface variation index and calculate the average repeatability between the model keypoints and scene keypoints of the same object using (25) and (26) . In these experiments, the support radius is set to 4 mm and ε d is set to 1 mm. The result of repeatability is shown as Fig. 6 , in which the red line refers to the repeatability variation between the keypoints of the model and keypoints of the scene with 0.1 mesh resolution (mr) noise deviation; the green line refers to the repeatability variation between the keypoints of the model and those of the scene with 0.3 mr noise deviation; and the blue line refers to the repeatability variation between the keypoints of the model and of the scene with 0.5 mr noise deviation. It is clear that the repeatability between the keypoints of the model and keypoints of the three kinds of noisy scenes increases and the average amount of keypoints detected from models decreases with the increase of the surface variation index. Moreover, the repeatability between keypoints of model and VOLUME 5, 2017 keypoints of noisy scenes with 0.1 mr noise deviation is highest in the case of the same surface variation index.
In addition, to determine whether the keypoint detection algorithm based on our proposed variation index outperforms the keypoint detection algorithm based on the surface variation index, we also test the influence of the eigenvalue variation index on the repeatability of keypoints when the surface variation index has been set in advance to 1.2, 1.25, 1.3, 1.35, 1.4, 1.45 and 1.5. Here, it should be noted that the keypoint criterion is specified in (7). The experimental results are shown in Fig. 7 , in which the noise deviation of the noisy scene is set to 0.1 mr in Fig. 7a , 0.3 mr in Fig. 7b and 0.5 mr in Fig. 7c. In Fig. 7a, 7b and 7c, the lines of different colors refer to the variation between the repeatability of keypoints and eigenvalue variation index under different condition of surface variation index.
It is clear that no matter what kind of noisy scene is considered, the repeatability of the keypoints always decreases with the increase of the eigenvalue variation index and converges to a fixed value, which is the repeatability of the corresponding surface variation index. For example, in the red line in Fig. 7a , when the value on the X-axis is greater than or equal to 2.2, the Y-axis indicates 76%, which is the repeatability when the surface variation index is set to 1.2. Thus, we can conclude that the keypoint detection algorithm based on our proposed index combining the surface variation index and eigenvalue variation index outperforms the keypoint detection algorithm based on the surface variation index. Moreover, we can observe that the curves become increasingly turbulent with the increase of the noise deviation by comparing Fig. 7a, 7b and 7c . Finally, based on the above experiments, for these four models in the Stanford 3D Scanning Repository, the suggested value of the surface variation index is 1.5 because the average number of keypoints detected from these four 3D models at this index is 2258, which is a relatively good quantity and can result in a good tradeoff between computational cost and repeatability.
4) EIGENVALUE VARIATION INDEX AND OUR PROPOSED VARIATION INDEX FOR THE REPEATABILITY OF KEYPOINTS
Similar to the experiments on the influence of the surface variation index on the repeatability of keypoints, some experiments are conducted to test the influence of the eigenvalue variation index on the repeatability of keypoints and to compare the repeatability between our proposed variation index and the eigenvalue variation index.
In these experiments, we try to detect keypoints from each model and their three corresponding noisy scenes under different eigenvalue variation indices and to calculate the average repeatability between the model keypoints and scene keypoints of the same object using (25) and (26) . The support radius is set to 4 mm and ε d is set to 1 mm. The experimental results on the repeatability are shown as Fig. 8 , in which the two red lines refer to the repeatability variation between the keypoints of the model and keypoints of the scene with 0.1 mr noise deviation, the two green lines refer to that with 0.3 mr noise deviation, the two blue lines refer to that with 0.5 mr noise deviation, the solid lines refer to the repeatability variation without the surface variation index, and the dotted lines refer to the repeatability variation with the surface variation index set to 1.5. By comparing the solid lines and dotted lines, it is clear that repeatability of keypoints with surface variation index of 1.5 is higher than the repeatability of keypoints without the surface variation index under the condition that the value of the eigenvalue variation index is the same. This proves that the keypoint detection algorithm based on our proposed variation index combining the surface variation index and eigenvalue variation index also outperforms the keypoint detection algorithm based on the eigenvalue variation index. Meanwhile, it can also be observed that the repeatability between the model keypoints and three kinds of noisy scenes is highest when the eigenvalue variation index is set to 1.55 for these four 3D models from the Stanford 3D Scanning Repository. VOLUME 5, 2017
B. COVARIANCE MATRIX DESCRIPTOR EXPERIMENTS 1) EVALUATION METRICS OF PERFORMANCE OF DESCRIPTOR
The 3D covariance matrix descriptor has only one parameter: the combined feature vector. Thus, the performance of the descriptor against various parameters needs to be tested. Meanwhile, the performance comparison between our proposed feature descriptor and the state-of-the-art feature descriptors also needs to be carried out. Therefore, we use the criterion of recall versus 1-precision curve (RP Curve) to state our experimental results.
Recall versus 1-precision curve is one of the popular metrics in the literature used for the assessment of a descriptor [28] , [29] . It is generated as follows. Given a scene, a model, and a ground-truth transformation, the keypoints from the scene and model are detected using the keypoint detection algorithm in the paper and are described as scene features and model features, respectively, using the covariance matrix descriptor algorithm. The number of scene features is defined as the total number of positives. A scene feature is matched against all model features to find the closest feature. If the distance between these two features is less than a threshold, then the scene feature and its closest model feature are considered a matching feature pair. Further, a matching feature pair is considered a correct positive only if the distance between the physical positions of the feature pair is small enough, else it is considered a false positive. From these numbers, the RP can be defined as: recall = the number of correct positives total number of positives (27) 1 − precision = the number of false positives total number of matched feature pairs (28) Thus, the RP curve can be generated for our experiments by varying the threshold. Ideally, a RP curve will fall on the top left corner of the figure, which means that the feature descriptor achieves high recall and precision.
2) DIFFERENT FEATURE VECTOR FOR COVARIANCE MATRIX DESCRIPTOR
The selection of the feature plays an important role in the generation of the covariance matrix, which determines not only the capability of encapsulating the information in a distribution matrix but also the size of the feature vector. We present results for the following different combinations of features.
Among these feature vectors, F 7 is our proposed feature vector. Variables in F 3 , F 4 and F 7 are all computed relatively between the keypoint p and its neighboring point, and these variables are invariant to rigid transformation and robust to noise; partial variables in F 10 and F 13 are computed absolutely between the keypoint p and its neighboring point; for example, x p i , y p i and z p i are the absolute position of a neighboring point of keypoint p, n x p i , n y p i and n z p i are the normal of a neighboring point of keypoint p, and these variables are not invariant under rigid transformation and are very sensitive to noise.
In these experiments, we choose the same dataset as in the keypoint detection experiments and calculate the average recall and 1 -precision. Our experimental results are shown in Fig. 9, in which Fig. 9a, 9b and 9c correspond to noise deviations of 0.1 mr, 0.3 mr and 0.5 mr, respectively.
It is clear that the covariance matrix descriptors formed by F 3 , F 4 and F 7 with variables that are invariant to rigid transformation and robust to noise outperform the covariance matrix descriptors formed by F 10 and F 13 with variables that are not invariant under rigid transformation, and the performances of the covariance matrix descriptors formed by F 10 and F 13 decrease rapidly with the increase of the noise deviation. For example, in Fig. 9c , the recalls of the covariance matrix descriptors formed by F 10 and F 13 are only 0.28 and 0.24 when 1 -precision is 0.25. The deepseated reason is that F 10 and F 13 include variables that are not invariant to rigid transformation and are very sensitive to noise, and thus the descriptive power of the covariance matrix is reduced severely. By comparing the covariance matrix descriptors formed by F 3 and F 4 , we can see that the covariance matrix descriptor formed by the eigenvalue variation gradient and surface variation gradient outperforms the covariance matrix descriptor formed by the geometrical relation. The deep-seated reason is that the gradients of surface variation and eigenvalue variation are more stable than the geometrical relation between the keypoint and its neighboring point when there is some noise. By comparing the covariance matrix descriptors formed by F 3 , F 4 and F 7 , it is clear that the performance of the covariance matrix descriptor increases with the increase of the number of variables in the feature vector when these variables are invariant to rigid transformation and robust to noise. Finally, it is also clear that the performance of the covariance matrix descriptor formed by F 7 decreases slightly when the noise deviation increases from 0.1 mr to 0.5 mr, and the experimental results show that our proposed feature vector has good robustness to noise changes.
3) COMPARISON BETWEEN FEATURE DESCRIPTORS
We also compare our proposed feature descriptor against the state-of-the-art methods spin image [11] , 3DSC [12] and PFH [13] , which are considered classical feature descriptors in the literature for successful matching of surfaces and are implemented in Point Cloud Library (PCL) [30] , [31] . For the compared feature descriptors, any needed parameter (support radius, bin size) is set according to the originally proposed values or to equivalent values for our proposed feature descriptor. The aim of this approach is to provide the fairest comparison as possible.
In these experiments, we also choose the same dataset as in the keypoint detection experiments and calculate the average recall and 1 -precision. Our experimental results are shown as Fig. 10, in which Fig. 10a, 10b and 10c correspond to noise deviations of 0.1 mr, 0.3 mr and 0.5 mr, respectively.
From Fig. 10 , it is clear that our proposed feature descriptor achieves the best performance in three cases, and it is followed by 3DSC. Specifically, the performance of 3DSC is slightly better than that of our proposed feature descriptor under a low level of noise (0.1 mr noise deviation), as shown in Fig. 10a . However, when the noise deviation increases to 0.3 mr and 0.5 mr, our proposed feature descriptor is significantly better than 3DSC, as shown in Fig. 10b and 10c . It can be inferred that our proposed feature descriptor based VOLUME 5, 2017 on the covariance matrix is very robust to noise, especially in the case of scenes with a high level of noise.
It is also clear that the performance of spin image deteriorates sharply when the noise deviation increases, as shown in Fig. 10a-c . In particular, when the noise deviation increases to 0.5 mr, the recall is only 0.3 when 1 -precision is 0.25. The deep-seated reason is that the spin image is sensitive to nonuniform sampling [3] and our keypoint detection algorithm is similar to a kind of nonuniform sampling, which is the premise of our experiments regarding feature descriptor comparison. Meanwhile, it is clear that the performance of FPH slightly decreases as the noise deviation increases. There are at least two reasons for this. First, the PFH descriptor defines a Darboux frame to calculate four measures using the angles between the points' normals in a manner similar to feature vector F 3 mentioned above, and these measures are invariant to rigid transformation and robust to noise. Second, PFH accumulates the above measures into a 16-bin histogram, which further enhance the robustness of the PFH descriptor to noise.
Finally, there are three reasons for the strong robustness to noise of our proposed feature descriptor based on the covariance matrix. First, the feature vector that forms the covariance matrix descriptor is strongly robust to noise and invariant to rigid transformation. Second, using covariance computation of the covariance matrix, the corrupting individual samples are largely filtered out with an average filter [22] , which directly enhances the robustness of our feature descriptor to noise. Third, the covariance matrix descriptor provides a combination of flexible feature distributions, which contribute to the descriptor's ability to preserve their inner characteristics even under changes of scale and rotation in the data-and robustness-according to the central limit theorem, as long as a sufficient number of samples to correctly represent the feature distribution are used within a certain range of the feature distribution [14] .
C. FEATURE MATCHING EXPERIMENTS 1) EVALUATION METRICS OF FEATURE MATCHING
Similar to the work by Mian et al. [32] on evaluation of an automatic registration algorithm, evaluation metrics of feature matching are calculated as follows. Given a scene, a model, a ground-truth transformation defined by R gt and t gt , which are known, and an actual transformation defined by R a and t a , which are calculated by the keypoint pairs corresponding to matching feature pairs, the error between the two rotation matrices and the error between the two translation vectors are defined as follows:
t e = t a − t gt /d res (30) where d res is 1 mesh resolution. Theoretically, when θ e and t e are smaller, the performance of feature matching is higher. 
2) THRESHOLD FOR FEATURE MATCHING
The feature matching in this paper has only one parameter, r dist , which determines whether a scene feature is matched with a model feature. The threshold ε r of r dist is a tradeoff. If ε r is set to be large, the number of matching feature pairs between the scene features and model features will be large, but there will also be many mismatched feature pairs among them. If ε r is set to be small, the number of matching feature pairs will be small, which may cause trouble for the calculation of the transformation matrix between a model and a scene.
To test the influence of ε r on feature matching, the experimental process is as follows. First, we randomly select 1000 points from a model, and we refer to these points as model keypoints. Selecting 800 points from these 1000 model keypoints and transforming them according to the groundtruth transformation, we obtain the corresponding points from the corresponding noisy scene with 0.1 mr noise deviation by searching the points with the smallest distances to the transformed 800 model keypoints and then we randomly select 200 points from the noisy scene. We refer to these 1000 points from the noisy scene as scene keypoints. Then, for each scene keypoint kp i S and model keypoint kp i M , we calculate the feature descriptors using their covariance matrices and denote them as C M kp i S and C M kp i M . Using the feature matching algorithm proposed in this paper, the matching feature pairs
and corresponding keypoint pairs kp i S , kp j M can be obtained, and then the actual transformation matrix can be calculated by performing SVD on those keypoint pairs using an algorithm proposed by Arun et al. [33] . Finally, using (29) and (30), the error between the ground-truth transformation and actual transformation can be calculated. The above step is performed on the four 3D models and corresponding four noisy scenes, and average errors with the change of ε r are shown in Table 1 .
It is clear that average errors θ e and t e decrease with the decrease of ε r until ε r reaches 0.3. When ε r is 0.3, θ e and t e become particularly large because the number of matching feature pairs is too small, which causes errors in the calculation of the actual transformation matrix.
3) COMPARISON BETWEEN FEATURE MATCHING STRATEGIES
In this experiment, we compare state-of-the-art feature matching strategies such as nearest neighbor (NN), nearestneighbor distance ratio (NNDR) and our proposed bidirectional nearest-neighbor distance ratio (BNNDR).
In 
The experimental process is similar to the experimental process regarding the threshold for feature matching, except the feature matching algorithm uses NN, NNDR and our proposed BNNDR. For feature matching based on NN, there is no parameter to be set; however, there is a distance ratio ε r to be set for NNDR and BNNDR. Therefore, for the fairest comparison as possible, we perform experiments for feature matching based on NNDR and BNNDR on the premise that ε r is set to range from 0.4 to 1, and compute average errors for these seven different values of ε r as the experimental results.
The experimental results are shown in Table 2 . It is clear that our proposed feature matching algorithm BNNDR obtains the best matching effect with the smallest rotation error and the smallest translation error, followed by NNDR. The reason that feature matching based on NN achieves the worst matching effect is that there are too many mismatched pairs. In feature matching based on NN, once a model keypoint is matched with a scene keypoint, it cannot be matched again with another scene keypoint. Thus, this matching algorithm will become trapped in a local optimum and will not reach a global optimum. Though in theory it is possible that feature matching algorithms based on NNDR and BNNDR could become trapped in a local optimum, the constraint on the distance ratio can reduce the influence of a local optimum. Meanwhile, the reason that the matching effect of feature matching based on BNNDR is better than that of feature matching based on NNDR is that feature matching based on BNNDR must be stricter to conform to NNDR, since NNDR is used twice during its computation process.
D. 3D SURFACE MATCHING EXPERIMENTS 1) 3D SURFACE MATCHING ON THE STANFORD 3D SCANNING REPOSITORY
In these experiments, we use seven 3D objects, namely, Armadillo, Dragon, Stanford Bunny, Happy Buddha, Chinese dragon, Thai Statue and Drill bit, as 3D models and use their corresponding 3D objects with 0.1 mr noise deviation as 3D scenes. The experimental purpose is to match the 3D models and their corresponding scenes using our keypoint-based covariance matrix descriptors. The experimental process follows our proposed 3D surface matching method described in Fig. 1 . Fig. 11 presents seven matching illustrations for matching 3D models with their corresponding noisy scenes. For each figure in Fig. 11 , the red point cloud represents the 3D scene, the green point cloud represents the 3D model, and white lines represent matching keypoint pairs between the 3D model and scene. It is noted that the original lines are not parallel, but rather crisscross because rotation transformation exists between 3D models and their corresponding scenes. However, to easily evaluate the accuracy of matching keypoint pairs, we rotate the 3D model and its keypoints according to the ground-truth transformation between the 3D model and scene, only using a certain translation transformation. On the basis of this rotation, if the matching lines are more parallel and the number of matching lines is large, our proposed method is more efficient. It is clear that there are many parallel matching lines in Fig. 11a to 11g , especially in Fig. 11g , where there are a large number of parallel matching lines between the 3D model and the scene. This is because the 3D model and its scene are very simple, and it is easy to detect more repeatable keypoints.
To further verify our method, we calculate the error between the ground-truth transformation and our calculated transformation for each 3D model and its corresponding 3D scene. Table 3 lists our experimental parameters and errors. It is clear that there are only minor errors between our calculated transformation and the ground-truth transformation. The error results also show that there is a bestmatching result between Drill bit and its scene. It is noted that the parameters are different for Chinese dragon, Thai Statue and Drill bit than those for the other four 3D models since the scanning equipment used for these three 3D models is different from that used for the other four 3D models, and the mesh resolution is also different between them.
Finally, we compare our proposed 3D surface matching method with other 3D surface matching methods based on spin image, 3DSC and PFH. We perform experiments on seven 3D models and their corresponding scenes, and obtain the average error as the ultimate result for each 3D surface matching method. The results are shown in Table 4 . It is very clear that our proposed method achieves the best performance in most cases and is followed by 3D surface matching method based on 3DSC and PFH. 3D surface matching method based on spin image has the weakest performance, which also FIGURE 11. Matching 3D models to noisy scenes on the stanford 3D scanning repository. shows that it is less robust to noise than FPH, 3DSC and our proposed covariance matrix descriptor. The reason that our proposed 3D surface matching method is better than the other 3D surface matching methods is that our feature descriptor is more robust to noise than the other descriptors, which is verified in Section IV-B.
2) 3D SURFACE MATCHING ON THE UWA DATASET
In these experiments, we use five 3D objects, namely, Chef, Parasaurolophus, T-rex, Chicken and Rhino, as 3D models and use their corresponding 3D objects with 0.1 mr noise deviation as 3D scenes. Fig. 12 presents five matching illustrations for matching 3D models with their corresponding noisy scenes. For each figure in Fig. 12 , the red point cloud represents the 3D scene, the green point cloud represents the 3D model, and white lines represent matching keypoint pairs between the 3D model and scene. It is clear that there are many parallel matching lines in Fig. 12a to 12e , especially for Fig. 12c and 12d , in which there are large numbers of parallel matching lines between the 3D models and the scenes. The reason for this is that there exist many salient keypoints that are detected by our proposed algorithm, and these keypoints are easily matched by our proposed covariance matrix descriptor. Table 5 shows the error between the ground-truth transformation and our calculated transformation for each 3D model and its corresponding 3D scene. It is very clear that there are more translation errors for 3D models of Chef and Chicken. The reason for this is that their shapes are flatter, so the detected keypoints are not so salient and then subsequent feature description and matching are also affected. It is also clear that good matching effects are obtained for 3D models of Parasaurolophus and Rhino; this further validates the matching effects shown in Fig. 12c and 12d .
Finally, we compare our proposed 3D surface matching method with other 3D surface matching methods based on spin image, 3DSC and PFH. We perform experiments on five 3D models and their corresponding scenes and obtain the average error as the ultimate result for each 3D surface matching method. The results are shown in Table 6 . It is clear that our proposed method achieves the best performance in most cases, followed by the 3D surface matching method based on 3DSC and PFH; the 3D surface matching method based on spin image has the weakest performance.
3) 3D SURFACE MATCHING ON THE BOLOGNA DATASET
In these experiments, we use the Bologna Dataset [20] , [34] to test 3D surface matching method. The Bologna Dataset is comprised of six models and 45 scenes. The six models are Armadillo, Dragon, Stanford Bunny, Happy Buddha, Chinese dragon and Thai Statue, which are all taken from the Stanford 3D Scanning Repository. Each scene is synthetically generated by randomly rotating and translating three to five models to create cluttered conditions and pose variance. Figure 13 illustrates some cases of 3D surface matching. The red point cloud represents the 3D scene, the green point cloud represents the 3D model, and white lines represent matching pairs between the 3D model and scene. It is clear that faced with 3D scenes with clutter and pose variance, all 3D models find their instances exactly in the 3D scenes.
To further validate our proposed 3D surface matching method, we match each 3D model to 3D scenes, including the instance of the 3D model, and calculate the average errors of rotation and translation between the ground-truth transformation and our calculated transformation. The result is shown in Table 7 . It is clear that Thai Statue and Chinese dragon have more minor errors than other 3D models; this is because there are more matching keypoint pairs for them.
Finally, we compare our proposed 3D surface matching method with other 3D surface matching methods based on spin image, 3DSC and PFH, following the above experimental process. The results are shown in Table 8 . It is clear that our proposed method achieves the best performance, when facing 3D models and 3D scenes with cluttered conditions and pose variance. The deep-seated reason is that our proposed feature descriptor is more invariant to rigid transformation than other feature descriptors.
V. CONCLUSION
In this paper, we propose a novel 3D surface matching method between a 3D model and scene with noise or clutter, and its main process includes keypoint detection, feature descriptor generation and feature matching. The first stage is to detect keypoints from the 3D model and the scene by mainly using combined variation index based on surface variation index and eigenvalue variation index of a point to determine whether the point is a keypoint. The experimental results show that the keypoint detection algorithm has high repeatability in 3D scenes with a certain amount of noise and outperforms surface variation index-based and eigenvalue variation index-based detection algorithms. The second stage is to generate a feature descriptor for each keypoint detected from the 3D model or scene by using the covariance matrix descriptor, which mainly describes the geometrical relation, such as α, β, and γ in Fig. 2 ; eigenvalue variation gradient, such as λ 1 (p i p), λ 2 (p i p), and λ 3 (p i p); and surface variation gradient, such as ϑ (p i p), between a keypoint and its neighboring point. The experimental results show that our proposed feature descriptor has high descriptive ability and outperforms spin image, PFH and 3DSC. The final stage is to match feature descriptors from the 3D scene against feature descriptors from the 3D model to obtain matching feature pairs and corresponding keypoint pairs. In this stage, we use the geodesic distance to describe the similarity between covariance matrix descriptors and use a bidirectional nearest-neighbor distance ratio algorithm to obtain the correspondences of feature descriptors. The experimental results show that the algorithm is an efficient way to find the correspondences of feature descriptors with small rotation and translation errors. Finally, we test our proposed 3D surface matching method on the 3D Stanford Scanning Repository, UWA Dataset and Bologna Dataset. The experimental results show that our proposed 3D surface matching method can obtain a good matching effect with a small transformation error and outperforms 3D surface matching methods based on spin image, 3DSC and PFH.
Although our proposed 3D matching method is better than the 3D surface matching methods based on spin image, 3DSC and PFH, there are also disadvantages of our proposed 3D surface matching method, such as parameter settings. In addition to the surface variation index, eigenvalue variation index and BNNDR, the support radius of keypoints and multiple scales of the covariance matrix descriptor are also very important for detecting keypoints and generating feature descriptors, respectively. Inappropriate parameter settings will cause a bad matching effect for the 3D surface. Moreover, the settings of these parameters are different for different datasets. Therefore, future work will find adaptive parameter values, especially for the support radius of keypoints and multiple scales of the covariance matrix descriptor.
