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MATHEMATICS 
ZUM MATRIZENKALKUL. IV 
DER SATZ VON FROBENIUS 
VON 
E. BODEWIG 
(Communicated by Prof. J. F. KoKSMA at the meeting of September 29, 1956) 
Von FROBENIDS stammt der Satz, dass f(A) i.a. dieselben Eigenvektoren 
wie A, hingegen die Eigenwerte f(.A.) hat, wenn .A die Eigenwerte von A sind. 
FROBENIDS bewies ihn nur fiir den Fall, dass f(x) eine rationale Funktion 
ist. Er gilt aber auch fiir transzendente Funktionen, wenn die Konvergenz-
bedingung erfiillt ist. 
Der Satz wurde bisher wenig angewandt. Insbesondere fehlt die Anwen-
dung auf transzendente Funktionen vollig. Im Nachstehenden soU seine 
Niitzlichkeit fiir numerische Zwecke dargelegt werden. 
Annihilatoren. Vektor-Deflation. 
Hat A keine hoheren Elementarteiler, so lasst sich jeder Vektor u 
darstellen als Kombination der Eigenvektoren xi: 
(1) 
also nach dem Satz 
(2) \ u1 == f(A)u == f(.A.1) a 1x1 + ... + f(.A..,)a.,x,. ( == a1fl1 X1 + .. · + a,.fl,.X.,, 
allgemein 
(3) 
Durch Wahl von f kann man also an sich beliebige Komponenten xi in der 
Entwicklung von uk mit einem Mal oder in der Grenze zum Verschwinden 
bringen. 
Die einfachste Wahl ist die von v. MrsEs und KRYLOV: 
f(x)=x. 
Sie iteriert von hinten her die (absolut) kleineren Eigenwerte sukzessive 
heraus, bis dass nur diejenigen vom gleichen Betrag wie ~ iibrig sind. 
Diese Iteration ist aber oft sehr zeitraubend, da man so oft zu iterieren 
hat, bis die entsprechende Potenz von .A.2 /.A.1 unterhalb der Genauigkeits-
grenze der Rechnung liegt. Schon in Lit 1. hatte ich an einem Beispiel 
gezeigt, zu welche grossen Unzutraglichkeiten sie stets fiihrt, wenn man 
mehrere Eigenwerte berechnen will. Denn es konnen nicht stets zwei 
aufeinander folgende Eigenwerte ein fiir die Iteration giinstiges Ver-
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haltnis 1 : 3 hahen (Eine Ausnahme hilden die Ill-conditioned Matrizen). 
Bei Matrizen hoher Ordnung, die man zu Mises' Zeiten noch nicht hatte, 
versagt das Verfahren daher praktisch stets. RICHARDSON (Lit. 3) hat 
versucht, diese Schwierigkeit zu heseitigen. Sein Verfahren hat aher 
keine feste Form und ist mehr ein Experimentieren, indem er mit ver-
schiedenen Anfangsvektoren prohiert, was natiirlich hei Matrizen der 
Ordnung 10, 20 oder hoher eine komhinatorische Unmoglichkeit ist, es 
sei denn dass man technisch fiir einige V ektoren gewisse Naherungs-
werte hat. 
Da Vektoren und Eigenwerte einander hestimmen, ist es gleichgiiltig 
welche man herechnet. Praktisch vorteilhafter ist jedoch Ersteres, da aus 
Ax=A.x jeder Eigenwert sofort folgt. Hat man nun mit f(A)=A so oft 
iteriert, his A.P+v ... , An in dem entstandenen Vektor v verschwunden sind, 
so hekommt man aus der linearen Ahhangigkeit 
APv + b1AP- 1v + ... + bpv = 0 
der iterierten Vektoren v, Av, ... , APv als gute Naherungsgleichung fiir 
A.l, •.• , A.p: 
(4) 
Jetzt entfernt der "Annihilator" fi(A), wo 
(5) 
aus v aile Eigenvektoren his auf xi, so dass z.B. 
(6) 
Geniigt diese Naherung xi nicht, so tritt xi an die Stelle von v, so lange 
his die Genauigkeit ausreicht. , 
Auf diese Weise hekommt man x1, x2, .•. , xP und A.1, •.• , A.P. 
Um die iihrigen Vektoren und Eigenwerte zu erhalten, wende man 
auf u, Au, ... den Annihilator g(A) an, wo 
mit den genauen Werten von A.i. Dadurch hekommt man die neue Komhi-
nation der Mises'schen Vektoren: 
(7) k=0,1,2, ... 
(5) liefert nur die ersten Av A.2, ••• genau und wird daher nur fiir sie 
angewandt. Die iihrigen Eigenwerte und Vektoren ergehen sich aus 
Deflation (7), natiirlich mit kleinerer Genauigkeit. 
Man hekommt also aile Eigenwerte und V ektoren a us einer einzigen 
noch dazu an Umfang sehr heschrankten Vektorfolge u, Au, A2u, .... 
Wir nennen diesen Prozess (7) die Vektordeflation. Sie unterscheidet 
sich von der Matrix-Deflation vorteilhaft durch ihre hedeutend kleinere 
Rechenarheit. 
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Beispiel. Die Wirksamkeit sm an der Ill Lit. I. erwahnten Matrix 
[~ I 3 -~J -3 I (8) A= 3 I 6 4 5 -2 -I 
gezeigt. Wir dort berichtet, wiirden beim Anfangsvektor U= (1, I, I, I)' 
I200 Iterationen noch nicht 4 Dezimalen des dominierenden Eigenwertes 
liefern. Bestimmt man jedoch die lineare Abhangigkeit von 
A8u, A9u, A10u, A11u, 
so erhalt man als Gleichung fur die drei ersten Eigenwerte 
g(x) = x3 -5,59 x2 -64,2 x+362=0 
mit 
A.1 = -8,027, A.2 = 7,9, A.s= 5,7, 
eine Naherung fiir Av die erst mit 1000-llOO gewohnlichen Iterationen 
zu erreichen ware. Also 
ii{x)=x2 -I3,6x + 45, d.h. 
x1 ~ v=u11 -I3,6 u10 +45 u9 · (I; 2,53; -0,79; -2,60). 
Mit v wird das Verfahren noch einmal wiederholt. Es genugen natiirlich 
v, Vv v2, also zwei Iterationen. 
Die Rechenarbeit ware dieselbe geblieben, wenn A von der Ordnung 
20, 30 oder hoher gewesen ware, da die kubische Gleichung nur von 
3 Komponenten abhangt. Lediglich bei Tafelrechen-Maschinen ware die 
Kombination der Vektoren u9, u10 , u11 etwas mehr Arbeit gewesen. 
Ein gewisser Nachteil der Annihilatoren liegt darin, dass sie fast stets, 
d.h. wenn (4) nicht die charakteristische Gleichung ist, nur einige der 
storenden Eigenvektoren schwachen, andere hingegen, die noch nicht 
aus der Rechnung herausiteriert sind, eventuell verstarken. 
Verstar ker. Wahlt man fur f(x) rationale oder transzendante 
Funktionen, so bekommt man uberraschende Verhaltnisse. Vor allem 
kann man zugunsten eines bestimmten Eigenvectors aile anderen gleich-
zeitig schwachen. Da man nur mit Potenzen von A rechnen kann, muss 
f(A) in eine Potenzreihe entwickelbar sem. 
I. Setzt man zunachst 
(9) f(x)=If(x-v), wo v ~ Av lvi>IA-1 1, 
so geht (2) uber in 
(IO) 
Hier dominiert der Faktor von x1 stark uber aile andern. (3) konvergiert 
daher rasch nach x1. Aile Eigenvektoren ausser x1 werden geschwacht, 
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x1 selber wird verstarkt. In der Rechnung hat man f(x) durch das Polynom 
(11) f(x) = xm + vxm-1 + ... + ym 
zu ersetzen. In den meisten Fallen geniigt m=2. Man bekommt oft 
wesentlich bessere Konvergenz-Verhaltnisse, besonders dann wenn alle 
andern Eigenwerte das entgegengesetzte Zeichen haben wie A.1. Man hat 
also 
( 12) 
Mit dieser Naherung wird das Verfahren wiederholt, wenn notig. 
Durch Verschiebung des Matrix-Ursprunges in die Nahe von A.1 bekommt 
man noch einen zweiten Eigenvektor. 
Beispiel. Als Test nehmen wir wieder Matrix (8) mit dem Anfangs-
vektor U= (1, 1, 1, 1)'. Fen1er v= -10, m= 2, also 
B == f(A)=A2 -l0 A+ 100 E. 
Die Resultate sind in der Tabelle angegeben. Nach Ausfiihrung jeder 
Operation B wurde der Vektor jedesmal vereinfacht, da die Naherung 
noch zu roh ist. So bekommt man die Vektoren Uv u2, ••• , u6• Die Beur-
teilung der Naherungsvektoren Bui an den Eigenvektor x1 geschieht, wie 
in Lit. 2, vorgeschlagen, durch den Winkel £X, den beide miteinander 
schliessen. Er ist jedesmal hinzugefiigt. 
u (X Au A 2u Bu (X ul Au1 A2ul Aaul Bu1 (X u2 Au2 A2u2 B~ (X 
1 88° 10 72 72 86° 7 83 607 4391 6621 103° 65 521 3313 4603 124° 
1 4 36 96 10 26 334 1550 810 8 352 574 -2146 
1 8 70 90 9 69 585 5121 6171 61 469 4473 5882 
1 6 38 78 8 52 272 2656 5136 50 128 2778 6498 
Ua Au3 A2ua Bu3 (X u4 Au4 A2u4 Bu4 (X u& Au5 A2u& Bu5 IX 
4 45 179 129 155° 1 40 -10 -310 171!0 1 -23 88 418 6° 
-2 45 -112 -762 -6 63 -354 -1584 5 -46 318 1278 
5 28 368 588 4 5 297 647 -2 8 -145 -425 
6 -10 359 1059 8 -42 507 1727 -6 39 -377 -1367 
So erhalt man mit 12 Iterationen eine Naherung, die etwa 500-600 
Mises'schen Iterationen entspricht. Man vergleiche damit den Vektor 
A1lv (siehe oben), der mit dem Eigenvektor einen Winkel von 91 o bildet. 
Nicht immer ist das Ergebnis so giinstig wie in diesem Falle; vor allem 
nicht, wenn unter den Eigenwerten einer dasselbe Zeichen hat wie der 
zu berechnende. 
II. "Oberraschende Verhaltnisse bekommt man, wenn man fiir f(x) 
transzendente Funktionen wahlt. Als erste nehmen wir 
f(x)=e"'=1+x+x2f2+ .... 
Hat dann A die positiven Eigenwerte £X, {3, y, ... und die negativen 
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-fl, -v, ... und sind a, b, ... , m, n, ... die zugehorigen Indizes der Eigen-
werte, so ist 
/(A)u = (e"Xa + ef3xb + eYxc + ... ) + (e-~<xm + e-'xn + ... ), 
(Dabei wurde jedes a, in das homogene xi gezogen). Die zweite Klammer 
kann vernachHissigt werden, und in der ersten dominiert das erste Glied 
viel mehr iiber das zweite als vorher 1X iiber {J. Man bekommt also eine 
gute Naherung ~a fiir Xa. Mit ihr kann man den Prozess wiederholen und 
dann durch Anwendung von Annihilatoren ausser xa auch xb, xc, ... finden. 
Man bekommt auf diese Weise also den grossten positiven Eigenwert 
(bzw. den dazu gehorigen V ektor) unabhangig von seiner Stellung inner-
halb der Reihe der Eigenwerte. 
Durch einfache Rechnungsanordnung erhalt man gleichzeitig ohne 
Mehrarbeit auch den absolut grossten negativen Eigenwert, namlich durch 
g(x)=f(-x)=1-x+x2j2-x3 f6+ .... 
Ahnlich wie oben findet man ausser xm auch xn, ... , wenn man denselben 
Prozess wiederholt. 
Durch Verschiebung des Matrix-Ursprunges kann man auch andere 
Eigenwerte finden, z.B. die Eigenwerte, die grosser sind als eine vor-
gegebene Zahl z. 
Beispiel. Mit Benutzung der friiher schon iterierten Matrix (8) bekom-
men wir roh gerechnet, d.h. nur his auf die Einheiten genau fiir den 
Anfangsvektor u = ( 1, 1, 1, 1) : 
a= (E+A2f2+A4f24+A6j720+ ... ) u 
=u+u2/2+u4/24+u6/720+ ... 
=(1427; 608; 1805; 509)' 
6=(A+A3/6+A5/120+ ... )u 
=U1 +u3/6+u5/120+ .. . 
= (1390; 511; 1835; 606)' 
a+6=(2817; 1119; 3640; 1115)' 
. (1; 0,39; 1,29; 0,39)' 
a-5=(37; 97; -30; -97)' 
___:___ (1; 2,6; -0,8; -2,6)". 
Ersterer V ektor ist eine Naherung zu x2, letzterer zu x1 : 
X2=(1; 0,378; 1,386; 0,349), X1 =(1; 2,50; -0,76; -2,56)' 
Beide Naherungen sind iiberraschend gut, besonders letztere, wenn man 
bedenkt, dass der Ausgangsvektor u einen Winkel von 88° mit x1 bildet. 
Die Naherung entspricht etwa 1000 gewohnlichen Iterationen. ·~ 
III. Die Wahl 
f(x)=log x=y-y2/2+y3/3- ... , wo y=x-1, 
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gibt bei einer positiv-definiten Matrix fiir (2): 
(logA)u=logAt·X1 + ... +logA.n·Xn, wo 0<At<2. 
Man bekommt also den zum kleinsten Eigenwert gehorigen V ektor xn: 
Xn ~ u1 -u2/2+u3/3- ... , wo ui+1 = (A-E)ui. 
Die Reihe liefert einen genauen Vektor, wenn vorher der Ursprung in 
die Nahe von An (links davon) geschoben wurde. 
Durch Wiederholung kann man wieder neben xn noch andere Vektoren 
finden. 
Umgekehrt liefert 
g(x)=y+y2f2+y3 f3+ ... , wo y=x-l, 
den zum grossten Eigenwert gehorigen V ektor x1 : 
x1 ~ u1 +u2/2+u3/3+ ... , wo ui+1 = (A-E)ui. 
Wieder ist die Approximation gut, wenn vorher der Ursprung in die 
Nahe von A.1 (rechts davon) gelegt wurde. 
Oft sind beide Naherungen schlecht und konnen durch Mises'sche 
Iterationen und Ursprungs-Verschiebung billiger erreicht werden. 
Die Definitheit kann man entweder durch Verschiebung bekommen 
oder durch Ersetzen von A durch A2, ohne aber A2 selber zu bilden: 
(log A 2)v = 2 log jA.1 jx1 + . . . + 2 log !A.n !xn, wo 0 < jA.i I < V2, also 
xn ~ Cu-!CCu+!CCCu- ... , wo A beliebig und 
Cv = v2 -v = A2v-v. 
IV. Die Funktionen 
f(x)=sin x, f(x)=cos x, f(x)=tg x, 
also z.B. 
f(A)u= (sin A)u=u1-u3/6+u5/120- ... 
sind fiir ein bestimmtes Ziel weniger brauchbar, da sie oszillieren. In 
einigen Fallen konnen sie aber erstaunliche Resultate geben. Auf jeden 
Fall kann man sie, ebenso wie e"', versuchen, da man nur die schon berech-
neten Iterierten ui zu kombinieren hat, also die zusatzliche Arbeit minimal 
ist. Man bekommt so eventuell einige Vektoren und Eigenwerte, deren 
Kenntnis niitzlich ist zum Bau von Annihilatoren. 
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