We extend two fractional-step pressure methods (pressure projection and pressure correction) to nonhydrostatic free-surface flows by employing them to discretize the nonhydrostatic pressure on a staggered grid and applying a semi-implicit time discretization to the free-surface elevation. The time accuracy and efficiency for each pressure method is investigated in detail. Using a sloshing free-surface wave as a test case, we show analytically and numerically that the correction method is always second-order accurate in time, while the projection method is second-order accurate in time only if the nonhydrostatic pressure is included in the depth-averaged continuity equation through the use of an iterative precedure. We demonstrate that this convergence behavior holds for the linearized equations.
Introduction
Primitive hydrostatic models of ocean and coastal regions are widely and appropriately used for many situations (Casulli, 1990; Chen, 2003) . They are capable of predicting the vertical structure of mainly horizontal flow. However, for some problems the hydrostatic approximation is no longer valid and a nonhydrostatic model is needed to represent important physical processes, such as flows over rapidly varying slopes, flows with strong density gradients, and short waves where the ratio of the vertical to horizontal scales of motion is not sufficiently small (Mahadevan et al., 1996; Marshall et al., 1997; Casulli, 1999; Yuan and Wu, 2004) .
The goal of incompressible flow solvers is to advance the velocity field so that it most accurately solves the momentum equations while ensuring the nondivergence of the evolving velocity field. Most popular methods are based on a fractional-step theme: at each time step, a predicted velocity field is obtained by first solving the momentum equations using an approximate pressure field. A Poisson equation is then solved with the divergence of the predicted velocity as a source term to provide a pressure field, which is then applied to the predicted velocity field to satisfy continuity. The pressure is updated and integration then proceeds to the next time step. In the projection method, first suggested by Harlow and Welch (1965) and Chorin (1968) , a predicted velocity field is obtained by leaving the pressure out of the momentum equations, and then the pressure field is found so as to satisfy continuity. The basic projection method is first-order accurate in time, however, by using special boundary conditions for the predicted velocity it is possible to recover second-order behavior (Kim and Moin, 1985; Perot, 1993; Brown, 2001 ). An alternative is the pressure correction method (Van Kan, 1986; Bell and Colella, 1989; Tau, 1994) , which includes the nonhydrostatic pressure in the predictor step and the Poisson equation is then solved for a pressure correction, rather than a full pressure field. The correction method provides second-order accuracy in time for the velocity and pressure field, provided the momentum equations are integrated using a second-order accurate scheme Street, 2002, 2003) .
The purpose of this paper is to extend the two pressure methods (pressure projection and pressure correction) to free-surface flows and examine their time accuracy and efficiency. In this paper we follow the definition of the pressure methods of Armfield and Street (2002) . For nonhydrostatic free-surface flows, the pressure is decomposed into hydrostatic and nonhydrostatic components. We apply the semi-implicit time discretization of Casulli (1999) to the free-surface elevation (hydrostatic part), and employ the two pressure methods to discretize the nonhydrostatic pressure on a staggered grid. Using a sloshing free-surface wave as a test case, we show both analytically and numerically that, while the correction and projection methods are second-order accurate in time, the projection method is second-order accurate only if the nonhydrostatic pressure is included in the depth-averaged continuity equation.
Outline of Two Pressure Methods
The incompressible Navier-Stokes equations in nondimensional form are given by
where u is the velocity, p is the reduced pressure, defined as p/ρ 0 , where ρ 0 is the reference density of water. Re = U L/ν is the Reynolds number based on the kinematic viscosity ν and reference velocity and length scales U and L. A second-order accurate time discretization of (1) results in
where C is the discrete advection operator, and G and L are the discrete gradient (∇) and Laplacian (∇ 2 ) operators on a nonstaggered grid. The advective term has been discretized with the second-order Adams-Bashforth scheme and the viscous term with the second-order Crank-Nicholson scheme. Here we will cover two pressure methods to discretize the pressure. These methods are based on a fractional-step theme: at each time step, a predicted velocity field is first obtained, and a Poisson equation is then solved to provide a pressure field which is applied to the predicted velocity field to enforce continuity at the new time step.
Pressure Projection
In the projection method, the predictor step is computed in the absence of a pressure field to obtain
The divergent intermediate velocity field is then corrected with the corrector
where the pressure field is computed with
and where D is the discrete divergence (∇·) operator.
Pressure Correction
If the pressure correction method is used, the old pressure field at time step n−1/2 is included in the predictor step to obtain
where the pressure correction field p c is computed with
The new pressure field is then computed with
General Form
In both methods, the two steps and subsequent Poisson equation can be written in similar forms. In the first step, by including an approximate pressure field in the momentum equations, we obtain the predicted velocity field which in general does not satisfy continuity,
Then in the second step, the predicted velocity field is corrected with the gradient of the pressure correction to produce a divergence-free velocity,
where the pressure correction is determined by solving a Poisson equation with the divergence of the predicted velocity as a source term,
The values of α and P for the pressure methods are summarized as:
Substituting (12) into (11) and taking the discrete divergence yields the divergence of the velocity field at the new time step
where I is the identity matrix. This shows that the divergence of the velocity field at the new time step will be zero if and only if
In the continuous sense, L = D·G, so (14) is satisfied when the spatial derivatives are exact. However, depending on the grid, this is not always true. On a nonstaggered grid, L = D · G, so the identity (14) is not satisfied resulting in errors, while on a staggered grid, L = D · G, so the identity (14) is satisfied, and we can identically satisfy continuity to the accuracy of the pressure-Poisson equation.
Pressure Methods for Nonhydrostatic Free-surface Flows
In this section, the two pressure methods are used to solve the free-surface NavierStokes equations and the time accuracy for each pressure method is investigated in detail. We employ the pressure methods to discretize the momentum equations on a staggered grid and apply the semi-implicit time discretization of Casulli (1999) to the free-surface elevation.
Governing Equations
We study the two-dimensional (x − z) linearized, incompressible, and inviscid Navier-Stokes equations with a free surface. These simplifications are made because the viscous and nonlinear terms are not necessary to demonstrate the effect of the nonhydrostatic pressure on the temporal accuracy of the present solution methods. Therefore, the inviscid momentum equations in the absence of nonlinear advection are given by
where u and w are the velocity components in the x-and z-directions. The total reduced pressure p t /ρ 0 has been decomposed into a sum of its hydrostatic and nonhydrostatic components p t /ρ 0 = gh + p, where h(x, t) is the free-surface elevation and p(x, z, t) is the reduced nonhydrostatic pressure. Continuity is expressed by the incompressibility condition
Integrating equation (17) over the depth leads to the free-surface equation
where d is the depth of the domain. We have employed the kinematic free-surface and bottom boundary conditions,
In its linearized form, the depth-averaged continuity equation (18) is given by
Numerical Discretization
Applying the semi-implicit time discretization of Casulli (1999) to the free-surface elevation, we obtain the discrete form of the momentum and depth-averaged continuity equations as
where G x and G z are the discrete gradient operators in the x-and z-directions, D x is the horizontal divergence operator, and summation is over k = 1, . . . , N k . This discretization is formally second-order accurate when θ = 1/2 and first-order accurate otherwise. Employing the pressure methods to discretize the nonhydrostatic pressure, we obtain the predictor
where α and P have the same definition as in the previous section. Defining
then from (24) we have
Substituting u *
into (26) gives
Let a = gθ 
With this solution for h n+1 , we can obtain u * from (29).
In the corrector step, a Poisson equation is first solved with the divergence of the predicted velocity as a source term
The predicted velocity field is then corrected with the gradient of the pressure correction obtained from (32) to produce a divergence-free velocity with
Time Accuracy
Substituting the corrector (33) into the predictor (24) - (26) yields
We can see that equation (36) approximates equation (23) exactly, and thus the free-surface term in the momentum equation (34) will not introduce additional error when compared to the original discrete equation (21) when the different pressure algorithms are employed. By subtracting the original discrete equations (21) - (22), which are second-order accurate in time when θ = 1/2, from above equations (34) -(35), the error in the momentum equations for each pressure method is given by
Substituting the value of α and P for each method, we then obtain the error term for each pressure method
Special care should be given to the third term on the right hand side of equation (26), which will affect the time accuracy of the pressure methods. P is used as part of the source term when solving h n+1 in the predictor step. However, P is the new pressure or pressure correction, and cannot be obtained until h n+1 has been solved. There are two ways to handle this term:
If we drop the third term on the right hand side of equation (26), the predictor for the free-surface equation becomes
Substituting the corrector (33) yields
where the error term, compared with (23), is
We can see that the projection method introduces a first-order error term in the free-surface equation, and thus reduces the time accuracy to O (∆t). For the correction method the error term is second order, so the correction method remains O (∆t 2 ).
Iteration
In the second method, at each time step the pressure or pressure correction at the previous time step is first used as an approximation for P , and the predictor and the Poisson equation are solved iteratively until P has converged to its new time step value, so that an accurate solution for h n+1 can be obtained. The corrector is then carried out and integration proceeds to the next time step. Using this iterative procedure, because P has converged to its value at the new time step, the time accuracy of the pressure methods obtained in equations (38) - (39) is not affected and remains second-order accurate.
Temporal Convergence Test
As a test problem, simulations of a 2-D sloshing free-surface wave are performed on a staggered grid, where h and p are cell-centered and u and w are face-centered. As shown in Figure 1 , a rectangular domain is subdivided into a uniform Cartesian grid with N i ×N k cells. There are ghost points for h and p around the real domain.
Boundary Conditions
At the free-surface, we apply a Dirichlet boundary condition, which is linearized by applying it at z = 0 rather than at z = h, as shown in Figure 1 . The nonhydrostatic pressure is set to zero at the free-surface, i.e. p N k +1 = −p N k , where p N k +1 is the ghost value and p N k is the value beneath the lid. At the other three boundaries, a Neumann boundary condition is applied, such that there is no normal flux through the solid impenetrable boundaries. Since v · n = 0, where n is a vector of unit length normal to the boundaries, then n · ∇p = 0 on the solid boundaries.
The boundary condition for the vertical velocity at the free surface can be obtained from the incompressibility condition. Equation (17) in finite volume form is given by ∆zD
Substituting this into (23), we obtain
which can be used to update w n+1 at the boundary with
From (33) we can also have a boundary condition for the predicted vertical velocity at the free surface, viz.
Results
Figure 2: Contours of the nonhydrostatic pressure field (a) and the velocity field (b) after 100 time steps with ∆t = 0.05T using the projection method along with the iteration for P .
A square domain of length L = 1 m and depth D = 1 m is subdivided into a uniform Cartesian grid with 32×32 cells. The flow is initialized with a cosine freesurface h(x, t = 0) = a cos(πx/L), where a = ∆z/10. We compute the evolution of the free-surface seiche for a total of t max = T /10 seconds, where T = 2π/ω is the period of the wave, and ω is given by the linearized dispersion relation for irrotational water waves,
The temporal convergence rate of each scheme is analyzed by integrating the flow over N max = 10 × 2 5 /2 n time steps, with n = 1, . . . , 5, and comparing each solution to the reference solution which is computed with N max = 10 × 2 5 time steps. The value of theta is set to θ = 0.5 to ensure second-order accuracy of the theta method, and the tolerance for the conjugate gradient pressure solver is 10
. We employ the pressure methods to integrate the equations along with the two methods of calculating the P term in the predicted free-surface equation (26), which is discussed in previous section. Figures 2 and 3 show the test results using the projection method with iteration for P , where the solution is computed over 100 time steps with ∆t = 0.05T . Figure  2 depicts the nonhydrostatic pressure contours and velocity field after 100 time steps. Figure 3(a) compares the initial and final free-surface elevation, and Figure  3 (b) shows the evolution of the free-surface elevation at x = L from t = 0 to t = 5T . A 100 × 100 grid is used here. Figure 4 shows the temporal convergence results for the free surface, U-velocity, and nonhydrostatic pressure for the four schemes, i.e. the two pressure methods Figure 3 : Depiction of the initial (−) and final (−−) free-surface elevation (they are virtually identical) after 100 time steps with ∆t = 0.05T (a) and the evolution of the free-surface elevation at x = L from t = 0 to t = 5T (b). The projection method along with the iteration for P is employed here. along with two methods to compute the P term. We can see that all errors for the projection method without the P term converge with first-order accuracy, while the other three methods are second-order accurate in time for all variables. The errors for the two iterative schemes are almost identical and are much smaller than that of the correction method without the P term. Here only three iterations are required to achieve a converged solution at each time step.
The nonhydrostatic pressure is staggered in time with respect to the velocity (p n±1/2 about u n ), which introduces an O (∆t) error at the final time step, so the second-order Adams-Bashforth extrapolation scheme is used to compute the nonhydrostatic pressure at the final time step [?] . For each simulation, the final pressure is computed with the last two offset time steps using
Failure to perform this extrapolation results in first-order temporal accuracy for the pressure field for all schemes discussed in this paper. Figure 5 compares the evolution of the free-surface elevation at x = 0 over the first two periods for the four schemes. This comparison is made on a 100 × 100 grid with ∆t = T /100. There is an obvious amplitude damping and a phase shift for the projection method without the P term. The accuracy of the correction method without the P term is much better but there is still a phase error. Both the projection and correction methods with iteration for P give the best results. The error is the free-surface error, and the runtime is in CPU seconds and represents the total wall-clock time required to integrate the equations for a total of t max = T /10 seconds using Matlab on 1.4GHz Intel Pentium processor. The projection method without the P term is the least efficient scheme since the resulting error is two orders of magnitude larger than the other schemes for the same CPU time. When including the P term in the continuity equation, despite an apparent increase in the computational expense resulting from the iterative procedure, less CPU time is required to achieve the same error as the non-iterative procedure.
Conclusions
Pressure projection and correction methods are popular fractional-step methods to integrate the incompressible Navier-Stokes equations in time. For inviscid freesurface flows, both the projection and correction methods demonstrate secondorder time accuracy for the linearized equations. However, second-order accuracy is attained for the projection method only if the pressure is included in the depthaveraged continuity equation.
Special care should be taken when solving the new free-surface h n+1 by including the pressure in the source term. P is the new pressure or pressure correction, and cannot be obtained until h n+1 has been solved. Therefore, a special procedure is required to update P to approximate its value at the new time step so as to accurately solve for h n+1 . Iteration can be used to update P without affecting the time accuracy for the two pressure methods. However, if the P term is dropped from the free-surface equation (26), the projection method becomes first-order accurate, while the correction method remains second-order accurate in time. The two pressure methods with iteration for the P term are the most efficient schemes, and the projection method without the P term is the least efficient scheme.
