In all-optical networks with wavelength division multiplexing, every connection is routed along a certain path and assigned a wavelength such that no two connections use the same wavelength on the same link. For a given set P of paths (a routing), let χ(P) denote the minimum number of wavelengths in a valid wavelength assignment and let L(P ) denote the maximum link load. We always have L(P) ≤ χ(P). Motivated by practical concerns, we consider routings containing only shortest paths. We give a complete characterization of undirected networks for which any set P of shortest paths admits a wavelength assignment with L(P) wavelengths. These are exactly the networks that do not benefit from the use of (expensive) wavelength converters if shortest-path routing is used. We also give an efficient algorithm for computing a wavelength assignment with L(P) wavelengths in these networks.
Introduction
In all-optical networks that employ wavelength division multiplexing, a connection is established by first choosing a path from the sender to the receiver and then assigning a wavelength for that connection to all the links of the path. The wavelength assignment has to be done so that no two connections that share a link are transmitted through the same wavelength. Since the number of available wavelengths is limited, one is interested in minimizing the number of utilized wavelengths for a given set of connections. One technique that helps cut down the number of necessary wavelengths for operating a network is that of wavelength conversion. A wavelength converter is placed in some node of the network and has the ability of altering the transmitting wavelength of any incoming signal. An interesting algorithmic problem that arises then is that of placing as few converters as possible in suitable positions of the network in order to optimize its capacity. In this paper we focus on networks where connections are always established through shortest paths and we characterize the networks that do not profit from the use of converters.
The network can be naturally modeled by a graph G = (V, E), a connection in the network can be seen as a path on G, and wavelengths can be regarded as colors. If the network does not employ wavelength conversion then a wavelength assignment for a set P of paths is an assignment of a color to each path in P. A valid coloring is one in which no two paths that use the same edge get assigned the same color. For a given set P of paths (a routing) we denote by χ(P) the minimum number of colors needed for a valid coloring of P. A trivial lower bound for χ(P) is the congestion or load L(P) = max e∈E L e (P) of the network, where L e (P) is the number of paths in P that use e. If the network has wavelength converters a coloring is an assignment of a color to every edge of each path. In this case, a valid coloring has to satisfy the additional constraint that the color assignments to two consecutive edges of a path can only differ if there is a converter between the two edges.
Obviously, even with the use of converters, we will always need at least L(P) colors for a valid coloring of P. However, the placement of converters in a network can reduce the number of wavelengths needed for a fixed set of connections. It can be the case, for example, that while there is no single wavelength, from the already used ones, available along a path there are different available wavelengths along parts of that path. If there are converters in suitable positions along that path then these different wavelengths can be exploited in order to serve the connection which otherwise would have had to be assigned a new wavelength.
Ideally, by placing converters in some nodes of the network we can guarantee that any routing P can be accommodated with L(P) wavelengths. This is easily seen to be the case if all nodes of the network are equipped with wavelength converters. However, the cost of these devices is prohibitive for such improvident use. Therefore, the network designer is typically interested in equipping only a small subset of the network terminals with converters, while still achieving the same capacity usage as if there where converters everywhere. Motivated by this, Wilfong and Winkler [11] introduced the following problem:
Minimum Sufficient Set. Given a graph G = (V, E), find a sufficient set S for G, i.e., a set S ⊆ V such that any set P of paths on G can be colored with L(P) colors if we place wavelength converters on the vertices of S. The goal is to minimize the size of S. [11] proved that Minimum Sufficient Set is N P-hard even for planar bidirected graphs (a bidirected graph is a directed graph where (u, v) ∈ E ⇒ (v, u) ∈ E). Moreover they showed that the only bidirected graphs that admit the empty sufficient set are spiders, i.e., trees with at most one vertex of degree greater than two, and that rings admit a sufficient set of size 1. Finally, they described an efficient way of determining whether a set S is sufficient for a bidirected graph G: one modifies G by "exploding" each node s ∈ S into degree-of-s-many copies, each of which is made adjacent to one of the old neighbors of s. S is sufficient for G if and only if every component of the graph obtained after this modification is a spider.
Wilfong and Winkler
Extending this work, Kleinberg and Kumar [7] gave a 2-approximation algorithm for directed graphs and a polynomial time approximation scheme for directed planar graphs using techniques based on the undirected feedback vertex set problem. They also showed that any improvement on the approximation ratio for Minimum Sufficient Set on bidirected graphs would lead to a corresponding improvement for vertex cover. The approach of Kleinberg and Kumar can be extended to give a linear time algorithm for Minimum Sufficient Set in directed graphs of bounded treewidth [4] .
Our Contribution
As described above, the previous work concentrated on the study of Minimum Sufficient Set in bidirected or directed graphs. These graphs serve as models for networks with unidirectional links, i.e., networks that support only one-way communication. In this paper, we turn to undirected graphs. Undirected graphs model networks where the physical links are bidirectional or networks with unidirectional links with the additional property that whenever a connection is established in one way, the reverse connection must also be established through the same path and must be transmitted over the same wavelength.
It is easy to see that the only undirected graphs that admit the empty sufficient set are chains. Furthermore, using the technique developed by Wilfong and Winkler, one can show that Minimum Sufficient Set is polynomial in undirected graphs: we simply have to place a converter in every node of degree greater than or equal to 3 or in any single node if the graph is a cycle (for more details see [4] ). Nevertheless, such placement of converters is not satisfying. For example, in the case where the network is a clique we will need to place a converter in every node; however, it is unlikely that we would need any converter at all in practice since in a clique most connections would be carried over a single link. In order to capture this real-world scenario we restrict ourselves to shortest-path routings, i.e., we are interested in placing as few converters as possible so that any set P of shortest paths can be colored with L(P) colors. More formally, we introduce the following problem:
Minimum SP-Sufficient Set. Given a graph G = (V, E), find an SP-sufficient set S for G, i.e., a set S ⊆ V such that any set P of shortest paths on G can be colored with L(P) colors if we place wavelength converters on the vertices of S. The goal is to minimize the size of S.
We note that this problem is of significant practical importance since shortest-path routing is a common strategy in optical networks, see for example [12] . Moreover, it imposes a weaker condition than Minimum Sufficient Set (any sufficient set is an SP-sufficient set) and therefore can help decrease the cost of converters in the design of optical networks.
In this paper we give a complete characterization of the networks that admit the empty SPsufficient set. We show that the block graph of such networks is a chain and all internal blocks are cliques. The outer blocks are a special case of co-bipartite graphs. If the graph consists of only one block we show that its diameter is less than or equal to 3. For the case of diameter 3 we prove that the graph belongs to a special class of co-bipartite graphs. For the case where the diameter is less than 3 we show that the graph admits the empty SP-sufficient set if and only if its edges can be 2-colored in a certain way. In all cases our proofs provide efficient algorithms for recognizing graphs that admit the empty SP-sufficient set and for optimally coloring shortest-path routings on these graphs. An interesting aspect of our work is that we do not need to consider complicated routings in order to obtain the characterization: all graphs that require a converter admit a witness routing P with L(P) = 2 and χ(P) = 3 whose conflict graph is an odd cycle.
Other Related Work
Perhaps the main algorithmic problem that arises in optical networks is that of routing and wavelength assignment, i.e., given a set of connections in a network find a routing and a valid coloring of that routing so that the number of colors is minimized. Most research has focused on the case where the network does not have any conversion capabilities. In that case the problem is known to be N P-hard even for simple topologies like rings and trees [2, 11] , and in the case of rings, even if the routing is part of the input [5] . Consequently, a lot of effort has been put in designing approximation algorithms for specific network topologies, see e.g., [10, 9, 3] .
There has been another line of research on wavelength converters of bounded degree. A converter of bounded degree does not have full conversion capabilities, i.e., it can transform color i to only a few other colors. We refer the reader to [1, 6] and the references therein.
Outline
The rest of the paper is structured as follows. In the following section we provide the necessary notation and give some insight to the techniques used in our proofs. In Section 3 we characterize graphs that do not need converters and contain cut-vertices while in Section 4 we turn to biconnected graphs. Finally, in Section 5 we summarize our results and discuss about future work.
Preliminaries
Throughout this paper, a graph G = (V, E) is finite, simple, and undirected unless explicitly stated otherwise. For a graph G we will denote by V (G), E(G) its vertex-set and edge-set respectively. In some cases, in order to simplify notation, we will write v ∈ G instead of v ∈ V (G). For U ⊆ V , G[U] denotes the graph on U whose edges are the edges of G with both endpoints in U, i.e., G[U] is the subgraph of G induced by U. The distance d(u, v) in G of two vertices u, v is the number of edges in a shortest u − v path in G (if no such path exists then d(u, v) := ∞). The eccentricity of a vertex v in G, ecc(v) = max u∈V d(u, v), is the maximum distance of v to all other vertices of G. The diameter of G, diam(G) = max v∈V ecc(v), is the maximum eccentricity over all vertices of G. The degree, deg(v), of a vertex v in G is the number of edges incident to v. We denote by ∆(G) = max v∈V deg(v) the maximum degree of G. We denote an induced cycle with k edges and k vertices by C k and an induced path with k vertices and k − 1 edges by P k . A maximal connected subgraph of G without a cut-vertex is a block of G. The block graph of G is the bipartite graph on A ∪ B and edges aB for a ∈ A and B ∈ B if a ∈ B, where A is the set of cut-vertices of G and B is the set of blocks of G. The conflict graph of a given set of paths is the graph with one vertex for each path and an edge between two vertices if the corresponding paths share an edge.
Obviously, a graph that does not need converters can not contain a configuration that allows us to construct a set P of shortest paths with L(P) < χ(P). The configurations of this type that we will mainly use in this paper are shown in Fig. 1 . In the text, in order to exhibit such a configuration we will refer to the vertices that induce the configuration; for example, we say that we have an antenna around uvzwyx ( Fig. 1(b) ). For the case of the claw we say that we have a claw at x. All these configurations allow us to construct a set of shortest paths with load 2 whose conflict graph is an odd cycle and hence require 3 colors for a valid coloring. For example, in the case of the tent we can take the configurations shown in Fig. 1 , in order to find such a set of paths, we need to be able to find a shortest path of length 3 on them. This is the case for the net, the antenna and the satellite. For the latter for example, we can take the following shortest paths of length 2: uvw, vwx, wxy, yxz, xzv and zvu. In order to have an odd number of paths we need d(u, x) = 3 or d(v, y) = 3 so that we can exchange two paths of length 2 with one of length 3. Other configurations which allow us to construct a set P of shortest paths with L(P) < χ(P) are induced cycles of length greater than or equal to 5. On an induced odd cycle we can just take all paths of length two. On an induced even cycle the set of all paths of length two has even cardinality and thus we need one path of length three.
In some of the proofs that follow, in order to exhibit the structure of the graphs that admit the empty SP-sufficient set, we will do case analyses regarding the presence or absence of some edges of the graph. In these case analyses we will refer to bad configurations, i.e., configurations that allow us to construct a set of shortest paths P with L(P) < χ(P), using the terminology introduced above, even though some "future" edges that have not yet been considered might not allow the construction of such a set P. For example, in Fig. 1(a) , and assuming that we have eliminated the presence of edges uv, uw already by the case analysis, we say that we have a claw at x even though edge vw might be there. In this case this actually forces vw ∈ E since otherwise this would give a bad configuration. Alternatively we also say that the claw can only be broken by vw.
Graphs with Cut-Vertices
First, assume that G = (V, E) is connected but not biconnected and admits the empty SP-sufficient set.
Lemma 1
The block graph of G is a chain. Proof. We will show that every block of G contains at most two cut-vertices and every cut-vertex is contained in exactly two blocks. For the first part assume for a contradiction that there exists a block C of G containing three cut-vertices x, y, z. Let x ′ , y ′ , z ′ be neighbors of x, y and z respectively outside C. Consider three shortest
The only edges outside C that are touched by these paths are xx ′ , yy ′ , zz ′ and all three paths pairwise intersect on these edges. Furthermore, not all three paths use the same edge. To see this assume to the contrary that there is an edge e = uv used by all three paths (consider Fig. 2 ). Since uv is on a shortest
But this is a contradiction since uv is on the y ′ − z ′ shortest path. Hence, we can find three shortest paths with load 2 that all pairwise intersect and thus require three colors for a valid coloring, a contradiction. For the second part, notice that if there exists a cut-vertex contained in three or more blocks, we have a claw and hence we can find a set of shortest paths P with L(P) < χ(P).
2
Lemma 2 Let C be a block of G containing a cut-vertex x. Then the following hold:
Proof. (i) Let u ∈ C and assume d(u, x) > 2. Let xa 1 . . . a k u, xb 1 . . . b l u be two disjoint x−u paths, each of length at least 3 such that k + l is minimum, and let x ′ be a neighbor of x outside C. Notice that if there are edges a i b j ′ , a i ′ b j with i < i ′ and j < j ′ then i ′ = i + 1 and j ′ = j + 1 since otherwise k + l is not minimum. Also, if there are two such edges then we also have a i b j , a i+1 b j+1 ∈ E since otherwise we would have a claw. We distinguish cases depending on the edges between a 1 , b 2 and a 2 , b 1 . In all cases we have that a 1 b 1 ∈ E because of a claw at x. If both a 1 b 2 , a 2 b 1 ∈ E then we have that a 2 b 2 ∈ E because of claws at a 1 and b 1 . Also, a 1 b 3 / ∈ E because if this was not the case, k + l would not be minimum. Hence, we have a satellite around . If b 4 = u the tent can not be broken and we reach a contradiction; otherwise we have that a 1 b 4 ∈ E but this creates a claw at a 1 that can not be broken, a contradiction.
(ii) Let u, v, be two arbitrary vertices in C that are not cut-vertices and assume to the contrary that d(u, v) > 2. Let x ′ be a neighbor of x outside C. By (i) we have that d(x, u) ≤ 2 and d(x, v) ≤ 2. We distinguish cases according to the distance of u, v from x. We can not have d(x, u) = d(x, v) = 1 since then d(u, v) ≤ 2, a contradiction to our assumption. Assume d(x, v) = 2 and let xav be an x − v path of length 2. If d(x, u) = 1 we must have au ∈ E because of a claw at x and hence d(u, v) ≤ 2, a contradiction. For the case where d(x, u) = 2 we can assume that there exists an x − u path of length 2, disjoint from xav, since otherwise we have that d(u, v) ≤ 2. Let xbu be such a path. We have that ab ∈ E because of a claw at x. This creates a net around x ′ xbuav with a path of length 3 on it, say x ′ xbu, and hence we should have au ∈ E or bv ∈ E or uv ∈ E. In all cases we have that d(u, v) ≤ 2, a contradiction.
(iii) Assume to the contrary that d(x, y) ≥ 2. By (i) we have that d(x, y) ≤ 2 and hence there exist two disjoint x − y paths such that one of them is of length 2. Let xvy and xa 1 a 2 . . . a k y be two such paths with k minimum and let x ′ , y ′ be neighbors of x, y respectively outside C. We reach a contradiction by exhibiting a set of paths P with L(P) = 2 and χ(P) = 3. Consider the paths
All of them are shortest paths, their load is 2 and their intersection graph is a cycle. If k is odd, the cycle is of odd length and hence we need 3 colors for a valid coloring of P. Otherwise replace the path x ′ xvy with two paths of length 2. 2
Proof. Let u be an arbitrary vertex in C. Assume for a contradiction that neither x nor y are adjacent to u. From Lemma 2 we have that
and there exists a vertex w adjacent to both x and u. Since y is adjacent to x we have that wy ∈ E since otherwise there would be a claw at x. Let x ′ , y ′ be neighbors of x, y respectively outside C. We have a net around x ′ xwuyy ′ with the path x ′ xyy ′ of length 3 on it and no possibility to break it, a contradiction.
Corollary 4 Every block C of G containing two cut-vertices is a clique.
Proof. Let C be a block of G containing two cut-vertices x, y. Consider an arbitrary vertex u ∈ C.
From the previous lemma we have that u is adjacent to x or to y. Assume w.l.o.g. ux ∈ E. We must have uy ∈ E since otherwise we get a claw at x. Hence, any vertex in C that is not a cut-vertex is adjacent to both x and y. Therefore, any two vertices in C are adjacent to each other since otherwise we would have claws at x and y. 2
Lemma 5 Let C be a block of G containing exactly one cut-vertex x and let N 1 , N 2 be the subgraphs of G induced by the neighborhoods of x in C in distance 1, 2 respectively. The following hold:
(ii) There is no C 4 in C.
(iii) If there exists a vertex w ∈ N 2 adjacent to two vertices u, v ∈ N 1 , then all vertices in N 2 are adjacent to u or to v.
Proof. For the first part, notice that if N 1 is not a clique we get a claw at x. Consider now two vertices u, v ∈ N 2 and assume uv / ∈ E. If u, v are adjacent to the same vertex of N 1 we have a claw at that vertex. If they are adjacent to different vertices we have a net (since N 1 is a clique) with a path of length 3 on it. We proceed to show the second part. Assume there is a C 4 in C. Since N 1 , N 2 are cliques the cycle should contain two vertices, say a, b from N 1 and two vertices, say c, d from N 2 . Let abcd be the cycle and let x ′ be a neighbor of x outside C. We have an antenna around x ′ xabcd with a path of length 3 on it, a contradiction. For the last part of the lemma assume that there exists a vertex w ∈ N 2 adjacent to two vertices u, v ∈ N 1 and that there exists a vertex b ∈ N 2 adjacent neither to u nor to v. As before, let x ′ be a neighbor of x outside C. We have a satellite around bwuvxx ′ with a path of length 3 on it, say x ′ xuw, a contradiction. 2
Now we are able to characterize those graphs that are not biconnected and admit the empty SP-sufficient set:
Theorem 1 Let G be an undirected graph that is connected but not biconnected. The empty set is SP-sufficient for G if and only if the following hold:
(i) The block graph of G is a chain.
(ii) Every block of G that contains two cut-vertices is a clique. Proof. The "only if" part is clear from the previous lemmas. For the "if" part we show how to color a set P of shortest paths on a given graph G that satisfies the conditions of the statement with L(P) colors. A high level description of our approach follows. We will first modify P by shortening some paths and discarding some others. We will then construct a directed graph G ′ and a set P ′ of directed paths on G ′ in 1-1 correspondence with P, with L(P ′ ) = L(P) and with the same conflict graph. We will obtain a coloring for P with L(P) colors by coloring P ′ with L(P ′ ) colors. The coloring of P ′ will be done by computing many different local colorings that will be merged to give a single global coloring for P ′ . A coloring for the initial set of paths will be obtained by coloring greedily the paths that were discarded in the first phase.
Let C 1 , . . . , C k be the blocks of G ordered so that C 1 , C k are the two blocks containing only one cut-vertex and |C i ∩ C i+1 | = 1 for all 1 ≤ i < k. Let x 1 , . . . , x k−1 be the cut-vertices of G ordered so that C i ∩ C i+1 = {x i }. Let P 1 ⊆ P be the set of all paths in P of length one. We remove these paths from P. Now consider all paths that use an edge in one of N
Since we are dealing with shortest paths no such path can use an edge incident to x 1 or x k−1 . Therefore, all these paths are of length at most two. We claim that every edge in N
will only be used by identical paths. To see this assume that there is an edge uv in, say N C 1 2 (the case for C k is similar), that is used by two paths that are non-identical. Since N C 1 2 is a clique and these paths are shortest they must go from u or v to two different vertices of N C 1 1 , say w, w ′ . There are two cases: either these paths are wuv and w ′ vu or wuv and w ′ uv. Since these paths are shortest, in the first case C 1 must contain a C 4 , while in the second case u ∈ N C 1 2 is adjacent to both w, w
and there exists a vertex in N C 1 2 , namely v, that is not adjacent to any of w, w ′ . Both cases contradict the third condition of the statement and hence we obtain that every edge in N
will only be used by identical paths of length 2. Hence, we can shorten all such paths so that they do not use any edge in N
without modifying the conflict graph of P. If, after this modification, we obtain any paths of length one we remove them from P and add them to P 1 .
Now we proceed to show how we construct G ′ and the set P ′ of directed paths on G ′ with the properties described above. An example is shown in Fig. 3 . For each block C i of G containing two cut-vertices x i−1 , x i we construct its corresponding gadget as follows. We take two copies v in , v out of every vertex v of C i that is not a cut-vertex and connect x i−1 with a directed edge to each in vertex and each out vertex with a directed edge to x i . Finally, we connect x i−1 with a directed edge to x i . The gadget for the blocks that contain only one cut-vertex, say for C 1 , is constructed by starting from C 1 , deleting all edges within each of N The gadget for C k is constructed similarly as for C 1 but with reverse orientations for the edges. To complete the construction of G ′ we connect all gadgets by identifying those vertices that correspond to the same cut-vertices in G. Since we have removed all paths of length one and have modified P so that no path uses an edge in N correspond to paths in G ′ that all use the edge, corresponding to e, in the same direction and hence the conflict graph does not change.
We continue with the coloring of P ′ . Let y 1 , . . . , y l be the vertices in G ′ that correspond to vertices in N C 1 1 and let z 1 , . . . , z m be the vertices in G ′ that correspond to vertices in N
be the set of edges directed out of v and Q in v be the set of edges directed into v.
be the set of paths that touch x i (i.e., start at x i , end at x i or go over
be the set of paths that go over y i or start at y i , and for 1 ≤ i ≤ m let P ′ z i be the set of paths that go over z i or end at z i . Notice that
Our method is similar to the one given in [3] . We build a bipartite multigraph H v with one vertex for each edge incident to v. The one side of the partition consists of the vertices corresponding to edges in Q and no other edge incident to v. For each such path we add one edge in H v connecting its out vertex to its in vertex. For every path that starts or ends at v we add a loop to the vertex of H v that corresponds to the edge incident to v used by this path. By König's classical result [8] , H v has a proper edge-coloring with ∆(H v ) colors which We show how we can merge all local colorings S v into a global coloring S for P ′ without increasing the maximum number of colors used. We start by merging S x 1 with each of S v for v ∈ {y 1 , . . . , y l }. The merging for some S y i is done as follows. The only paths that are in both S x 1 and S y i , and thus might cause conflicts when merging, are the paths that use edge (y i , x 1 ). Notice that if a path p colored in S y i intersects a path q that is colored in S x 1 but not in S y i , then p uses (y i , x 1 ) and both p, q use the same outgoing edge incident to x 1 , and are both colored with different colors in S x 1 . Therefore, to combine the two colorings we maintain S x 1 as is and modify S y i : we permute S y i (i.e., we rename the colors) so that the paths that use edge (y i , x 1 ) get the color they have in S x 1 . Since S y i was a valid coloring, it remains valid after the permutation. Now the two colorings are compatible and can be merged in the obvious way. After the merging, S x 1 is the new coloring. After l mergings we have extended S x 1 to include the colorings S y 1 , . . . , S y l without increasing the maximum number of colors used, while maintaining its validity. We repeat the same procedure to merge coloring S x k−1 with the colorings S z 1 , . . . , S zm . Now, we can merge S x 1 , . . . , S x k−1 to one global coloring S for P ′ . To do this we initially set S = S x 1 and continue to the processing of S x 2 . After processing S x i we continue to S x i+1 and merge the previous global coloring S (which we have obtained by merging colorings S x 1 . . . S x i ) with S x i+1 . The merging of S with S x i+1 is done as follows. Consider the paths that use edge (x i , x i+1 ) on G ′ . These paths are the only paths that are in both S and S x i+1 and therefore might cause conflicts in the merging. To combine the two colorings we maintain S as is and modify S x i+1 : we permute S x i+1 so that the paths that use edge (x i , x i+1 ) get the color they have in S. Since S x i+1 was a valid coloring before the modification, it remains valid and now we can merge the two colorings in the obvious way. This way we extend coloring S without increasing the number of colors used in S and S x i+1 while maintaining its validity. After k − 2 mergings we obtain a global coloring S for P ′ that uses max 1≤i≤k−1 L(P ′ i ) = L(P ′ ) colors. We obtain a coloring for the initial set P with L(P) colors by extending S greedily to the paths in P 1 which we have previously discarded. 2
Biconnected Graphs
Now, consider the case where G is biconnected. We assume that G admits the empty SP-sufficient set.
Proof Fig. 4(a) .
We have a net around ub 1 a 2 b 2 b 3 a 3 or an antenna around the same vertices if a 3 b 3 ∈ E. Moreover, we can find a path of length 3 on the net or the antenna, namely the path Case 1.4: a 2 b 3 , b 2 a 3 ∈ E. We have a 3 b 3 ∈ E and we get a satellite around ub 1 a 2 b 2 b 3 b 4 with a path of length 3 on it, namely the path ub 1 b 2 b 3 . This gives us a contradiction since a 2 b 4 / ∈ E because otherwise k + l would not be minimum and hence the satellite can not be broken.
We have a 2 b 2 ∈ E because of a claw at a 1 . Also, notice that we can not have b 1 a 3 ∈ E since in that case k + l would not be minimum. By our choice of the two u − v paths the only shortcut from u to a 3 could be through b 1 . It follows that d(u, a 3 ) = 3. We distinguish 4 cases depending on the edges between a 2 , b 3 and b 2 , a 3 , as shown in Fig. 4(b) .
Case 2.1: a 2 b 3 , b 2 a 3 ∈ E. We have a satellite around ua 1 b 2 a 2 a 3 a 4 . Moreover there exists a path of length 3 on it, namely ua 1 a 2 a 3 , since d(u, a 3 ) = 3 as was shown above. Hence, if a 4 = v we have a contradiction. Otherwise we must have b 2 a 4 ∈ E but this can not be the case since then k +l is not minimum, a contradiction.
Case 2.2: 
. . . the path ua 1 b 2 b 3 of length 3 on it, since d(u, v) ≥ 4 and hence a 1 b 3 / ∈ E. So we can assume l ≥ 4. We distinguish more cases, according to the edges that are present between a 2 , b 4 and a 3 , b 3 . We have 4 cases shown in Fig. 5 
We have a claw at b 2 that can not be broken, a contradiction.
Case 2.4: a 2 b 3 , b 2 a 3 / ∈ E. We have a claw at b 2 that can not be broken, a contradiction.
Case 3: a 1 b 2 / ∈ E, b 1 a 2 ∈ E. Similar to case 2.
∈ E. Again, we distinguish four cases according to the edges between a 2 , b 3 and b 2 , a 3 . Three of these cases are shown in Fig. 4(c) .
Case 4.1: a 2 b 3 , b 2 a 3 ∈ E. We have that a 2 b 2 , a 3 b 3 ∈ E. Because of the C 5 around ub 1 b 2 a 2 a 1 we should have a 1 b 1 ∈ E. We have an antenna around a 1 b 1 b 2 a 2 a 3 a 4 with a path of length 3 on it, namely the path
∈ E because otherwise k + l would not be minimum. Moreover the antenna can not be broken and we reach a contradiction.
Case 4.2: a 2 b 3 ∈ E, b 2 a 3 / ∈ E. We distinguish two cases according to whether a 1 b 1 ∈ E.
Case 4.2.1:
Notice that if a 2 b 2 ∈ E we get a claw at a 2 that can not be broken. Hence, a 1 b 3 ∈ E and we get claws at b 3 that force a 1 b 4 , a 2 b 4 ∈ E (and hence we must have l ≥ ∈ E for all j ≥ 2 because otherwise k + l would not be minimum. Furthermore, the antenna can not be broken and thus we reach a contradiction. 4 it should be through a j with j ≥ 5. However, in this case we would have a C 6 or greater with a path of length 3 on it, namely a 2 a 3 a 4 a 5 since there could not be another shortcut from a 2 to a 5 through some b i because then k + l would not be minimum. Hence, the paths b 1 b 2 b 3 b 4 , a 1 a 2 a 3 a 4 are shortest. Thus, we should have a 2 b 2 ∈ E or a 3 b 3 ∈ E since otherwise we would have a C 5 or a longer induced cycle with a path of length 3 on it. If a 2 b 2 ∈ E we have claws at a 2 and b 2 . Hence, a 3 b 3 ∈ E and this gives a C 6 around a 1 a 2 a 3 b 3 b 2 b 1 . We reach a contradiction since we can find a path of length 3 on the cycle between a 1 and b 3 .
We considered all possible cases, reaching a contradiction for each of them; the lemma follows. 2
Notice that the bound in the statement is tight: there exist graphs that admit the empty SPsufficient set and have diameter 3. Two such graphs are shown in Fig. 6 . On the other hand, if the diameter is at most two (or if we restrict to shortest-path routings of length at most two), then we can efficiently check whether a graph admits the empty SP-sufficient set as the following theorem illustrates.
Theorem 2 Let G = (V, E) be an undirected graph of diameter at most 2. The empty set is SPsufficient for G if and only if E can be 2-colored such that every shortest path of length 2 in G uses edges of different colors.
Proof. For sufficiency we show how to color a set P of shortest paths on G with L(P) colors. We assume that P contains only paths of length two since any paths of length one can be colored greedily. We construct a multigraph H on E and for each path uvw in P we add an edge in H between uv and vw. If the condition holds then H is bipartite and by König's theorem [8] it can be edge-colored with ∆(H) colors in polynomial time. Since the degree of each vertex of H is equal to the load of the corresponding edge of G this gives a coloring for P with L(P) colors. To see that the condition is necessary assume that it does not hold and let P be the set of all shortest paths of length two on G. We construct a multigraph H on E as before. Since E can not be 2-colored such that every path in P uses edges of different colors, H is not bipartite and hence contains an odd cycle. The paths corresponding to the edges of the odd cycle form a set of paths P ′ with load L(P ′ ) = 2 and χ(P ′ ) = 3. 2
With this result at our disposal, we can assume from now on that diam(G) = 3. For u ∈ V , we denote with N i (u) the subgraph of G induced by the neighborhood of u in distance i. With the following 5 lemmas we establish that, for a vertex u of eccentricity 3,
Lemma 7 If u has eccentricity 3, then N 3 (u) is a clique.
Proof. Let u be a vertex of eccentricity 3, x, y two vertices in distance 3 from u, and assume to the contrary that xy / ∈ E. Let p, q be two paths of length 3 connecting u to x and y respectively. We distinguish cases according to the number of common edges and vertices between p and q. The different cases are shown in Fig. 7 .
Case 1: p and q share 2 edges. We must have xy ∈ E because of a claw.
Case 2: p and q share one edge. Let uabx, uacy be the two paths. We have a claw at a and hence bc ∈ E. This creates a net and so we should have cx ∈ E or by ∈ E. Assume w.l.o.g. cx ∈ E. We get a claw at c which can not be broken, a contradiction.
Case 3: p and q share no edges but have a common vertex. Again, we should have xy ∈ E because of a claw.
Case 4: p and q share no edges and no vertices. Let a 1 , a 2 be the internal vertices of p and b 1 , b 2 the internal vertices of q. If we have any of the edges a 1 b 2 , b 1 a 2 , a 2 y, b 2 x, then we can apply one of the cases 1-3. So we can assume now that none of these edges is present. Also, we can not have a 2 b 2 ∈ E either, since that would create a claw. We distinguish two cases depending on d(x, y).
We have to consider only the case where there is a path of length two between x, y, disjoint from p and q, since otherwise we can apply case 1. Let c be the internal vertex of such a path. If a 1 c ∈ E or b 1 c ∈ E we can apply case 1 and thus we can assume that a 1 c, b 1 c / ∈ E. Hence, the only possible edges are a 1 b 1 , a 2 c, b 2 c. Note also that d(u, c) = 3 because otherwise we can apply case 1. It is easy to see that in all possible cases there is an induced odd cycle or an induced even cycle with a path of length 3 on it. The only case where there is an induced even cycle with no obvious path of length 3 on it, is when a 1 b 1 , a 2 c ∈ E (the case where a 1 b 1 , b 2 c ∈ E is identical). However, for this case we have that d(a 1 , y) = 3 since otherwise we can apply case 2.
Case 4.2: d(x, y) = 3. We consider two different cases depending on whether there is an x − y path, disjoint from p and q.
Case
Assume to the contrary that there exists an a 2 − b 2 path of length 2. Since we can not have any other edges between existing vertices, this path uses a new vertex, say w. We have a C 5 around a 1 a 2 wb 2 b 1 and therefore we should have a 1 w ∈ E or b 1 w ∈ E. Assume w.l.o.g. that a 1 w ∈ E. If wy ∈ E we can apply case 2 and thus we can assume that wy / ∈ E. Due to a claw at b 2 we get b 1 w ∈ E. Due to the C 5 around a 2 wb 2 dc we should have wc ∈ E or wd ∈ E. In both cases we get a claw at w with no possibility to break it, a contradiction.
Case 4.2.2: there is no x − y path of length 3 disjoint from p and q. There is a path of length 3 that has one common edge with p or q, say xcb 2 y. We have that cy / ∈ E since d(x, y) = 3. Also b 1 c / ∈ E since otherwise we can apply case 2. Therefore we have a claw at b 2 that can not be broken, a contradiction. We considered all possible cases, reaching a contradiction for each of them; the lemma follows. 2 Lemma 8 If u has eccentricity 3, then N 2 (u) is a clique.
Proof. Let u be a vertex of eccentricity 3, v a vertex at distance 3 from u, and x, y two vertices in distance 2 from u. Assume to the contrary that xy / ∈ E. There exist two disjoint paths of length 2 from u to x and y; otherwise we have a claw that forces xy ∈ E. Let uax, uby be two such paths. We distinguish cases depending on the distance of x, y from v. From Lemma 6 we have that their distance from v is at most 3. Notice that if d(x, v) = d(y, v) = 3 then, since by Lemma 7 N 3 (v) is a clique, we have xy ∈ E, a contradiction. Some of the cases are shown in Fig. 8 . Notice that in all cases ay, bx / ∈ E due to claws. Assume, w.l.o.g., d(x, v) ≤ d(y, v).
Depending on whether ab ∈ E we have a C 5 or a C 6 with a path of length 3 on it, a contradiction.
Let ycv be a path of length two connecting y and v. Notice that ac / ∈ E because of a claw at c. The only possible edges are ab, bc, xc. We distinguish cases according to which of these edges are present. Case 2.1: ab, bc, xc ∈ E. We can find a set of paths P with L(P) = 2 and χ(P) = 3, namely the paths ubcv, vcy, ycx, cxa, xab, aby, ybu.
Case 2.2: two of ab, bc, xc are present. We have a C 5 . Case 2.3: one of ab, bc, xc is present. We consider the three cases.
Case 2.3.1: ab ∈ E. We have a C 6 and we need to find a path of length 3 on it, in order to obtain a contradiction. We show that d(b, v) = 3. Assume for a contradiction that there exists a b − v path of length 2. This path must use a new vertex, say w. Since d(u, v) = 3 we have that uw / ∈ E. Due to a claw at b we get wy ∈ E. This creates an antenna around ubwycv with a path of length 3 on it, namely the path ubwv. In order to break it we should have wc ∈ E since uw / ∈ E. We need wa ∈ E or wx ∈ E due to the C 5 around abwvx. In both cases we get a claw at w that can not be broken. Case 2.3.2: bc ∈ E.
We have a C 6 with a path of length 3 on it, namely the path ubcv, a contradiction. Case 2.3.3: xc ∈ E. We have a C 6 and we need to find a path of length 3 on it, in order to obtain a contradiction. We show that d(u, c) = 3. Assume, as before, that there exists a u −c path of length 2. This must use a new vertex, say w. Since d(u, v) = 3 we have wv / ∈ E. Because of a claw at c we get wy ∈ E. This creates an antenna around vcywub with a path of length 3 on it, namely the path vcwu and hence we should have wb ∈ E. Because of the C 5 around uwcxa we should have wa ∈ E or wx ∈ E. In both cases we get a claw at w that can not be broken, a contradiction.
Case 2.4: none of ab, bc, xc is present. We have a C 7 .
We have that y, u ∈ N 3 (v) and therefore by Lemma 7 we get uy ∈ E, a contradiction.
If two paths of length two connecting x to v and y to v share a common edge then we have a claw. Thus, we can assume that there exist two disjoint paths xcv and ydv. We have that ud, uc / ∈ E because d(u, v) = 3. If xd, yc ∈ E we get claws at d and c respectively. If ad, bc ∈ E we have again claws at d, c. Thus, the only possibilities are ac, bd, ab, cd. We distinguish cases according to which of these edges exist.
Case 4.1: ac, bd, ab, cd ∈ E. We can find a set of paths P with L(P) = 2 and χ(P) = 3 similarly as in case 2.1.
Case 4.2: three of ac, bd, ab, cd are present. We have a C 5 . Case 4.3: two of ac, bd, ab, cd are present. We distinguish further cases.
Case 4.3.1: ac, bd ∈ E. We get a C 6 with a path of length 3 on it, namely the path uacv. Case 4.3.2: ab, ac ∈ E. We take the following paths: uacv, cvd, vdy, dyb, yba, bax and xau.
Case 4.3.3: ab, bd ∈ E or ac, cd ∈ E or bd, cd ∈ E. Similar to case 4.3.2.
Case 4.3.4: ab, cd ∈ E. We have a C 6 around abydcx and need to find a shortest path of length 3 on it in order to obtain a contradiction. If d(x, y) = 3 we are done. Otherwise there exists an x − y path of length two in G. This path must use a new vertex, say w. Due to the C 5 around axwyb we should have aw ∈ E or bw ∈ E. Assume w.l.o.g. bw ∈ E. Due to the C 5 around xcdyw we should have wc ∈ E or wd ∈ E. If wd ∈ E we get a claw at w. Hence, wc ∈ E. Also, uw, vw, aw / ∈ E because of claws at w. We have two antennas around vcwxab and ubwydc and hence if d(u, c) = 3 or d(v, a) = 3 we are done. We will show that it can not be d(v, a) = d(u, c) = 2. Assume for a contradiction that there exist v − a, u − c paths of length 2. The v − a, u − c paths can not use any of the existing vertices. Let uz 1 c, vz 2 a be the two paths. We have a claw at a and ux, uz 2 / ∈ E, hence xz 2 ∈ E. This creates an antenna around uaxz 2 vc with a path of length 3 on it, namely the path uaz 2 v and therefore we should have z 2 c ∈ E. With similar arguments we obtain that xz 1 , z 1 a ∈ E. We can now construct a set of paths P with L(P) = 2 and χ(P) = 3. If z 1 z 2 / ∈ E take uz 1 x, z 1 xz 2 , xz 2 v, vz 2 au, uax, axc, xcv, vcz 1 , and cz 1 u. If z 1 z 2 ∈ E take uz 1 z 2 v, vz 2 a, z 2 au, uax, axc, xcv and vcz 1 u.
Case 4.4: one of ac, bd, ab, cd is present. We have a C 7 . Case 4.5: ac, bd, ab, cd / ∈ E. In this case we have a C 8 and we need to find a shortest path of length 3 on it in order to obtain a contradiction. If d(u, c) = 3 we are done. Otherwise there exists a u − c path of length two in G. This path must use a new vertex, say w. We have a claw at c and wv / ∈ E since d(u, v) = 3. Therefore, wx ∈ E. We have an antenna around vcxwua with a path of length 3 on it, namely the path vcwu and so we should have wa ∈ E. We have a C 7 around uwcvdyb but no possibility to break it because of claws at w, a contradiction. Thus, d(u, c) = 3 and we have a contradiction.
We have that y, u ∈ N 3 (v) and therefore by Lemma 7 we get uy ∈ E, a contradiction. We considered all possible cases, reaching a contradiction for each of them; the lemma follows. 2 Lemma 9 Let u, v ∈ V with d(u, v) = 3. There exist two disjoint u − v paths, each of length 3.
Proof. Since G is biconnected there exists a pair of disjoint u − v paths. We will first show that there exists such a pair of paths such that at least one of them is of length 3. Assume to the
. . . contrary that every u − v path of length 3 intersects all other u − v paths in G. Let uxyv be a u − v path of length 3. Consider two disjoint u − v paths uxa 1 . . . a k v and ub 1 . . . b l yv, each of length at least 4 such that k + l is minimum (since uxyv crosses all pairs of disjoint u − v paths and G is biconnected there exists such a pair of u − v paths). Due to a claw at x and since uy / ∈ E and ua 1 / ∈ E we have a 1 y ∈ E. Similarly, due to a claw at y we have xb l ∈ E. Now we have a claw at x and since a 1 u / ∈ E, ub l / ∈ E we get a 1 b l ∈ E. Therefore we have found two disjoint u − v paths, namely uxyv and ub 1 . . . b l a 1 . . . a k v such that one of them is of length 3, a contradiction.
We now proceed to show that there exists a pair of disjoint u − v paths, each of length 3. Assume for a contradiction that this does not hold and let uabv and ux 1 x 2 . . . x k v be two disjoint u − v paths with k ≥ 3 minimum, as shown in Fig. 9(a) . Since x 2 , b ∈ N 2 (u), x k−1 , a ∈ N 2 (v) and u, v are vertices of eccentricity 3, by Lemma 8 we have that x 2 b, x k−1 a ∈ E. Because of claws in a and b we also have that x 2 a, bx k−1 ∈ E. If k ≥ 5 we have a claw at a that can not be broken, a contradiction. We consider the cases k = 3 and k = 4 separately. First assume k = 4. It can not be that ax 4 ∈ E or bx 1 ∈ E since that would create claws at a, b respectively. Therefore we can find a set of shortest paths P with L(P) = 2 and χ(P) = 3: take uabv, uax 3 , ax 3 x 4 , x 4 x 3 x 2 , x 3 x 2 x 1 , x 1 x 2 b, x 2 bv. We continue for the case k = 3. Let uabv, uxyzv be such a pair of disjoint u − v paths as shown in Fig. 9(b) . As before we have that ya, yb ∈ E. We have claws at y that force xa ∈ E or az ∈ E and zb ∈ E or xb ∈ E. Notice that we can not have both xb ∈ E and za ∈ E since in that case we obtain two disjoint u − v paths of length 3. Therefore, at least one of xa, zb should be present. Assume w.l.o.g. xa ∈ E. We have an antenna around uaybvz with a path of length 3 on it, namely the path uabv and hence we should have bz ∈ E or az ∈ E. If az ∈ E we get that bz ∈ E because of a claw at a and hence we can assume that in every case we have bz ∈ E. If xb, az / ∈ E then we are able to construct a set of shortest paths P with L(P) = 2 and χ(P) = 3: take uab, abv, vby, byx, xyz, zya and yau. If one of xb, az is present, say xb ∈ E (both cases are identical), we can still find such a set of paths provided d(u, z) = 3 (in the case where az ∈ E we need d(v, x) = 3): uxyz, uxb, xbz, zba, bau, uay, ayz. It remains to show that d(u, z) = 3. Assume otherwise, i.e., d(u, z) = 2 (it can not be uz ∈ E since d(u, v) = 3). Notice that since az / ∈ E there must exist a vertex w with uw, wz ∈ E. But this gives us two disjoint u − v paths both of length 3, a contradiction.
Lemma 10
If u has eccentricity 3, then N 1 (u) is a clique.
Proof. Let u be a vertex of eccentricity 3, x, y be two neighbors of u, and v be such that d(u, v) = 3. Assume, for a contradiction, that xy / ∈ E. Clearly,
then by Lemmas 7,8 we have xy ∈ E. The only remaining case is d(v, x) = 2 and d(v, y) = 3. By Lemma 9 we can assume that there exist two disjoint y −v paths of length 3. Let ya 1 a 2 v and yb 1 b 2 v be two such paths (these paths can not use u since d(u, v) = 3). Since x, a 1 , b 1 ∈ N 2 (v) we have xa 1 , xb 1 , a 1 b 1 ∈ E. Also, x, a 2 , b 2 ∈ N 2 (y) and thus xa 2 , xb 2 , a 2 b 2 ∈ E. If a 1 b 2 / ∈ E and b 1 a 2 / ∈ E, we can find a set of paths P with L(P) = 2 and χ(P) = 3: take yb 1 b 2 v, vb 2 x, b 2 xa 1 , xa 1 y, ya 1 a 2 , a 1 a 2 v, va 2 x, a 2 xb 1 , xb 1 y. If a 1 b 2 ∈ E or b 1 a 2 ∈ E then the paths b 2 xa 1 and b 1 xa 2 are not shortest. In this case we can use instead of, say va 2 x, a 2 xb 1 and xb 1 y, the path va 2 b 1 y.
Proof. Let u be a vertex of eccentricity 3 and x, y be such that x ∈ N 2 (u) and y ∈ N 3 (u). Assume that xy / ∈ E. By Lemma 9 we can assume that there exist two disjoint u − y paths of length 3. Let ua 1 a 2 y and ub 1 b 2 y be two such paths. Since x, a 2 , b 2 ∈ N 2 (u) we have xa 2 , xb 2 , a 2 b 2 ∈ E. Also, x, a 1 , b 1 ∈ N 2 (y) and thus xa 1 , xb 1 , a 1 b 1 ∈ E. If a 1 b 2 / ∈ E and b 1 a 2 / ∈ E, we can find a set of paths P with L(P) = 2 and χ(P) = 3: take yb 2 b 1 u, ub 1 x, b 1 xa 2 , xa 2 y, ya 2 a 1 , a 2 a 1 u, ua 1 x, a 1 xb 2 , xb 2 y. If a 1 b 2 ∈ E or b 1 a 2 ∈ E then we can not use the paths b 1 xa 2 and a 1 xb 2 . In this case we can use instead of, say ua 1 x, a 1 xb 2 and xb 2 y, the path ua 1 b 2 y.
For a vertex v ∈ V of eccentricity 3 we define T G (v) to be the bipartite graph with vertex-sets
We have the following theorem:
Theorem 3 Let G = (V, E) be an undirected, biconnected graph with diam(G) = 3 and let v ∈ V be a vertex of eccentricity 3. The empty set is SP-sufficient for G if and only if the following hold:
(ii) T G (v) contains no cycle, no P 5 , and if it contains a P 4 then it has only one non-trivial connected component.
Proof. The necessity of (i) is clear from previous lemmas. To show that (ii) is also necessary we exhibit a set of paths P with load L(P) = 2 and χ(P) = 3 for each case. First, assume that there is a cycle
Consider the paths of length 3:
This makes an even number of paths with load 2 whose conflict graph is a cycle; to obtain the required set of paths just replace one path with two paths of length two. Now, assume T G (v) contains a Fig. 10(a) . The paths b 2 a 3 a 1 , a 3 a 1 b 1 have the desired property. Consider the case where T G (v) contains a P 4 , say a 1 b 1 a 2 b 2 , and has more than one non-trivial connected components. There exists an edge xy in a different component than the one in which the P 4 is contained. Let x, a i ∈ V 1 , 1 ≤ i ≤ 2 as shown in Fig. 10(b) . The paths va 2 b 2 u, va 2 b 1 u, b 2 a 2 x, a 2 xy, yxa 1 , xa 1 b 1 , a 1 b 1 u have the desired property.
For sufficiency we demonstrate how to color a set P of shortest paths on a graph G with diam(G) = 3 that satisfies (i) and (ii) with L(P) colors. We assume that P does not contain any paths of length one since these paths can be colored greedily after coloring the longer paths.
Define We claim that all vertices of eccentricity 3 are contained in Q 1 and Q 2 . By definition V 1 can not contain any vertices of eccentricity 3. Assume that there exists a vertex u ∈ V 2 with ecc(u) = 3. There exists a vertex x ∈ V with d(u, x) = 3. Since G[V 2 ∪Q 2 ] is a clique we have that x / ∈ Q 2 . Also, since d(u, v) = 2, u has a neighbor in V 1 and since G[Q 1 ∪ V 1 ] is a clique we have that x / ∈ Q 1 ∪ V 1 . We reach a contradiction and thus V 2 does not contain any vertices of eccentricity 3.
First, assume that T G (v) does not contain a P 4 . Let C 1 , . . . , C k be the connected components of T G (v) in some arbitrary ordering. Notice that at least one of |V (
Let p be a path of length 3 in P. Since Q 1 , Q 2 contain all vertices of eccentricity 3 in G and both G[Q 1 ], G[Q 2 ] are cliques, p goes from a vertex of Q 1 to a vertex of Q 2 and uses two edges incident to some x i . Moreover, since all paths in P are shortest paths and
are cliques, a path in P intersects p in an edge not incident to x i if and only if it intersects it in an edge incident to x i . Therefore we can shorten p by restricting it to the edges incident to x i without modifying the conflict graph of P. We apply the same modification to all paths of length 3 in P. Let P 1 be the set of paths that after this modification have length one. These paths are discarded from P. Now P contains only paths of length two.
In order to obtain a coloring of P with L(P) colors it suffices to show that the edges that are used by paths in P can be 2-colored such that every path in P uses edges of different colors. Consider first the subgraph of G, G[V 1 ∪ Q 1 ], induced by V 1 ∪ Q 1 . No path in P uses two edges in this subgraph. Hence, we can color all these edges with one color, say a. The same holds for the subgraph G[V 2 ∪ Q 2 ]. Moreover, since P contains no paths of length 3, no path touches edges from both
. Hence, we can color all the edges in G[V 2 ∪ Q 2 ] with color a. We color all remaining edges, i.e., edges in T G (v), with a second color b. No path uses two edges from T G (v) and therefore we can obtain a valid coloring of P with L(P) colors using the reduction to bipartite edge-coloring illustrated in the proof of Theorem 2. We complete the coloring by coloring greedily the paths in P 1 and thus obtain a valid coloring for P with L(P) colors. Now, assume that T G (v) contains a P 4 . In this case, T G (v) consists of a single non-trivial connected component which is a double-star. Let xyzw be a P 4 in T G (v). Let P y , P z be the sets of paths on G that touch y, z respectively. Notice that P y ∪ P z = P. We color P in two steps: we first color P y and P z separately with L(P y ) and L(P z ) colors and then merge the two colorings into a global coloring for P without increasing the number of colors used. The coloring of the two sets of paths is done similarly for both P y and P z . We demonstrate it for P y . Assume w.l.o.g. y ∈ V 2 . Two paths in P y intersect in an edge not incident to y if and only if they intersect in an edge incident to y. Thus, we can restrict each path in P y to the edges it uses that are incident to y. We modify each path this way and modify P y accordingly. Let P 1 y be the set of paths that after this modification are of length one. We discard these paths from P y . Hence, we need only exhibit a 2-coloring of the edges that are used by paths in P y such that every path uses edges of different colors. Notice that every path in P y uses either an edge connecting y to some vertex in Q 2 and an edge of T G (v) or an edge connecting y to some vertex in V 2 and an edge of T G (v). Therefore, we can color the edges of T G (v) with color a and the rest of the edges that are used by paths in P y with color b. As before, we obtain a coloring of P y with L(P y ) colors. The coloring is completed by coloring greedily the paths in P 1 y . In order to merge the two colorings into a valid global coloring we only need to take care of the coloring of the paths that are in both sets. The only paths with this property are paths that use edge yz. Also, a path in P y intersects a path in P z only if both paths use edge yz. Hence, if we permute the coloring of one set so that each path that is in both P y and P z gets the same color in both colorings, then the two colorings can be merged into a global valid coloring. This does not increase the number of colors used and therefore we obtain a coloring for P with L(P) colors. 2 Note that Theorem 3 along with Theorem 2 provide a complete characterization of the class of biconnected graphs that admit the empty SP-sufficient set since by Lemma 6 we know that all graphs with diameter greater than 3 need wavelength converters.
Conclusion and Future Work
We have given a complete characterization of undirected networks on which any set P of shortest paths admits a valid wavelength assignment with L(P) wavelengths. These are exactly the networks that do not benefit from the use of wavelength conversion when shortest-path routing is used. It follows from our characterization that this class of networks is efficiently recognizable. We have also given an efficient algorithm for computing a wavelength assignment with L(P) wavelengths for this class of networks. To our knowledge, these are the first theoretical investigations of a wavelength assignment problem in the practical scenario with shortest-path routing. The results should be contrasted with known results for arbitrary paths, because they suggest that the traditional worst-case analysis for arbitrary paths can yield overly pessimistic results concerning wavelength conversion requirements.
We note that a characterization of networks with converters that have the same property, i.e., admit a wavelength assignment with L(P) wavelengths for any set P of shortest paths, does not follow directly from our current results. This is because the approach of Wilfong and Winkler [11] fails in our case: we can no longer "explode" the converters and argue about each component of the resulting graph independently, since such a modification will alter the distance between pairs of vertices. Therefore, it remains to see whether we can decide in polynomial time if a set is SPsufficient for a given graph and also to determine the complexity of Minimum SP-Sufficient Set and propose efficient exact or approximation algorithms for solving it. Also, a similar study should be carried out for bidirected or directed graphs.
