Linear discriminant functions hold promise for identifying either protein-deficient or cold-stressed calves based on blood constituents. For each of 2 yr 60 artificially bred Angus heifers were assigned randomly to a 2 x 2 factorial nutritional plan consisting of .32 or .% kg/d of maternal 8 and 8.7 or 12.2 Mcal/d of ME. The calves from these heifers were assigned randomly to environmental chambers set at either 0 or 21°C in a repeated measures design. Linear discriminant functions were computed for 1 yr (training data) and then us& to predict the classification of calves for the other year (validation data). Cold stress could be detected after only 12 h of exposure; the time window for testing was much wider than for protein classification, but the classification generally was less discriminative.
The objective of this study was to describe major differences in blood constituent levels between calf groups after initial use of a multivariate analysis of variance. Fisher's linear discriminant functions (LDF) then were used to identify a structure of blood serum constituents in terms of their relative contribution underlying groupcomparison effects for training data. Final analysis involved use of linear classification functions (LCF) to determine the assignment of calves (validation data) into either adequate or deficient protein groups or warm or cold temperature groups for different ages.
Materlals and Methods
CulfDutu Set. Sixty pregnant Angus heifers were fed daily either .96 (high protein) or .32
864
(low protein) kg CP and 12.6 (high energy) or 8.7 (low energy) Mcal ME during the last 150 d of pregnancy in a 2 x 2 factorial plan for 2 yr. Within 1 h after birth, each c a l f was placed into an environmental chamber set at &her 0 or 21'C for 72 h. All calves were fed 1 liter of dairy colostrum of uniform composition. Thereafter, 1 liter of dairy cow whole milk was fed to each calf at 6-h intervals. Blood was collected by jugular venipuncture at six different ages (0, 12, 24, 36, 48, and 72 h) . Concentrations of 21 blood constituents were determined; seven of these constituents were used in the statistical analyses. These included blood urea nitrogen (BUN), creatinine (Creat), iron, total protein (TProt), alkaline phosphatase (AlkPhos), total bilirubin (TBiI), and cholesterol (Chol). A rationale for this selection of constituents was presented by Shafii et al. (1986) . Complete data calf records numbered 52 and 51 (excluding death losses and incomplete records) for the two respective Y-* Bull et al. (1991) have analyzed these data for each of the years in a re :ated measures They found some main effects (P < .05) of time, protein, and temperature but neither an energy main effect nor any consistent interaction effects in the analyses. In this paper, a DA was utilized to analyze each treatment as a one-way layout with two groups (either high or low protein or warm or cold temperature) for data from each of the six ages.
Linear Discriminant Functions. The concept behind Fisher's linear discriminant functions (LDF') is to determine the linear combination of measures on p random variables that has the greatest between-groups variation relative to within-groups variation (Johnson and Wichern, 1982 where ei is the jth diagonal element of E, m = 1 , . . . , r , a n d j = l , ..., p.
The second approach used the discriminant function-variable correlations to name the underlying construct that the discriminant function represents for substantive interpretation. The procedure involved clustering the variables and determining which variables correlated highly with the discriminant function and then naming the function. The values of these correlation matrices (p x s) were obtained by
where C is the (p x p) within-groups covariance matrix, D is equal to diagonal of C, and L* is the @ x s) matrix of s LDF standardized weight vectors (Huberty, 1975) . These two approaches were used to identify the order and importance of variables in terms of their relative contributions to group separation and the underlying structure of the resulting effects (Tzou, 1985) .
Linear Classification Functions. The original objective of Fisher's "discriminant analysis" and LDF was to find a linear function of the x's to classify an individual or object into one of two or more well-defined populations. 
PI
The analogy of this function from a population is x' @)-I (PI-p2). Thus, the classification rules to assign membership to preexisting groups would be: If z 2 m, then assign the object to group 1 If z < m, then assign the object to group 2, where m is the midpoint between the two groups on the discriminant function, and may be obtained as:
Requisite data conditions for using DA are limited under practical applications. These conditions include multivariate normality on the measures of p variables in the population, equal population covariance matrices and equal sample sizes in each group (Lachenbruch, 1%8). In addition, prior probabilities of group membership and misclassification costs are considered when using LCF to make classification decisions. In this study the costs of misclassification were ignored and equal prior probabilities were set for each of the two groups. The data sets in this analysis were not multivariate normal for certain ages. The usual tests of equal covariance are greatly affected by nonnormality (Lachenbruch, 1973) . However, transformation of the variables to either logs or square roots also failed to achieve normality. Therefore, the variables were "normalized" using Blom's rank normalization algorithm (SAS, 1982) and the DA was applied to these normalized ranked data. The Blom transformation is the inverse cumulative normal function of the rank adjusted for the number of observations (Blom, 1958) . These normal scores are approximations to the exact expected order statistics for the normal distribution. The results using both the original and the normalized data that meet all the assump tions of DA were compared.
Three favorable conditions existed in these data sets. First, equal sample size numbers were found in each group and only two groups (k = 2) of classification existed for each of the 2 yr. Therefore, enough data were available to provide both '?raining" and "validation" samples. The training samples were used to develop the classification function and the validation samples were used to evaluate the efficiency of classification. In this study data from yr 2 were used to evaluate yr 1 classification rules, and vice versa. The results of any Classification analysis may be summarized in a k x k "confusion matrix" or classificatiori 
where o is the observed number correctly classified, e is the expected number correctly classified, and N is the total number of observations. The value for e is the sum of the squared numbers in each group divided by N. Significance by Huberly's z test is a necessary but not sufficient condition for concluding that the number of correct classifications is greater than would be expected by chance.
Additionally, because of the serial relationships involved, the performance of Werent periods may be predicted by using h 0 for the training data and data from any subsequent hour as validation data. Results from these methods may be further cross-validated by using validation data from a year different from the year used as training data
Results
When using DA to separate two groups, a set of s = min @, k-l) possible discriminant functions may be considered where p is the number of variables and k the number of groups. Thus, there was only one discriminant function for each time period. To test the significance of the discriminant function for each time period, the SPSSX computer pack- .042 age (Norusis, 1988) uses a chi-square test for testing significant overall association. The results in protein-deficient groups were highly significant (P < .001) for ages of 0, 12, and 24 h for both years for both the original and normalized data sets. For the cold-stressed groups the results were different (P < .05) from 12 h to subsequent hours in both years with the two different data sets except for 36 h Two approaches were used to examine the discriminant function: examination of the s t a n d a r w discriminant function coefficients per se ( Table 1 ) and examination of the discriminant function-variable correlations (Table 2). The coefficients and correlations for in yr 2. for 0 h to .373 for 36 h for yr 1, and from .916 for 0 h to .663 for 48 h for yr 2. The correlation coefficients for TBil and Chol show signs of not being redundant after 12 h for yr 1, but not for yr 2. The correlations for these two variables had similar interpretations because they were the most important secondary influences on the discriminant function. Data from yr 2 had no signi€icant correlations for these two variables, which is shown by the standardized coefficients. Similar results were found using Blom's normalized data. The standardized discriminant function coefficients for calves reared at 0 and 21'C are shown in Table 3 . Table 4 displays consistently high correlation coefficients for TBil starting at 12 h for yr 1 (from .877 to .950 at 72 h) and for yr 2 (from .738 to .428 at 72 h). However, at 72 h in yr 2 Creat and " r o t were important relative to TBil.
Confusion matrices for classification of protein groups are shown in Table 5 using the original data. The training set entries consisted of using the LCF for the specific hour-year classification as a basis for classifying these data. The validation set entries consisted of using the LCF for the specific hour-year to predict the same hour data for the other year. For h 0 of yr 1,23 of the 25 calves in the lowprotein group were correctly assign&, two low-protein calves were assigned to the highprotein group by the LCF. Conversely, 24 of the 25 calves in the high-protein group were correctly classified, and one was emnmusly classified to the low-protein p u p . This resulted in an overall correct classification rate of 94%. However, this p r b may be criticized because the data from which the LCP were generated are again used as a classification set. More reliable results may be obtained if independent data sets may be used to generate the LCF (training data) and the classification set (validation data). Therefore, if the LCF generated on yr 1 0 h is used to classify yr-2 0-h data, then all 26 of the lowprotein calves are correctly classified, as are 24 of the 25 high-protein calves, resulting in an overall correct classification of 98%. Mean success rate assessed by using the opposite year for training using 0-h blood data was 96.0%.
Probabilities computed using the Huberty z statistic showed that there were classifications (P < .01) for h 0 and h 12 for both years, and for h 24 for yr 2. When Blom's normalization was used, a slightly better classification of the validation sets over time was obtained (Table  6) .
Results from grouping of calves according to temperature (Table 7) wem more divergent than results from the protein groupings. Classification rates even for the training sets after h 0 averaged 79%. whereas corresponding rates for the validation sets, although usually sign& cant using Huberty's z test, averaged 65.9%. Using Blom's normalized data (Table 8) , overall classification rates after h 0 were higher than above for both the training (78.4%) and validation sets (72.3%).
Cross-validation between different ages of auimals was essential in order to determine the importance of timing in classification for both protein and temperature groupings. For example, if 0-h readings predicted classification at 36 h as well as at 12 h, then a time window of larger size would be satisfactory. However, if the 36-h classification proved to be lower than the 12-h classification, then the time of sample collection after birth would be critical. Table 9 shows the results when h 0 of yr 1 was used as the training set and h 12, h 24, h 36, h 48, and h 72 of yr 2 were used as the validation sets. For the protein groupings, classification rates based on h-0 coefficients decreased linearly over time. Yet, using original data, hit rate at each time was superior to using coefficients for each time period separately ( Table 5 ). The decreased accuracy over time was not as pronounced for Blom's normalized data as for the original data and proved less successful than using coefficients for each sampling time ( Table 6 ). In the case of temperature groupings, h 12 of yr 1 was used as the training set and h 24, 36.48, and (Table 6 ). When the 0-h LCF was used to classify calves based on later blood samples, an acceptable window was extended to 24 h when 86% of the classifications were found to be correct using normalized data (Table 9 ). bClassific.ation rates were Merent at *P < .05. **P < .01. b~~s i f i c a t i o n rates w m m e r e n t at *P < .OS, **P < .01.
Cold stress was detectable within 12 h after onset of exposure, primarily by changes in mil. For 
