A classifier based on Support Vector Data Description (SVDD) is proposed for spoken digit recognition. We use the Mel Frequency Discrete Wavelet Coefficients (MFDWC) and the Mel Frequency cepstral Coefficients (MFCC) as the feature vectors. The proposed classifier is compared to the HMM and results are promising and we show the HMM and SVDD classifiers have equal accuracy rates. The performance of the proposed features and SVDD classifier with several kernel functions are evaluated and compared in clean and noisy speech. Because of multi resolution and localization of the Wavelet Transform (WT) and using SVDD, experiments on the spoken digit recognition systems based on MFDWC features and SVDD with weighted polynomial kernel function give better results than the other methods.
INTRODUCTION
Speech recognition and digit recognition as a part of it have been studied for many years. Several feature extraction methods are used for speech recognition. The Mel Frequency Cepstral Coefficients (MFCC) feature vector is widely used in many popular speech recognition systems. The Mel Frequency Discrete Wavelet Coefficients (MFDWC) feature vector has been used for these purposes recently (Bresolin, 2008) and (Gowdy and Tufekci, 2000) .
The HMM is the most frequent classifier used in speech recognition applications (Rabiner and Juang, 1986) and (Rabiner, 1989) . Another classifier that is useful for speech recognition is the Support Vector Machine (SVM). The use of SVM classifiers in speech recognition by improving their kernel functions have resulted in very good performances. In (Bresolin, 2008) SVM is used for classifying Brazilian Portuguese spoken digits with polynomial kernel function. Several studies in speech recognition are based on combination of SVM and HMM for modelling the speech signals (Ganapathiraju, 2004) and (Sonkamble, 2008) . Another approach that is used for improving both the generality and learning ability in SVM classifier for speech recognition is the convex combination of polynomial and Gaussian kernels (Bai, 2008) .
Spoken digit recognition is a multi-class classification problem, whereas SVM is best suited for binary, i.e. two-class problems. The difficulty arises when one tries to solve a multi-class problem using SVM by the so-called one-against-all approach. In addition to imbalance between target class and outlier class (which is composed of samples from all other classes except the target), another problem is that, unlike the target class, the outliers can not be easily identified as a uniform class (Figure 1 ). The outlier class is composed of many different classes which, summed together, do not form a uniform class. To solve such a problem, the so-called one-class learning approach is used (Khan, 2009) , which assumes that samples of only one class are available and a model is constructed using for each class these samples. After that, the likelihood of every test sample is evaluated in each model and samples are ranked according to their likelihood. The number of targets in top k samples (assuming it is known a priori that k targets are present in test data) is the measure used to evaluate the model. 
THE DATA DESCRIPTION APPROACH
We propose a one-class learning approach for solving the problem of spoken digit recognition. The goal is to train a classifier for each digit that can separate that digit from all others. We achieve this by using the Support Vector Data Description (SVDD) approach to one-class learning (DeMenthon and Doermann, 2008) . We mention SVDD briefly in the rest of this section. For a more detailed explanation, refer to the seminal work of Tax and (Tax and Duin, 2004) . Functionality of the SVDD is depicted in Figure 2 . Suppose we are given a dataset {x 1 , x 2 , ... x N }. It constitutes the training set. The main idea of support vector data description is to draw a hyper sphere in the feature space containing as many training samples as possible while having minimum possible volume. The sphere is characterized by its centre c and radius R > 0. The minimization of the sphere volume is achieved by minimizing its square radius 
The parameter "u" controls the trade-off between the hyper sphere volume and the proportion of samples in the hyper sphere. If x i is within the sphere or on the boundary, there is no error and the corresponding i  equals to zero. Otherwise, i  > 0 is the squared distance from x i to the boundary of the sphere. Introducing Lagrangian multipliers to account for constraints, we obtain the following dual problem: Given a new sample z, we compare its distance to the centre of the sphere with the radius of the sphere R. If z lies inside the hyper sphere, it belongs to the target class; otherwise, z is classified as an outlier.
Another notable property of the SVDD is the kernel trick. To count for cases in which support of data does not have a spherical shape, we may transform the data into a higher dimensional space in which the data lie in a spherically-shaped support. Note that in the dual optimization problem, samples only appear in the form of inner products with other points; Hence, we only need to express the inner product in new space as a function of samples in the original space. The kernel is stated as:
In which  is the transformation function.
EXPERIMENTS AND RESULTS

Implementation Details
In this section we describe the implementation details of our approach. After discussing the process of feature extraction and features used, we describe the kernels and parameters used, as well as tuning strategies for kernel parameters. 
where N is the number of log-spectrum coefficients each denoted by m j and L is the number of cepstral coefficients. We use 15 coefficients for feature vector of each frame in digit recognition. Mel Frequency Discrete Wavelet Transform: The MFDWCs are obtained by applying the discrete wavelet transform to the Mel-scale log filter bank energies of a speech frame. For this purpose we use 32 filter banks and 4 scales of Daubechies 6 wavelet function. So each frame has 15 coefficients as the feature vector. Figure 3 depicts the process of MFDWT feature extraction. Kernel Selection and Tuning: There are many different kernels available to use (Taylor and Cristianini, 2004) . We tried to use the most prevalent kernels and tune their parameters to achieve the best performance.
The most popular kernel used in machine learning research is the Gaussian or radial basis kernel. This popularity is mostly due to the flexibility of Gaussian kernel which is achieved by tuning bandwidth parameter to different values and hence deriving different support shapes. The bandwidth parameter of kernel was selected using ten-fold cross-validation and exponential modifying. In which  is the bandwidth parameter.
However, the main problem with Gaussian kernel is that it treats all dimension of the feature vector with the same significance. In our experiments, however, the lower coefficients extracted from each frame are more important and probably more discriminative. Hence, they should be given more significance in the process of computing the kernel. The Gaussian kernel does not allow easy assignment of different weights to features. In order to assign different weights to feature dimensions, we used the polynomial kernel which has already been applied successfully to certain problems in speech recognition. Traditional Unweighted Polynomial kernel is expressed as
where d is the degree of the polynomial. In our experiments we used different degrees of 2, 5 and 10 by using cross validation to select the best parameter, just in the same manner as the Gaussian kernel. As mentioned above, the main reason we used polynomial kernel in our experiments was that it enabled us to weigh features differently for similarity measurement. The weighted polynomial kernel may be expressed in the form below: We experimented both weighting schemes and concluded that linear weighting outperforms the other scheme.
Experimental Setup
In this paper, the database we used was the set of digits of the TIMIT. The TIMIT contains broadband recordings of 630 speakers of eight major dialect regions of American English. We use 2700 digits (0 to 9) of this database. Depicted in Figure 4 is a twodimensional visualization of TIMIT dataset using Principal Component Analysis.
For extracting the feature vectors of spoken digits, the MFCC and the MFDWC are used. Every frame of each digit has 15 features. First the MFCC feature vectors are used to train and test the HMMbased and SVDD-based digit recognition. Then, the MFDWC feature vectors are used. The MFDWCs consist of 15 coefficients obtained by DWT with scales of 1, 2, 4 and 8. By this arrangement of coefficients, the lower coefficients are more important than the higher ones. For this purpose we use feature vectors consisting of 15 coefficients and 5 lower coefficients. If we use 15 coefficients, we obtained the 1140-dimensions digit feature vector sequence and if we use 5 coefficients, dimension of feature vector is 380.
In SVM classification the "one-against-all" approach is used. So 10 classes of digits are obtained. We use Weighted Polynomial and Exponentially Weighted Polynomial kernel functions by using the first 5 and all 15 coefficients as the feature vectors. We use Simple Polynomial and Gaussian kernel functions by using all 15 coefficients as the feature vector.
The digit recognition systems are tested on noisy environment speech (SNR=5dB and Noisy Speech is obtained by Speech Signal + White Noise). This kind of noise on speech data can severely deteriorate the performance of speech recognition. The accuracy rates of HMM-based digit recognition are shown in Table 1 . The result of the HMM-based and SVDDbased digit recognition using MFDWC is better than the MFCC feature vectors. It's because of localization and multi resolution characteristics of the Wavelet Transform (WT). In Table 2 the accuracy rates of SVDD-based digit recognition separately (for each digit) and using MFDWCs are shown for each class of digits (zero to nine spoken data). The resulted accuracy rates show that Weighted Polynomial kernel functions are better than the other kernel functions. When the Weighted Polynomial kernel functions are used, appropriate coefficients can be applied for each feature (Equation 9 ). By comparing between 5-dimensions feature vectors and 15-dimentions feature vectors, it's inference that we can use 5-dimensions feature vectors with improved learning, because the time and space complexity of 5-dimensions feature vectors are about much less than 15-dimensions. Table 3 represents accuracy rates of the SVDDbased digit recognition using MFCC feature vector.
Comparing Tables 1 with Table 2 and Table 3 , it is inferred that the HMM-based digit recognition are better than the SVDD-based on the MFCC feature vectors but the SVDD can compete with the HMM classifier in speech recognition on the MFDWC feature vectors. Comparing Tables 1 with Table 4 , showing accuracy rates of the SVDD-based digit recognition on noisy (SNR=5dB) test data on the MFDWC feature vector, it is observed that the SVDD can handle the noisy environments in the speech recognition better than HMM classifier. 
CONCLUSIONS
In this paper we used the MFCC and the MFDWC as the feature vectors for spoken digits recognition. After experiments on the HMM-based digit recognition it is exhibited that performance of the MFDWC feature vectors is better than the MFCC. In this paper we presented a new approach to learning of digit recognition system. For learning of each digit, we used SVDD classifier. Simple Polynomial, Weighted Polynomial, Exponentially Weighted Polynomial and Gaussian kernel functions were tried to train the system. The experiment results were presented to compare the digit recognition accuracy using the HMM and SVDD with different kernel functions; the results showed that the SVDD-based approach with weighted polynomial kernel function method had better performance than the other methods for digit recognition. Table 3 : Accuracy rate of SVDD-based digit recognition using MFCC features with different kernels. LW=Linearly Weighted, UW=Unweighted,EW=Exponentially Weighted, P=Polynomial Kernel, G=Gaussian Kernel, 5 and 15=Number of features extracted for each frame.
