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EPQ MODELLEK V¶ALTOZTATHAT¶O
MIN}OS¶EG-ELLEN}ORZ¶ESI SEBESS¶EG ESET¶EN1
HAUCK ZSUZSANNA
PTE KÄozgazdas¶agtudom¶anyi Kar
Jelen munk¶aban olyan Economic Production Quantity (EPQ) modelleket
vizsg¶alunk, melyekben minden egyes term¶eket ¶atvizsg¶alnak elad¶as el}ott. A
selejtes term¶ekek az ¶atvizsg¶al¶asi peri¶odus v¶eg¶en egyszerre hagyj¶ak el a rend-
szert, ar¶anyuk val¶osz¶³n}us¶egi v¶altoz¶o. A termel¶esi r¶ata ¶es a min}os¶eg-ellen}orz¶es
sebess¶ege dÄont¶esi v¶altoz¶o a v¶allalat sz¶am¶ara. A sz}uk keresztmetszet sebes-
s¶eg¶enek nÄovel¶ese csÄokkenti a hi¶anyb¶ol ad¶od¶o kÄolts¶egeket ¶es a selejtar¶anyt¶ol
fÄugg}oen hat a k¶eszleten tart¶asi, valamint a sorozatkezd¶esi kÄolts¶egekre. A
sebess¶eg nÄovel¶es¶ere vonatkoz¶o kÄulÄonbÄoz}o kÄolts¶egfÄuggv¶enyek mellett keressÄuk
a k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eg minimum¶at. Mindezt megtesszÄuk
ÄosszefÄugg}o ciklusokra, ahol minden peri¶odusban ugyanannyi a selejtar¶any,
illetve egym¶ast¶ol fÄuggetlen ciklusokra is, ahol a meghib¶asod¶as sz¶azal¶eka pe-
ri¶odusonk¶ent v¶altozik. Eredm¶enyeinket az Economic Order Quantity (EOQ)
modell eredm¶enyeivel is ÄosszevetjÄuk.
Kulcsszavak: EPQ modell, min}os¶eg-ellen}orz¶esi sebess¶eg, gazdas¶agos so-
rozatnagys¶ag
1 Bevezet¶es
A termel¶es menedzsment szakirodalom egyik alapm}uve Harris (1913) Eco-
nomic Order Quantity (EOQ) modellje, melynek l¶enyege, hogy a kereslet, a
fajlagos k¶eszletez¶esi kÄolts¶eg, valamint a sorozatkezd¶esi kÄolts¶eg ismeret¶eben
meghat¶arozza azt a gazdas¶agos sorozatnagys¶agot, mely mellett a k¶eszletez¶es-
sel kapcsolatos ÄosszkÄolts¶eg minim¶alis lesz. Ezt a probl¶em¶at gondolta tov¶abb
Taft (1918), felt¶etelezve, hogy a term¶ekek nem a k¶eszletez¶esi peri¶odus elej¶en,
egyszerre, hanem folyamatosan ¶erkeznek a rakt¶arba. Jelen munka az erre
a gondolatmenetre fel¶³rt Economic Production Quantity (EPQ) modell egy
tov¶abbfejlesztett v¶altozata.
Az EOQ ¶es EPQ alapmodellek kimondatlanul ugyan, de felt¶etelezik, hogy
a rakt¶arba ¶erkez}o term¶ekek mindegyike kifog¶astalan min}os¶eg}u. Erre a prob-
l¶em¶ara tÄobben felh¶³vt¶ak ugyan a ¯gyelmet, de Porteus (1986) volt az els}o,
aki EOQ modellben felt¶etelezte, hogy egy bizonyos val¶osz¶³n}us¶eg szerint hib¶as
term¶ekek keletkeznek. Rosenblatt ¶es Lee (1986) a probl¶ema kapcs¶an arra
a kÄovetkeztet¶esre jutott, hogy selejtes term¶ekek el}ofordul¶asa eset¶en kisebb
sorozatokban c¶elszer}u gy¶artani. VÄorÄos (1999) a Toyota Termel¶esi Rend-
szerb}ol kiindulva felt¶etelezte, hogy a termel¶esi r¶at¶at csÄokkenthetik a folya-
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mat min}os¶egi probl¶em¶ai. Ha ugyanis min}os¶egi hib¶at tal¶alnak a dolgoz¶ok,
akkor meg¶all¶³thatj¶ak a termel}oszalagot. Hi¶any keletkez¶es¶et nem megenged}o
EPQ modellj¶eben arra a kÄovetkeztet¶esre jutott, hogy a folyamat min}os¶eg¶enek
roml¶asa nÄoveli a gazdas¶agos sorozatnagys¶agot ¶es csÄokkenti az ¶at¶all¶as ¶es k¶esz-
lettart¶as ¶eves kÄolts¶egeit. NÄoveli ugyanakkor a jav¶³t¶as kÄolts¶egeit, ¶³gy megha-
t¶arozhat¶o az optim¶alis folyamatmin}os¶eg szintje.
Salameh ¶es Jaber (2000) modellj¶enek alapgondolata, hogy elad¶as el}ott a
v¶allalat minden egyes term¶ek min}os¶eg¶et leellen}orzi, az ¶atvizsg¶al¶asi peri¶odus
v¶eg¶en pedig a selejtes term¶ekek t¶avoznak a rendszerb}ol. A t¶ema kiterjesz-
t¶esi ir¶anyzatait r¶eszletesen t¶argyalja Khan et al. (2011). Ezek a modellek
jellemz}oen a gazdas¶agos sorozatnagys¶ag meghat¶aroz¶as¶aval hivatottak mini-
maliz¶alni a k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eget. Hauck ¶es VÄorÄos (2015)
azonban r¶amutatnak arra, hogy minderre a v¶allalatnak az ¶atvizsg¶al¶asi sebes-
s¶eg v¶altoztat¶as¶anak eszkÄoze is rendelkez¶es¶ere ¶all. Jelen munka is ezt a k¶et
dÄont¶esi v¶altoz¶ot veszi ¯gyelembe, azzal a kÄulÄonbs¶eggel, hogy ha a termel¶esi
r¶ata lassabb a min}os¶eg-ellen}orz¶es sebess¶eg¶en¶el, akkor { mivel ez esetben a ter-
mel¶esi r¶ata a sz}uk keresztmetszet, ez¶ert { az optim¶alis sebess¶eg a termel¶esre
vonatkozik.
Papachristos ¶es Konstantaras (2006) felh¶³vj¶ak a ¯gyelmet arra, hogy Sala-
meh ¶es Jaber (2000) modellj¶enek feltev¶ese nem elegend}o a hi¶any elkerÄul¶es¶ehez.
VÄorÄos (2013) megoldja ezt a probl¶em¶at, ¶es bevezeti az ÄosszefÄugg}o, valamint az
egym¶ast¶ol fÄuggetlen ciklusok fogalm¶at. El}obbi esetben minden peri¶odusban
ugyan¶ugy viselkedik a rendszer, ahogy az az els}oben kialakult. Ut¶obbiban
minden peri¶odus v¶eg¶en egy a tÄobbit}ol fÄuggetlen ciklus kezd}odik. Az egym¶ast¶ol
fÄuggetlen ciklusokra vonatkoz¶o sz¶am¶³t¶asok Maddah ¶es Jaber (2008) gondo-
lat¶an alapulnak, akik a ciklusok hossz¶anak v¶arhat¶o ¶ert¶ek¶et javasolj¶ak alkal-
mazni.
A kÄovetkez}o szakaszban bemutatjuk a modell alapvet¶eseit elegend}o m¶er-
t¶ek}u j¶o min}os¶eg}u kereslet, illetve hi¶any keletkez¶ese eset¶ere. A 3. r¶eszben ezek
alapj¶an ¶³rjuk fel az ÄosszkÄolts¶eg fÄuggv¶enyt, melynek minimum¶at ÄosszefÄugg}o ¶es
egym¶ast¶ol fÄuggetlen ciklusok eset¶ere is bemutatjuk. A 4. szakasz Äosszefoglalja
vizsg¶al¶od¶asaink t¶argy¶at ¶es f}obb eredm¶enyeit.
2 A modell
A tanulm¶anyban olyan EPQ modellekkel foglalkozunk, amelyek felt¶etelezik,
hogy ¶ert¶ekes¶³t¶es el}ott minden egyes term¶eket ¶at kell vizsg¶alni. Ez jellemz}o
gyakorlat p¶eld¶aul az eg¶eszs¶egÄugy sz¶am¶ara besz¶all¶³tott term¶ekek (pl. gy¶ogysze-
rek, gy¶ogy¶aszati seg¶edeszkÄozÄok) gy¶art¶asa eset¶en. A keresletet a j¶o min}os¶eg}u
term¶ekekkel el¶eg¶³tik ki. Amennyiben ezekb}ol nem ¶all rendelkez¶esre megfelel}o
mennyis¶eg, ¶ugy h¶atral¶ek keletkezik. Felt¶etelezzÄuk, hogy a ki nem el¶eg¶³tett
kereslet nem veszik el, ¶es a hi¶anyt minden egyes k¶eszletez¶esi ciklus v¶eg¶en
egy 100%-ban j¶o min}os¶eget garant¶al¶o besz¶all¶³t¶o p¶otolja. Ugyanezekben az
id}opontokban, egyszerre hagyj¶ak el a rakt¶arhelyis¶eget a selejtnek bizonyult
term¶ekek.
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A j¶o min}os¶eg}u term¶ekek napi kereslet¶et D-vel jelÄoljÄuk ¶es konstansnak
felt¶etelezzÄuk. A selejtar¶anyt, ¶³gy a rendszer min}os¶eg¶et p val¶osz¶³n}us¶egi v¶altoz¶o
¶³rja le. Megmutatja, hogy a v¶allalat egy megtermelt sorozatnak h¶any sz¶aza-
l¶ek¶at k¶enyszerÄul megjav¶³tani, alacsonyabb ¶aron ¶ert¶ekes¶³teni vagy megsem-
mis¶³teni. A modell a h¶arom lehet}os¶eget egy kateg¶oriak¶ent kezeli, minden
egyes ¶atvizsg¶al¶asi peri¶odus v¶eg¶en a Q mennyis¶eg}u term¶ekb}ol ¶all¶o sorozat p
ar¶anya egyszerre t¶avozik a rendszerb}ol. Ezen Qp egys¶eg tov¶abbi sors¶anak
jelen optimaliz¶al¶asi probl¶ema szempontj¶ab¶ol nincs jelent}os¶ege.
jelÄol¶es jelent¶ese
D napi kereslet (db/nap)
x a min}os¶eg-ellen}orz¶es sebess¶ege (db/nap), dÄont¶esi v¶altoz¶o
x0 a jelenlegi min}os¶eg-ellen}orz¶esi sebess¶eg, x0 ¸ D
xmax a legmagasabb el¶erhet}o min}os¶eg-ellen}orz¶esi sebess¶eg
z z = D=x; z · 1; zmin = D=xmax
g(z) a min}os¶eg-ellen}orz¶es z szintre tÄort¶en}o gyors¶³t¶as¶anak napi kÄolts¶ege
s sorozatkezd¶esi kÄolts¶eg (ciklusonk¶ent merÄul fel)
h egy term¶ek k¶eszleten tart¶as¶anak napi kÄolts¶ege
b term¶ekenk¶enti napi h¶atral¶ekkÄolts¶eg
Q sorozatnagys¶ag (db), dÄont¶esi v¶altoz¶o
p a selejt term¶ekek ar¶anya (%), p 2 [0; 1], val¶osz¶³n}us¶egi v¶altoz¶o
f (p) a selejt term¶ekek ar¶any¶anak s}ur}us¶egfÄuggv¶enye
a a selejt term¶ekek lehet}o legmagasabb ar¶anya (a · 1) egy sorozatban
N egy ¶evben ledolgozott munkanapok sz¶ama
1. t¶abl¶azat. A jelÄol¶esek jegyz¶eke
A v¶allalatnak naponta x mennyis¶eg}u term¶ek ¶atvizsg¶al¶as¶ara van kapacit¶asa.
Ezt a sebess¶eget akkor tudja el¶erni, ha minden nap keletkezik is ennyi k¶eszter-
m¶ek, azaz ha a termel¶esi r¶ata legal¶abb akkora, mint a min}os¶eg-ellen}orz¶esi se-
bess¶eg. Amennyiben a v¶allalat naponta x-n¶el kevesebb mennyis¶eg}u term¶eket
kÄuld min}os¶eg-ellen}orz¶esre, ¶ugy nincs ¶ertelme nÄovelni annak sebess¶eg¶et, hanem
a termel¶esi r¶ata mint sz}uk keresztmetszet gyors¶³t¶as¶ara van szÄuks¶eg. Ha a ter-
mel¶esi r¶ata ¶eppen megegyezik az ¶atvizsg¶al¶asi sebess¶eggel, ¶ugy az arra kapott
optimum a termel¶esi r¶at¶ara is igaz. Ut¶obbi esetekben azonban g(z) fÄuggv¶eny-
nek a termel¶es gyors¶³t¶as¶anak kÄolts¶egeit (is) tartalmaznia kell.
1. ¶abra. K¶eszletalakul¶asi diagram h¶atral¶ek n¶elkÄuli esetben (D · x(1 ¡ p)).
Forr¶as: VÄorÄos (2013) alapj¶an saj¶at szerkeszt¶es
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Mivel a selejt el}ofordul¶as¶anak lehet}os¶eg¶evel is sz¶amolunk, ez¶ert naponta
legal¶abb annyit kell termelnie ¶es ¶atvizsg¶alnia a v¶allalatnak (x), hogy ki tudja
el¶eg¶³teni a keresletet, vagyis x ¸ D teljesÄuljÄon. Ez a mennyis¶eg azonban
csak ritk¶an elegend}o, ugyanis mivel a selejt ar¶anya p sz¶azal¶ek, ez¶ert naponta
val¶oj¶aban csak x(1 ¡ p) j¶o min}os¶eg}u k¶³n¶alat keletkezik. Amennyiben ez el¶eri
a napi kereslet szintj¶et D · x(1 ¡ p), ¶ugy nem keletkezik h¶atral¶ek. Ezt az
esetet illusztr¶alja az 1. ¶abra .
Az ¶atvizsg¶al¶asi sebess¶eg kezdeti szintj¶et jelÄoli x0, melyb}ol a napi keresletet
kivonva kapjuk, hogy napi x0¡D ¸ 0 term¶ek kerÄul a rakt¶arba (1. ¶abra). Ez a
mennyis¶eg a napi keresletet meghalad¶o j¶o min}os¶eg}u napi k¶³n¶alat (x0(1¡p)¡
D), valamint a naponta tal¶alt selejt darabsz¶am (x0p) Äosszege. A k¶eszletszint
nÄoveked¶ese addig tart, am¶³g a teljes sorozatot, azaz Q db-ot ¶at nem vizsg¶alnak.
Az ¶atvizsg¶al¶as teh¶at Q=x0 napot vesz ig¶enybe, ¶es ez alatt (x0 ¡ D)Q=x0,
azaz (1 ¡ z0)Q k¶eszlet halmoz¶odik fel a rakt¶arban, ahol z0 = D=x0. Mivel
a sorozatnagys¶agot Q-val jelÄoljÄuk, melynek p sz¶azal¶eka selejt, ez¶ert Qp selejt
hagyja el a rendszert a Q=x0 id}opontban, vagyis a k¶eszletszint (1 ¡ z0 ¡ p)Q
¶ert¶ekre csÄokken. Ezt kÄovet}oen a ciklus v¶eg¶eig m¶ar nem ¶erkezik tÄobb term¶ek
a rakt¶arba, a megmaradt k¶eszlet pedig naponta D mennyis¶eggel csÄokken.
Mivel a j¶o min}os¶eg}u, azaz ¶ert¶ekes¶³thet}o mennyis¶eg egy k¶eszletez¶esi ciklusban
Q(1 ¡ p) darab, ¶³gy egy ciklus hossza addig tart, am¶³g ezt a mennyis¶eget a
kereslet fel nem em¶eszti, vagyis Q(1 ¡ p)=D napig (VÄorÄos, 2013).
K¶eszlettart¶asi kÄolts¶eg annyi term¶ek ut¶an merÄul fel, amennyi a k¶eszletala-
kul¶asi diagram (1. ¶abra) gÄorbe alatti terÄulete. A fentieknek megfelel}oen ez
egy ciklusban az (1) egyenlet ¶altal le¶³rt HCC1 k¶eszlettart¶asi kÄolts¶eget jelent,
melyben nemcsak a sorozatnagys¶ag, hanem az ¶atvizsg¶al¶asi sebess¶eg is dÄont¶esi
v¶altoz¶o:
HCC1(Q; x) = h
hZ Q=x
0
(x ¡ D)t dt +
Z Q(1¡p)=D
Q=x
Q(1 ¡ p ¡ z) ¡ Dtdt
i
=
= h
Q2
2D
¡
2pz + (1 ¡ p)2 ¡ z¢ :
(1)
Mivel h¶atral¶ek n¶elkÄuli esetben egy peri¶odus hossza Q(1 ¡ p)=D, ez¶ert egy
¶evben ND=Q(1¡p) pozit¶³v hossz¶us¶ag¶u ciklus zajlik le. A kapcsol¶od¶o k¶eszle-
tez¶esi ÄosszkÄolts¶eg h¶arom elemb}ol ¶all. Az egy ciklusban felmerÄul}o HCC1(Q;x)
k¶eszlettart¶asi kÄolts¶eget a ciklusok sz¶am¶aval felszorozva megkapjuk a vonat-
koz¶o ¶eves kÄolts¶eget. Emellett minden ciklus elej¶en sorozatkezd¶esi kÄolts¶eg
merÄul fel, melynek egyszeri m¶ert¶ek¶et s-sel jelÄoljÄuk, ¶eves szintj¶et pedig az
¶eves ciklussz¶ammal tÄort¶en}o szorz¶as adja meg. Az eredeti EPQ modellhez
k¶epest m¶eg egy kÄolts¶egelemmel sz¶amolnunk kell a k¶eszletez¶essel kapcsolatos
¶eves ÄosszkÄolts¶eg (TC1(Q; z), ld. (2)) meghat¶aroz¶as¶ahoz, ez pedig a min}os¶eg-
ellen}orz¶es gyors¶³t¶as¶ab¶ol ad¶od¶o napi kÄolts¶eg, melyet g(z) fÄuggv¶ennyel m¶erÄunk.
Az ¶atvizsg¶al¶as sebess¶eg¶enek nÄovel¶ese tÄort¶enhet alv¶allalkoz¶o bevon¶as¶aval,
t¶ul¶or¶aztat¶assal vagy a technol¶ogia fejleszt¶es¶evel. Ha a sebess¶eg ¶eppen annyi,
hogy hib¶atlan sorozatot felt¶etelezve a v¶allalat ki tudja el¶eg¶³teni a keresletet,
akkor x = D, azaz z = 1. Mivel ez a sebess¶eg minimuma, ez¶ert gyors¶³t¶as
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nem tÄort¶ent, emiatt g(1) = 0. Amennyiben gyorsabban kell elv¶egezni a fel-
adatot, ¶ugy az alv¶allalkoz¶o magasabb ¶aron v¶allalja azt, vagy a t¶ul¶ora j¶ar
tÄobbletkÄolts¶eggel. A sebess¶eget nÄovelve g(z) teh¶at n}o, viszont x ¶es z kÄozÄott
fenn¶all¶o reciprok viszony (z = D=x) miatt ez azt jelenti, hogy g(z) szigor¶uan
monoton csÄokken z-ben. Konvex csÄokken¶est felt¶etelezÄunk, ami abb¶ol kÄovet-
kezik, hogy min¶el magasabb szintr}ol nÄoveljÄuk a sebess¶eget, az ann¶al nagyobb
er}ofesz¶³t¶essel j¶ar. Egy cikluson belÄul g(z) annyi napon merÄul fel, amennyin
¶atvizsg¶al¶as folyik, azaz h¶atral¶ek n¶elkÄuli esetben Q(1¡p)=D napb¶ol Q=x ideig,
ami az ¶evi N sz¶am¶u munkanap z=(1¡p) h¶anyad¶at jelenti. A h¶anyadost nem
kell p = 1-re ¶ertelmeznÄunk, mivel ha a teljes sorozat hib¶as, akkor h¶atral¶ek
keletkezik. A h¶atral¶ek n¶elkÄuli ÄosszkÄolts¶eg:
TC1(Q; z) =
ND
Q(1 ¡ p)S +
NhQ
2(1 ¡ p)(2zp + (1 ¡ p)
2 ¡ z) + N
1 ¡ pzg(z) : (2)
Ahogy azt a (2) kifejez¶es mutatja, a sorozatnagys¶ag mellett a min}os¶eg-ellen}or-
z¶es sebess¶ege is dÄont¶esi v¶altoz¶o. El}obbi megszokott az irodalomban, ut¶obbit
viszont Hauck ¶es VÄorÄos (2015) vizsg¶alta el}oszÄor EOQ modellekre. A 2. ¶abra
megmutatja, mi tÄort¶enik az EPQ modell h¶atral¶ek n¶elkÄuli v¶altozat¶aban, ha
a m¶asodik ciklusban megnÄoveljÄuk a min}os¶eg-ellen}orz¶es sebess¶eg¶et (x0 < x1).
Ennek eredm¶enyek¶ent a ciklus hossza, ¶³gy az ¶evente felmerÄul}o ciklusok sz¶ama,
ebb}ol kÄovetkez}oen pedig az ¶eves sorozatkezd¶esi kÄolts¶eg nem v¶altozik. Le-
rÄovidÄul azonban a min}os¶eg-ellen}orz¶esi id}oszak. A selejtes term¶ekek emiatt
hamarabb hagyj¶ak el a rakt¶arhelyis¶eget, a j¶o min}os¶eg}u napi tÄobbletk¶³n¶alat
ugyanakkor kor¶abban kerÄul be a rakt¶arba, mint az els}o ciklusban.
2. ¶abra. K¶eszletalakul¶asi diagram h¶atral¶ek n¶elkÄuli esetben (D · x(1¡p)), a m¶asodik ciklusban
megnÄovelt ¶atvizsg¶al¶asi sebess¶eggel (x0 < x1)
A min}os¶eg-ellen}orz¶esi sebess¶eget minden hat¶aron t¶ul nÄovelve az ¶atvizsg¶al¶as
a ciklus kezdet¶enek pillanat¶aban befejez}odik, amivel tulajdonk¶eppen az EOQ
modellt kapjuk vissza (ld. 3. ¶abra bal oldala). A m¶asik v¶eglet, ha a sebess¶eg
annyira lass¶u, hogy minden nap ¶eppen annyi j¶o min}os¶eg}u term¶eket vizsg¶alnak
¶at, amennyi az aznapi kereslet. Ez azt eredm¶enyezi, hogy csak a selejtes
term¶ekek kerÄulnek a rakt¶arba (ld. 3. ¶abra jobb oldala). Az ¶abr¶ak ¶erz¶ekeltetik,
hogy ha a selejtar¶any magas, akkor a lehet}o leggyorsabb min}os¶eg-ellen}orz¶esi
sebess¶eg mellett ad¶odik a k¶eszlettart¶asi kÄolts¶egek minimuma. Ha ugyanis a
3. ¶abra bal oldal¶an alacsony lenne a selejtszint, akkor a gÄorbe alatti terÄulet
j¶oval magasabb lenne, ez esetben pedig c¶elszer}u megfontolni a jobb oldali
¶abr¶an bemutatott lass¶u ¶atvizsg¶al¶ast.
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3. ¶abra. H¶atral¶ek n¶elkÄuli EPQ modell k¶eszletalakul¶asi diagramja minden hat¶aron t¶ul nÄovelt,
illetve minim¶alis min}os¶eg-ellen}orz¶esi sebess¶eg mellett
KÄonnyen el}ofordulhat, hogy { p¶eld¶aul egy g¶ep meghib¶asod¶asa miatt { ma-
gasabb lesz adott sorozatban a selejtar¶any, melynek kÄovetkezt¶eben a v¶allalat
nem tudja kiel¶eg¶³teni a keresletet, azaz D > x(1 ¡ p). Amennyiben a
napi kereslet meghaladja a naponta bevizsg¶alt j¶o min}os¶eg}u k¶³n¶alatot, ¶ugy
h¶atral¶ek keletkezik. Ennek napi m¶ert¶eke a k¶et mennyis¶eg kÄulÄonbs¶ege, azaz
D ¡ x(1 ¡ p). Mivel ¶³gy nem keletkezik tÄobblet j¶o min}os¶eg}u term¶ekb}ol, ez¶ert
csak a selejt kerÄul a rakt¶arba. Az ¶atvizsg¶al¶as v¶egezt¶evel a ciklus is v¶eget
¶er, hiszen a Qp selejt elt¶avol¶³t¶as¶at kÄovet}oen nem marad m¶as a rakt¶arban.
Egy ciklus hossza teh¶at Q=x, ¶es felt¶etelezzÄuk, hogy ebben az id}opontban egy
megb¶³zhat¶o besz¶all¶³t¶o tÄok¶eletesen p¶otolja az addig felhalmozott hi¶anyt. A
h¶atral¶ek keletkez¶es¶eb}ol sz¶armaz¶o egys¶egenk¶enti tÄobbletkÄolts¶eget b fejezi ki,
melynek m¶ert¶ek¶et a hi¶any p¶otl¶as¶anak m¶odja is befoly¶asolhatja.
4. ¶abra. K¶eszletalakul¶asi diagram h¶atral¶ek keletkez¶ese eset¶en (D > x(1 ¡ p)),
a m¶asodik ciklusban megnÄovelt ¶atvizsg¶al¶asi sebess¶eggel (x0 < x1)
A h¶atral¶ek eset¶et bemutat¶o 4. ¶abr¶an leolvashatjuk, hogy a min}os¶egellen}or-
z¶es sebess¶eg¶et nÄovelve (m¶asodik ciklus) az ¶atlagos k¶eszletszint nem v¶altozik,
ugyan¶ugy Qp=2 marad. A h¶atral¶ekot azonban hamarabb szÄunteti meg a
besz¶all¶³t¶o, ¶³gy annak ¶atlagos szintje, Q(z + p ¡ 1)=2, ebb}ol kifoly¶olag pedig
az azzal kapcsolatos kÄolts¶egek is csÄokkennek. LerÄovidÄul ugyanakkor a cik-
lushossz, ami ¶evente magasabb ciklussz¶amot, ezen keresztÄul pedig a sorozat-
kezd¶esi kÄolts¶eg gyakoribb felmerÄul¶es¶et jelenti. Az egy ciklus sor¶an felmerÄul}o
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k¶eszlettart¶asi, ill. h¶atral¶ek kÄolts¶egeket a (3) ¶es (4) egyenletek¶³rj¶ak le h¶atral¶ek
keletkez¶ese eset¶en.
HCC2(Q;x) = h
hZ Q=x
0
xpt dt
i
= h
Q2
2D
pz (3)
BCC2(Q; x) = b
hZ Q=x
0
(D ¡ x(1 ¡ p))t dt
i
= b
Q2
2D
(z2 ¡ z(1 ¡ p)) (4)
A k¶eszletez¶essel kapcsolatos ¶eves ÄosszkÄolts¶eg h¶atral¶ek keletkez¶ese eset¶en n¶egy
elemb}ol ad¶odik teh¶at Äossze, ezek az ¶eves (i) sorozatkezd¶esi, (ii) k¶eszlettart¶asi,
(iii) h¶atral¶ekkal kapcsolatos, valamint (iv) min}os¶egellen}orz¶esi kÄolts¶egek. Ut¶ob-
bi minden munkanapon felmerÄul, hiszen nincsen szÄunet az ¶atvizsg¶al¶asi peri¶o-
dusok kÄozÄott, az egyik ciklus v¶egezt¶evel azonnal ¶ujabb kezd}odik. H¶atral¶e-
kot tartalmaz¶o esetben teh¶at a ciklusok hossza megegyezik az ¶atvizsg¶al¶asi
peri¶odus hossz¶aval, ¶³gy azok ¶eves sz¶ama Q=x reciproka, szorozva az egy
¶evben ledolgozott munkanapok sz¶am¶aval (N). Az egy k¶eszletez¶esi peri¶odusra
vonatkoz¶o HCC2 ¶es BCC2 mennyis¶egeket a ciklussz¶ammal megszorozva
kapjuk az (5) egyenlet m¶asodik ¶es harmadik tagj¶at. A k¶eszletez¶essel kapcso-
latos kÄolts¶egeket a 2. t¶abl¶azat list¶azza az EPQ modell h¶atral¶ekot felt¶etelez}o
¶es nem megenged}o eset¶ere.
nem keletkezik h¶atral¶ek: keletkezik h¶atral¶ek:
D · x(1 ¡ p) D > x(1 ¡ p)
egy k¶eszletez¶esi ciklus hossza Q(1 ¡ p)=D Q=x
ciklusok sz¶ama egy ¶evben ND=Q(1 ¡ p) Nx=Q
¶eves sorozatkezd¶esi kÄolts¶eg NDs=Q(1¡ p) Nxs=Q
¶eves k¶eszlettart¶asi kÄolts¶eg NhQ
2
¡
z 2p¡1
1¡p + 1 ¡ p
¢
NhQ
2
p
h¶atral¶ek ¶eves kÄolts¶ege { NbQ
2
(z + p¡ 1)
min}os¶eg-ellen}orz¶es ¶eves kÄolts¶ege g(z)zN=(1¡ p) g(z)N
2. t¶abl¶azat. K¶eszletez¶essel kapcsolatos kÄolts¶egek EPQ modellben
H¶atral¶ek keletkez¶ese eset¶en a k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eg teh¶at:
TC2(Q; z) =
ND
zQ
S +
NhQ
2
p +
NbQ
2
(z + p ¡ 1) + Ng(z) : (5)
1. T¶etel. A folyamatmin}os¶eg roml¶asa h¶atral¶ek n¶elkÄuli esetben nÄoveli, h¶at-
ral¶ek keletkez¶es¶et felt¶etelez}o esetben csÄokkenti a gazdas¶agos sorozatnagys¶agot.
A (2) ÄosszefÄugg¶esben de¯ni¶alt ÄosszkÄolts¶eg fÄuggv¶eny minimum¶at keresve,
h¶atral¶ek n¶elkÄuli esetben a gazdas¶agos sorozatnagys¶ag
Q¤1 =
r
2Ds
h
s
1
2zp + (1 ¡ p)2 ¡ z :
A Wilson-formula m¶odos¶³t¶o faktor¶anak nevez}oje p-ben csÄokken}o, ha z ·
1¡p, azaz nem keletkezik h¶atral¶ek. Mivel p a selejtar¶any, ez¶ert tulajdonk¶ep-
pen a rendszer min}os¶eg¶et ¶³rja le. Ha teh¶at az el}o¶all¶³t¶asi folyamat min}os¶ege
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romlik, azaz tÄobb hiba fordul el}o a gy¶art¶as sor¶an, akkor a m¶odos¶³t¶o faktor,
ennek kÄovetkezt¶eben pedig a sorozatnagys¶ag is nÄovekszik. Ez Äosszhangban
van VÄorÄos (1999) meg¶allap¶³t¶as¶aval, aki a Toyota Termel¶esi Rendszer folya-
matmin}os¶eg¶et az andon zsin¶or megh¶uz¶asa miatti le¶all¶asok idej¶evel jellemzi.
Az (5) egyenlet alapj¶an h¶atral¶ekot felt¶etelez}o esetben a gazdas¶agos sorozat-
nagys¶ag Q¤2 =
p
2Ds=h¢p1=(hp + b(z + p ¡ 1)). A m¶odos¶³t¶o faktor nevez}oje
p-ben nÄovekv}o, vagyis h¶atral¶ek keletkez¶ese eset¶en a folyamatmin}os¶eg roml¶asa
csÄokkenti a sorozatnagys¶agot.
3 A min}os¶eg-ellen}orz¶esi sebess¶eg nÄovel¶ese EPQ
modellekben
Az el}oz}oekben l¶attuk, hogy a napi kereslet, a min}os¶eg-ellen}orz¶esi sebess¶eg,
valamint a selejtar¶any m¶ert¶ek¶et}ol fÄugg}oen keletkezhet k¶eszlettÄobblet vagy
h¶atral¶ek. A keresletet konstansnak tekintjÄuk, a sebess¶egr}ol a v¶allalat dÄont, a
selejtsz¶azal¶ek pedig val¶osz¶³n}us¶egi v¶altoz¶o. VÄorÄos (2013) alapj¶an k¶et esetet kÄu-
lÄonbÄoztetÄunk meg, majd hasonl¶³tunk Äossze aszerint, hogy az egym¶ast kÄovet}o
ciklusokban v¶altozhat-e a selejtar¶any, vagy minden peri¶odusban annyi marad,
ahogy az az els}o ciklusban kialakult. Ut¶obbi esetben ÄosszefÄugg}o, a selejtar¶any
v¶altoz¶as¶at megenged}o esetben egym¶ast¶ol fÄuggetlen ciklusokr¶ol besz¶elÄunk.
3.1 A min}os¶eg-ellen}orz¶esi sebess¶eg nÄovel¶ese egym¶assal
ÄosszefÄugg}o ciklusokban
A (2) ¶es (5) ÄosszefÄugg¶esekkel le¶³rtuk a k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eg
alakul¶as¶at h¶atral¶ek n¶elkÄuli, majd h¶atral¶ekot felt¶etelez}o esetre. Ezen fÄuggv¶e-
nyek fÄuggetlen v¶altoz¶oja Q ¶es z, melyekr}ol a sz¶oban forg¶o v¶allalat a sorozat-
nagys¶ag (Q), valamint a min}os¶eg-ellen}orz¶esi sebess¶eg (x) megv¶alaszt¶as¶aval
dÄont. H¶atral¶ek att¶ol fÄugg}oen keletkezhet, hogy az egy sorozatban jelenlev}o
selejt ar¶anya (p) meghaladja-e az (1 ¡ z) ¶ert¶eket, ahol z a napi kereslet (D)
¶es az egy nap alatt ¶atvizsg¶alt term¶ekmennyis¶eg (x) h¶anyadosa. Ha ugyanis
nem keletkezik h¶atral¶ek, akkor D · x(1 ¡ p), melyet ¶atrendezve p · (1 ¡ z).
Az ÄosszkÄolts¶egfÄuggv¶eny teh¶at
TC(Q; z) =
½
TC1(Q; z); ha 0 · p · 1 ¡ z
TC2(Q; z); ha 1 ¡ z < p · 1 .
Mivel p val¶osz¶³n}us¶egi v¶altoz¶o, melynek s}ur}us¶egfÄuggv¶enye f(p), ez¶ert az Äossz-
kÄolts¶eg v¶arhat¶o ¶ert¶eke:
ETC(Q; z) =
Z 1¡z
0
TC1(Q; z)f(p) dp +
Z 1
1¡z
TC2(Q; z)f(p) dp : (6)
Az al¶abbi mennyis¶eget szeretn¶enk teh¶at minimaliz¶alni:
ETC(Q; z)
N
= sS(z)D=Q + (H(z) + B(z))Q=2 + G(z) ; (7)
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ahol
S(z) =
Z 1¡z
0
1=(1 ¡ p)f(p) dp +
Z 1
1¡z
(1=z)f(p) dp (7a)
H(z) = h
Z 1¡z
0
(1 ¡ 2p ¡ 2z + z=(1 ¡ p))f(p) dp + E(p) (7b)
B(z) = b
Z 1
1¡z
(z + p ¡ 1)f(p) dp (7c)
G(z) =
Z 1¡z
0
zg(z)=(1 ¡ p)f(p) dp +
Z 1
1¡z
g(z)f(p) dp (7d)
1 ¸ D=x0 = zmax ¶es zmin = D=xmax : (7e)
S(z), B(z) ¶es G(z) megegyeznek az EOQ modellben (Hauck ¶es VÄorÄos, 2015)
de¯ni¶alt ÄosszefÄugg¶esekkel, H(z) azonban m¶odosul (ld. VÄorÄos, 2013).
2. T¶etel. A 0 · z · 1¡a intervallumon H(z) line¶aris, H(0) = h(1¡E(p))
kezdeti ¶ert¶ekkel. Az 1¡a · z · 1 intervallumra n¶ezve H(z) fÄuggv¶eny z = 0:5-
ig konk¶av, majd konvex, ¶es H(1) = hE(p)-ben v¶egz}odik. Amennyiben a < 0:5,
¶ugy H(z) konk¶av az intervallumon.
A t¶etel bizony¶³t¶as¶ahoz felhaszn¶aljuk a lenti deriv¶al¶asi szab¶alyt:
d
dx
Z l(x)
k(x)
m(x; p) dp =
l0(x)m(x; l(x)) ¡ k0(x)m(x; k(x)) +
Z l(x)
k(x)
@
@x
m(x; p) dp ;
melyb}ol Hz = h
R 1¡z
0
(¡2 + 1
1¡p )f(p) dp. Hz el}ojel¶et keressÄuk, hogy meg
tudjuk hat¶arozni a fÄuggv¶eny monotonit¶as¶at. Ehhez szÄuks¶eges tudnunk, hogy
h mindig pozit¶³v, f(p) pedig pozit¶³v ¶ert¶eket vesz fel, ha 0 · p · a, egy¶ebk¶ent
nulla. De¯n¶³ci¶o szerint p · a, ez¶ert ha a < 1=2, akkor Hz biztosan negat¶³v,
azaz a fÄuggv¶eny z-ben szigor¶uan monoton csÄokken. Az a ¸ 1=2 esetben az
eloszl¶ast¶ol fÄugg, hogy nÄovekv}o vagy csÄokken}o-e a fÄuggv¶eny.
Amennyiben a < 1 ¡ z, ¶ugy Hz konstans, ez¶ert H(z) line¶aris. Mindezt
a m¶asodik deriv¶alt seg¶³ts¶eg¶evel is igazolhatjuk, hiszen ezen az intervallumon
f(1 ¡ z) = 0:
Hzz = h(2 ¡ 1=z)f(1 ¡ z) : (8)
Ha (1 ¡ z) · a, akkor f(1 ¡ z) > 0. A m¶asodik deriv¶alt ez¶ert negat¶³v, ha
z < 1=2, de pozit¶³v, ha z > 1=2, a z = 1=2 helyen pedig in°exi¶os pontja
van. Ezek szerint H(z) line¶aris a 0 · z · 1 ¡ a intervallumon, majd konk¶av
1 ¡a · z · 1=2-ig, z = 1=2 helyen in°exi¶os pontja van, az 1=2-n¶el magasabb
z-kre pedig konvex. Ezt az esetet mutatja be az 5. ¶abra . Amennyiben a <
1=2, ¶ugy 1=2 < 1 ¡ a, ami azt jelenti, hogy az 1 ¡ a · z intervallumon H(z)
konvex.
160 Hauck Zsuzsanna
5. ¶abra. H(z) egy lehets¶eges alakja
H(z) kezdeti ¶ert¶eke H(0) = h[1¡E(p)], v¶egs}o ¶ert¶eke pedig H(1) = hE(p).
ÄOsszehasonl¶³tva a k¶et kifejez¶est, a kezdeti ¶ert¶ek a magasabb, ha a selejt-
ar¶any v¶arhat¶o ¶ert¶eke (E(p)) alacsonyabb 50%-n¶al. TegyÄuk most fel, hogy a
selejtar¶any egyenletes eloszl¶ast kÄovet a [0; a] intervallumon, azaz
f(p) =
½
1=a ; ha 0 · p · a
0 egy¶ebk¶ent .
(9)
A selejtar¶any v¶arhat¶o ¶ert¶eke ekkor E(p) = a=2. Ezek szerint H(0) ¸ H(1),
ha 1 ¡ a=2 ¸ a=2, vagyis 1 ¸ a. Mivel ez de¯n¶³ci¶o szerint teljesÄul, ez¶ert a
selejtar¶any egyenletes eloszl¶asa eset¶en mindig igaz, hogy H(0) ¸ H(1).
(7b) ¶es (9) miatt az a < 1 ¡ z intervallumon H(z) = h[1 ¡ a=2 ¡ 2z ¡
z ln(1 ¡ a)=a], 1 ¡ z · a eset¶en pedig H(z) = h[(z2 ¡ z ¡ z ln z)=a + a=2].
Ezen ÄosszefÄugg¶eseket felhaszn¶alva a 6. ¶abra hat kÄulÄonbÄoz}o a ¶ert¶ekre mutatja
be a gÄorbe alakj¶at.
6. ¶abra. H(z) alakja egyenletes eloszl¶asra, a kÄulÄonbÄoz}o ¶ert¶ekei ¶es h = 1 eset¶en
0
0,1
0,2
0,3
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0,5
0,6
0,7
0,8
0,9
1
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
H (a=0.1)
H (a=0.3)
H (a=0.5)
H (a=0.7)
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z=D/x
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Ahogy azt a fentiekben meg¶allap¶³tottuk, a gÄorbe (1 ¡ a)-ig line¶aris, z =
1=2-ig konk¶av, majd konvex. Konk¶av intervallum csak abban az esetben
l¶etezik, ha a > 1=2, mivel csak 1 ¡ a · z eset¶en nem line¶aris H(z).
Egyenletes eloszl¶as eset¶en az els}o deriv¶alt Hz = h(¡2 ¡ ln(1 ¡ a)=a)
az a < 1 ¡ z intervallumon, mely konstans el}ojele a-t¶ol fÄugg. Hz pozit¶³v,
azaz H(z) line¶arisan nÄovekszik, ha a ¸ 0:8 (kerek¶³tve). Ellenkez}o esetben
ugyanakkor line¶arisan csÄokken a 0 · z < 1 ¡ a intervallumon. 1 ¡ z · a
eset¶en az els}o deriv¶alt Hx = h(2z ¡ 2 ¡ ln z)=a, amely akkor pozit¶³v, azaz
H(z) akkor nÄovekszik, ha z < 0:2 (megkÄozel¶³t}o ¶ert¶ek). Enn¶el nagyobb z-kre a
fÄuggv¶eny csÄokken}o. A fentiekben meg¶allap¶³tottaknak megfelel}oen a fÄuggv¶eny
z = 0:5-ig konk¶av, ezt kÄovet}oen pedig konvex.
Hauck ¶es VÄorÄos (2015) alapj¶an minden z-re igaz, hogy a (7) modellnek
optim¶alis sorozatnagys¶aga
Qopt(z) =
p
2sD
p
S(z)=(H(z) + B(z)) ; (10)
a k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eg v¶arhat¶o ¶ert¶ek¶enek minim¶alis szintje
pedig
min
z
ETC(z)=N =
p
2sD
p
S(z)=(H(z) + B(z)) + G(z) ; (11)
felt¶eve, hogy zmax ¸ z ¸ zmin.
3. T¶etel. ÄOsszefÄugg}o ciklusok eset¶en az EPQ modellben tÄobb elemb}ol ¶all a
gazdas¶agos sorozatnagys¶ag, mint az EOQ modellben.
A (10) ÄosszefÄugg¶es az EOQ ¶es EPQ modellre egyar¶ant igaz, a kÄulÄonbs¶eg
H(z) szintj¶eben van. Mivel H(z) az EPQ modellben kisebb, ez¶ert az EOQ
modellhez k¶epest kisebb a (10) nevez}oje, amib}ol kÄovetkez}oen a h¶anyados, ¶³gy
a gazdas¶agos sorozatnagys¶ag nagyobb lesz.
Mivel a c¶elfÄuggv¶eny viselked¶es¶et az ¶atvizsg¶al¶asi sebess¶eg megv¶alaszt¶as¶aval
tudjuk befoly¶asolni, ez¶ert meg kell ismernÄunk azon kifejez¶esek tulajdons¶agait,
melyek fÄuggnek z-t}ol. Ezek K(z) = S(z)(H(z) + B(z)) ¶es G(z).
4. T¶etel. Ha a selejtar¶any eloszl¶asa egyenletes, akkor a 0 · z < 1¡a inter-
vallumon G(z) szigor¶uan monoton nÄovekszik, ha ¡g(z)=gz > z, ¶es szigor¶uan
monoton csÄokken, ha ¡g(z)=gz < z. A fÄuggv¶eny konk¶av, ha ¡z(gzz=gz) < 2,
¶es konvex, ha ¡z(gzz=gz) > 2. Az 1 ¡ a · z · 1 intervallumon G(z)
csÄokken¶es¶enek felt¶etele a > g(z) ln z=gz + z ln z + 1 ¡ z egyenl}otlens¶eg tel-
jesÄul¶ese. A fÄuggv¶eny konvex, ha a > 2 ln z gz=gzz ¡g(z)=zgzz +z ln z+1¡z.
G(z) els}o ¶es m¶asodik deriv¶altj¶at ¶³rj¶ak le a kÄovetkez}o egyenletek:
Gz =
Z 1¡z
0
(g(z) + zgz)=(1 ¡ p)f(p) dp +
Z 1
1¡z
gzf(p) dp
Gzz =
Z 1¡z
0
(2gz + zgzz)=(1 ¡ p)f(p) dp +
Z 1
1¡z
gzzf(p) dp ¡ g(z)
z
f(1 ¡ z)
Egyenletes eloszl¶as eset¶en ezek a deriv¶altak az al¶abbi alakot Äoltik.
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7. ¶abra. G(z) jellemz}o alakja h¶arom kÄulÄonbÄoz}o g(z) ¶es a = 0:5 eset¶en
Ha 0 · z < 1 ¡ a, akkor
Gz =
¡ ln(1 ¡ a)
a
(g(z) + zgz) ¶es Gzz =
¡ ln(1 ¡ a)
a
(2gz + zgzz) :
Mivel ¡ ln(1 ¡ a)=a > 0, ez¶ert a monotonit¶asr¶ol (g(z) + zgz), a konvexit¶as-
konkavit¶asr¶ol pedig (2gz + zgzz) kifejez¶es el}ojele dÄont. Mivel g(z) konvex
m¶odon csÄokken, ez¶ert els}o deriv¶altja negat¶³v, vagyis gz < 0, a m¶asodik de-
riv¶alt pedig pozit¶³v, azaz gzz > 0. G(z) szigor¶uan monoton nÄovekszik ezen
az intervallumon, ha ¡g(z)=gz > z, de csÄokken, ha ¡g(z)=gz < z. Tov¶abb¶a
konk¶av, ha ¡z(gzz=gz) < 2 ¶es konvex, ha ¡z(gzz=gz) > 2.
Hauck ¶es VÄorÄos (2015) alapj¶an h¶arom lehets¶eges g(z) fÄuggv¶enyt vizsg¶alunk
p¶eldak¶ent. Amennyiben g(z) = C=z, ¶ugy G(z) konstans, mivel g(z)+zgz = 0,
ennek megfelel}oen pedig a m¶asodik deriv¶alt is nulla. Konvex csÄokken}o G(z)-
hez jutunk ugyanakkor, ha g(z) = C=z2. Ekkor ugyanis ¡g(z)=gz = z=2, ami
kisebb z-n¶el, az els}o deriv¶alt teh¶at negat¶³v. A konvexit¶as abb¶ol kÄovetkezik,
hogy ¡z(gzz=gz) = 3 > 2. Konk¶av nÄovekv}o G(z), ha p¶eld¶aul g(z) = Ce¡z.
Ekkor ugyanis ¡g(z)=gz = 1, mely ¶ert¶ekn¶el z kisebb, ill. lehet vele egyenl}o,
¶³gy a nÄoveked¶es z = 1 helyen ¶all meg. A konkavit¶ast tekintve ¡z(gzz=gz = z),
melyre mindig igaz, hogy 2-n¶el kisebb ¶ert¶eket vesz fel.
1 ¡ a < z · 1, akkor
Gz =
1
a
(gz(a ¡ 1 + z ¡ z ln z) ¡ g(z) ln z) ;
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Gzz =
1
a
(gzz(a ¡ 1 + z ¡ z ln z) ¡ 2gz lnz ¡ g(z)=z) :
Az el}oz}o intervallumhoz hasonl¶oan, mivel 1=a pozit¶³v, ez¶ert a z¶ar¶ojeles kife-
jez¶esek dÄontenek az el}ojelekr}ol. Ezek alapj¶an G(z) csÄokken}o z-ben, ha (a ¡
1 +z)= ln z < z + g(z)=gz, ¶es nÄovekv}o, ha az egyenl}otlens¶eg a m¶asik ir¶anyban
teljesÄul. Mivel 1¡a · z, ez¶ert (a¡1+z) nemnegat¶³v, ¶es ezt az ¶ert¶eket egy ne-
gat¶³v sz¶ammal kell osztanunk, tekintve ugyanis, hogy 0 · z · 1, ln z negat¶³v.
Az egyenl}otlens¶eg bal oldala teh¶at negat¶³v vagy nulla. ¶Atrendez¶essel kapjuk,
hogy a csÄokken¶es felt¶etele, hogy a > g(z) ln z=gz+z ln z+1¡z. A m¶asodik de-
riv¶alt pozit¶³v, azaz G(z) konvex, ha a > 2 ln zgz=gzz¡g(z)=zgzz+z ln z+1¡z.
A m¶asik intervallumon bemutatott h¶arom p¶eld¶at folytatva g(z) = C=z
eset¶en G(z) csÄokken}o, hiszen z + g(z)=gz = 0. A m¶asodik deriv¶altat tekintve
gzz = 0 miatt csak gz(1¡2 ln z) < g(z)=z egyenl}otlens¶eg teljesÄul¶es¶et szÄuks¶eges
¯gyelembe vennÄunk. Ez mindig igaz, mivel a bal oldal negat¶³v, m¶³g a jobb
pozit¶³v. G(z) teh¶at konk¶av.
Ha g(z) = C=z2, akkor z + g(z)=gz = z=2, ami csÄokken}o ir¶anyra utal.
G(z) konvex ezen az intervallumon, ha a fÄuggv¶enyre aktualiz¶alt felt¶etel, a >
z ln z=3 + z=6 + 1 ¡ z teljesÄul. ¶Atrendezve ez a ¡ 1 + z > z ln z=3 + z=6, ahol
a¡1+z ¸ 0. Numerikusan meghat¶arozva a jobb oldalon ¶all¶o kifejez¶es ¶ert¶ek¶et
z · 0:7 eset¶en negat¶³v sz¶amot kapunk, a maximum pedig z = 1 helyen 0.176,
vagyis enn¶el nagyobb a-kra biztosan konvex G(z). 0:7 · z · 1 eset¶en pedig
kis a-k mellett lehet konk¶av.
V¶egÄul g(z) = Ce¡z fÄuggv¶ennyel kalkul¶alva G(z) csÄokken, ha a > (ln z ¡
1)(z ¡ 1). Ha z · 0:44, akkor a szorzat ¶ert¶eke meghaladja az 1-et, ez¶ert az
ilyen z-kre G(z) biztosan nÄovekv}o. A z = 1 helyen van minimuma, melynek
¶ert¶eke 0. Van teh¶at csÄokken}o fÄuggv¶enyr¶esz is, amely a 0:44 < z < 1 szakaszon
kezd}odik. A konkavit¶as felt¶etele mindig teljesÄul, mivel a < 1=z +1 ¡z +(z ¡
2) ln z mindig igaz, a kifejez¶es ugyanis z = 1 helyen, 1 ¶ert¶ekkel veszi fel
minimum¶at, a maxim¶alisan pedig 1 lehet.
5. T¶etel. A 0 · z · 1¡a intervallumon K(z) = S(z)(H(z)+B(z)) line¶aris;
z = 1-ben nÄovekv}o, ha b=(b + h) > E(p), ¶es csÄokken}o, ha b=(b + h) < E(p).
Ahogy a 3. t¶abl¶azat Äosszefoglalja, S(z), H(z) ¶es B(z) tulajdons¶agai je-
lent}osen elt¶ernek egym¶ast¶ol. Amennyiben 0 · z · 1 ¡ a, ¶ugy B(z) = 0,
ez¶ert K(z) = S(z)H(z). Tekintve, hogy S(z) konstans, H(z) pedig line¶aris
ezen az intervallumon, ez¶ert K(z) is line¶aris. A kezdeti ¶ert¶ek K(0) = S(0) ¢
h(1 ¡ E(p)), ¶es H(z) monotonit¶asa dÄonti el, hogy csÄokken}o vagy nÄovekv}o-e
a fÄuggv¶eny.
0 · z < 1 ¡ a 1 ¡ a · z · 1
S(z) konstans pozit¶³v csÄokken}o; konk¶av, majd konvexre v¶althat
S(1) = 1
H(z) line¶aris; kezd}o ¶ert¶eke z = 0:5-ig konk¶av, majd konvex,
H(0) = h(1 ¡ E(p)) H(1) = hE(p)
B(z) nulla konvex nÄovekv}o,
B(1) = bE(p)
3. t¶abl¶azat. S(z), H(z) ¶es B(z) tulajdons¶agai az EPQ modellben.
Forr¶as: Hauck ¶es VÄorÄos (2015), H(z) saj¶at sz¶am¶³t¶as
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A 0 · z · 1 ¡ a intervallumon ennek kÄovetkezt¶eben vagy a z = 0 vagy a
z = 1 ¡ a helyen lesz K(z) minimuma.
A magasabb z-t, azaz lassabb min}os¶eg-ellen}orz¶est jelent}o 1 ¡ a · z · 1
intervallumon sokkal komplexebb a helyzet. Az elemz¶eshez szÄuks¶egÄunk van
K(z) kifejez¶es z szerinti els}o ¶es m¶asodik deriv¶altjaira, melyek az al¶abbiak:
Kz = Sz(H(z) + B(z)) + S(z)(Hz + Bz) ;
Kzz = Szz(H(z) + B(z)) + 2Sz(Hz + Bz) + S(z)(Hzz + Bzz) :
Az el}ojelek meg¶allap¶³t¶as¶ahoz ismernÄunk kell S(z), H(z) ¶es B(z) els}o ¶es m¶a-
sodik deriv¶altjait:
Sz = ¡
Z 1
1¡z
1
z2
f(p) dp ¶es Szz = 2
Z 1
1¡z
1
z3
f(p) dp ¡ 1
z2
f(1 ¡ z) ;
Hz = h
Z 1¡z
0
³
¡2 + 1
1 ¡ p
´
f(p) dp ¶es Hzz = h(2 ¡ 1=z)f(1 ¡ z) ;
Bz = b
Z 1
1¡z
f(p) dp ¶es Bzz = bf(1 ¡ z) :
A lehet}o legmagasabb z-hez tartoz¶o K(z) ¶ert¶ek K(1) = (h+b)E(p). Ebben a
z = 1 pontban K(z) nÄovekv}o, ha Kz(1) = ¡(h + b)E(p) + b > 0, azaz b=(b +
h) > E(p). Ut¶obbi egyenl}otlens¶eg bal oldal¶an az irodalomb¶ol j¶ol ismert (ld.
VÄorÄos, 2010) optim¶alis term¶ekel¶erhet}os¶egi szint (optim¶alis fogyaszt¶o-kiszol-
g¶al¶asi szint) ¶all. Amennyiben ez magasabb a selejtar¶any v¶arhat¶o ¶ert¶ek¶en¶el,
¶ugy K(z) nÄovekv}o z = 1-ben. Nem ebben a pontban van teh¶at a fÄuggv¶eny
minimuma, hanem egy alacsonyabb z-hez, azaz magasabb min}os¶eg-ellen}orz¶esi
sebess¶eghez tartoz¶o pontban. Mivel a hi¶any fajlagos kÄolts¶ege legal¶abb annyi,
mint a fajlagos k¶eszletez¶esi kÄolts¶eg (b ¸ h), ez¶ert b=(b+h) > 1=2. Ha teh¶at a
selejtar¶any v¶arhat¶o ¶ert¶eke nem haladja meg az 50%-ot, akkor K(z) nÄovekv}o
z = 1-ben. Egyenletes eloszl¶as eset¶en ez mindig teljesÄul, ugyanis a selejtar¶any
v¶arhat¶o ¶ert¶ek¶enek maximuma 1=2.
Eddigi meg¶allap¶³t¶asaink alapj¶an teh¶at a 0 · z · 1 ¡ a intervallumon
K(z) line¶aris, ¶es lehet v¶egig nÄovekv}o vagy v¶egig csÄokken}o, z = 1-ben pedig
nÄovekv}o, ha b=(b+h) > E(p), ¶es csÄokken}o, ha b=(b+h) < E(p). Ez Äosszesen
n¶egy esetet eredm¶enyez. A 8. ¶abra k¶et olyan esetet mutat be egyenletes
eloszl¶asra, ahol a < 0:8, ez¶ert K(z) szigor¶uan monoton csÄokken a 0 · z · 1¡
a intervallumon. Enn¶el nagyobb z-kre ¶altal¶anoss¶agban annyit ¶allap¶³thatunk
meg, hogy nagyobb b-re a fÄuggv¶eny hamarabb kezd nÄovekedni, ha egy¶altal¶an
nÄovekszik. Az illusztr¶aci¶o kedv¶e¶ert egy magas ¶es egy irre¶alisan alacsony b-t
v¶alasztottunk. Ut¶obbi azt hivatott bemutatni, hogy z = 1 helyen csÄokken}o
a fÄuggv¶eny, ha b=(b + h) < E(p). A kÄolts¶egfÄuggv¶eny minimuma ez¶ert z =
1 helyen, azaz az ellen}orz¶es gyors¶³t¶as¶at n¶elkÄulÄoz}o helyen van. Magasabb
fajlagos hi¶anykÄolts¶eg eset¶en az 1 ¡ a · z < 1 intervallumon tal¶alhat¶o a
minimum.
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8. ¶abra. K(z)alakja a selejtar¶any egyenletes eloszl¶asa, a = 0:5, h = 1 ¶es b k¶et kÄulÄonbÄoz}o ¶ert¶eke
eset¶en
9. ¶abra. K(z) alakja a selejtar¶any egyenletes eloszl¶asa, a = 0:9, h = 1 ¶es b k¶et kÄulÄonbÄoz}o ¶ert¶eke
eset¶en (b=(b + h) > E(p))
A 9. ¶abra j¶oval magasabb maxim¶alis selejtar¶anyt enged meg (a = 0:9), ¶³gy
az els}o intervallumon K(z) szigor¶uan monoton nÄovekszik. Ez a monotonit¶as
a m¶asodik intervallum elej¶en folytat¶odik, majd mindk¶et esetben csÄokken¶es
ut¶an v¶alt ¶ujra nÄoveked¶esre. A kÄolts¶egfÄuggv¶eny minimuma ez¶ert vagy ism¶et
az 1 ¡ a · z < 1 intervallumon van, vagy a z = 0 helyen. Ut¶obbi azt
jelenti, hogy a min}os¶eg-ellen}orz¶es sebess¶ege v¶egtelen, azaz nulla id}oegys¶eget
vesz ig¶enybe ez a tev¶ekenys¶eg. Mivel ez a gyakorlatban nem kivitelezhet}o,
ez¶ert felt¶eteleznÄunk kell z-nek egy null¶an¶al nagyobb minimum¶at, ¶es ezen zmin
mellett fenn¶all¶o fÄuggv¶eny¶ert¶eket kell ÄosszevetnÄunk a m¶asik intervallum mini-
mum¶aval.
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A fenti k¶et ¶abra seg¶³ts¶eg¶evel is Äosszefoglalhatjuk, hogy m¶³g 0 · z < 1 ¡ a
¶es z = 1 eset¶ere meg tudtunk mondani bizonyos szab¶alyszer}us¶egeket, addig
az 1 ¡ a · z < 1 intervallumon a fÄuggv¶eny a param¶eterekt}ol fÄugg}oen sz¶a-
mos kÄulÄonbÄoz}o alakot Äolthet. Ezen tulajdons¶agok nagyban befoly¶asolj¶ak az
ÄosszkÄolts¶eg fÄuggv¶eny alakj¶at. Ezek kÄozÄul mutatunk meg tÄobbet a kÄovetkez}o
h¶arom p¶eld¶aban.
1a. p¶elda. Legyen g(z) = Ce¡z , C = 0:1, a = 0; 5, h = 1, b1 = 1
¶es b2 = 5. Salameh ¶es Jaber (2000) alapj¶an s = 100 ¶es D = 137. Az
ÄosszkÄolts¶eg fÄuggv¶eny 0 · z < 0:5 intervallumon megegyezik a k¶et b ¶ert¶ekre,
magasabb z-kre azonban jelent}os elt¶er¶es mutatkozik. A hi¶any alacsonyabb
fajlagos kÄolts¶ege eset¶en (b1 = 1) alacsonyabb a minimum ¶ert¶eke ETCmin =
111:15N , melyet magasabb helyen (z = 0:82) vesz fel. b2 = 5 eset¶en ugyanis
z = 0; 57-ben van minimum, melynek ¶ert¶eke ETCmin = 126:36N. A hi¶any
magasabb fajlagos kÄolts¶ege teh¶at gyorsabb min}os¶eg-ellen}orz¶esre ÄosztÄonzi a
v¶allalatot.
10. ¶abra. Az 1a. p¶elda ÄosszkÄolts¶eg fÄuggv¶enyei (g(z) = Ce¡z; C = 0:1; a = 0:5; h = 1; s = 100,
D = 137)
1b. p¶elda. TekintsÄuk az 1a. p¶eld¶at a = 0:9-re. A 0 · z < 1 ¡ a interval-
lumon ETC line¶aris nÄovekv}o, melyet 0:1 · z szakaszon n¶emi nÄoveked¶es ut¶an
csÄokken¶es, majd megint nÄoveked¶es kÄovet. Alacsony fajlagos hi¶anykÄolts¶eg
eset¶en az ÄosszkÄolts¶eg minimuma a z = 1-hez kÄozel helyezkedik el, minim¶alis
sebess¶egnÄovel¶esre van teh¶at szÄuks¶eg. Magas b ¶ert¶ek eset¶en azonban ¶epp
z = 0-ban van az elm¶eleti minimum. Att¶ol fÄugg}oen, hogy hol van z tech-
nikai minimuma, vagy abban a zmin pontban, vagy a z = 0:29 helyen veszi
fel a legalacsonyabb ¶ert¶ek¶et ETCb=5.
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11. ¶abra. Az 1b. p¶elda ÄosszkÄolts¶eg fÄuggv¶enyei (g(z) = Ce¡z; C = 0:1; a = 0:9; h = 1; s = 100;
D = 137)
Az eddig bemutatott p¶eld¶akban z = 1 helyen nÄovekv}o volt az ÄosszkÄolts¶eg
fÄuggv¶eny, ami annak kÄoszÄonhet}o, hogy K(z) kifejez¶es nagyobb s¶ullyal szere-
pelt az Äosszegben. Ahogy a fentiekben l¶attuk, G(z) csÄokken}o z = 1-ben, ez¶ert
ennek a tagnak nagyobb s¶ulyt adva ETC is csÄokkenhet z = 1-ben, ¶³gy lehet
ezen a helyen a minimum. Az 1c. p¶eld¶aban ennek ¶erdek¶eben megnÄoveltÄuk a
min}os¶eg-ellen}orz¶es gyors¶³t¶as¶anak kÄolts¶eg¶et.
1c. p¶elda. TekintsÄuk az 1a. p¶eld¶at a = 0:9, b = 1 ¶es C = 20 mellett. A
fÄuggv¶eny menet¶et tekintve annyi v¶altoz¶as tÄort¶ent, hogy z = 1-hez kÄozeledve
a monotonit¶as tov¶abbra is csÄokken}o marad, ¶³gy a minimum z = 1 helyen van.
A min}os¶eg-ellen}orz¶es sebess¶eg¶enek nÄovel¶ese dr¶ag¶abb teh¶at ann¶al, amennyit a
v¶allalat megtakar¶³tana a gyorsabb munkav¶egz¶es kÄovetkezt¶eben.
12. ¶abra. Az 1c. p¶elda ÄosszkÄolts¶eg fÄuggv¶enyei (g(z) = Ce¡z; C = 20; a = 0:9; h = 1; b = 1,
s = 100; D = 137)
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Ahogy azt a p¶eld¶ak is ¶erz¶ekeltetik, az ÄosszkÄolts¶eg fÄuggv¶eny minimuma a
zmax ¸ z ¸ zmin intervallumon elhelyezkedhet zmin, zmax, z = 1¡a helyeken,
illetve a zmax > z > 1 ¡ a szakaszon. Amennyiben K(z) ¶es G(z) mono-
tonit¶asa ellent¶etes ir¶any¶u, ¶es G(z) annyira magas, hogy ETC nem line¶aris a
zmin · z · 1 ¡ a intervallumon, ¶ugy ezen szakasz bels}o pontja is lehet mini-
mumpont. A minimumhely megtal¶al¶as¶ara alkalmazhatjuk az EOQ modellb}ol
ismert (Hauck ¶es VÄorÄos, 2015) algoritmust.
Algoritmus
1. Kisz¶am¶³tjuk ETC(zmax) ¶ert¶ek¶et, ¶es legyen L = ETC(zmax), valamint
zopt = zmax.
2. TekintsÄuk @ETC(z)=@z deriv¶altat a (7a-e) ÄosszefÄugg¶esek ¶erv¶enyess¶ege
mellett az 1¡z · a intervallumon! Megn¶ezzÄuk, hogy @ETC(z)=@z = 0
els}orend}u felt¶etelnek l¶etezik-e megold¶asa az [1¡a; zmax] intervallumon,
¶es az minimumpont-e. Ha van minimum ezen az intervallumon, akkor
jelÄolje zopt1! Az ETC(zopt1) ¶ert¶ek kisz¶am¶³t¶asa ut¶an megvizsg¶aljuk,
hogy ETC(zopt1) < L teljesÄul-e. Ha igen, akkor legyen zopt = zopt1!
Amennyiben nincs minimum az intervallumon, akkor ETC(1¡a) ¶ert¶ek¶et
sz¶am¶³tjuk. Ha ETC(1 ¡ a) < L, akkor legyen L = ETC(1 ¡ a) ¶es
zopt = 1 ¡ a!
3. TekintsÄuk @ETC(z)=@z deriv¶altat a (7a-e) ÄosszefÄugg¶esek ¶erv¶enyess¶ege
mellett az a < 1¡z intervallumon! Megn¶ezzÄuk, hogy az @ETC(z)=@z =
0 els}orend}u felt¶etelnek l¶etezik-e megold¶asa a [zmin; 1¡a] intervallumon,
¶es az minimumpont-e. Ha van minimum ezen az intervallumon, akkor
jelÄolje zopt2! Az ETC(zopt2) ¶ert¶ek kisz¶am¶³t¶asa ut¶an megvizsg¶aljuk,
hogy ETC(zopt2) < L teljesÄul-e. Ha igen, akkor legyen zopt = zopt2.
Amennyiben nincs minimum az intervallumon, akkor ETC(zmin) ¶ert¶ek¶et
sz¶am¶³tjuk. Ha ETC(zmin) < L, akkor legyen L = ETC(zmin) ¶es
zopt = zmin!
4. L ¶ert¶eke megmondja az ¶eves k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eg mini-
mum¶at. Az optim¶alis min}os¶eg-ellen}orz¶esi sebess¶eg pedig xopt = D=zopt
ÄosszefÄugg¶esb}ol ad¶odik. A kapott ¶ert¶eket a (10) ÄosszefÄugg¶esbe helyette-
s¶³tve megkapjuk a gazdas¶agos sorozatnagys¶ag, Qopt szintj¶et.
3.2 A min}os¶eg-ellen}orz¶esi sebess¶eg nÄovel¶ese egym¶ast¶ol
fÄuggetlen ciklusokban
Az eddigiekhez k¶epest ebben a szakaszban arra az esetre terjesztjÄuk ki vizs-
g¶al¶od¶asainkat, hogy mi tÄort¶enik, ha az egym¶ast kÄovet}o k¶eszletez¶esi peri¶odu-
sokban elt¶er}o lehet a selejtar¶any. Ez olyan ingadoz¶asokhoz is vezethet, hogy
egyes ciklusokban keletkezik h¶atral¶ek, m¶³g m¶asokban nem.
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13. ¶abra. K¶eszletalakul¶asi diagram egym¶ast¶ol fÄuggetlen ciklusokra, a m¶asodik peri¶odusban
magasabb selejtar¶annyal. Forr¶as: VÄorÄos (2013) alapj¶an saj¶at szerkeszt¶es
A 13. ¶abra egy olyan p¶eld¶at szeml¶eltet, ahol az els}o ciklusban m¶eg alacso-
nyabb volt a selejtar¶any, ez¶ert nem fordult el}o hi¶any, a m¶asodikban azonban
olyan szint}u meghib¶asod¶as tÄort¶ent, hogy jelent}os mennyis¶eg}u h¶atral¶ek hal-
moz¶odott fel. Ennek megfelel}oen a m¶asodik peri¶odus csak az ¶atvizsg¶al¶asi
id}oszak v¶eg¶eig tart, vagyis rÄovidebb az els}on¶el. Az ¶eves k¶eszletez¶esi ÄosszkÄolt-
s¶eg meghat¶aroz¶as¶ahoz teh¶at a ciklushossz v¶arhat¶o ¶ert¶ek¶evel kell sz¶amolnunk.
Ehhez tudnunk kell, hogy egy peri¶odus Q(1¡p)=D ideig tart, ha nincs hi¶any,
¶es Q=x ideig, ha van:
CL(Q; z) =
½
Q(1 ¡ p)=D ha 0 · p · 1 ¡ z ,
Q=x ha 1 ¡ z < p · 1 .
A ciklushossz (CL) v¶arhat¶o ¶ert¶eke teh¶at:
ECL(Q; z) =
Z 1¡z
0
Q(1 ¡ p)
D
f(p) dp +
Z 1
1¡z
Q
x
f(p) dp =
=
Q
D
³Z 1¡z
0
(1 ¡ p)f(p) dp + z
Z 1
1¡z
f(p) dp
´
=
Q
D
S(z) :
(12)
Egy ¶evben teh¶at 1=ECL = D=(QS(z)) peri¶odust felt¶etelezÄunk, ha S(z) > 0.
S(z) de¯n¶³ci¶oja alapj¶an (ld. 7a) E(p) < 1 eset¶en pozit¶³v. Mindig teljesÄul
teh¶at a felt¶etel, mivel ha a selejtar¶any v¶arhat¶o ¶ert¶eke 100% lenne (E(p) =
1), akkor a v¶allalkoz¶as m}ukÄod¶es¶enek nem lenne ¶ertelme. A k¶eszletez¶esi ¶es
h¶atral¶ek kÄolts¶egek v¶arhat¶o Äosszege egy ciklusban:
ECC(Q; z) =
Z 1¡z
0
HCC1(Q; z)f(p) dp +
Z 1
1¡z
(HCC1(Q; z) + BCC2)f(p) dp =
= h
Q2
2D
H(z) ;
ahol
H(z) =
Z 1¡z
0
(2pz + (1 ¡ p)2 ¡ z)f(p) dp +
+ z
Z 1
1¡z
(p +
b
h
(z ¡ 1 + p))f(p) dp :
(13)
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A fentiekb}ol kÄovetkez}oen a k¶eszletez¶esi ÄosszkÄolts¶eg v¶arhat¶o ¶ert¶eke:
ETC(Q; z) =
ND
QS(x)
³
s +
hQ2H(z)
2D
+
g(z)zQ
D
´
=
=
N
S(x)
³sD
Q
+
hQH(z)
z
+ zg(z)
´
;
(14a)
¶³gy a gazdas¶agos sorozatnagys¶ag minden E(p) < 1-re
Qopt(z) =
r
2sD
h
s
1
H(z)
: (14b)
6. T¶etel. Egym¶ast¶ol fÄuggetlen ciklusokat felt¶etelezve, az EPQ modellben
tÄobb elemb}ol ¶all a gazdas¶agos sorozatnagys¶ag, mint az EOQ modellben.
H(z)-t Äosszehasonl¶³tva az EOQ modellre ¶erv¶enyes ¶ert¶ek¶evel, az EPQ-ra
jellemz}o ¶ert¶ek z egys¶eggel kevesebb. Ebb}ol kÄovetkez}oen (14b) miatt a gaz-
das¶agos sorozatnagys¶ag nagyobb az EPQ modellben, ami megfelel a szak-
irodalom min}os¶eg-ellen}orz¶es n¶elkÄuli EOQ ¶es EPQ modelljeivel kapcsolatos
meg¶allap¶³t¶asainak.
(14) felhaszn¶al¶as¶aval a kÄovetkez}o optimaliz¶al¶asi probl¶em¶ahoz jutunk:
min
z
ETC(z)=N = (
p
2sDh
p
H(z) + zg(z))=S(z) (15)
A zg(z) kifejez¶es z szerinti deriv¶altja (g(z)+zgz), ahol mivel g(z) csÄokken}o,
ez¶ert gz el}ojele negat¶³v, ¶³gy az Äosszeg is lehet negat¶³v. A fentiekben vizsg¶alt
fÄuggv¶enyek kÄozÄul g(z) = C=z eset¶en a deriv¶alt ¶ert¶eke nulla, ez¶ert zg(z) kons-
tans. Negat¶³v a deriv¶alt el}ojele, ha g(z) = C=z2, ¶es pozit¶³v, ha g(z) = Ce¡z.
A m¶asodik deriv¶altak alapj¶an el}obbi konvex csÄokken¶est, m¶³g ut¶obbi konk¶av
nÄovekv¶est jelent z-ben.
7. T¶etel. FÄuggetlen ciklusok eset¶en S(z) viselked¶ese megegyezik az EOQ
modellben (Hauck ¶es VÄorÄos 2015) le¶³rtakkal, H(z) tulajdons¶agai azonban
elt¶ernek att¶ol. A kezdeti ¶ert¶ekek megegyeznek, a 0 · z < 1 ¡ a interval-
lumon H(z) line¶aris, de az EOQ modellben nÄovekv}o, m¶³g az EPQ modellben
csÄokken}o. Az 1¡a · z · 1 intervallumon mindk¶et esetben konvex a fÄuggv¶eny,
EOQ-ra nÄovekv}o. A z = 1 helyen felvett ¶ert¶ek az EOQ modellben egys¶egnyivel
nagyobb, mivel a k¶et fÄuggv¶eny ¶ert¶eke kÄozÄott z egys¶egnyi kÄulÄonbs¶eg van.
0 · z < 1 ¡ a 1¡ a · z · 1
S(z) konstans pozit¶³v, konvex nÄovekv}o,
¶ert¶eke 1 ¡ E(p) S(1) = 1
H(z) { EOQ modell line¶aris nÄovekv}o, konvex nÄovekv}o,
H(0) = E(1¡ p)2 H(1) = 1 + E(p) + bE(p)=h
H(z) { EPQ modell line¶aris csÄokken}o, konvex,
H(0) = E(1¡ p)2 H(1) = E(p)(1 + b=h)
4. t¶abl¶azat. S(z) ¶es H(z) tulajdons¶agai fÄuggetlen ciklusok eset¶en.
Forr¶as: Hauck ¶es VÄorÄos (2015), valamint saj¶at sz¶am¶³t¶as
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Mivel
Hz =
Z 1¡z
0
(2p ¡ 1)f(p) dp +
Z 1
1¡z
(p +
b
h
(2z ¡ 1 + p))f(p) dp ;
ez¶ert egyenletes eloszl¶as eset¶en H(z) line¶aris csÄokken}o a z < 1 ¡ a interval-
lumon, ugyanis Hz = a ¡ 1, ami a < 1 miatt negat¶³v. A fÄuggv¶eny konvex az
1 ¡ a · z · 1 intervallumon, mivel
Hzz = z(1 + b=h)f(1 ¡ z) + (2b=h)
Z 1
1¡z
f(p) dp > 0 :
Nem ¶allap¶³thatunk meg az eg¶esz intervallumra jellemz}o monotonit¶asi ir¶anyt,
viszont z = 1-ben a fÄuggv¶eny nÄovekv}o, mivel Hz(1) = E(p)+E(1+p)¢b=h > 0.
A 14. ¶abra egyenletes eloszl¶asra ¶es k¶et kÄulÄonbÄoz}o a-ra mutatja be H(z)
alakj¶at. L¶athatjuk, hogy a csÄokken¶es a m¶asodik intervallumra ¶erve is foly-
tat¶odik, majd a minimumot elhagyva konvex m¶odon nÄovekszik.
14. ¶abra. H(z) alakja egyenletes eloszl¶asra a = 0:5 ¶es a = 0:1 eset¶en (h = b = 1)
8. T¶etel. A (15) optimaliz¶al¶asi probl¶em¶aban szerepl}o
p
H(z)=S(z) h¶anyados
a 0 · z < 1¡a intervallumon csÄokken}o; z = 1 helyen nÄovekv}o, ha b=(b+h) >
E(p), ¶es csÄokken}o, ha b=(b + h) < E(p).
A
p
H(z)=S(z) tÄort z szerinti deriv¶altj¶anak el}ojel¶et (S(z)Hz ¡ 2H(z)Sz)
el}ojele hat¶arozza meg. Ha 0 · z < 1 ¡ a, akkor mivel Sz = 0, S(z) > 0 ¶es
Hz < 0, ez¶ert negat¶³v eredm¶enyt kapunk, a h¶anyados teh¶at z-ben csÄokken.
A z = 1 helyen tudjuk, hogy S(1) = 1, Sz(1) = 1, H(1) = (1 + b=h)E(p)
¶es Hz(1) = E(p) + (b=h)E(1 + p). Ebb}ol kÄovetkez}oen S(z)Hz ¡ 2H(z)Sz =
¡(1 + b=h)E(p) + b=h, ami pozit¶³v, teh¶at a h¶anyados nÄovekv}o z = 1 helyen,
ha b=(b+ h) > E(p), ¶es negat¶³v, teh¶at csÄokken¶est tapasztalhatunk, ha b=(b+
h) < E(p). Ez a tulajdons¶ag megegyezik az 5. t¶etelben K(z) szorzatra tett
meg¶allap¶³t¶assal.
9. T¶etel. A 0 · z < 1 ¡ a intervallumon ETC(z) ÄosszkÄolts¶eg fÄuggv¶eny
csÄokken}o, ha g(z) + zgz < 0, ¶es abban a ritka esetben nÄovekv}o, ha
¡
p
2sDh ¢ (Hz=2
p
H) < g(z) + zgz :
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0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
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0
0,1
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A z = 1 helyen a fÄuggv¶eny csÄokken}o, ha b=(b + h) < E(p). Ha b=(b + h) >
E(p), akkor a csÄokken¶es felt¶etele:
gz <
³p
2sDh(E(p)(1 + b=h) ¡ b=h
´
=2
p
E(p)(1 + b=h) :
Az ÄosszkÄolts¶eg v¶arhat¶o ¶ert¶ek¶enek minimum¶at keresve meghat¶arozzuk (15)
menet¶et. Az els}o deriv¶alt az al¶abbi alakot Äolti:
@
@z
(ETC=N) =³p
2sDh(SHz=2
p
H ¡ Sz
p
H) + (g(z) + zgz)S ¡ Szzg(z)
´
=S2 :
(16)
A 8. t¶etel alapj¶an a 0 · z < 1 ¡ a intervallumon az Äosszeg els}o tagja csÄok-
ken}o. A m¶asodik tagban Sz = 0 ¶es S(z) > 0 miatt g(z)+zgz dÄont az el}ojelr}ol,
melynek viselked¶es¶et a fentiekben mutattuk be. ÄOsszess¶eg¶eben meg¶allap¶³t-
hatjuk, hogy a 0 · z < 1¡a intervallumon az ÄosszkÄolts¶eg fÄuggv¶eny csÄokken}o,
ha g(z) + zgz < 0. Nem minimum teh¶at a z = 0 pont, ahol a min}os¶eg-ellen-
}orz¶es sebess¶ege minden hat¶aron t¶ul nÄovelt. NÄoveked¶es is elk¶epzelhet}o ezen
az intervallumon, ha g(z) + zgz > 0 (pl. g(z) = Ce
¡z fÄuggv¶enyt felt¶etelezve)
¶es
p
2sDh rendk¶³vÄul alacsony: ¡p2sDh(Hz=2
p
H) < g(z) + zgz.
A z = 1 helyen (16) m¶asodik tagja mindig negat¶³v, mivel S(z) = Sz(z) =
1, amib}ol (g(z) + zgz)S ¡ Szzg(z) = gz, ami pedig de¯n¶³ci¶o szerint negat¶³v.
(16) els}o tagja a 8. t¶etel alapj¶an szint¶en csÄokken}o a z = 1 helyen, ha b=(b +
h) < E(p). Ebben az esetben teh¶at az ÄosszkÄolts¶eg fÄuggv¶eny biztosan csÄokken}o
z = 1-ben, vagyis lehet minimumhely. Ez azt jelenti, hogy a min}os¶eg-
ellen}orz¶es sebess¶ege a napi kereslet Äutem¶evel egyezik meg.
(16) els}o tagja pozit¶³v z = 1-ben, ha b=(b+h) > E(p), ez¶ert az ÄosszkÄolts¶eg
lehet nÄovekv}o ezen a helyen. Tekintve, hogy a hi¶any fajlagos kÄolts¶ege jellem-
z}oen magasabb, mint a k¶eszlettart¶as¶e, ez¶ert b=(b + h) > 0:5 re¶alis felt¶etele-
z¶es. Az egyenl}otlens¶eg m¶asik oldal¶an ¶all¶o E(p) a selejtar¶any v¶arhat¶o ¶ert¶eke,
¶³gy jellemz}oen kevesebb 0.5-n¶el. Egyenletes eloszl¶asn¶al p¶eld¶aul E(p) = a=2
¶es a < 1 miatt igaz ez az ¶all¶³t¶as. ÄOsszess¶eg¶eben teh¶at b=(b + h) > E(p)
teljesÄul¶ese a val¶osz¶³n}ubb. Ebben az esetben (16) csÄokken}o z = 1-ben, ha
gz <
³p
2sDh(E(p)(1 + b=h) ¡ b=h
´
=2
p
E(p)(1 + b=h) :
2a. p¶elda. Legyen g(z) = C=z2, b = 2h ¶es a = 0:5. Salameh ¶es Jaber
(2000) p¶eld¶aj¶anak megfelel}oen
p
2sDh = 165:53. Az el}oz}o egyenl}otlens¶eget
aktualiz¶alva ¶es egyenletes selejteloszl¶ast felt¶etelezve, az ÄosszkÄolts¶eg fÄuggv¶eny
csÄokken}o z = 1-ben, ha ¡2C < ¡119:5, azaz C > 59:75.
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15. ¶abra. A 2a. p¶elda ÄosszkÄolts¶eg fÄuggv¶enyei. g(z) = C=z2; g(zmax) = 0; zmax = 1; zmin = 1;
a = 0:5; b = 2h; s = 100; D = 137
A 15. ¶abra bemutatja, hogy a min}os¶eg-ellen}orz¶es nÄovel¶es¶enek magas kÄolt-
s¶ege (C = 60) mellett a fÄuggv¶eny csÄokken}o z = 1-ben, azaz a v¶allalatnak nem
c¶elszer}u gyors¶³tania az ¶atvizsg¶al¶asi sebess¶eget. A minimum ¶ert¶eke ETC(1) =
143:4N . Amennyiben azonban olcs¶obban (C = 10) tudja megval¶os¶³tani
a gyors¶³t¶ast, ¶ugy az ÄosszkÄolts¶eg minimuma alacsonyabb z, azaz magasabb
¶atvizsg¶al¶asi sebess¶eg mellett ¶all el}o. EsetÄunkben z = 0:73-ban veszi fel a
minimumot, ETC = 134:8N ¶ert¶ekkel.
2b. p¶elda. Legyen g(z) = 5=z, a = 0:5, zmin = 0:1,
p
2sDh = 165:53,
h = 1, b1 = 1 ¶es b2 = 2. A 7. t¶etelnek megfelel}oen ETC a 0 · z <
1 ¡ a intervallumon csÄokken}o, z = 1-ben pedig nÄovekv}o. A minimum ez¶ert
a 0:5 · z · 1 szakaszon tal¶alhat¶o. Ahogy az a 16. ¶abr¶an is l¶atszik, a
hi¶any fajlagos kÄolts¶eg¶enek emel¶ese sÄurgeti a min}os¶egellen}orz¶est, b1 = 1 eset¶en
ugyanis z = 0:8, m¶³g b2 = 2-re z = 0:69 a minimum helye. A minimum ¶ert¶eke
rendre 115:6N ¶es 123:3N .
2c. p¶elda. Legyen g(z) = 5=z2, a1 = 0:1, a2 = 0:8, zmin = 0:1,
p
2sDh =
165:53, h = 1 ¶es b = 5. A 7. t¶etelnek megfelel}oen ETC a 0 · z < 1 ¡ a
intervallumon csÄokken}o, z = 1-ben pedig nÄovekv}o. A minimum ez¶ert az
1 ¡ a · z · 1 szakaszon tal¶alhat¶o. Ahogy az a 16. ¶abr¶an l¶athat¶o, a selejt-
ar¶any v¶arhat¶o ¶ert¶ek¶enek nÄoveked¶ese gyorsabb min}os¶eg-ellen}orz¶esre k¶eszteti
a c¶eget, a2 = 0:8 eset¶en ugyanis ETCopt(0:42) = 185:23N , m¶³g a1 = 0:1-re
ETCopt(0:92) = 56:8N .
Az ÄosszefÄugg}o ¶es egym¶ast¶ol fÄuggetlen ciklusok Äosszehasonl¶³t¶as¶ahoz Hauck
¶es VÄorÄos (2015) EOQ modellekre vonatkoz¶o p¶eld¶aj¶at oldjuk meg. Ez lehet}ov¶e
teszi, hogy nemcsak a k¶et rendszert¶³pust, de az EOQ ¶es az EPQ modellv¶al-
tozatok kÄulÄonbs¶egeit is Äossze tudjuk vetni egym¶assal:
3. p¶elda. Legyen g(z) = 5=z2, a = 0:95, zmin = 0:1,
p
2sDh = 165:53,
h = 1 b1 = 1 ¶es b2 = 5. A p¶eld¶at a 17. ¶abra illusztr¶alja.
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16. ¶abra. A 2b ¶es 2c p¶elda ÄosszkÄolts¶eg fÄuggv¶enyei
17. ¶abra. A 3. p¶elda ÄosszkÄolts¶eg fÄuggv¶enyei. g(z) = C=z2; g(zmax) = 0; zmax = 1; zmin = 0:1,
C = 5; a = 0:95; s = 100; D = 137
Alacsony fajlagos hi¶anykÄolts¶eg eset¶en (b1 = 1) az ÄosszefÄugg}o ¶es a fÄuggetlen
ciklusokat bemutat¶o ETC gÄorb¶ek alakja hasonl¶o. A minimum mindk¶et eset-
ben z = 1 helyen van, ¶ert¶eke 161:34N . A min}os¶eg-ellen}orz¶es sebess¶eg¶et nÄovel-
ve { teh¶at a gÄorb¶en jobbr¶ol balra haladva { azonban jelent}osen magasabb az
ÄosszefÄugg}o ciklusokra vonatkoz¶o ÄosszkÄolts¶eg. Ennek oka, hogy a selejt lehet}o
legmagasabb ar¶anya magas: a = 0:95.
Amennyiben megnÄoveljÄuk a h¶atral¶ek fajlagos kÄolts¶eg¶et (b2 = 5), ¶ugy az
optimumban is nagyobb elt¶er¶est tapasztalhatunk. Ism¶et az ÄosszefÄugg}o ciklu-
sokra vonatkoz¶o ÄosszkÄolts¶eg a magasabb ETCmin(0:45) = 24:85N , melynek a
helye az egym¶ast¶ol fÄuggetlen ciklusokhoz k¶epest magasabb z helyen van, ami
lassabb min}os¶eg-ellen}orz¶est jelent. Ennek minimuma ugyanis ETCmin(0:36) =
213:07N .
Az EOQ modell ugyanezen p¶eld¶ara kapott eredm¶enyeit tekintve b1 = 1
eset¶en ugyan¶ugy z = 1 helyen van a minimum. ÄOsszefÄugg}o ciklusokra b2 = 5
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mellett nem tal¶altunk nagy kÄulÄonbs¶eget, ugyanis zopt = 0:53 (vs. 0.45). Egy-
m¶ast¶ol fÄuggetlen ciklusok eset¶en jelent}osebb kÄulÄonbs¶eg mutatkozik, az Äossz-
kÄolts¶eg fÄuggv¶eny ugyanis a zopt = 0:16 (vs. 0.36) helyen, teh¶at j¶oval gyorsabb
min}os¶eg-ellen}orz¶es mellett (xopt = 865 vs. xopt = 304) veszi fel minimum¶at.
A fentiekben ¶es a szakirodalomban meg¶allap¶³tottaknak megfelel}oen az EPQ
modellben magasabb a gazdas¶agos sorozatnagys¶ag. A b2 = 5 esetben Äossze-
fÄugg}o ciklusokat felt¶etelezve 219 egys¶eg ¶all az EOQ 148 darabos sorozat-
nagys¶ag¶aval szemben, m¶³g egym¶ast¶ol fÄuggetlen ciklusokra kisebb a kÄulÄonbs¶eg,
252 vs. 232 darab. Ahogy l¶attuk, nem ¶allap¶³thatunk meg hasonl¶o szab¶aly-
szer}us¶eget azonban a min}os¶eg-ellen}orz¶es optim¶alis sebess¶eg¶ere vonatkoz¶oan.
4 KÄovetkeztet¶esek
A tanulm¶anyban olyan Economic Production Quantity (EPQ) modelleket ¶³r-
tunk fel, melyek ¯gyelembe veszik, hogy elad¶as el}ott minden egyes term¶eket ¶at
kell vizsg¶alnia a v¶allalatnak, hogy azok megfelelnek-e a min}os¶egi elv¶ar¶asoknak
vagy sem. A min}os¶egellen}orz¶es sebess¶ege dÄont¶esi v¶altoz¶o, ¶³gy a gazdas¶agos
sorozatnagys¶ag mellett ennek is kerestÄuk az optim¶alis ¶ert¶ek¶et. MegjegyeztÄuk,
hogy a sebess¶eg nÄovel¶es¶enek akkor van ¶ertelme, ha az lassabb a termel¶esi r¶a-
t¶an¶al. Amennyiben a termel¶esi r¶ata a sz}uk keresztmetszet, ¶ugy az optim¶alis
sebess¶egre tett meg¶allap¶³t¶asokat a termel¶es sebess¶eg¶ere ¶ertelmezhetjÄuk.
A rendszer viselked¶es¶enek k¶et t¶³pus¶at kÄulÄonbÄoztettÄuk meg aszerint, hogy
minden keresletet ki tud-e el¶eg¶³teni a v¶allalat vagy sem. Amennyiben az adott
napon tal¶alt j¶o min}os¶eg}u term¶ekek sz¶ama meghaladja a napi keresletet, ¶ugy
nem keletkezik hi¶any. Ebben az esetben a min}os¶eg-ellen}orz¶es sebess¶eg¶et akkor
lehet ¶erdemes nÄovelni, ha a selejtar¶any el¶eri az Äotven sz¶azal¶ekot. H¶atral¶ek ke-
letkez¶ese eset¶en a sebess¶eg nÄovel¶ese csÄokkenti a hi¶any ¶atlagos szintj¶et, a k¶esz-
leten tart¶asi kÄolts¶egeket nem befoly¶asolja, ugyanakkor nÄoveli a sorozatkezd¶e-
sek sz¶am¶at. A selejtar¶any val¶osz¶³n}us¶egi v¶altoz¶o, amely meghat¶aroz¶o hat¶assal
lehet arra, hogy keletkezik-e h¶atral¶ek. A v¶allalat ugyanezt a min}os¶eg-ellen}or-
z¶esi sebess¶eg (termel¶esi r¶ata) megfelel}o v¶altoztat¶as¶aval tudja befoly¶asolni.
Az elemz¶est ÄosszefÄugg}o ¶es egym¶ast¶ol fÄuggetlen ciklusokra is elv¶egeztÄuk.
El}obbi azt jelenti, hogy a rendszer minden egyes peri¶odusban olyan selejt-
ar¶anyt ¶es modellt¶³pust mutat, ahogy az az els}oben kialakult. ÄOsszehasonl¶³-
tottuk ezt azzal az esettel, hogy minden peri¶odus v¶eg¶en az el}oz}ot}ol fÄuggetlen
¶allapot ¶all el}o. Jelent}os kÄulÄonbs¶egeket akkor tapasztaltunk, amikor magas
fajlagos hi¶anykÄolts¶eggel kalkul¶altunk.
A probl¶em¶at a sebess¶egv¶altoztat¶as kÄolts¶eg¶enek h¶arom kÄulÄonbÄoz}o t¶³pus¶u
fÄuggv¶enye mellett vizsg¶altuk meg. A k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eg
minimum¶at minden esetben a sorozatnagys¶ag ¶es az ¶atvizsg¶al¶asi sebess¶eg
dÄont¶esi v¶altoz¶ok ment¶en hat¶aroztuk meg. Kit¶ertÄunk arra is, hogyan hatnak
az ÄosszkÄolts¶eg fÄuggv¶enyre olyan param¶eterek, mint a selejtar¶any maxim¶alisan
el¶erhet}o ¶ert¶eke, valamint a hi¶any fajlagos kÄolts¶ege. Ahogy az EOQ modell-
ben, itt is igazol¶ast nyert, hogy a hi¶any fajlagos kÄolts¶eg¶enek emel¶ese kÄulÄonÄosen
sÄurgeti az ¶atvizsg¶al¶ast. Az EOQ modellhez k¶epest a gazdas¶agos sorozatnagy-
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s¶ag mind ÄosszefÄugg}o, mind egym¶ast¶ol fÄuggetlen ciklusok eset¶en magasabb
lett, a min}os¶eg-ellen}orz¶esi sebess¶eg optim¶alis szintje azonban hol magasabb,
hol alacsonyabb ¶ert¶eket mutatott.
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EPQ MODELS WITH THE SCREENING SPEED AS DECISION VARIABLE
In this paper, we consider Economic Production Quantity (EPQ) models where
screening of every item is carried out before selling the lot. The proportion of
defective items is random, and imperfect products found leave the system in a
batch at the end of the screening period. Production rate and screening speed
are decision variables. Enhancing speed of the bottleneck makes backlogging costs
decrease and { depending on the proportion of defections { it does also a®ect
holding and setup costs. Our goal is to ¯nd the minimum of the related total cost
for di®erent types of screening accelerating cost functions. Analysis is carried out
for connecting and independent cycles as well, where percentage of defection stays
the same and can change from period to period, respectively. Results are compared
to those of Economic Order Quantity models.
Keywords: EPQ model, screening speed, lot size
