Suppose that a sequence of metric measure spaces X n = (X n , d n , m n ) satisfies RCD * (K, N ) with Diam(X n ) ≤ D and m n (X n ) = 1. Then Sturm's D-convergence of X n is equivalent to the weak convergence of the laws of Brownian motions on X n .
Introduction
In this paper, we consider the following problem:
(Q) Does the weak convergence of Brownian motions follow only from some convergence of the underlying spaces (or, vice versa)?
On metric measure spaces, Brownian motions are defined to be Hunt processes associated with the Cheeger energies when the Cheeger energies induce strongly local regular Dirichlet forms. Since Brownian motions are determined only by geometrical information of the underlying metric measure spaces, behaviors of Brownian motions should be described only by geometrical information of the underlying metric measure spaces.
As a main result in the present paper, we show that the weak convergence of the laws of Brownian motions is equivalent to Sturm's D-convergence of the underlying metric measure spaces under the following assumption: Assumption 1.1 Let N, K and D be constants with 1 < N < ∞, K ∈ R and 0 < D < ∞. For n ∈ N := N ∪ {∞}, let X n = (X n , d n , m n ) be a metric measure space satisfying the RCD * (K, N ) condition with Diam(X n ) ≤ D and m n (X n ) = 1. X n converges to X ∞ in the Sturm's D-distance.
(ii) (Weak convergence of the laws of Brownian motions)
There exist      a compact metric space (X, d) isometric embeddings ι n : X n → X (n ∈ N) x n ∈ X n (n ∈ N) such that
weakly in P(C([0, ∞); X)).
Here P(C([0, ∞); X)) denotes the set of all Borel probability measures on C([0, ∞); X), δ , which means the set of continuous functions from [0, ∞) to X with the local uniform distance δ (see Section 2.1). The subscript # means the operation of the push-forward of measures.
As a corollary of Theorem 1.2, the following holds: (i) In [26] , Ogura studied the weak convergence of the laws of the Brownian motions on Riemannian manifolds by a different approach. He assumed uniform upper bounds for heat kernels, and the Kasue-Kumura spectral convergence of the underlying manifolds M n . He push-forward each Brownian motions on M n to the Kasue-Kumura limit space M ∞ with respect to ε n -isometry f n : M n → M ∞ , and show the convergence in law on the càdlàg space of the push-forwarded Brownian motions on M ∞ with time-discretization.
(ii) In [1] , Albeverio and Kusuoka considered diffusion processes associated with SDEs on thin tubes in R d shrinking to one-dimensional spider graphs. They studied the weak convergence of these diffusions to onedimensional diffusions on the limit graphs. We note that their setting does not satisfy the RCD * (K, N ) condition because Ricci curvatures are not bounded below at points of conjunctions in spider graphs.
Finally we list related studies not stated in Remark 1.4. In [37] , the author studied a convergence of continuous stochastic processes on compact metric spaces converging in the Lipschitz distance. In Stroock-Varadhan [31] , Stroock-Zheng [32] and Burdzy-Chen [10] , they studied approximations of diffusion processes on R d by discrete Markov chains on (1/n)Z d . In Bass-Kumagai-Uemura [6] and Chen-Kim-Kumagai [11] , they investigated approximations of jump processes on proper metric spaces by Markov chains on discrete graphs, and on ultra-metric spaces in [36] . There are many studies about scaling limits of random processes on random environments (see, e.g., Kumagai [24] and references therein).
The present paper is organized as follows: In Section 2, we prepare notation and preliminary facts. In Section 3, we give a proof of Theorem 1.2 and Corollary 1.3.
Notation & Preliminary Results

Notation
Let N = {0, 1, 2, ...} and N := N ∪ {∞}.
Let (X, d) be a complete separable metric space. We write B r (x) = {y ∈ X : d(x, y) < r} for a open ball centered at x ∈ X with radius r > 0. We denote by B(X) the family of all Borel sets in (X, d). We denote by B b (X) the set of real-valued bounded Borel-measurable functions on X. Let C(X) denote the set of real-valued continuous functions on X. Let C b (X), C 0 (X) and C bs (X) denote the subsets of C(X) consisting of bounded functions, functions with compact support and bounded functions with bounded support, respectively. Let P(X) denote the set of Borel probability measures on X.
We denote by C([0, ∞), X) the set of continuous functions on [0, ∞) valued in X. Let δ denote the local uniform distance for v, w ∈ C([0, ∞), X)
It is known that (C([0, ∞, X), δ) is a complete separable metric space.
We say that γ :
In particular, if
|b−a| can be replaced to 1, we say that γ is unit-speed. In this paper, we say that (X, d, m) is a metric measure space if
(ii) m is a non-zero Borel measure on X which is locally finite in the sense that m(B r (x)) < ∞ for all x ∈ X and sufficiently small r > 0. 
L 2 -Wasserstein Space
Let (X i , d i ) (i = 1, 2) be complete separable metric spaces. For µ i ∈ P(X i ), a probability measure q ∈ P(X 1 × X 2 ) is called a coupling of µ 1 and µ 2 if
where π i (i = 1, 2) is the projection π i :
We denote by Π(µ, ν) the set of all coupling of µ and ν. Let (X, d) be a complete separable metric space. Let P 2 (X) be the subset of P(X) consisting of all Borel probability measures µ on X with finite second moment:
2 (x, x)dµ(x) < ∞ for some (and thus any) x ∈ X.
We endow P 2 (X) with the quadratic transportation distance W 2 , called L 2 -Wasserstein distance, defined as follows:
A coupling q ∈ Π(µ, ν) is called an optimal coupling if q attains the infimum in the equality (2.1). It is known that, for any µ, ν, there always exists an optimal coupling q of µ and ν (e.g., [38, §4] ). It is known that (P 2 (X), W 2 ) is a complete separable metric space (e.g., [38, Theorem 6.18] ).
Sturm's D-distance and measured Gromov-Hausdorff convergence
In this subsection, following [16, 35] , we recall two notions of convergences, Sturm's D-convergence and the measured Gromov-Hausdorff convergence, and state when two notions are equivalent. Let (X, d, m) be a normalized metric measure space, that is,
(ii) m(X) = 1. 
The variance of (X, d, m) is defined as follows:
where the infimum is taken over all metric measure spaces (X , d , m ) isomorphic to (X, d, m) and over all z ∈ X . Note that (X, d, m) has a finite variance if and only ifˆX
for some (hence all) z ∈ X. Let X 1 be the set of isomorphism classes of normalized metric measure spaces with finite variances. Now we equip X 1 with a metric called Sturm's D-distance ( [35] ):
q is a coupling of m 1 and m 2 , where a pseudo metricd on the disjoint union X 1 X 2 is called a coupling of
Here we mean thatd is a pseudo metric ifd satisfies all the conditions of metric except non-degeneracy, i.e.,d(x, y) = 0 does not necessarily imply x = y. We say that a sequence
It is known that (X 1 , D) becomes a complete separable metric space (see [35] ).
We know the following equivalent statement:
Then the following are equivalent:
(ii) There exists a complete separable metric space (X, d) and isometric embeddings ι n : supp[m n ] → X for n ∈ N such that
Now we recall the measured Gromov-Hausdorff convergence. Since we only consider compact metric measure spaces in this paper, we give the definition only for compact metric measure spaces. (For the non-compact case, see e.g., [16, Definition 3.24] for the definition of the pointed measured Gromov-Hausdorff convergence.) Definition 2.3 ( [14] ) Let (X n , d n , m n ) be a sequence of compact metric measure spaces for n ∈ N. We say that (X n , d n , m n ) converges to (X ∞ , d ∞ , m ∞ ) in the sense of the measured Gromov-Hausdorff (mGH for short) if there exist ε n → 0 (n → ∞) and Borel measurable maps f n : X n → X ∞ for each n ∈ N such that
The map f n is called an ε n -approximation (an ε n -isometry is also a standard name).
In general, the (pointed) mGH-convergence is stronger than the D-convergence. (i) (X n , d n , m n ) has c-doubling property for some c > 0 where c is independent of each n;
In the setting of Assumption 1.1, we can check both of (i) and (ii) of Proposition 2.4. In fact, as we will state in Fact 2. 
Cheeger's L 2 -energy functional
In this subsection, we follow Ambrosio-Gigli-Savaré [3] to recall Cheeger's L 2 -energy functional on metric measure spaces. Let (Z, d Z ) be a complete separable metric space and I ⊂ R be a nontrivial interval. A curve I t → z t ∈ Z is absolutely continuous if there exists a function f ∈ L 1 (I, dt) such that (dt denotes the Lebesgue measure on I)
For an absolutely continuous curve z t , the limit lim h→0
exists for a.e. t ∈ I and, this limit defines an L 1 (I, dt) function. We denote lim h→0
by |ż t | called the metric speed at t. Note that the metric speed |ż t | is the minimal function in the a.e. sense among L 1 (I, dt) functions satisfying (2.3) (see [4] ). We denote by AC p (I; Z) the set of all absolutely continuous curves with their metric derivatives in L p (I). Let C(I; Z) denote the set of continuous functions from I to Z. Define a map
Given an absolutely continuous curve µ ∈ AC(I; (P 2 (Z), W 2 )), we denote by |μ t | its metric speed in the space (P 2 (Z), W 2 ). Let e t : C(I; Z) → Z be the evaluation map e t (γ) = γ t . If π ∈ P(C(I; Z)) satisfies (e t ) # π = µ t for any t ∈ I, it is easy to see that
Let (X, d, m) be a metric measure space. We now recall notions of test plan, weak upper gradient, Sobolev class and Cheeger energy on (X, d, m). 
upper gradient of f if the following inequality holds:
for every test plan π.
(ii) We say that f belongs to the Sobolev class
, it turns out that there exists a minimal (in the m-a.e. sense) weak upper gradient G and we denote it by |∇f | w .
is a lower semi-continuous and convex functional but not necessarily quadratic form. Let
, m) endowed with the following norm:
) is a Banach space, but not necessarily a Hilbert space. The Cheeger energy Ch can be defined also as the limit of the integral of local Lipschitz constants. Let Lip(X) denote the set of real-valued Lipschitz continuous functions on X. For f ∈ Lip(X), the local Lipschitz constant |∇f | : X → R is defined as follows:
In this subsection, we recall the definition of metric measure spaces satisfying the RCD * (K, N ) condition following Erbar-Kuwada-Sturm [12] . We also recall several properties satisfied by RCD
and set for t ∈ [0, 1],
Let (X, d, m) be a metric measure space. Let P 2 (X, d, m) be the subset of P 2 (X) consisting of µ ∈ P 2 (X) which is absolutely continuous with respect to m. Let P ∞ (X, d, m) be the subset of P 2 (X, d, m) consisting of µ ∈ P 2 (X, d, m) which has bounded support.
, there exists an optimal coupling q of µ 0 and µ 1 and a geodesic
connecting µ 0 and µ 1 such that, for all t ∈ [0, 1] and N ≥ N , we havê
(ii) We say that (X, d, m) satisfies the Riemannian curvature-dimension condition RCD * (K, N ) if the following two conditions hold:
(b) the infinitesimal Hilbertian, that is the Cheeger energy Ch is quadratic:
When (X, d, m) satisfies the RCD * (K, N ), we define the Dirichlet form (i.e., symmetric closed Markovian bilinear form) (E, F) induced by the Cheeger energy Ch as follows:
By [2] , the Dirichlet form (E, F) is strongly local and regular.
Example 2.8 We give several examples satisfying the RCD * (K, N ).
plete Riemannian manifolds with Ricci ≥ K where d gn is the metric induced by g n , and m gn is the Riemannian measure induced by g n and satisfies m gn ∈ P 2 (M n , d gn ). Let X = (X, d, m) be a metric measure space satisfying D(M n , X ) → 0 as n → ∞. Then X satisfies the RCD * (K, N ) condition (see [12] ).
(B) (Alexandrov spaces) Let X = (X, d, m d ) be an N -dimensional Alexandrov space with Curv ≥ K where m d denotes the normalized Hausdorff measure induced by d (see e.g., [9] for details). By [28, 39] , X satisfies CD * ((N − 1)K, N ). Moreover, by [25] , X satisfies the infinitesimal Hilbertian condition, and as a result, X satisfies RCD
and every unit-speed geodesic γ : [0, 1] → X connecting x 0 and x 1 , the following holds: for all t ∈ [0, 1]
Let us define, for t ≥ 0,
For a metric measure space (X, d, m), the (K, N )-cone is a metric measure space defined as follows:
• A set Con K (X) is defined as follows:
• A distance d Con K is defined as follows: for (x, t), (y, s) ∈ Con K (X),
• A measure m N Con K is defined as follows: We list below several properties of metric measure spaces satisfying the RCD * (K, N ). 
also satisfies the RCD * (K, 2N ). 
where A means the closure of a subset A ⊂ X. Then, for each x 0 ∈ X and 0 < r < R < π N/(K ∨ 0), the following inequalities hold: 
where
udm.
(vi) (The intrinsic distance coincides with d) ([3, Theorem 6.10]) By [3] , (E, F) is a strongly local regular Dirichlet form. Let d E denote the intrinsic distance defined by (E, F):
where F loc is defined as follows:
Then we have whenever u is a nonnegative local solution of the parabolic equation 12) whenever u is a local solution of the parabolic equation
Brownian motions on RCD * (K, N ) spaces
In this subsection, we suppose Assumption 1.1, that is, we assume the following
• m(X) = 1.
Note that any (X, d, m) satisfying above is compact. By (iii) and (iv) of Fact 2.9, the global volume doubling property and the global weak (2, 2)-Poincaré inequality hold. Moreover, the parabolic Harnack inequality (vii) of Fact 2.9 holds globally (i.e., bounded subsets B in the statements can be replaced to the whole space X). Let {T t } t>0 be the semigroup on L 2 (X, m) associated with the Dirichlet form (E, F) associated with the Cheeger energy. We say that a jointly measurable function p(t, x, y) in (0, ∞) × X × X is a heat kernel if
By [34, Theorem 7.4 & Proposition 7.5], the global parabolic Harnack inequality implies that there exists a heat kernel p(t, x, y) which is locally Hölder continuous in (t, x, y) ∈ (0, ∞) × X × X satisfying (a) (Strong Feller property) For any f ∈ B b (X),
There exist positive constants
for all x, y ∈ X and 0 < t ≤ D 2 .
By (a) and (b), we know that {T t } t>0 is a Feller semigroup, that is, the following conditions hold: In fact, taking B = B D (x 0 ) in (2.9) for some x 0 ∈ X, we have
Here we used m n (X n ) = 1 and c(N, K, D) =
. Thus we have (2.15). Combining with the Gaussian heat kernel estimate (2.14), we have the following upper heat kernel estimate:
for all x, y ∈ X and 0 < t ≤ D 2 . For given ε > 0, take δ > 0 such that |f (x) − f (y)| < ε whenever d(x, y) < δ. By the Gaussian estimate (2.16), we can choose a positive number T such that p(t, x, y) < ε for any 0 < t < T and any x, y ∈ X satisfying d(x, y) ≥ δ. Then we have that, for any x ∈ X
Thus we have shown that (F-2) holds. By the Feller property of {T t } t>0 , there exists the Hunt process ({P x } x∈X , {B t } t≥0 ) satisfying (see e.g., [8] )
for all f ∈ B b (X)∩L 2 (X, m), all t > 0 and all x ∈ X. We call ({P x } x∈X , {B t } t≥0 ) the Brownian motion on (X, d, m). Since (E, F) is strongly local by [3] , B(·) has continuous paths without inside killing almost surely with respect to P x for all x ∈ X. See [15] for details.
Mosco convergence of Cheeger energies
In Gigli-Mondino-Savaré [16] , they introduced L 2 -convergences on varying metric measure spaces and showed a Mosco convergence of the Cheeger energies. We recall their results briefly. 
) be a complete separable metric space and ι n : supp[m n ] → X be isometries as in Proposition 2.2. We identify (X n , d n , m n ) with (ι n (X n ), d, ι n# m n ) and omit ι n .
(i) We say that u n ∈ L 2 (X, m n ) converges weakly to u ∞ ∈ L 2 (X, m ∞ ) if the following hold:
where recall that C bs (X) denotes the set of bounded continuous functions with bounded support.
(ii) We say that u n ∈ L 2 (X, m n ) converges strongly to u ∞ ∈ L 2 (X, m ∞ ) if u n converges weakly to u ∞ and the following holds: 
and (X, d) be a complete separable metric space as in Proposition 2.2. Let Ch n be the Cheeger energy on L 2 (X, m n ) for n ∈ N. Then Ch n Mosco-converges to Ch ∞ , that is, the following two statements hold:
the following holds:
such that u n converges strongly to u ∞ and the following holds:
In [5] & [12] ). Thus Theorem 2.11 holds for RCD * (K, N ) spaces. The Mosco convergence of the Cheeger energies implies the convergence of the Heat semigroups. Assume the same conditions as in Theorem 2.11 and Ch n are linear for any n ∈ N. Let {T n t } t>0 be the L 2 -semigroup corresponding to the Cheeger energy Ch n . Theorem 2.12 (See [16, Theorem 6.11] ) Assume the same conditions as in Theorem 2.11 and Ch n are quadratic in the sense of (2.7) for any n ∈ N. Then, for any u n ∈ L 2 (X, m n ) converging strongly to u ∞ ∈ L 2 (X, m ∞ ), we have T n t u n converges strongly to T ∞ t u ∞ (∀t > 0).
Note that, in [16] , Theorem 2.12 was stated without the condition of quadraticity of Ch n . In this case, {T n t } t>0 means the L 2 -gradient flow of Ch n (see e.g., [16, §5.1.4]).
Proof of Theorem 1.2 and Corollary 1.3
Proof of Theorem 1.2. Proof of (i) ⇒ (ii) in Theorem 1.2 By Proposition 2.2, there exist a complete separable metric space (X, d) and a family of isometric embeddings ι n : X n → X such that
By Proposition A.1 (see Appendix), we have that ι n (X n ) converges to ι ∞ (X ∞ ) in the Hausdorff sence in (X, d). Since each X n are compact with Diam(X n ) ≤ D, we can take X as a compact set (e.g., see the proof of [3, Proposition 2.7]). Let x n ∈ X n be a sequence satisfying ι n (x n ) → ι ∞ (x ∞ ) in (X, d) (such sequence always exists because of the Hausdorff convergence of ι n (X n )). For n ∈ N, let B n := ι n (B n · ) # P xn n , which is a sequence of probability measures on P(C([0, ∞); X)).
Hereafter we identify ι n (X n ) with X n , and we sometimes omit ι n .
To show B n → B ∞ weakly, it is enough to show (see e.g., [7, §6] )
) with respect to the weak topology;
(B) Convergence of the finite-dimensional distributions: For any k ∈ N, 0 = t 0 < t 1 < t 2 < · · · < t k < ∞ and g 1 , g 2 , ..., g k ∈ C b (X), the following holds:
We first show (A), that is, the following statement holds:
) with respect to the weak topology.
Proof. Since x n converges to x ∞ in (X, d), the laws of the initial distributions {B n 0 } n∈N = {δ xn } n∈N is clearly tight in P(X). Thus it suffices for (A) to show the following (see [7, Theorem 12.3] ): for each T > 0, there exist β > 0, C > 0 and θ > 1 such that, for all n ∈ N
where d(x, y) := d(x, y) ∧ 1. Take β > 0 such that β/2 − ν > 1, and set θ = β/2 − ν. By the Markov property, we have
By the Gaussian heat kernel estimate (2.16) and noting
where M β := sup t≥0 t β/2 exp(−t), and
2 M β > 0 is a constant dependent only on N, K, D (independent of n). Note that, in the 4th line in (3.5), we used m n (X n ) = 1 for all n ∈ N.
By (3.5), we have
Thus we finish the proof.
Now we show (B)
, that is, the following statement holds:
Lemma 3.2 For any k ∈ N, 0 = t 0 < t 1 < t 2 < · · · < t k < ∞ and g 1 , g 2 , ..., g k ∈ C b (X), the following holds:
Proof. Recall in §2.6 that we have
for all x ∈ X n , and
Since X n is compact, we have g (n) ∈ L 2 (X, m n ) for all n ∈ N. Now we show g (n) → g (∞) strongly in the sense of Definition 2.10.
Lemma 3.3 For any g ∈ C b (X), it holds that g (n) converges strongly to g (∞) in the sense of Definition 2.10.
where 0 < α < 1 and C > 0 are constant depending only on N, K, D. Thus we have
Now we extend T n k to the whole space X preserving its Hölder regularity (note that T n k is defined only on each X n ). Let T n k be the following function on the whole space X
Then we have that T n k is a α-Hölder continuous function on the whole space X with its Hölder constant H such that T n k = T n k on X n :
Lemma 3.4 (Hölder extension) T n k is a α-Hölder continuous function on X with its Hölder constant H such that T n k = T n k on X n . Here α and H are the same Hölder exponent and constant as those of T n k .
Proof. For x ∈ X n , the supremum of (3.13) is attained at x because of the Hölder continuity of T n k on (X n , d n ). Thus T n k = T n k on X n . We now show the α-Hölder continuity of T n k . We may assume T n k (x) − T n k (y) ≥ 0 (in the case of T n k (x) − T n k (y) < 0, we can do the same proof). Then we have
where in the last inequality, we used the triangle inequality with (u + v) α ≤ u α + v α for u, v > 0 and 0 < α < 1. Thus we finish the proof.
Now we resume the proof of Lemma 3.2. Proof of Lemma 3.2: It suffices for the desired result to show T n k → T ∞ k uniformly. In fact, we have
The quantity (I) n goes to zero as n → ∞ because of T n k (x n ) = T n k (x n ) (by x n ∈ X n ) and the uniform convergence T n k → T ∞ k . The quantity (II) n goes to zero as n → ∞ because of of k converges uniformly to some function F 1 as n 1 → ∞, then
(3.14)
In fact, by (b), { T n k } n∈N has a converging subsequence with respect to the uniform topology (Ascoli-Arzelà theorem). Let { T n 1 k } and { T n 2 k } be two subsequences with these limits F 1 and F 2 , respectively. By using (a) and continuity of the limit functions F 1 and F 2 , we have
By (3.14) and (3.15) , we have F 1 = F 2 = T ∞ k on the whole space X and thus every subsequence of { T n k } n∈N converges to the same limit T ∞ k . We first show (a) by induction in k. By Lemma 3.3, we have g 1,n → g 1,∞ strongly. Thus by Theorem 2.12, the statement (a) is true for k = 1. Assume that (a) is true when k = l. By noting
strongly. This is easy to show because T n l → T ∞ l strongly (the assumption of the induction), g l+1,n → g l+1,∞ strongly (by Lemma 3.3), and T n l and g l+1,n are bounded uniformly in n. Thus (a) is true for any k ∈ N.
We show (b). By Ascoli-Arzelá theorem, it suffices to show
The equi-continuity follows from (3.12). Now we show (c). Let T n 1 k be a subsequence converging uniformly to F 1 . It suffices for (c) to show T n 1 k (x) converges to F 1 | X∞ (x) for all x ∈ X. We have
Since we have
the quantity |(I) n 1 | goes to zero because T n 1 k converges uniformly to F 1 . We show that the quantity |(II) n 1 | goes to zero as n 1 → ∞. Let
Let c * n 1 ∈ X n 1 and d * ∈ X ∞ such that
Since X ∞ is a closed set (by the compactness of X ∞ ), there exists z n 1 ∈ X ∞ such that d(c * n 1 , z n 1 ) = d(c * n 1 , X ∞ ). Since X n 1 converges to X ∞ in (X, d) in the Hausdorff sense by Proposition A.1, we have d(c * n 1 , z n 1 ) = d(c * n 1 , X ∞ ) → 0 as n 1 → ∞. Thus, by the uniform continuity of L(·) (implied by the compactness of X and the continuity of L(·) on X), we have
On the other hand, by the same argument, there exists w 
The key point for the proof is how to get information about m n from the Brownian motions B n t . The following ergodic theorem gives us information about m n as a equilibrium state of B n t as t → ∞.
Lemma 3.6
For any open set G ⊂ X, 19) where 1 G denotes the indicator function on G.
Thus we have (3.21) and the desired result is obtained. Thus we finish the proof.
Now we resume the proof of (ii) ⇒ (i). Proof of (ii) ⇒ (i): By (ii), we have the convergence of the finite-dimensional distributions of B n t , and thus the following holds 
Thus we now show (3.23). To show (3.23) , it suffices to show that, for each Brownian motions, rates of convergences to the equilibrium states are controlled uniformly in n. This is done by an uniform estimate of the spectral gaps because rates of convergences to the equilibrium states are controlled by the spectral gaps. We now show it concretely.
By the Cauchy-Schwarz inequality, we have
Let λ 1 n be the spectral gap of Ch n :
The following is a well-known fact (easy to obtain by using the spectral resolution)
for any f ∈ L 2 (X n , m n ) and any t > 0. Here we mean m n (f ) :=´X n f dm n . By (3.26) and the Gaussian estimate (2.16), Thus the statement (3.28) implies lim t→∞ (I) t = 0, that is, the desired result (3.23).
Thus we now show (3.28). For (3.28) , it suffices to show lim inf n→∞ λ 1 n > 0, which follows immediately from the uniform Poincaré inequality (v) in Fact 2.9 (in fact, we have inf n∈N λ 1 n > 0. See [19] for detailed estimates of λ 1 n ). We finish the proof of (ii) ⇒ (i) in Theorem 1. for some x n . Let B n := ι n (B n · ) # P xn n for any n ∈ N. By Proposition 2.2, it suffices to show W 2 (B n , B ∞ ) → 0.
Since Diam(X n ) < D and X n Hausdorff-converges to X ∞ in (X, d), we have Diam(C([0, ∞), X)) < ∞ with respect to the local uniform distance δ.
It is known that the W 2 -convergence is equivalent to the weak convergence and the convergence of the second morment (see [38, Theorem 6.9 for some (thus any) x 0 ∈ X. By Diam(C([0, ∞), X)) < ∞, the function δ(·, x 0 ) is a bounded continuous function and thus the weak convergence of B n implies (3.29). We finish the proof.
we can take a subsequence (also denoted by x n ) converging to x ∞ ∈ X ∞ . Take n 0 such that, for any n ≥ n 0 , d(x n , x ∞ ) < ε 0 /2. Then, by the triangle inequality, we have
Thus we have B(x ∞ , ε 0 /2) ∩ X n = ∅ for any n ∈ N. Since supp[m ∞ ] = X ∞ , we have lim inf n→∞ m n (B(x ∞ , ε 0 /2)) = 0 < m ∞ (B(x ∞ , ε 0 /2)).
This contradicts the condition (iii). We finish the proof of (1). Now we show (2) by contradiction. Assume that (2) does not hold. Then there exists ε 0 > 0 such that, for any n ∈ N, we have X ε 0 ∞ X n . Then there exists x n ∈ X n such that d(x n , X ∞ ) := inf z∈X∞ d(x n , z) > ε 0 . By (ii) and (iv), we have 1 = m n (B(x n , 2 This contradicts (iii). We finish the proof.
