INTRODUCTION
Interactions between a pathogen and its host involve both a complex virulence program executed by pathogens and activation of an orchestrated defense response by the host (Schwan et al., 2000) . Genomic approaches-profiling the host, the pathogen, or both-have been employed in recent years to uncover substantial molecular details about host and bacterial factors that underlie infection outcomes (Eriksson et al., 2003) . However, to date, these genomic studies have been typically based on averaging cellular behaviors across populations (Helaine et al., 2010) , whereas the heterogeneous, stochastic, and dynamic nature of both host and pathogens suggests that descriptions of average behavior may fail to accurately characterize their interactions (Jaitin et al., 2014) . For example, studies using flow cytometry and microscopy indeed indicate that disparate Salmonellamacrophage encounters give rise to diverse subpopulations with dramatically different individual outcomes (Claudi et al., 2014) . Recent advances in single-cell expression analysis provide an attractive approach to probe subpopulations and cellto-cell variability .
One of the best-studied cellular models of the host-pathogen interaction is infection of macrophages with the enteric pathogen Salmonella enterica serovar typhimurium (S. typhimurium). S. typhimurium is a facultative, intracellular Enterobacteriaceae that causes a range of enteric diseases in mammalian hosts. It has evolved to evade host defenses by sensing the transition from extracellular to intravacuolar environments, triggering a global modulation of gene expression that activates diverse virulence strategies, including alterations of pathogen-associated molecular patterns (PAMPs) and secretion of compounds to alter macrophage response (Galá n and Collmer, 1999) . In a single population, both in vitro and in vivo, S. typhimurium has been shown to display significant cell-to-cell variation in attributes such as growth rate, expression of virulence factors, and sensitivity to antibiotics (Claudi et al., 2014) . Using receptors that recognize PAMPs (e.g., lipopolysaccharides [LPS] by Toll-like receptor 4 [Tlr4]), macrophage detection of invading bacteria results in a transcriptional response that leads to the production of inflammatory cytokines and a variety of effector defense mechanisms (Rosenberger et al., 2000) . Like S. typhimurium, macrophages and other innate immune cells have been observed to display extensive cell-to-cell variation upon exposure to even homogeneous ligands . Recent studies using single-cell RNA sequencing (RNA-seq) have found subsets of dendritic cells with differential responses to LPS stimulation both in vitro and in vivo (Jaitin et al., 2014) .
The heterogeneous, stochastic, and dynamic nature of both macrophage and Salmonella populations suggests that their interaction is likely to result in a variety of subpopulations with different, complex phenotypes (Helaine et al., 2010) . Indeed, infection of macrophages with Salmonella generates well-documented diverse outcomes: some macrophages engulf the bacteria, while others remain uninfected (McIntrye et al., 1967) ; some macrophages lyse the ingested bacteria, while others are permissive to intracellular bacterial survival (McIntrye et al., 1967) ; and some macrophages will undergo cell death with bacterial release (Monack et al., 1996) , while others survive and allow bacteria to multiply or persist intracellularly (Helaine et al., 2010) . Despite long-standing observations of these diverse outcomes, we currently lack an understanding of the underlying molecular mechanisms in either the host or pathogen.
How macrophages integrate signals from bacterial PAMPs to determine cell fate and how bacteria regulate different virulence strategies to optimize pathogenicity in the host environment are fundamental to understanding infection biology and finding novel treatment options for infectious disease. Understanding the basis and significance of heterogeneity could inform strategies that result in a more beneficial outcome to the host. The discovery that distinct subpopulations of immune cells vary in their transcriptional responses to uniform PAMPs suggests that there may be some variability in the intrinsic state of the host cells that accounts for their differential response. Adding complexity, infection with live bacteria, which have diverse regulatory states themselves, might result in an even wider range of transcriptional interactions with implications for infection outcome.
Here, we set out to test whether and how distinct infection outcomes are reflected in the transcriptional status of individual host cells, to decipher the mechanistic underpinnings of this variation in both the host and bacteria and to examine the relationship of this variation to infection outcomes in vivo.
RESULTS

Heterogeneous Outcomes of Salmonella-Macrophage Encounters
To quantitatively characterize outcomes of individual S. typhimurium-macrophage interactions, we developed a fluorescent system using GFP-expressing bacteria stained with the red dye pHrodo (Experimental Procedures), which binds to the cell wall of bacteria and increases in fluorescence in the low pH environment of macrophage lysosomes. In the early stages after S. typhimurium challenge, there are three possible outcomes ( Figures 1A and S1A ): (1) no infection, (2) infection with intracellular survival of a bacterium, and (3) infection resulting in an intracellular dead bacterium. While live bacteria display both red and green fluorescence, dead bacteria fluoresce only red due to degradation of GFP. Exposed, but uninfected, macrophages do not fluoresce ( Figure 1A) . Importantly, using the GFP and pHrodo reporters, we can distinguish cells that had been initially infected but cleared the infecting bacterium (pHrodo + , GFP -) from those that had never been infected (pHrodo -, GFP -). We used this system to follow mouse bone-marrowderived macrophages (BMMs) exposed to pHrodo-stained, GFP-expressing S. typhimurium at an MOI of 1:1 for 24 hr. Importantly, we used a low MOI to ensure that infected macrophages are generally infected with only one bacterium.
Microscopy and fluorescence-activated cell sorting (FACS) revealed diverse phenotypes, including uninfected cells and cells infected with single or multiple and live (yellow) or dead (red) bacteria, as has been previously described (McIntrye et al., 1967) ( Figures 1B and 1C ). This variability is neither simply a transient phenomenon nor a mere outcome of the specific MOI chosen, since it is sustained throughout the 24-hr time course (Figure S1B) and with increasing MOIs ( Figure S1C ). To better quantify bacterial burden in single cells, we sorted macrophages according to fluorescence phenotype and enumerated the number of intracellular bacteria by plating for colony-forming units (CFUs) (Experimental Procedures). As expected, no viable bacteria were recovered from uninfected or pHrodo + , GFP -(dead bacteria) infected cells. GFP + , pHrodo + cells contained a range of bacteria ( Figure 1D ), which correlated with GFP intensity (Figures S1D and S1E) and showed reduction in bacterial burden during the 24-hr time course, similar to other studies using primary cells infected at low MOIs (Monack et al., 1996; Schwan et al., 2000) . Thus, individual host cells may vary widely in their ability to phagocytose bacteria and/or restrict bacterial growth after uptake.
Single-Cell RNA-Seq of Exposed Macrophages Accurately Distinguishes Transcriptional Changes Associated with Extracellular and Intracellular Bacterial Detection To determine if cell-to-cell transcriptional variation in host cells may underlie some of these different outcomes, we used FACS to sort single macrophages based on fluorescence and generated single-cell RNA-seq libraries from individually sorted cells, as well as a time course of sorted populations of 150 cells (using SMART-seq; Trombetta et al., 2014; Experimental Procedures) . To ensure that cell sorting and library construction methods did not significantly alter the measured cellular response, we also analyzed a time course of bulk RNA-seq libraries from entire exposed populations (5 3 10 5 cells) using Illumina's Tru-seq library construction method (Experimental Procedures). We found good agreement in expression patterns (Figures S1F and S1G) and differentially expressed genes (Figures S1H and S1I) among all three datasets, despite lower sensitivity from single cells, particularly for low abundance transcripts, as previously reported . Single-cell profiles clearly distinguished cells with different phenotypic states. We used a list of 535 genes that are upregulated in exposed macrophages in our single-cell libraries (DEseq p < 0.05 and fold change >2; Experimental Procedures; Table  S1B ) to perform principal component analysis (PCA) on the single-cell expression data. PCA clearly distinguished both between exposed/unexposed macrophages (mostly on PC1) and between infected and uninfected macrophages (mostly on PC2) (Figures 1E and S1J) . Taken together, the ability to distinguish these different phenotypes suggests that some pathways respond primarily to extracellular cues of bacterial presence, while others respond to intracellular cues.
To better understand these distinct responses, we calculated a metric we term the ''intracellular-to-extracellular-response ratio,'' which reflects the magnitude of induction accounted for by bacterial infection verses extracellular bacterial exposure (Figure 2A ; Experimental Procedures). We then classified genes based on their mode of response: cluster I contains genes that respond primarily to extracellular cues of bacterial presence, and cluster II contains genes that respond primarily to intracellular cues. Supporting our classification, many cluster I genes (responding to bacterial exposure, i.e., PC1 above) are known to be associated with the classic LPS response (e.g., Tnf and NFkB) and many cluster II genes (responding to intracellular bacteria, i.e., PC2 above) are known to be associated with Table S1B ) are shown. See also Figure S1 and Table S1 .
antibacterial defense (e.g., Nos2 and Il12b). While cluster I was relatively stable across different time points, many genes in cluster II were also found to be induced in uninfected cells at later time points ( Figure S2A ). At these early time points (8 hr), we did not detect differences between pHrodo + ,GFP + and pHrodo + ,GFP -infected cells, so these groups were merged for further analysis. While it also will be interesting to study possible differences between these infected populations at later time points (12-24 hr) , in this work we focused on analyzing the variation between single-infected cells, as discussed below, for a third cluster (cluster III). (Table S2C ). Localized regression was used to estimate the mean/variance relationship for genes in infected macrophages. Genes were assigned a variance score based on their distance from the fitted relationship (solid line). (D) Box plots of variance scores for either exposure (cluster I) or infection response genes (cluster II), at three time points following infection, are shown. Infection response genes have reproducibly higher variance then exposure response genes (p < 0.01 by Wilcoxon rank-sum test; Table S2D ). (E) Representative examples of single-cell gene expression distributions in infected cells from clusters I, II, and III. See also Figure S2 and Table S2. physiologies (Jin et al., 2014) . Thus, we searched for additional clusters of genes that co-vary across multiple time points using weighted gene correlation network analysis (Experimental Procedures). We identified three gene clusters (clusters III, IV, and V) that met these criteria ( Figures 2B, S2B , and S2C). Cluster III was particularly interesting as it was significantly enriched for the type I interferon (IFN) response (Table S2B ), which has previously been shown to play a role in non-canonical inflammasome activation in response to infection with S. typhimurium (Rathinam et al., 2012) . Cluster III is induced in approximately one-third of infected macrophages beginning at 4 hr post-exposure and continues to show bimodal expression at 8 hr, suggesting that this induction is not a transient phenomenon ( Figure S2C ). Notably, this cluster is also induced in uninfected cells at 8 hr. This may not be surprising given that interferon is a secreted soluble factor that may result in a non-cell-autonomous induction of this cluster later in uninfected cells (Honda and Taniguchi, 2006) . Cluster IV is enriched for cell-cycle genes, is bimodal in unexposed cells, and decreases in expression upon exposure. It does not differentiate between uninfected, pHrodo + ,GFPÀ, or pHrodo + ,GFP + cells at any time point (Mann-Whitney test, p > 0.05). Cluster V is highly expressed in all unexposed cells and has reduced expression in some cells upon exposure (becomes bimodal).
We verified representative expression patterns in cluster II and III genes using single-molecule RNA fluorescence in situ hybridization (FISH). Using pHrodo to identify infected cells, we confirmed both the induction of cluster II in all infected cells (e.g., Il1b, Il12b, and Nos2) and the bimodal induction of cluster III (e.g., Irf7 and Ifit2) in infected cells ( Figure S2D ). This method also allowed us to directly verify that the expression of cluster III was not correlated with GFP fluorescence, indicating that the heterogeneity we observe is not merely due to differences in bacterial burden ( Figure S2E ). It is important to note that single-cell analysis was required to identify the induction of cluster III between infected and uninfected cells. Analyzing sorted populations ( Figure S2F ) failed to identify these genes as they are not highly induced when averaged over all cells.
Infected Macrophages Display High Cell-to-Cell Variation in Genes from Immune Response Pathways
Motivated by the high variation of the type I IFN response between infected cells, we next examined whether immune responsive pathways in general show high variation between infected cells. We developed a scoring system based on localized linear regression to estimate each gene's variance in a manner that is largely independent of mean expression (Experimental Procedures; Figure 2C ). We then tested each pathway (as annotated in MSigDB) for its enrichment of variable genes using gene set enrichment analysis (GSEA) (Experimental Procedures) and identified those pathways that are consistently variable across multiple time points post-exposure in infected macrophages. As expected from previous reports (Shalek et al., 2013) , many pathways associated with housekeeping functions, such as ribosome function and oxidative phosphorylation, show consistently low variation. On the other hand, many pathways involved in the immune response, including Toll-like receptor signaling, cyctokine-cytokine receptor interactions and Rig-I receptor signaling, show consistently high variance for up to at least 8 hr after bacterial infection (Table S2C) . Furthermore, at all time points evaluated, genes induced primarily by the intracellular bacterial signals of infection (cluster II) were more variable than those induced by extracellular exposure cues in infected macrophages (cluster I; Figures 2D and 2E ). This difference suggests that within a seemingly homogenous population of infected cells there exists extensive cell-to-cell variation in the response to infection. This variation is characteristic of responses to intracellular cues of infection more than those to extracellular cues, possibly due to variability in intracellular bacterial state, bacterial burden, or bacterial clearance.
Intracellular Tlr4 Signaling through Trif and Irf3 Determines the Activation of the Type I IFN Response in Infected Cells
It has been previously suggested that LPS accounts for all the transcriptional responses to bacterial exposure, including intracellular bacterial detection (Rosenberger et al., 2000) . LPS is detected by Tlr4, which signals through two different adaptor proteins Myd88 or Trif, depending on whether LPS is sensed at the cell membrane or at a phagosome, respectively (Kagan et al., 2008) . Specifically, induction of the type I IFN response was shown to be mediated by Trif through the interferon regulatory factors Irf3 and Irf7 (Fitzgerald et al., 2003) . We hypothesized that the differential activation of cluster III in infected cells may depend on key components of Tlr4/LPS signaling. Thus, we measured the transcriptional response of wild-type (WT), Tlr4À/À, TrifÀ/À, and Myd88À/À immortalized BMMs (iBMMs) (Experimental Procedures) to infection with S. typhimurium at the single-cell level by monitoring an expression signature of 96 genes representative of clusters I, II, and III using qRT-PCR ( Figure S3A ; Table S2D ; Experimental Procedures). Compared to WT cells, we found ablated activation of all three clusters in Tlr4À/À cells ( Figure 3A ), suggesting that LPS and Tlr4 sensing dominate the transcriptional responses to infection, as previously suggested (Rosenberger et al., 2000) . Next, to analyze the transcriptional response to infection of Myd88À/À and TrifÀ/À cells, we defined a ''Trif-Myd88 ratio'' to assess the dependence of each gene's expression on Trif versus Myd88 ( Figure 3A ; Experimental Procedures). We found that regulation is partitioned in cluster I and cluster II, with some genes being regulated by Myd88 and some by Trif. Cluster III, on the other hand, is regulated almost entirely through Trif (Figure 3A) . Interestingly, Myd88 knockout upregulated this cluster in both infected and uninfected cells, which may indicate Myd88-dependent negative feedback inhibition of cluster III induction.
Next, we infected BMMs from WT, Irf3À/À, and Irf7À/À mice and found that knockout of Irf3 exclusively ablates the activity of cluster III in infected cells, while Irf7 knockout enhances its activation ( Figure 3B ). This suggests that while Trif has a role in the induction of all clusters, its activation of Irf3 is specific to cluster III and occurs in only a subset of infected cells. Based on these results, we tested two known inhibitors of the type I IFN response, BX795 (a TBK1 inhibitor; Lee et al., 2013) and BI2536 (a PLK inhibitor; Chevrier et al., 2011), and found that while BI2536 inhibited genes from all three clusters, BX795 specifically inhibited only cluster III genes ( Figure 3C ).
Overall, these data are consistent with a model in which singlecell transcriptional responses of macrophages to S. typhimurium exposure include a homogenous inflammatory response to bacterial exposure (cluster I) and a more variable antibacterial response to intracellular invasion (cluster II). Both responses are mediated by a combination of Myd88 and Trif activity. A third response also occurs in a fraction of infected cells, involving intracellular LPS detection by Tlr4, which signals through Trif and Irf3 and results in a bimodal type I IFN response ( Figure 3D ). (Table S3B ).
(C) BMMs were infected with pHrodo-labeled, GFP-labeled S. typhimurium, in the presence of BI2536 and BX795. While BI2536 inhibited mostly cluster III genes but also genes from clusters I and II, BX795 specifically inhibited only the induction of cluster III genes (Table S3C) See also Figure S3 and Table S3. phages, we explored this variation over time and in different infection models. A recent study showed that in dendritic cells exposed to LPS, the type I IFN response is initially bimodally expressed and then uniformly induced over the entire population by 4 hr due to paracrine signaling . In contrast, we have observed that the type I IFN response in macrophages infected with bacteria had sustained bimodal expression during the entire time course (8 hr). While we also observe additional non-cell-autonomous effects of type I IFN activation at late time points in uninfected cells (reminiscent of the induction pattern seen in dendritic cells exposed to LPS), these additional effects do not eliminate the bimodal response in cells infected with live bacteria. This discrepancy between a transient and sustained bimodal type I IFN response might be due to a difference between stimulation with soluble LPS versus LPS associated with an intact, infecting bacterium, other additional components of an intracellular bacterium, or a difference between host-cell types. To examine these possibilities, we compared transcriptional responses between macrophages exposed to live S. typhimurium and macrophages exposed to fluorescently labeled latex beads coated with LPS extracted from S. typhimurium (Experimental Procedures). Macrophages exposed to LPS-coated beads indeed activated clusters I, II, and III ( Figure S3B) . To compare between different subpopulations after treatment with LPScoated beads or live bacteria, we summarized the expression of each cluster with a single ''eigen-gene'' and calculated the density of these values across single cells (Experimental Procedures). Interestingly, compared to cells infected with bacteria, a much higher proportion of cells activated cluster III among the cells that had taken up LPS-coated beads ( Figures  3E and S3C ). This difference in activation was not the result of different levels of LPS exposure, since there was a uniform, but reduced, induction of clusters I and II in cells exposed to LPS-coated beads compared to live bacteria ( Figure 3E ). This result suggests that there may be a bacterial factor that varies (e.g., displays bimodal behavior) among individual invading bacteria that accounts for the heterogeneous expression of the type I IFN response upon bacterial uptake. However, on isolated LPS-coated beads, this factor's heterogeneity is less pronounced. We also observe a stronger non-cell-autonomous effect in uninfected cells exposed to LPS-coated beads that may be due to the release of more interferon from infected cells.
The Variation in the Type I IFN Response Is Driven by Bimodal Activity of the Bacterial PhoPQ TwoComponent System in Infecting Bacteria Based on the hypothesis that the bimodal induction of the type I IFN response may be due to heterogeneity in the infecting bacteria, we sought to identify bacterial factors that may influence type I IFN expression. In the nucleus, Irf3 binds to the IFN-stimulated response element (ISRE; Honda and Taniguchi, 2006) , a process that can be monitored at the single-cell level using a fluorescent reporter and FACS. We used iBMMs stably transduced with an ISRE fused to GFP as a reporter of the type I IFN response in individual cells (iBMM-ISRE; Figure 4A ; Experimental Procedures). We infected iBMM-ISRE with RFP-expressing bacteria, sorted ISRE-positive and ISRE-negative infected populations, and used RNA-seq to simultaneously profile host and bacterial transcripts in each population (Experimental Procedures). We confirmed that indeed, the type I IFN response is more strongly induced in sorted ISRE-positive cells compared to sorted ISRE-negative cells (induction > 1.5-fold, p FWER < 0.05 GSEA; Figure 4B ). Comparing the expression of bacterial pathways in these two populations, we found that targets of the bacterial transcription factor PhoP were significantly upregulated in ISRE-positive cells compared to ISRE-negative cells (p FWER < 0.05, GSEA analysis; Figures 4B and S4A ). In fact, both phoP and the associated phoQ gene were in the top 50 (Table S4) . See also Figure S4 and Table S4. differentially expressed bacterial genes between these two populations, while hilA, a gene known to be repressed by PhoP, was among the most downregulated ( Figure 4B ). PhoP is the response regulator of a two-component system (with its cognate sensor kinase PhoQ) that is activated after a Salmonella bacterium is taken up by macrophages and induces the expression of genes important for intramacrophage survival (Groisman, 2001 ). We therefore hypothesized that variation in PhoP activity may underlie the variation in the type I IFN response.
To test this hypothesis, we first assessed the variation in PhoP activity among intracellular bacteria using an engineered reporter with a PhoP-sensitive promoter upstream of GFP (phoP-GFP). We infected BMMs with pHrodo-labeled S. typhimurium carrying the phoP-GFP reporter. Consistent with our hypothesis, we found that PhoP indeed had bimodal activity in the population of infected cells ( Figure 4C ). We then sorted GFP-high and GFP-low macrophage populations and confirmed the difference in the expression levels of phoP between GFP-high-and GFPlow-infected cells by quantitative PCR ( Figure S4B ). We found increased expression of the type I IFN response in the PhoPhigh-, compared to PhoP-low-, infected cells (over a 5-fold increase at 4 hr and over a 3-fold increase at 8 hr, p < 0.05 at both time points by a bootstrap analysis; Figures 4D and S4C) . Importantly, this difference in type I IFN expression was not observed when using a constitutive GFP reporter ( Figure S4D ), implying that the host cell is not responding primarily to differences in bacterial burden but to unique properties of PhoP-low and PhoP-high bacteria. No significant difference was observed in the expression of cluster I or cluster II between PhoP-high-and PhoP-low-infected cells ( Figure S4E ). Together, these results demonstrate a correlation between PhoPQ activity and the host type I IFN response.
To establish whether PhoP activity functionally determines type I IFN expression in the host cell, we infected macrophages with a phoP-null mutant (PhoP À ) and a strain with a single mutation in the phoQ gene that renders it constitutively active (PhoP c ) (Miller and Mekalanos, 1990) . Analyzing sorted infected populations, we found that cells infected with PhoP c bacteria induce the type I IFN response more strongly than WT infected cells, while cells infected with PhoP À bacteria induce a weaker response ( Figure S4F ). Interestingly, at the single-cell level, we found that infection with PhoP c , like stimulation with LPS-coated beads, increased the fraction of cells inducing the type I IFN response ( Figure 4E ). PhoP c exposure also elicited a type I IFN response in more uninfected cells than did WT or PhoP À exposure, again implicating non-cell-autonomous effects. Similar proportions of PhoP À -and WT-infected cells induced the type I IFN response. Notably, no differences in the induction of clusters I or II were observed between the phoP mutants ( Figures S4F and  S4G ). These results indicate that the type I IFN response is both correlated with and functionally the result of the activity of PhoPQ.
Intracellular Recognition of PhoPQ-Mediated LPS Modifications Results in Induction of the Type I IFN Response
PhoPQ is a global regulator of S. typhimurium virulence, involved in numerous cellular processes, including activation of type III secretion and cell-wall alterations (Groisman, 2001 Figure S5A , bottom). Treatment with heat-killed cultures elicited a differential type I IFN response, corresponding to infection with live mutants (Figure S5A, top) . This result would be consistent with cell-wall alterations playing a role in type I IFN induction. These results, together with reports implicating PhoPQ as regulator of LPS modification (Guo et al., 1997) , led us to hypothesize that PhoPQ may exert its influence on the type I IFN response through LPS modifications. To test this hypothesis, we extracted LPS from WT, PhoP À , and PhoP c strains and used them to stimulate BMMs. We used a standard limulus amebocyte lysate (LAL) test to normalize LPS concentrations from the different extractions (Experimental Procedures). Similar to infection with live bacteria, LPS from PhoP c induced higher levels of type I IFN-responsive genes compared to WT (over a 9-fold increase at 2 hr post-exposure, p < 0.05 by bootstrap analysis), while LPS from PhoP À induced lower levels (over a 4-fold decrease at 2 hr post-exposure and over a 40-fold decrease at 4 hr post-exposure, p < 0.05 at each time point by bootstrap analysis; Figures 5A and S5B) . Notably, stimulation of cells with commercially available LPS from S. typhimurium resulted in induction levels similar to LPS from WT ( Figure S5C ), validating our extraction method and quantifications of LPS. These results demonstrate that PhoPQ's modification of LPS is responsible for the induction of the type I IFN response. Next, we sought to test whether variations in LPS on the surface of individual bacteria are sufficient to drive a bimodal type I IFN response. As it is not currently technically possible to query LPS modifications at the single-cell level, we simulated a heterogeneous population of ''bacteria'' by coating red fluorescent beads with LPS from the PhoP À strain and green fluorescent beads with LPS from the PhoP c strain. We then treated macrophages with an equal mixture of red and green LPScoated beads, sorted macrophages according to the color of beads they had taken up, and examined induction of genes at the single-cell level. We used a low MOI treatment to preclude the uptake of more than one bead in a given cell. We observed no difference in the induction of cluster I and cluster II between cells that took up beads with LPS from PhoP À or PhoP c strains ( Figure 5B , inset). In contrast, there was a clear shift in cluster III induction, with induction of this cluster in a larger proportion of cells taking up beads coated with PhoP c LPS (74%) than in cells taking up beads coated with PhoP À LPS (26%) ( Figure 5B ; p = 0.003 using a two-population proportion z test). Similar to exposure to live bacterial strains, a non-cell-autonomous effect was also evident in uninfected cells exposed to beads coated with PhoP c LPS ( Figure S5D ). As controls, induction levels of green or red beads coated with LPS extracted from WT S. typhimurium were similar, no induction was observed using beads not coated with LPS, and comparable results were obtained in bead-color swap experiments ( Figure S5D ). Additionally, no significant expression changes were noted between our brightest and dimmest cells infected with beads coated with WT LPS (demonstrating that differences in LPS burden cannot explain our results; Figure S5E ). These results indicate that the bimodal type I IFN response within a population of infected cells can be recapitulated by infecting with LPS-coated beads from PhoP À and PhoP c mutant strains. Thus, differences in the induction of the type I IFN response are determined not only by the internal state of the host cells or non-cell-autonomous effects between host cells but also as a direct result of the state of the infecting bacterium. Specifically, the extent of PhoPQ-regulated LPS modification of the invading bacterium accounts for the differences among individual intracellular ''bacteria,'' and this drives different host responses ( Figures 5C  and 5D ).
LPS Modifications Mediated by PhoPQ Impact the In Vivo Type I IFN Response and Infection Outcome
To confirm bimodal induction of the type I IFN response of infected macrophages that had been naturally differentiated in vivo, we collected all cells from the peritoneal cavity of mice (Experimental Procedures) and immediately infected them with GFP-labeled S. typhimurium. After 2 hr, we sorted infected resi- , induce more than the highest unexposed cells (white); p = 0.003 using a two-population proportion z test (Table S5B) . (C and D) Schematic representation of the differences in the responses of BMMs to infection with live bacteria and to stimulation with LPS-coated beads. Live bacteria are more heterogeneous than LPS-coated beads. See also Figure S5 and Table S5 . dent macrophages ( Figure S6A ) and analyzed the induction of clusters I, II, and III. We found similar expression patterns for all three clusters to those we observed in infected BMMs. Importantly, we found bimodal induction of the type I IFN response ( Figure 6A ), indicating that this pattern of response to infection is generalizable to macrophages from different tissues.
To determine the physiological importance of the relationship between bacterial PhoPQ, LPS variation, and the host type I IFN response, we next sought to demonstrate the same correlation in mice using LPS stimulation. We injected mice intraperitoneally (i.p.) with sub-lethal, normalized doses of LPS extracted from WT, PhoP À , and PhoP c strains (Experimental Procedures). After 2 hr, we isolated peritoneal macrophages from treated mice ( Figure S6A ) and analyzed the in vivo induction of clusters I, II, and III. Notably, LPS from the PhoP c strain induced higher levels of cluster III, while LPS from the PhoP À strain had the opposite effect, thereby mirroring the in vitro infection results ( Figure 6B ). Minimal differences in clusters I and II were observed in vivo, similar to what was observed in vitro. Additionally, we confirmed the Irf3 dependence of cluster III by performing this same experiment in Irf3À/À mice ( Figure 6B ). These results demonstrate a relationship between modified LPS and type I IFN expression in mice and suggest that PhoPQ is an important regulator of the type I IFN response in vivo. Ifnar1À/À mice were previously shown to have prolonged survival after S. typhimurium challenge, demonstrating an important role for the type I IFN response in determining infection outcome (Robinson et al., 2012) . We thus sought to test whether bacterial PhoPQ activity, through its activation of the type I IFN response, has an impact on infection outcome similar to ablating signaling downstream of Ifnar. Because PhoP À and PhoP c strains are both avirulent in mice (Miller and Mekalanos, 1990) , we turned to a mouse model of LPS-induced septic shock. Septic shock, a systemic response to severe bacterial infection, is considered an important determinant of infection outcome, as it is often associated with high mortality (Morrison and Ryan, 1987) . We induced septic shock in mice using high doses of LPS extracted from WT, PhoP À , or PhoP c Salmonella strains and monitored survival. Mice injected with normalized amounts of PhoP c LPS had significantly higher mortality rates than mice injected with WT LPS ( Figure 6C ; p = 0.003, log rank test). Meanwhile, mice challenged with PhoP À LPS had higher survival rates compared to WT LPS challenged mice (p = 0.003, log rank test). We then co-administered LPS extracted from PhoP c with the small molecule BX795, which we had previously shown to be a specific inhibitor of the type I IFN response ( Figure 3C ) and found significantly improved survival rates of the PhoP c LPS challenged mice (p = 0.031, log rank test). We further verified that these effects were mirrored in the transcriptional responses of peritoneal macrophages. The co-administration of the BX795 inhibitor, together with LPS extracted from a PhoP c strain, abrogated the induction of type I IFN response, reducing it to levels similar to mice challenged with WT LPS ( Figure S6B ). These results demonstrate that the extent of LPS modification by PhoPQ and its interaction with the cognate host type I IFN response are important determinants of infection outcome in vivo.
DISCUSSION
A General Approach to Characterize the Transcriptional Underpinnings of Phenotypic Heterogeneity in HostPathogen Encounters Heterogeneity between individual cells is a common feature of dynamic cellular processes, including signaling, transcription, and cell fate (Elowitz et al., 2002) . Phenotypic heterogeneity has similarly long been observed as an important feature of infection, resulting from individual cellular encounters that involve highly dynamic, adaptable cells and bacteria. However, to date, tools for probing the variation in host-pathogen interactions have been limited and studies of host-pathogen interactions have relied on bulk, population-level measurements. Thus, the specific mechanisms underlying this heterogeneity remain largely unknown and demonstrations of its effects in vivo are still incomplete. Here, we present a generalizable approach to identify and characterize transcriptional heterogeneity in subpopulations that may underlie phenotypic variation of infection by directly probing individual macrophage-bacteria encounters. We use microscopy to map infection phenotypes to transcriptional states as determined by single-cell RNA-seq, resulting in a high-resolution view of host-pathogen interactions.
Heterogeneity of Pathogen Populations as a Mechanism to Shape the Host Immune Response
We revealed specific genetic pathways that show unexpectedly large amounts of variation between what otherwise appears to be identically infected cells. One such pathway is the type I IFN response, which was only fully induced in a fraction of See also Figure S6 and Table S6. infected macrophages. Upon further investigation, we found that the level of type I IFN induction in infected macrophages is determined by the level of PhoPQ activity in the invading bacterium ( Figures 4D and 4E) . Heterogeneity of transcriptional responses has been reported and traditionally ascribed to stochastic variation or intrinsic state of the cell. For example, a recent publication suggests that the induction of the antiviral response in dendritic cells in response to bacterial LPS stimulation is dependent on the existence of a relatively small fraction of ''precocious'' cells that initiate the response that eventually spreads through the population via paracrine responses . Our work highlights the fact that immune activation also depends on the state of the invading pathogen. This demonstrates an alternative source of host heterogeneity, whereby intrinsic variation in bacterial populations shapes the host immune response. The in vivo experiments indicate functional consequences during infection of the variable factors identified and point to heterogeneity as a feature of pathogen populations that impacts infection.
Studies of the Immune Response in the Context of Heterogeneous Bacterial Ligands
Different types of LPS have been shown to produce dramatically different host responses, with diversity in LPS structures having been described between bacterial populations exposed to different environments (Paciello et al., 2013) , different bacterial mutants (Guo et al., 1997) , and different LPS variants, resulting from different isolation procedures (Gutschow et al., 2013) . We now show that heterogeneity also exists within a single population of wild-type bacteria. While this alone may not be altogether surprising, we demonstrate that this variability has functional consequence.
There is accumulating evidence that cell-to-cell variation exists in the expression of numerous bacterial factors in addition to LPS, including other PAMPs and virulence factors. For example, bacteria in the same culture can be in either a motile (flagella-positive) or a non-motile (flagella-negative) state (Cummings et al., 2006) or contain very different levels of effector proteins (Schlumberger et al., 2005) . Importantly, immunological studies of such molecules have often implicitly neglected pathogen variability by relying on measurements of host-cell response to what is assumed to be a homogenous ligand, ignoring the reality that such ligands actually result from a heterogeneous, diverse population. In this study, we show that coating beads with LPS isolated from a pooled, heterogeneous population of bacteria artificially limits heterogeneity by mixing modified and unmodified LPS stemming from different individual bacteria onto the same bead. This system thus fails to recapitulate the diversity of actual pathogens and the diversity of the cognate host response. The heterogeneity of the host response can be restored by reinstating the heterogeneity in the chemical stimulus (coating two sets of beads with LPS isolated from two different bacterial mutants (phoP À and phoP c ), followed by mixing of the two sets of beads [ Figure 5D ]).
Importantly, although we show that bacterial heterogeneity in PhoPQ-mediated LPS modification has a significant effect in mediating the host type I IFN response, this is by no means the only determining factor and is not solely responsible for the heterogeneity we observe. It is well known that the type I IFN response can be induced by non-cell-autonomous effects, such as paracrine signaling, given that interferon is a soluble secreted molecule (Honda and Taniguchi, 2006) . Indeed, we also observe induction of this cluster in uninfected cells at later time points during infection ( Figure S2C ). We also observe this paracrine signaling in a larger fraction of uninfected cells treated with PhoP c LPS, probably due to the fact that a larger fraction of infected cells are inducing the type I response.
We also observe the induction of the type I IFN response in a small population of cells infected with the PhoP À strain (Figure 4E ). This demonstrates that infection with PhoP mutant strains does not perfectly mirror the naturally occurring low and high PhoP populations that we observe during WT infection, as genetically altering the strains cannot provide the fine-tuned regulation and variation that occurs in WT bacteria. It is a relatively common phenomenon that genetic knockout does not abolish an activity for a protein that is revealed by overexpression (Kitano, 2004) ; in fact, it has been demonstrated before that the PhoP À strain does not always show the opposite phenotype of the phoP c strain (Strandberg et al., 2012) . This is generally indicative of redundant pathways and suggests that PhoPQ does not fully account for the variability observed in the host response. Other complementary bacterial pathways are also known to control LPS modifications, and it is likely that some of these also play a similar role in modulating type I IFN response. For example, one such possible candidate is the bacterial PmrAB two-component system (Perez and Groisman, 2007) , and understanding the role of such additional regulators merits further investigation.
Possible Advantages of Bimodal Expression of Bacterial
Factors within a Population in the Course of In Vivo Infection It has been previously reported that while virulence factors allow growth and survival of the pathogen within the host, their activity elicits changes that seem both beneficial and detrimental to the bacteria (Ackermann et al., 2008) . For example, while PhoPQ activation plays a key role in permitting intracellular survival by making Salmonella more resistant to environmental stressors, it is also associated with decreased transcytosis by epithelial cells and decreased replication rates (Groisman, 2001 ). This suggests that the utility of these factors may be highly dependent on environmental context. In changing environments, bistability or diversification of bacterial populations has been shown to be beneficial (Kussell and Leibler, 2005) .
Recently, it has been shown that cooperation between virulent and avirulent subpopulations is essential for S. enterica pathogenicity (Diard et al., 2013) . The effects of this cooperation were demonstrated using co-infection with genetically distinct mutant strains. Our work suggests that this strategy need not be restricted to mixed genetic subpopulations, but could occur between isogenic subpopulations during WT infection. For example, one could imagine a beneficial cooperation in which a population with high PhoPQ activity could induce a more robust immune response, as has previously shown to be helpful in overcoming the commensal microflora (Lupp et al., 2007) , paying a metabolic cost that benefits a population with low PhoPQ activity. In support of this, it is interesting that both the PhoP À mutant and the PhoP c mutant, that are unable to diversify PhoP activity, are attenuated (Miller and Mekalanos, 1990) . Thus, in order to succeed in the complex host environments encountered throughout infection, Salmonella could tune the variation of factors, such as PhoPQ, to create distinct subpopulations that ensure that some pathogen subsets prevail in infection.
To conclude, this work establishes a mechanism by which transcriptional heterogeneity can have functional consequences for host-pathogen interactions, in this case through differences in pathogen detection. The ability of immune cells to respond to differences between individual pathogens implies that pathogen heterogeneity is a key feature of pathogen populations that impacts host response. This work suggests that further investigation of the role of bacterial heterogeneity as a mechanism to drive different host responses and the extent to which this strategy is employed by diverse pathogens is warranted to fully uncover its role in bacterial pathogenesis and, ultimately, in determining infection outcome.
EXPERIMENTAL PROCEDURES
Mice, Cell Lines, and Bacterial Strains C57BL/6 WT mice were obtained from Jackson Laboratory. All animals were housed and maintained in a conventional pathogen-free facility at the Massachusetts General Hospital. All experiments were performed in accordance to the guidelines outlined by the MGH Committee on Animal Care. WT, Tlr4À/À, TrifÀ/À, and Myd88À/À iBMMs were obtained from BEI Resources. Irf3À/À and Irf7À/À BMMs were a generous gift from Dr. Nir Hacohen (Broad Institute).
All S. Typhimurium strains used in this study were derived from the wild-type strain ATCC14028s or SL1344. The following 14028 mutant strains were a generous gift from Dr. Sam Miller (University of Washington): PhoP c with pho-24 and PhoP À with phoP::Tn10d-Cam (Miller and Mekalanos, 1990 ).
Cultures of S.typhimurium labeled with GFP (pFPV25.1; Addgene) were grown in Luria-Bertani (LB) medium at 37 C, washed in PBS, and incubated for 1 hr with pHrodo dye (Life Technologies). BMMs were infected at an MOI of 1:1. 30 min later, cells were washed with media containing 15 mg/ml gentamicin to remove S.typhimurium that were not internalized.
Single-Cell Sorting and Transcript Quantification
At the indicated time points, single cells were sorted by FACS and processed using the SMARter whole transcriptome amplification protocol (Clontech). cDNA products were then converted to Illumina sequencing libraries using Nextera XT (Illumina). Samples were sequenced on an Illumina Hiseq-2500. A mouse transcriptome was generated using Ensembl gene annotations and the December 2011 (GRCm38/mm10) build of the mouse genome. Alignment was done using RSEM (v.1.2.3). Transcript abundance was estimated using transcripts per million (TPM).
Bacterial reads were aligned to a composite mouse-salmonella transcriptome built by combining the mouse transcriptome above with the NCBI build of the SL1344 genome (NC_017718.1). Alignment of bacterial reads was done using BWA 0.7.10-r789, and an in-house script was used for transcript enumeration.
Differential expression analysis was done using DEseq (v.1.10.1), treating each cell in a given condition as replicate. Genes were considered differentially expressed only if they had a false discovery rate of less than or equal to 0.05 and an average fold change of at least 2-fold.
Heatmaps and Density Plots
To generate heatmaps, gene TPM values were transformed into log space (log2(expression +1)) and scaled (by gene) to mean 0 and unit SD prior to plotting. Rows and columns were ordered as described in each figure legend.
For density plots summarizing the behavior of a gene cluster, PCA (biomark) or a weighted average approach taking into account overall library quality (RNA-seq) was used to generate a single estimate per cell. Density estimates of these summary values were plotted and given the same maximum height for easy visualization.
Mouse LPS Stimulation
In vivo experiments were performed in C57BL/6J mice injected intraperitoneally with a sub-lethal (20 mg per mouse) or lethal (700 mg per mouse) dose of LPS extracted from WT, PhoP À , or PhoP c Salmonella strains, and survival of mice was followed for 5 days. Additional computational analyses and experiments performed using RNAtag-seq for simultaneous detection of host and intracellular bacterial transcripts, RNA-flowFISH (Panomics), knockout mice, and bacterial mutants are described in the Supplemental Experimental Procedures.
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