We study the performance of the latest H(z) data in constraining the cosmological parameters of different cosmological models, including that of Chevalier-Polarski-Linder w0w1 parametrization. First, we introduce a statistical procedure in which the chi-square estimator is not affected by the value of the Hubble constant. As a result, we find that the H(z) data do not rule out the possibility of either non-flat models or dynamical dark energy cosmological models. However, we verify that the time varying equation-of-state parameter w(z) is not constrained by the current expansion data. Combining the H(z) and the Type Ia supernova data we find that the H(z)/SNIa overall statistical analysis provides a substantial improvement of the cosmological constraints with respect to those of the H(z) analysis. Moreover, the w0 − w1 parameter space provided by the H(z)/SNIa joint analysis is in a very good agreement with that of Planck 2015, which confirms that the present analysis with the H(z) and SNIa probes correctly reveals the expansion of the Universe as found by the team of Planck. Finally, we generate sets of Monte Carlo realizations in order to quantify the ability of the H(z) data to provide strong constraints on the dark energy model parameters. The Monte Carlo approach shows significant improvement of the constraints, when increasing the sample to 100 H(z) measurements. Such a goal can be achieved in the future, especially in the light of the next generation of surveys. 
I. INTRODUCTION
The general picture of the Cosmos, as it is established by the analysis of the recent cosmological data (see [1] and references therein), is described with a cosmological scenario that consists ∼ 30% of matter (baryonic and dark) and the rest corresponds to the so called dark energy (DE) . This mysterious component of the cosmic fluid plays an eminent role in cosmological studies because it is responsible for the accelerated expansion of the Universe. Also, current observations seem to favor an isotropic, homogeneous and spatially flat universe.
During the last decades, different classes of theoretical models have been introduced in order to explain the accelerating Universe 1 , giving rise to a scholastic debate about what is the exact description and the key points of each scheme. One of the fundamental questions of modern cosmology that subsequently emerges is what is the model that best describes the accelerated expansion of the universe, [3] . A prominent path in order to distinguish the various cosmological models is to probe the cosmic history [4] of the universe, using either the luminosity distance of standard candles or the angular diameter distance of standard rulers.
In general, the geometrical probes used to map the cosmic expansion history involve a combination of standard candles (SNIa [5, 6] ), GRBs [7] , HII [8, 9] ), standard rulers (clusters, CMB sound horizon detected through * Electronic address: fotis-anagnostopoulos@hotmail.com † Electronic address: svasil@academyofathens.gr 1 for a review, see [2] .
Baryon Acoustic Oscillations (BAO); [11, 12] ), the CMB angular power spectrum [1] and recently, data from gravitational wave measurements, the so called 'standard sirens', [13] . Alternatively, dynamical probes of the expansion history based on measures of the growth rate of matter perturbations (for recent studies see [14] and references therein) are also used towards tracing the cosmic expansion and they are confined to relatively low redshifts similar to those of Type Ia supernova data z ≃ 1.4. The aforementioned observations probe the integral of the Hubble parameter H(z), hence they give us indirect information for the cosmic expansion. Also, it is worth noting that in some cases the data suffer from the so called circularity problem, the fact that one needs to impose a fiducial cosmology in order to be able to define the data (see for example [15] , [16] ).
Among the large body of cosmological data the only data-set that provides a direct measurement of the cosmic expansion is the H(z) sample and indeed a plethora of papers have been published (e. g. [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] ) which determine the dynamical characteristics of various DE cosmological models, including those of modified gravity. Today, the most recent H(z) data trace the cosmic expansion rate up to redshifts of order z ≃ 2.4, while there are proposed methods [33] which potentially could expand the H(z) measurements to z ≤ 5. As expected using the H(z) data in constraining the cosmological models via the standard likelihood analysis, one has to deal with the Hubble constant, namely H 0 . However, the best choice of the value of H 0 is rather uncertain. Indeed, several studies on the determination of the Hubble constant have indicated a ∼ 3.1σ tension between the value obtained by the Planck team (see [1] ), namely H 0 = 67.8 ± 0.9 Km/s/Mpc and the results provided by the SNIa project (Riess et al. [35] ) of H 0 = 73.24 ± 1.74 Km/s/Mpc. In order to alleviate this problem we propose in the current work a statistical method which is not affected by the value of H 0 .
The structure of the article is as follows: In Sec. II we present the H(z) data used and the related statistical analysis. At the beginning of Sec. III we describe the main properties of the most basic DE models and then we focus on the cosmological constrains. In Sec. IV we discuss the Monte Carlo simulations used towards planning future H(z) measurements in order to place better constraints on the DE model parameters. Finally, in Sec. V we provide a detailed discussion of our results and we summarize our conclusions in Sec. VI. 
II. STATISTICAL ANALYSIS WITH H(Z) DATA
In this section we discuss the details of the statistical analysis and on the observational sample that we utilize in order to place constraints on the cosmological parameters. In particular, we use the cosmic expansion data as collected by Farooq et al. [29] (see Table I and the corresponding references) for which the Hubble parameter is available as a function of redshift. Notice, that the H(z) sample contains 38 entries in the following redshift range 0.07 ≤ z ≤ 2.36. In Fig.1 , we present the normalized redshift distribution of the H(z) data and the corresponding distribution of the relative uncertainty σ(%) = σ H(zi ) /H(z i ). Also, we find no significant correlation between σ and redshift in that range.
First let us assume that we have a dark energy model that includes n-free parameters, provided by the statistical vector φ µ = (φ 0 , φ 1 , ...φ n ). In order to put constraints on φ µ we need to implement a standard χ 2 -minimization procedure, which in our case is written as
where H D (z i ), σ i are the observational data and the corresponding uncertainties at the observed redshift, z i . The capital letters M and D stand for model and data respectively. In this case the theoretical Hubble parameter is written as
where H 0 is the current value of Hubble parameter, namely the Hubble constant, E(z) is the normalized Hubble function and the vector φ µ contains the cosmological parameters. In this framework we observe that the statistical vector becomes φ µ = (H 0 , φ µ+1 ), where the components φ µ+1 contains the free parameters which are related with the matter density, spatial curvature and dark energy.
Therefore, in order to proceed with the statistical analysis we need to either know the exact value of the Hubble constant or having it as a free parameter.The most recent results on the determination of the Hubble constant have found a ∼ 3.1σ tension between the value obtained by SN Ia project (Riess et al. [35] ) of H 0 = 73.24 ± 1.74 Km/s/Mpc and the results from Planck (see [1] ) of H 0 = 67.8 ± 0.9 Km/s/Mpc. The Hubble constant problem has inspired us to propose a technique which provides the chi-square estimator independent from the value of H 0 . At this point we present the basic ingredients towards marginalizing χ 2 over H 0 .
2 Indeed, inserting (2) into (1) the latter equation simply becomes
where
2 Similar analysis has been proposed by Taddei & Amendola [36] and Basilakos & Nesseris [37] ) in order to marginalize chi-square function of the growth rate data over the value of the rms fluctuations at 8h −1 Mpc, namely σ 8 .
In this context the corresponding likelihood function is written as
Using Bayes's theorem and marginalizing over H 0 we arrive at
Furthermore, considering that H 0 lies in the range H 0 ∈ (0, +∞), introducing the variable y = H 0 − B/A and utilizing flat priors p(φ µ |M, H 0 ) = 1 we obtain after some simple calculations Lastly, it is easy to show that the above likelihood function corresponds to the following marginalizedχ 2 H function:
where we have ignored the constant ln(π/2), since it does not play a role during the minimization procedure. Obviously, the statistical estimator (8) does not suffer from the Hubble constant problem. Indeed, instead of minimizing χ 2 we now use the marginalizedχ 2 H function which is independent of H 0 and thus we do not need to impose in the statistical analysis an a priori value for the Hubble constant, as usually done in many other studies of this kind.
Bellow, we test the performance of the current statistical procedure at the expansion level using some well known dark energy models.
III. FITTING MODELS TO H(z) DATA
In this section we present the expansion rate of the Universe in the context of the most basic DE models whose free parameters are constrained following the procedure of the previous section. Due to the fact that the H(z) data are well inside in the matter dominated era we can neglect the radiation term from the Hubble expansion.
Let us now briefly discuss the cosmological models explored in the present study.
• Non-flat ΛCDM model. In this case the Hubble parameter is given by (9) where Ω K0 is the dimensionless curvature density parameter at the present time which is defined as Ω K0 = 1−Ω m0 −Ω Λ0 , hence the cosmological vector takes the form φ µ+1 = (Ω m0 , Ω Λ0 ).
• wCDM model. In this spatially flat model the equation of state parameter [38] , where ρ d is the density and p d is the pressure of the dark energy fluid respectively. Under the latter conditions the normalized Hubble function is
, (10) where Ω d0 = 1 − Ω m0 and thus the cosmological vector is φ µ+1 = (Ω m0 , w).
• CPL model. This cosmological model was first introduced in the literature by Chevalier-PolarskiLinder [39] , [40] . Here the equation of state parameter is allowed to vary with redshift and it is written as a first order Taylor expansion around the present epoch, w(a) = w 0 + w 1 (1 − a) with a = 1/(1 + z). Therefore, the dimensionless Hubble parameter takes the following form
and [41] found H 0 = 69.5 ± 2.5Km/s/Mpc, Ω m0 = 0.242 ± 0.036 Ω Λ0 = 0.256 ± 0.14, while using the Riess et al. [42] Table II we provide a more compact presentation of our statistical results. In Fig. 2 we plot the 1σ, 2σ and 3σ confidence contours in the (Ω m0 , Ω Λ0 ) and (Ω m0 , w) planes for non-flat ΛCDM (upper panel) and wCDM (bottom panel) models respectively. We observe that our best-fit values are almost ∼ 1σ away, from the values provided by the Planck team [1] (see stars in Fig. 2 ). Moreover, in Fig. 3 we show the (w 0 , w 1 ) contours for the CPL model by using Ω m0 = 0.262 (upper panel) and Ω m0 = 0.308 (bottom panel). The stars in Fig. 3 corresponds to the solution (w 0 , w 1 ) = (−1, 0). As expected, we find that the parameter w 0 is degenerate with respect to w 1 , implying that the time varying equation-of-state parameter w(z) is not constrained by this analysis.
A. Joint Analysis with SN Ia
Although the H(z) data provide a direct measurement of the expansion of the Universe, due to their large errors with respect to the SN Ia data, various authors preferred to utilize the latter data in order to constrain the cosmological parameters 3 . Here we want to combine H(z) and SN Ia in order to study the performance of the H(z) data (as they stand today, namely 38 entries) with that of SN Ia data. In particular, we use the Union 2.1 set of 580 SN Ia of Suzuki et al. [5] . Concerning the chi-square estimator of the SN Ia we utilize the method of [54] , where the form ofχ 2 Sn is independent of H 0 (see also Ref. [9] and references therein). In this framework, the overall likelihood function is given by the product of the individual likelihoods according to:
which translates in an addition for the total χ Fig.5 ), which confirms that our analysis with the H(z) and SNIa probes correctly reveals the expansion history of the Universe as provided by the Planck team.
Concluding this section it is interesting to mention that recently, Yu et al. [10] introduced the covariance matrix of three BAO H(z) measurements [12] in the H(z) analysis. Using this covariance matrix we have re-done our statistical analysis and in Table III we provide the corresponding constraints, which are in agreement (within 1σ errors) with those of Table II . Notice, that in the appendix we have generalized the statistical methodology of section II in the presence of the covariance matrix. 
IV. STRATEGY TO IMPROVE THE COSMOLOGICAL CONSTRAINS USING THE H(z) DATA
From the previous analysis it becomes clear that an important question that we need to address is the following: What is the strategy for the recovery of the dark energy equation of state using the direct measurements of the Hubble expansion? In this section we proceed with our investigation towards studying the effectiveness of utilizing H(z) measurements to constrain the equation of state parameter. Specifically, our aim is to test how better can we go in placing cosmological constraints by increasing the current H(z) sample from 38 to 100. In order to achieve such a goal, we produce sets of Monte Carlo simulations with which we quantify our ability to recover the input cosmological parameters of a fiducial cosmological model, namely (Ω m0 , Ω K0 , w 0 , w 1 ) = (0.25, 0, −1, 0) with H 0 = 68.75 Km/s/Mpc. In the upper panel of Fig. 6 we present the evolution of the Hubble parameter of the ref- Now, we develop an algorithm that generates different number of mock H MC (z) measurements following the redshift and the error distributions of the real H(z) data (see Figures 1 and 2) . Thus, our aim is to obtain the value of H MC as well as the corresponding 1σ error by calibrating the mock H(z) sample from the real H(z) data in which 0.07 ≤ z ≤ 2.36. More specifically, we implement the following steps:
First, from the redshift interval [0.07, 2.36] we choose a redshift z ran by randomly sampling the observed redshift distribution (see Fig.1 ). For this "random" redshift δHrel.
FIG. 6: Upper panel:
Comparison of the observed (red points [29] ) and theoretical evolution of the reference Hubble parameter, H(z), using (Ωm0, ΩK0, w0, w1) = (0.25, 0, −1, 0) and H0 = 68.75Km/s/Mpc. The reference cosmology is represented by the solid curve. tours of the reference model and thus the mock H(z) data contain the following simulated triads {z ran , H MC , σ ran } i , where i = 1, ..N and N ∈ [38, 120] . For the benefit of the reader in Fig.7 we plot the mock Hubble parameter as a function of redshift. Notice that in this case the mock sample constraints N = 100 entries. This figure can be compared with that of the observed H(z) data (see upper panel of Fig. 6 ). Now, based on the mock data we attempt to measure the effectiveness of the H(z) measurements in constraining the cosmological parameters. Therefore, we calculate the well known Figure-of-Merit (FoM) in the solution space. The FoM is a useful tool because it provides an assess how constraining the likelihood analysis of the H(z) data can be. We have defined the FoM as the inverse of the enclosed area of the 2σ contour in the parameter space of any two degenerate cosmological parameters, namely Ω m0 − Ω Λ0 and w 0 − w 1 . Of course, the higher the FoM is, the more constraining the model. We generate 100 Monte-Carlo simulations for each selected number (N = 38, 40, ..120) of mock H(z) data, and the corresponding results are shown in Fig. 8 . In this figure we plot the ratio between the simulation FoM and that of the present sample of 38 H(z) measurements, namely FoM 38 , as a function of the number of mock H(z) data. Therefore, with the aid of Figure 8 we see the behavior of the factor by which the FoM increases with respect to its present value.We observe that this factor increases linearly with the number of H(z) mock data. A linear regression yields Using the above expressions we find that for the realistic future observations of ∼ 100 H(z) data the FoM is expected to increase by a factor of ∼ 2 and ∼ 3 for the non-flat ΛCDM and CPL models respectively.
V. DISCUSSION
In this section we provide a qualitative discussion of of our H(z) based analysis, giving the reader the opportunity to appreciate the new results of our study. First of all, to our knowledge, this is the first time that a proper Bayesian likelihood analysis applied on the H(z) data towards taking out the value of H 0 from the likelihood analysis. But why is this important in this kind of studies? Using the direct measurements of the cosmic expansion, namely H(z) data in constraining the cosmological models, via the standard χ 2 estimator [see Eq. (1)], one has to either know the exact value of the Hubble constant or having it as a free parameter, increasing however the parameter space. If we follow the first path then we are facing the well known Hubble constant problem. This problem is related with the fact that the determination of the Hubble constant has indicated a ∼ 3.1σ tension between the value obtained by the Planck team (see [1] ), namely H 0 = 67.8 ± 0.9 Km/s/Mpc and the results provided by the SNIa project (Riess et al. [35] ) of H 0 = 73.24 ± 1.74 Km/s/Mpc. This is the main reason that various studies in the literature first imposed the Hubble constant to the above values and then they placed constraints to other cosmological parameters (Ω m , Ω Λ , w, ..). Obviously, the fact that the exact value of the Hubble constant remains an open issue in cosmology affects the constraints. At this point we would like to stress that our statistical method (see section II) treats in a natural way the aforementioned problem. Specifically, the outcome of our analysis is a new chi-square estimator [see Eq. (8)] which is not affected by the value of the Hubble constant and thus our constraints are independent from H 0 .
Concerning the importance of having direct measurements of the cosmic expansion some considerations are in order at this point. The choice of H(z) data, used in many studies the literature as well as in our work, is dictated by the fact that these data are the only data which are giving a direct measurement of the Hubble expansion as a function of redshift. To date, the cosmic acceleration has been traced mainly by SNIa which means that the observed Hubble relation, namely distance modulus versus z, lies in the range 0 < z < 1.5 [5, 6] . In general, the geometrical probes used to map the cosmic expansion history involve a combination of standard candles (SNIa) and standard rulers [clusters, CMB sound horizon detected through Baryon Acoustic Oscillations (BAOs; [11, 12] ) and via the CMB angular power spectrum [1] ]. These observations probe the integral of the Hubble expansion rate H(z), hence they give us indirect information of the cosmic expansion either up to redshifts of order z ≃ 1 − 1.5 (SNIa, BAO, clusters) or up to the redshift of recombination (z ∼ 1100). It is therefore clear that the redshift range ∼ 1.5 − 1000 is not directly probed by any of the aforementioned observations, and as shown in [8] the redshift range 1.5 < z < 3.5 plays a vital role in constraining the DE equation of state, since different DE models reveal their largest differences in this redshift interval. Therefore, the fact that direct H(z) measurements can be extracted relatively easily at high redshifts make them, especially those which are visible at redshifts z > 1.5, indispensable tools towards investigating the phenomenon of the accelerated expansion of the universe. It is worth mentioning that there are proposed methods which potentially could expand the H(z) measurements to z ≤ 5 [33] (for other possible tracers see [7] and [9] ). At the moment an obvious disadvantage of using alone the current H(z) sample in constraining the dark energy models is related with the small number statistics and thus with the weak statistical constraints. However, in order to appreciate the impact of the current H(z) data-set in constraining the dark energy models, we show in section IIA that our combined H(z)/SNIa statistical analysis (which is not affected by H 0 )) correctly reveals the expansion of the Universe as provided by the team of Planck [1] . Specifically, we find that for the CPL model the H(z)/SNIa contours may compete those of Planck TT, lowP CMB data and external (BAOs, JLA, H 0 ) data; see solid circles in Fig.5) . In order to understand the effectiveness of H(z)/SNIa test in constraining the w 0 − w 1 parameter space, we present in the left panel of Fig.9 the H(z) (red-scale contours) and Union2.1 SNIa (solid black curves) contours respectively. We observe that even with the current H(z) contours, the joint H(z)/SNIa analysis reduces significantly (due to different inclination of the contours) the w 0 − w 1 solution space and hence it becomes compatible to that of Planck (TT, lowP CMB, BAOs, JLA, H 0 ) test. Therefore, from the above discussion it becomes clear that the ideal avenue that cosmologists need to follow towards understanding the nature of the cosmic acceleration is to use future high quality H(z) data to measure the dark energy equation of state and the matter content of the Universe. This issue is discussed in section IV. In particular, Monte-Carlo predictions show that for the realistic future expectations of ∼ 100 H(z) measurements, we predict that the present FoM of the non-flat ΛCDM model is increased by a factor of two, while in the case of the CPL parametrization we find three-fold increase of the corresponding FoM. As an example, we provide in the right panel of Fig. 9 the contours of one simulation of 100 H(z) measurements for the CPL model in the w 0 − w 1 plane (red-scale contours) For comparison we plot the corresponding contours (black curves) of the Union 2.1 set of 580 SN Ia of Suzuki et al. [5] . Obviously, in the case of SNIa data we observe that the parameters w 0 and w 1 are degenerate. This seems to hold also for the JLA data [6] . However, our Monte Carlo analysis suggests that with the aid of only ∼ 100 future H(z) measurements in the redshift range 0 < z < 2.4, we will be able to put strong constraints on w 0 as well as to reduce significantly the w 1 uncertainty and thus testing the evolution of the DE equation of state parameter. We argue that having the future H(z) data available we will be in a position to use these data combined with SNIa and other probes to whittle away the available parameter space for the contender dark matter/energy scenarios and hopefully to settle on a single viable model.
In a nutshell, we would like to make clear that with the present analysis we don't want to compete SNIa or other cosmological probes. The aim of our article is to investigate the power of direct measurements of the cosmic expansion, towards constraining the dark energy models and to provide the appropriate observational framework for future work.
VI. CONCLUSIONS
We investigated the performance of the latest expansion data, the so called H(z) measurements, towards constraining the dark energy models. In the context of H(z) data aimed at testing the various forms of dark energy, it is important to minimize the amount of priors needed to successfully complete such a task. One such prior is the Hubble constant and its measurement at the ∼ 1% accuracy level has been proposed as a necessary step for constraining the dark energy models. However, it is well known that the best choice of the value of H 0 is rather uncertain, namely it has been found a ∼ 3.1σ tension between the value provided by the Planck team (see [1] ) and the results obtained by the SNIa project (Riess et al. [35] ). In order to circumvent this problem we implemented in the first part of our work a statistical method which is not affected by the value of H 0 . Based on the latter approach we found that the H(z) data do not rule out the possibility of either non-flat models or dynamical dark energy cosmological models.
Then we performed a joint likelihood analysis using the H(z) and the SNIa data, thereby putting tight constraints on the cosmological parameters, namely Ω m0 − Ω Λ0 (non-flat ΛCDM model) and Ω m0 − w (wCDM model). Furthermore, using the CPL parametrization we found that the w 0 − w 1 parameter space provided by the H(z)/SNIa joint analysis is in a very good agreement with that of Planck 2015, which confirms that the present analysis with the H(z) and SNIa probes correctly captures the expansion of the Universe as found by the team of Planck.
Finally, we performed sets of Monte Carlo simulations in order to quantify the ability of the H(z) data to provide strong constraints on the model parameters. The Monte Carlo approach showed substantial improvement of the constraints, when increasing the sample to ∼ 100 H(z) measurements. Such a target can be achieved in the future, especially in the light of the next generation of surveys. 
