In this paper we present a face detection algorithm for color images with complex background. We include color information into a face detection approach based on principal components analysis (PCA). A skin color probability image is generated by doing a color analysis and the PCA is performed on this new image instead of the luminance image. Experiments show that color information improves the robustness of the detection significantly.
INTRODUCTION
In the recent past there is a growing interest in image content analysis, given a large number of applications like image retrieval in databases, face recognition or content-based image coding. The automatic detection of human faces in images with complex background is an important preliminary task for these applications (see for example Chellapa et al 1]). A problem closely related to face detection is face recognition. One of the basic approaches in face recognition is the eigenspace decomposition (e.g. Turk and Pentland 8] ). The image under consideration is projected into a low dimensional feature space that is spanned by the eigenvectors of a set of test faces. For the recognition task, the resulting coe cients (principal components) are compared to those of images in the database. Principal components analysis (PCA) can also be used for the localization of a face region. An image pattern is classi ed as a face if its distance to the face space is smaller than a certain threshold. However, our experiments show that the background leads to a signi cant n umber of false classi cations if the face region is relatively small. For the detection of facial regions in color images, several techniques have been proposed so far, using texture, shape and color information, e.g. Sobottka and Pitas 6], Saber and Tekalp 5], Wang and Chang 9] . Due to the fact that color is the most discriminating feature of a facial region, the rst step of many face detection algorithms is a pixel-based color segmentation to detect skin-colored regions. The performance of such a hierarchical system is highly dependent on the results of this initial segmentation. The subsequent classi cation based on shape may fail if only parts of the face are detected or the face region is merged with skincolored background. In this paper we incorporate color information into a face detection scheme based on principal components analysis. Instead of performing a pixel-based color segmentation, we create a new image which indicates the probability o f e a c h i m a g e pixel belonging to a skin region (skin probability image). Using the fact that the original luminance image and the probability image have similar greylevel distributions in facial regions, we e m p l o y a principal components analysis to detect facial regions in the probability image. The utilization of color information in a PCA framework results in a robust face detection even in the presence of complex and skin colored background. Our detection algorithm nds front a l v i e w s o f h uman faces in color images over a range of scales.
COLOR ANALYSIS
The color of human skin is distinctive f r o m the color of many other natural objects, hence color is a v ery important feature that can be used for face detection. Analyzing the skin-tone color statistics, one observes that skin colors are distributed over a small area in the chrominance plane and the major di erence between skin tones is intensity. T h us, the image is rst converted into a color space which provides a separation into a luminance channel and two c hrominance components like the YCbCr color space. Let w ij denote the vector which is formed by the chrominance components of the pixel at site (i j). The conditional probability function of w ij belonging to the skin class S is modeled by a t wodimensional Gaussian (1) The mean S and the covariance matrix S of the distribution are estimated from a training set. The gaussian approach c a n b e v eri ed by a nonparametric density estimation (parzen estimate). Usually, the conditional pdf is used for a classi cation of the image pixels. In 5] a threshold is se- lected to decide whether a pixel belongs to the skin class or not. In 6] and 9] a pixel is classi ed as a skin-tone pixel if its chromaticity falls within a predened region of the color space. The subsequent a n a lysis of the face candidates is region-based and may fail if a face is not correctly extracted into one single region. Instead of doing a binary segmentation, we preserve the continuous information given by p(w ij jS). We create a so called skin probability image which i ndicates the probability of each image pixel belonging to the skin class S:
(i j) p(w ij jS):
(2) Fig. 1 and 2 shows the luminance component o f t h e image salesman#1 and the skin probability image , respectively. The test image has complex background with objects colored similar to human skin. The example shows that it is di cult to nd a threshold such t h a t t h e whole face is represented by a single region which i s not connected with background objects. An important observation is that the probability image resembles the original luminance image in facial regions. For example, parts of the face which do not have skin color like the eyes appear as dark holes in both luminance image and skin probability image. On the other hand, image regions with di erent color (background) are suppressed in the skin probability image. Generally speaking, the greylevel distribution of a face region is very similar in the original luminance image and the skin probability image. Since the important global features of a face (e.g. shape, eyes, mouth) are preserved, we suggest to apply a face detection algorithm based on principal components analysis to the skin probability image instead of the luminance image. The major bene t of using the skin probability image is that a facial region is enhanced compared to the Figure 2 : Skin tone probability image background. Furthermore, the in uence of di erent lighting conditions is drastically reduced since the skin probability depends not on the luminance. A similar approach has been presented by D a i a n d Nakano 2], where a face texture model originally developed for grey-level images is applied to the Icomponent of an image in the YIQ color space.
PRINCIPAL COMPONENT ANALYSIS
Most face detection schemes can be divided into two di erent strategies. The rst method is based on the detection of facial features (e.g. Yow and Cippola 10]), whereas the second approach tries to detect a face pattern as a whole unit (e.g. Sung and Poggio 7], Moghaddam and Pentland 4]). Following the second approach, each image pattern of dimension I by J can be considered as a vector x in a N = I J dimensional space. Obviously, images of faces will not be randomly distributed in this high dimensional image space. A suitable mean to reduce the dimensionality of the data set is the principal components analysis (PCA). The central idea of principal components analysis is to nd a low dimensional subspace (the feature space) which captures most of the variation within the data set and therefore allows the best leastsquare approximation (Jolli e 3]). When used for face detection and recognition, this principal subspace is often called the \face space" which i s spanned by the \eigenfaces" 8].
Given a set of training vectors fxg (face samples) with sample covariance matrix , t h e K L T basis can be computed by solving the eigenvalue problem
where P is the eigenvector matrix of and the diagonal matrix of the eigenvalues.
The orthogonal projection matrix P M into the Mdimensional principal subspace (M N ) i s g i v en by the M eigenvectors corresponding to the largest eigenvalues. These eigenvectors (\eigenfaces") form the columns of the projection matrix P M . The principal components vector y is obtained by projecting the image x into the face space:
where x denotes the mean face image. The classi cation of the image pattern containing N pixels as \face" or \non-face" is only based on its M principal components y i . The approximation of a face using M \eigenfaces" is given byx = P M y + x. The residual reconstruction error 
indicates how w ell the test pattern can be approximated in the face space. Thus, the \distance from face space" (DFFS) de ned by equation (5) 
For the detection task, it is customary to use only the DFFS for the decision criterion 8]. As shown in the next section, the incorporation of the \distance in face space" (DIFS) de ned by equation (6) improves the robustness of the detection signi cantly if the detection is performed on the skin probability image.
FACE DETECTION USING PCA
In our experiments we use a 10-dimensional principal subspace (M = 10). The projection matrix P M is calculated by an eigenspace decomposition using a set of luminance face test images. To l ocalize a facial region in a new image, the error criterion must be computed for each pixel position, resulting in a distance map. For the moment, we u s e a simple detector which is based only on the \dis-tance from face space" (DFFS). The global minimum of the distance map is then selected as the best match. When using M eigenvectors, the computation of the DFFS requires M + 1 correlations (with the M \eigenfaces" and the mean image) and an additional energy calculation. The correlations can be e ciently computed using the FFT. First we analyze the PCA-based face detection on grey level images and point out the problems caused by the image background. Figure 3 : Distance map for the luminance component using DFFS (salesman#1) Fig. 3 shows the DFFS map for the luminance image salesman#1. The global minimum is marked by the white circle. Though there is a local minimum at the true face position, the best match i s i n t h e background region leading to a false detection. The DFFS is high for non-facial image regions with a high changing in the intensity (e.g. the area that includes parts of the light-colored shirt and the dark background). On the other hand, the DFFS becomes relative small in non-facial regions with little variance in the intensity like parts of the background at the right side of the test image. This is due to the fact that an image pattern that can be modeled by noise can be better represented by t h e eigenfaces than a non-facial image pattern containing a strong edge. Therefore, detection based on the DFFS becomes di cult even in images with a simple background if the face region does not cover the main part of the test image. We n o w apply a principal component analysis to the skin probability image de ned by equation (2) using the same projection matrix. The DFFS map for the skin probability image shown in g. 2 is displayed in g. 4a. The true face region is characterized by a local minimum. Similar to the luminance case, the error criterion is also low i n b a c kground regions with little variance. These regions represent nonskin-colored background, so the probability i m a g e i s near zero in these areas. 
Since the principal components are scaled by t h e corresponding eigenvalues for the calculation of the DIFS, a similar scaling is necessary for the DFFS. In 4] the eigenspace decomposition is used to estimate the complete probability density for a certain object class (e.g. the face class). Assuming a normal distribution, the estimate for the Mahalanobis distance is also a weighted sum of the DFFS and the DIFS similar to equation (7) . A main di erence is that our scaling factor c is much smaller than the one used in 4] because the DIFS provides more information when using the skin probability image instead of the luminance image. The distance map using the combined error criterion is shown in g. 5a. The global minimum (marked by the white circle) lies in the true face region and the face is detected correctly. F i g . 5 b s h o ws the detected face region superimposed on the luminance component. To detect faces at multiple scales, the detection algorithm is performed on several scaled versions of the skin probability image and the global minimum of the resulting multi-scale distance maps is selected The global minimum detection based on the assumption that the image contains exactly one face. To d etect several faces and reject non-facial images, a threshold can be introduced which allows a tradeo between false detection and false rejection. If the error criterion at a certain spatial position is less than this prede ned threshold, the subimage located at this position is classi ed as a face. To prevent o verlapping regions, only the global minimum is selected in the rst step. For the search of the second (local) minimum, all spatial positions which lead to overlapping regions are discarded. This procedure is repeated until no position with error less than the threshold can be found which is not already covered by another detected region. The result of a multiple face detection is given in g. 7. 
CONCLUSION
The presented face detection algorithm combines a skin color analysis with an eigenspace approach. The incorporation of color information reduces the in uence of the image background and improves the detection performance especially in images where the size of the facial area is relatively small. Our current work is focused on the adjustment of the error criterion and the automatic adaption of the global detection threshold. Furthermore, the algorithm will be extended to face tracking in image sequences.
