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1. Auflage 2016
Truth is ever to be found in simplicity, and not in the multiplicity and confusion of
things. As the world, which to the naked eye exhibits the greatest variety of objects,
appears very simple in its internal constitution when surveyed by a philosophical
understanding, and so much the simpler by how much the better it is understood.
Isaac Newton
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Abstract
Decision making for competitive production in high-wage countries is getting strongly
influenced by computer simulations in order to cope with the fast changing global mar-
ket demands. These simulations offer the possibility to find better designs within a short
time, predict and optimize properties that cannot be measured directly from experiments,
and explore new information and parameter ranges in known processes that are not easily
accessible experimentally. Virtual prototyping is being successfully introduced in produc-
tion where new products are virtually designed on the computer before building expensive
machine components. This led to an explosion of tools that are being unified into a new
notion in production, the virtual production system. This virtual system is based on
the unification of real (experiments) and virtual (simulations) worlds, bringing together
the scientific knowledge and technical know-how about the process. The outcome is pre-
sented by operative tools, namely process maps and visual design apps targeted to get
more skilled developers and operators.
The primary achievement of this thesis is associated with the generation of process maps
and visual design apps that are capable to explore the design space spanned by solutions of
complex simulation models with the aid of a fast and frugal model, known as a metamodel.
Metamodeling follows Benjamin Franklin’s rule for decision making formulated in 1772
[46], where he defined "Prudential Algebra", to be one of the major ingredients that can
be applied in order to obtain one algebraic Pareto-value labelling alternative decisions.
Metamodeling techniques define a procedure to analyze and represent complex physical
systems using easy to use, fast mathematical designs to create cheap numeric surrogates
that describe cause-effect relationships between setting parameters as inputs and criteria
like product quality variables as outputs.
This dissertation focuses on two main research questions and three achievements.
The first research question focuses on how to efficiently generate and validate the
approximation quality of a metamodel representing a complex simulation model. The
question is investigated by different sampling, interpolation, and validation techniques.
The outcome is a novel iterative method that generates a high quality metamodel for
outputs with continuous as well as piecewise responses- the first achievement. It basically
combines the Sequential Approximate Optimization (SAO) procedure and the Radial Ba-
sis Function network (RBFN).
The second research question focuses on how to improve a complex model by re-
placing the simulation model by a metamodel. This question is investigated by inter-
facing the RBFN metamodel with several global sensitivity analysis and visualization
techniques. The outcome is a "Design-Cockpit" used for Virtual Production Intelligence-
the second achievement. Its main advantage is exploring information from complex multi-
dimensional computer simulation models for optimizing the process and improving the
know-how as well as the model structure with respect to the relevant properties.
Finally, the concept of process maps and visual designs are applied to five different laser
manufacturing applications with different parameter domain spaces ranging from two to
seven dimensions of parameter space. The results show a great efficiency of process map
and a visual design in supporting decision making- the third achievement. To the author’s
best knowledge, no fast interactive process map is conducted in any publication of laser
manufacturing process before. Although the process maps and underlying process apps
are applied to laser applications, the metamodeling techniques can be applied to almost
any economical, ecological, or technical process, where the process itself is described by
a black box model giving scalar data.
Zusammenfassung
Aufgrund der schnell wechselnden Anforderungen auf dem globalen Markt, ist die Entschei-
dungsfindung für eine wettbewerbsfähige Produktion in Hochlohnländern stark von Com-
putersimulationen beeinflusst. Simulationen bieten die Möglichkeit innerhalb kurzer Zeit
verbesserte Designs zu erstellen und Eigenschaften, die anhand von Experimenten nicht
direkt gemessen werden können, vorherzusagen und zu optimieren. Zudem können neue
Prozesse und Parameterbereiche bereits bekannter Prozesse erforscht werden, die ex-
perimentell schwerer zu ermitteln sind. Die virtuelle Prototypenentwicklung wird er-
folgreich in die Produktion eingeführt, in der neue Produkte vor der Fertigung teurer
Werkzeugsätze virtuell konstruiert werden. Das führt zu einem rasanten Anstieg der An-
zahl an Simulationswerkzeugen, die zu einem neuen Produktionskonzept vereinigt wer-
den, dem virtuellen Produktionssystem. Das Wissen und die Erfahrung hinsichtlich des
Prozesses verbindend, basiert dieses virtuelle System auf dem Zusammenwirken der realen
(Experimente) und der virtuellen (Simulationen) Welt. Das Ergebnis sind operative
Werkzeuge in Form von mehrdimensionalen Prozesslandkarten und visuellen Applika-
tionen, mit denen Entwickler und Bediener auf dem Stand der Technik agieren können.
Der grundlegende Beitrag dieser Arbeit betrifft die Generierung von Prozesslandkarten
und visuellen Applikationen, die eine Voraussetzung schaffen, die Lösungen komplexer
Simulationsmodelle mit Hilfe eines schnellen und schlichten Modells, dem Metamodell,
zu untersuchen. Die Metamodellierung folgt Benjamin Franklin’s Regel zur Entschei-
dungsfindung, die er 1772 in London formulierte. Darin definiert er "Prudential Al-
gebra" als einen Hauptbestandteil, um einen algebraischen (Pareto-) Wert anzugeben,
also die möglichen alternative Entscheidungen. Ein wesentlicher Bestandteil der Pruden-
tial Algebra besteht darin, Effekte mit kompensierenden Wirkungen auch zu vernach-
lässigen und im Ergebnis ein reduziertes System zur Entscheidungsfindung aufzusuchen.
Metamodellierungstechniken geben eine Systematik an, um komplexe physikalische Sys-
teme mit Hilfe von reduzierten, schnell berechenbaren mathematischen Konstruktionenn
darzustellen und zu analysieren. Das Metamodell ist eine mathematische Approximation
der Ursache-Wirkung Beziehung zwischen Parametern und Kriterien.
Diese Arbeit behandelt zwei Forschungsfragen und drei Ergebnisse. Die erste Forschungs-
frage bezieht sich auf die Problemstellung, wie man Metamodelle von komplexen Simula-
tionsmodellen effizient generiert und validiert werden können. Diese Frage wird untersucht
anhand verschiedener Sampling-, Interpolations- und Validierungstechniken. Das Ergeb-
nis ist eine neuartige, iterative Methode, die ein hochqualitatives Metamodell generiert.
Die Kombination von Sequential Approximate Optimization (SAO) Verfahren mit dem
Radial Basis Funktion Netzwerk (RBFN)ist wesentlich um eine große Approximations-
güte zu erreichen. Die zweite Forschungsfrage konzentriert sich auf die Verbesserung
des grundlegenden Verständnisses eines komplexen Modells durch das Ersetzen eines Sim-
ulationsmodells durch ein Metamodell. Durch die Verknüpfung des RBFN Metamodells,
Globalen Sensitivitätsanalysen sowie Visualisierungstechniken wird diese Frage detailliert
untersucht. Das Ergebnis ist ein "Design-Cockpit", das auch als die "Virtual Production
Intelligence" bezeichnet wird. Der Hauptvorteil liegt in der Systematik, Lösungen für
komplexe multi-dimensionale Simulationsmodelle für die Verfeinerung von physikalischen
Modellen, als auch der Optimierung des Prozesses und der Produkte zu analysieren.
Die Anwendbarkeit der Systematik zur Analyse anhand von Prozesslandkarten und vi-
suellen Applikationen wird an fünf Laserfertigungsanwendungen mit verschiedenen Pa-
rameterbereichen von zwei bis sieben Parameter-Dimensionen erprobt. Die Resultate
zeigen eine hohe Effizienz der Prozesslandkarten und Applikationen hinsichtlich der Entschei-
dungsfindung. Nach bestem Wissen ist dem Autor nicht bekannt, dass an anderer Stelle
von einer schnellen interaktiven Prozesslandkarte von Laserfertigungsprozessen berichtet
wurde. Obwohl die Systematik der Metamodellierung hier exemplarisch im Umfeld von
Laseranwendungen angewandt wurde, können die Metamodellierungstechniken auf je-
den ökonomischen, ökologischen und technischen Prozess angewendet werden, wenn ein
skalares Modell vorliegt, das den Prozess beschreibt.
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Chapter 1
Introduction and Overview
1.1 Scope of Virtual Production Intelligence
Over the last decades, the global interest of industries is strongly affected by economic,
ecological, and social trends such as globalization, global warming, shortage of energy re-
sources, or even financial crises [154]. Due to these trends, several complexities rise in the
production sector. For example, shorter product life cycles, a global price competition,
expensive resources, and faster changing market demands put the production companies
under pressure to make their work flows more efficient and more scalable as well as to
provide reliable and cost-effective responses to unpredictable market changes [157].
In order to cope with these complexities, production recently moved progressively into
the computational field in order to better understand, predict, and mainly control the
behavior of complex, socio-technical production systems. Moreover, industries are under-
going a paradigm change by installing their own simulation competence in house. From
the technical perspective of sub-systems such as manufacturing machines, the complex-
ity can be reduced to main functional characteristics and an interaction law that can be
described by physical or phenomenological models [13]. This led to an explosion of tools
that are being unified into a new notion in production, the virtual production system.
This virtual system is based on a unifying state of the art knowledge from the real and
virtual worlds, bringing together the scientific knowledge and technical Know-How about
the process. The outcome are operative tools, namely "process maps" and "visual design"
apps aimed to get more skilled developers and operators.
Starting by the definition of a map which is a picture or representation of the earth’s
surface, showing how things or locations are related to each other by direction as well as
distance. Process maps represent a way of visualizing the continuous relation-
ship between the process parameters and the output criteria. It visualizes the
1
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actual (current process parameter configuration) as well as the target (opti-
mized process parameter configurations) locations, and the different roots or
directions to attain such an optimized parameter setting.
Implementing a virtual production system is a challenging approach. This is due to the
fact that real production systems are hardly fully predictable. Production systems are
constrained to different dynamical market changes and characterized by complex general
and machine specific interactions, uncertainties and unknowns. For example, laser sys-
tem with the same specs behave different depending on components and life-cycle (such
as optics degradation).
These complications make predicting the behavior by any deterministic computer model
not only inaccurate but sometimes misleading [188]. Thus, it is crucial to implement a
virtual production system that supports iterative design and offers the needed knowledge
exploration by the aid of intuitively operating intelligent tools. The main focus of these
intelligent tools is to enhance learning capabilities. This leads to a new concept called
Virtual Production Intelligence [138].
Building an intelligent virtual production system requires a basic knowledge and a com-
prehensive understanding of how production facilities behave at relevant levels [1,18,153].
In this work, the concept of metamodeling is introduced to virtual production systems.
Here, one has to distinguish the difference between a metamodel and metamodelig. A
metamodel is an approximation model that mimic the behavior of the simu-
lation up to a required accuracy. This model, also known as surrogate model,
is not only faster but also less expensive than physically motivated simulation
model that is constantly questioned when running an operation on the model.
However, metamodeling is defined as a fast and frugal approach to validate
and iteratively improve physical models. It is an approach which indicates
how to build a physical model. The main outcome is a strongly simplified er-
ror control due to fast detection of the area of applicability. Moreover, meta-
models enable global exploration and optimization within a multi-dimensional
parameter space. This work proposes a methodology, which is illustrated in Figure1.1,
to extract knowledge from complex processes is intended to: i) create new opportunities
of computer based analysis and exploration for members of business administration, en-
gineers or even students; ii) compromise a systematic gain and improve an understanding
of the underlying behavior of the system; and iii) acquire new possibilities of knowledge
transfer between experienced and inexperienced users.
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Figure 1.1: The focus of the dissertation is to extract knowledge from complex systems
by analyzing the data generated from real (sparse) as well as virtual world (dense).
1.1.1 Knowledge Extraction in Complex Systems
Knowledge, which is shown in the center of the Figure1.1, is the central feature of post-
industrial societies, since it enables individuals to make better informed decisions in order
to develop, optimize, and interpret complex applications [3]. Stephen Hawking mentioned
in his book [64] that scientists became the bearers of the torch of discovery in the quest
of knowledge. They agreed that in order to analyze any complex phenomena at a deeper
or at a relevant level, it is not sufficient to only know how the phenomena behave, but
also why it is behaving as such and where in the parameter range is the applicability of
the answer [64]. The only way to learn or understand any complex process is to first
introduce a theory (the why-answer) and then apply a comparative critical thinking as
well as looking at crucial experiments to falsify the theory (the where-answer: range of
applicability). Karl Popper, the famous 20th century philosopher, discussed that vali-
dation of theories brings no increase of knowledge, since the theory remains as before.
However, the theory should be used to make a prediction that can be tested, with the
possibility of initiating improvements, that is the new knowledge! [131]. The development
of a knowledge exploration passes through the following consecutive stages: i) a theory
(Reference I) has to be stated first. It leads to many questions that need to be answered
in order to satisfy the human curiosity about the phenomenon or the process, such as
why, how, where, and what if; ii) in order to answer one of the previous questions, first
observations (Reference II) then hypotheses have to be formulated which are basically
an educated guess regarding the answer; and iii) hypotheses define laws which become
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theories after validation and verification and remain valid until they are scientifically dis-
proven or falsified. [123,125,192]. In the context of virtual production systems, data is the
fundamental ingredient for the generation of new knowledge and improved theories. It
ranges from atomistic micro levels defining for example materials properties up to global
macro levels such as the availability of resources mostly important for a holistic design
and optimization of production processes. [109,110].
1.1.2 Experiments and Diagnostics
The process of experimentation, illustrated by the gray color in Figure 1.1, involves gaining
knowledge of the process and improving the deterministic models by empirical means to
handle and cope with not yet understood or too complex behavior. In the production
sector, manufacturers mainly attach functioning parameter settings for specific pre-defined
tasks to their machines in form of catalogues or technology tables. Due to the vast
number of experiments, those technology tables, which are generated by every machine
manufacturer for their machines specifically, are expensive/labor-intensive, highly time-
consuming, and exposed to failure occasionally by non-standard system states. They also
reveal only a sparse set of potentially beneficial operating points of the machine. The
data contained in these tables are produced by numerous experimental tests performed
by appropriate Design of Experiment (DOE) techniques as well as other experience-based
procedures. When the market demands change, experts of the process might provide
alternative machine solutions, however the machine operators face a comparable challenge
for choosing an appropriate machine parameter set that can cope with any changes of
machine components [39, 139].
1.1.3 Modeling and Simulation
The main component of the virtual world, illustrated by the blue color in Figure1.1,
is simulation. Simulation has positively influenced research and development (R&D) in
the industrial environment. During the 1980s, virtual prototyping was successfully intro-
duced to the engineering community. It mainly involves computer-aided design (CAD),
computer-automated design (CAutoD) and computer-aided engineering (CAE) software
that help predicting fundamental design problems as early as possible in the design pro-
cess. Thus, before going into production, new products were first designed on the com-
puter by the simulation and then prototyping different concepts and selecting the best
design were simultaneously performed [169]. This is a main contribution to the idea of
green production leading to energy efficient and low-emission production. So far, the
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conventional approach in modeling and simulation of manufacturing processes relies on
performing several sets of individual simulations. Each individual simulation is charac-
terized by a set of parameters in a high-dimensional parameter space and can be bounded
by the following constraints: i) an increasing time required for performing the simula-
tion model; ii) a rising number of parameter space dimensions; or iii) a highly nonlinear
complexity of the simulation model. If the preceding constraints exist, the conventional
analysis tasks such as optimization, sensitivity analysis, or design space exploration will
easily become unmanageable. For example, it takes Ford Motor Company about 36 to
160 hours to run one crash simulation. Thus, the total computation time required for
optimizing such a task, by executing only 50 iterations, would be around 75 days to 11
months, which is in practice limiting their applicability [62].
1.1.4 Reduced Modeling
Direct numerical simulation of dynamical systems has been an extremely successful ways
for studying complex physical phenomena [158]. However, as details are added to the
system, the dimensionality (the number of degrees of freedom given by the numerical
nodes or volumes) of such simulations can increase to unmanageable levels of storage and
computational requirements. One approach to overcome this problem is through model
reduction. Reduced models are derived to avoid any unnecessary complexity and to reduce
the computational time of large-scale dynamical systems by approximations of much lower
dimension that can produce nearly the same input/output response characteristics [38].
The reduced modeling procedure takes a top-down approach and starts from the original
partial differential equations and derives approximated analytical solutions or a set of
ordinary equations using many mathematical approaches (e.g. asymptotic analysis [84],)
physical phenomenological approaches (e.g. model parameter estimation [67]), numerical
approaches (e.g. Proper Orthogonal Decomposition POD [22] or spectral decomposition)
or dimensional model reduction (such as Buckingham-Pi theorem [14]). It is important
to recognize that the input-output relationship approach is revealed by a set of discrete
data that is collected in every single simulation run.
1.1.5 Metamodeling
In order to overcome the limitations of the costly simulations and the discrete nature of
data (the result of every single simulation is a discrete data set) from reduced model-
ing, researchers are recently using fast and frugal metamodels. Metamodels create cheap
numeric surrogates that describe the cause-effect relationship between the setting param-
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eters defined as the input and the product quality variables defined as the output for
manufacturing processes. Metamodeling techniques rely on a preselected sampling data
known as training data. The procedure to select the best coordinates for the training
data is addressed by DOE techniques which are subjects of recent mathematical investi-
gations using e.g. entropy or likelihood methods. Sampling is considered a crucial step
in the metamodeling procedure, since it affects the accuracy of the metamodel. After the
selection of the training data that contains the parameters-criteria pairs, a global approx-
imation needs to be performed. The global approximation is equivalent to finding the
best continuous mapping of the discrete training data. Due to the fact that the method
will be applied to deterministic or phenomenological computer models, the criterion that
is considered in this work is an exact match (interpolation) of the continuous function to
be guessed (metamodel) and the given discrete input-output relation (simulation).
1.2 State of the Art
A survey of DOE methods can be found in [11]. The basic form is the Factorial Design
(FD) where data is collected for all possible combinations of different predefined sampling
levels of the full parameter space [12]. However, for high-dimensional parameter space,
the size of the FD data set increases exponentially [4] with the number of parameters
considered. This leads to the well-known term curse of dimensionality defined by Bell-
man [4] which means that an unmanageable number of runs is consequently conducted
to sample the parameter space adequately. Many researchers confirmed that the experi-
mental design for deterministic computer analyses should be space filling which spreads
design points fairly uniformly throughout the design region. [90]. Well-known space filling
designs are the Orthogonal Arrays, Latin Hypercube designs, Hemmersley sequences, and
uniform designs [41,78,165,197]. Approximation techniques evolve from the DOE theory,
in which polynomial functions are used as response surfaces, or metamodels. Besides the
commonly used polynomial functions, Sacks et al. [144,145] proposed the use of a stochas-
tic model, called Kriging [26] in order to treat the deterministic computer response as a
realization of a random function with respect to the actual system response. Neural net-
works are also applied to generate the response surfaces for system approximation [128].
Other types of models include radial basis functions RBF [36, 41], multivariate adaptive
regression splines (MARS) [47], least interpolating polynomials [9], and inductive learn-
ing [96]. A combination of polynomial functions and artificial neural networks is archived
in [176]. Concluding which model is superior to the others is a systematic procedure that
depends on several properties such as complexity of the response, required simulation
time, metamodeling purposes (visualization, sensitivity analysis, optimization, etc ...).
7Insights are gained through a number of studies [19,56,73,91,164,166,176]. After a meta-
model is generated, it is validated by an additional simulation data before being used as a
surrogate of the computation-intensive processes. Model validation and assessment is an
interesting and yet a challenging task [124,140]. Validating a metamodel is done through
two methods: 1) the use of an additional sample point set to check the predicted function
value with the real ones, and 2) the cross-validation method that includes leave-one-out
or leave-k-out approaches [106,108,185]. Once built and validated, the metamodel is used
to predict the model responses at unproven design locations quickly and repetitively. The
concept of metamodeling techniques is a revolutionary approach that is forcing a change
in the way production planning is achieved. It is applied in a lot of manufacturing and
production tasks of industrial applications. [8,32,34,43,49,95,127,135,137,155,165,186].
1.3 Research Questions
After reviewing the state of the art of metamodeling in literature, the core challenges of
this thesis are concerned with two main research questions:
i) RQ1: how to efficiently generate and validate a metamodel of a simu-
lation model within the pre-specified requirements by the domain expert
or engineer? This question mainly focuses on the generation of a metamodel from
simulation data and feeding back the results to the discrete reference data from the
experiments as well as the comprehensive numerical simulations. This task is sub-
jected to three sub-questions: i) how is the training data selected? (e.g. via a
one-shot-classical-design or adaptive sampling design); ii) which type of interpola-
tion technique should be used? and iii) how to validate and assess the adequacy
(fast) and quality (frugal) of the fitted metamodel?
ii) RQ2: how to improve a basic understanding of a complex model by
replacing the simulation model by a metamodel? This research question
covers a wide range of sub-questions. However, in this thesis, the main focus will
be on how to extract simple rules or behaviors from the metamodel. The three
sub-questions, hence, i) which input parameters are the most important? ii) how
to visualize a multi-dimensional domain space? and iii) how to decompose a multi-
dimensional domain space?
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1.4 Goals and contributions
The research questions are answered according to the following achievements:
i) The question of why and how metamodeling is considered as the main component
in the virtual production system is clarified, following the works of Schulz and Al
Khawli [160], Eppelt and Al Khawli [39], and Al Khawli et al. [82]. Herein, different
approaches on how to generate, validate, and integrate metamodeling techniques in
virtual production systems are presented.
ii) A novel smart sampling algorithm, detailed in Al Khawli et al. [80], for generating
metamodels for piecewise responses (containing a discontinuity between feasible and
non-feasible regions) is proposed, elaborated, and tested. The algorithm interfaces
the sequential approximation optimization (SAO) and the Radial Basis Function
Network (RBFN) for generating high quality metamodel with a minimal number of
simulation runs.
iii) The metamodel is interfaced with conventional global sensitivity analysis methods
such as Elementary Effect and Variance Decomposition as well as visualization meth-
ods such as Morse-Smale Complex or Hyperslices. This interface, presented in Al
Khawli et al. [81], allows the possibility of creating effective information structures
for data aggregation, retrieval and exploitation.
The three mentioned achievements basically aim to the following contributions:
1.4.1 Discrete to continuous support
One essential contribution of metamodeling is to overcome the drawback of experimental
trials generating sparse data in the multi-dimensional parameter space. Multi-dimensional
interpolation in metamodeling changes the discrete training data into continuous or dense
data. As a result of this continuous support, a process map is built for every process that
replaces the discrete points in the technology tables. It basically supports the direct
transfer of knowledge from experts in research and experiments to the machine operator
in a real production environment and vice versa, via a user interactive tool. Such tool
provides a landscape that can be used as an integrated, dynamic, accessible, and visible
navigation system that aims for a reliable and effective decision-making procedure. This
guarantees a mutual benefit, since scientific advances and economical needs are assured
especially when production demands are rapidly changing or new manufacturing systems
are developed.
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1.4.2 Metamodel-Based Design Optimization
Unlike direct optimization where the evaluations are completed using the detailed simu-
lation models directly, a metamodel-based design optimization technique is a very attrac-
tive approach to decrease the required computational effort. The concept of metamod-
eling enables the benefit rating of alternative decisions based on improvements that are
achieved by iterative design optimization where additional information of the process is
obtained [63].
In order to make the number of simulation as few as possible, the optimization is per-
formed while the metamodel is generated (in parallel). This is recently addressed by the
Sequential Approximate Optimization (SAO) with metamodeling techniques [30, 119].
The SAO is an iterative sampling technique that reduces the number of simulation runs
and simultaneously maximizes the information gain of every sampling step. This is done,
by adding appropriate sampling points which are obtained by several computation intel-
ligence techniques until a predefined termination criterion is satisfied [85,86,189].
Additionally, many applications in production have multiple objectives that conflict with
each other. The scalar concept of optimality in multi-objective problems does not neces-
sarily directly apply, since an improvement of one objective can lead to a deterioration
of others. The optimaiztion problem becomes a unique solution only if a compromise
between the different criteria is specified. The unique solutions of the multi-objective
problems are labeled as Pareto frontier [48] that contains different optimal solutions.
Since metamodeling techniques generate accurate approximation, they can identify a
good approximation of the actual Pareto optimal frontier. Approaches to solve multi-
objective optimization problems with a metamodel for a single objective function or by
direct approximation of the Pareto frontier can be found in [101,163,194,196].
1.4.3 Towards knowledge exploration in simulation models
With the aid of metamodeling techniques, the process map can be extended to an online
navigating cockpit that allows performing many engineering applications. Examples of
such applications are parameter identification, sensitivity analysis, multi-dimensional vi-
sualization and multi-dimensional domain decomposition. These examples are vital steps
in the planning process for achieving optimal designs and gaining valuable information.
Sensitivity analysis and visualization can help not only identifying the most-influential
parameters and quantifying their contribution to the model output, but also reducing the
model complexity and enhance the understanding of the model behavior.
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1.5 Thesis organization
This dissertation consists of 6 chapters. An introductory Chapter 1, which presents the
focus of this work, research questions and main contributions of the metamodeling tech-
niques. Chapter 2 provides a review of the field design of experiments which plays a
major role in generating metamodels. The question on how to choose the sampling point
coordinates for ensuring a good and balanced predictive behavior of the approximation
models is addressed in this chapter. Chapter 3 provides two approaches for generat-
ing metamodels for continous as well as piecewise responses. A novel smart sampling
algorithm for generating metamodels with piecewise responses is proposed. It basically
generates accurate metamodels iteratively by adding new sampling points in order to ap-
proximate responses with discrete changes. The new sampling points are inserted in the
sparse region of the feasible (continuous) domain in order to achieve a high quality meta-
model and also in the vicinity of the discontinuity in order to refine the uncertainty area
between the feasible and non-feasible domains. In Chapter 4, the theory of two global
sensitivity analysis techniques (Elementary Effect and Variance Decomposition) in addi-
tion to two visualization techniques (memoSlice and HDViz) is presented and explained.
The overview given in this chapter is of importance since, these techniques are the main
components of an interactive tool designed specially to virtual production systems. Then,
Chapter 5 presents a number of illustrative examples of metamodeling applied to five
laser manufacturing applications with different parameter dimensions ranging from two
to seven dimensions. A process map is generated for each application in order to illus-
trate and verify the proposed method showing its applicability and efficiency. Each of
the previous chapter is concluded with a summary briefly stating its outcome. Finally,
a brief summary, an outlook on future developments of the presented research work and
conclusions are presented in Chapter 6.
1.6 Summary
Due to the complexity of apparently comprehensive numerical simulation (hard to check
the error) and real world processing (hard to check the parameter values), the use of
metamodeling techniques became popular among scientists and engineers. However, in
order to make a metamodel operative (process map, virtual design), considerable efforts
and choices need to be overcome in order to generate, validate, and integrate metamodels
in virtual production systems. The goal of this work is to illustrate how to integrate
metamodeling techniques in order to extract knowledge from multi-dimensional physical
systems. The flowchart in Figure 1.2 summarizes the suggested framework for metamod-
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eling techniques towards knowledge exploration in computer simulation.
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Figure 1.2: Procedure of metamodeling techniques towards vitual production intelligence.
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Chapter 2
Design of Experiments
In order to successfully generate an accurate metamodel, an appropriate number of useful
points is needed. Each of these useful points, also called sampling points, may contains
vital information of the overall behavior of the system. The sampling points enable the
metamodel to correctly assess the relationship between the input and output. For ex-
ample, in order to build an accurate metamodel for a highly nonlinear response, many
sampling points are needed to be performed for capturing all the spikes and thresholds
(for example discontinuities) in the data. The major question that arises now is which
algorithm to use in order to generate the sampling set that contains both the input (design
parameter settings) and the corresponding scalar output (response values)?
A relevant procedure to efficiently define the coordinates of the sampling points of the
dataset is the Design of Experiments (DOE). DOE techniques or experimental designs
are defined as a systematic procedure that is carried out for extracting the most relevant
qualitative information from a given data set and for identifying the most important de-
sign parameters that lead to optimal design [6]. There exist two main branches of DOE:
(i) a-one-shot DOE where the sampling points are generated in one go and (ii) an adaptive
DOE which relies on a iterative procedure to sample. In this chapter, the main principles
and characteristics of DOEs are explained.
DOE has a rich history dating back to the 18th century applied to various theoretical de-
velopments and practical processes in many fields. In 1753, Lind carried out a controlled
experiment to develop a cure for the Scurvy disease [111]. In 1877, Charles S. Pierce
developed a theory of statistical interference which had focused on the significance of
randomization-based interference in statistics [130]. In 1935, Fisher published his innova-
tive book "The Arrangement of Field Experiments" [42]. His work dealt with agricultural
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applications of statistical methods. In 1987, Box and Draper published an extensive work
about empirical model building and response surface designs [11]. In 1986, Taguchi devel-
oped a methodology of robust design to improve the quality of products [172]. Recently,
DOE has become a vital procedure in almost every industrial application that emphasizes
on quality improvement.
When DOE techniques were introduced, they were specifically developed for analyzing
real physical experiments that are considered to be stochastic. In these experiments,
the response values were disturbed by different noise parameters. In order to generate a
DOE study, three basic statistical principles are involved to cancel the effects of the noise
and to increase the validity of the experiment by providing plausible information about
the experiment: i) Randomization, which refers to the order of the performed trials of
an experiment [77]. A randomized sequence helps eliminating the effects of unknown or
uncontrolled parameters; ii) Blocking, which allows for an individual assessment of the
experiments independent of noise effects especially when randomizing a parameter input
is impossible or too costly. This is done by grouping out all the experiments that are
expected to behave similar under the noise effect; and Replication, which is based on
repeating the complete experiments with the same parameter settings. The mean and
variance of the sample response can be calculated in order to determine the expected
response value error.
This thesis focuses on generating DOE for computer simulation models, where the data is
considered to be deterministic [114]. This means that repeating the computer simulation
with the same factor settings yields exactly the same response. Consequently, the statis-
tical theory that is built up for analyzing physical experiments (randomization, blocking
and replication) does not apply. In this chapter, the characteristics and applicability of
several DOE methods are discussed. The contribution of this chapter to the first research
question RQ1, defined in Section 1.2, of the thesis is to: i) develop a basic understand-
ing on how a model behaves in situations where the underlying mechanisms are not well
understood, and where real-world data are limited or even non-existent; ii) discuss the
issues that simulation analysts should be aware of as they prepare, collect, and analyze
output from a simulation model; and iii) guide the selection of appropriate designs for
computer simulation models focusing on the characteristic of their simulation model.
2.1 Classical DOE
Classical DOE are mainly used in various experimental designs [12]. They tend to spread
the sampling points around the boundaries and only place a few points inside the de-
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sign space [174]. They are mainly used for screening purposes and building polynomial
metamodels. Screening designs, for example, are used if the goal of the experiment is to
examine and identify the significant few important parameters (input) on a selected re-
sponse (output) with the least amount of sampling data. Popular classical designs include
factorial designs, central composite designs, and Box-Behnken designs.
2.1.1 Factorial Designs
An experimental design is called factorial design if the p parameters governing the system
are varied only on a finite number k of predefined levels. A full factorial design measures
the response of every possible combination of parameters and parameter levels. The total
sampling size n for a full factorial design is determined by
n = kp (2.1)
Figure 2.1 (a) and (b) show a full factorial design for three parameters evaluated on
two and three levels respectively. The larger the value of k, the better the space-filling
properties of the design becomes. A full factorial DOE is not feasible when more than
six parameters are being considered. As shown in Figure 2.1 (c), the sampling size grows
exponentially with the number of parameters considered. For a three-levels full factorial
design, 4 parameters requires 81 experiments, illustrated by the blue line in Figure 2.1
(c). While 7 parameters require 2187 experiments which may be very expensive.
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Figure 2.1: a) A two-levels full factorial design with 3 parameters requiring 8 experiments
marked by the orange spheres. b) A three levels full factorial design with 3 parame-
ters requiring 27 experiments marked by the orange spheres. c) Exponential increase of
sampling size with the increase of number of parameters on a three sampling levels.
Investigating parameters at many levels may result in very expensive designs. This is why,
in many experimental testing, parameters are generally studied at only two levels [177].
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Two-levels full factorial designs are easy to construct as they provide the smallest number
of runs of a full factorial design. Additionally, it is one of the most widely used screening
methods in computer simulations, since there are two levels in every factor, which makes
it possible to fit a linear metamodel [88] that includes all the interaction according to:
f(x) = β0 +
n∑
i=1
βixi +
n∑
i=1
n∑
j=1
βijxixj +
n∑
i=1
n∑
j=1
n∑
k=1
βijkxixjxk + · · · (2.2)
where β0, βi, and βij describe the mean of the response values, the main effects, and
the interaction effects respectively. Even though two-levels factorial design can estimate
all main and interaction effects, it still requires a large number of experimental runs to
screen a small number of parameters [77]. However, experience suggests that high order
interaction effects are not usually significant and a model including only main and low
order interaction effects can be a good fit for the response function. This interpretation
leads to the two-levels fractional factorial designs [87].
2.1.2 Two-levels Fractional Factorial Designs
The fractional factorial design is an alternative approach for the full-factorial DOE when
the number of parameters increases. It consists of a chosen subset of all complete full
factorial design sampling sets. If it can be assumed that certain high order interactions
are negligible, then only a fraction of the two-levels factorial design is needed to get
the information of the main parameters and the low-order interactions. This design is
represented by generating a 2p−l sampling set, where l defines the size of the fraction
of the full factorial design, and the reduced number of samples is equal to (1/2l) of the
full design as shown in Figure 2.2 [87]. By using a suitable fractional factorial design,
(a) (b)
Figure 2.2: Two alternative fractional factorial design of type 23−1, where the experiments
are illustrated by the orange spheres.
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it is possible to reduce the number of experiments and decrease the computational cost
while many effects are still considered [177]. The fractional factorial experiments are
used for screening specified parameters and usually are performed in the early stage of
an experimental process. They must be chosen carefully, since they may confound with
a significant interaction effect with another effect; and therefore no information can be
gained about the individual interaction effects within this confounded structure. The
issue of confounding introduces the concept of resolution of a design [12]. Resolution is
the ability to separate main effects and low-order interactions from one another. The most
important fractional designs are those of resolution III, IV, and V:Resolution III designs
focus on just finding important main effects, where main effects are not confounded with
any other main effect. However main effects are confounded with two-factor interactions
which may also be confounded with each other. A well-known design of Resolution III is
Plackett-Burman design [114]. Moreover, Resolution IV designs are used when no main
effects are confounded with any other main effect or two factor interactions but rather
two factor interactions are confounded with each other [6]. Finally Resolution V designs
are used when no main effect or two-factor interactions are confounded with any other
main effect or two-factor interactions, but rather two-factor interactions are confounded
with three-factor interactions.
2.1.3 Central Composite Designs
Due to the fact that two-levels factorials or fractional factorials generate samples at each
factor at only two levels, only main and second-order interactions effects are estimated
since it is not revealed what happens to the response between the parameters boundaries
[94]. A solution for this is by either increasing the number of levels which requires more
sampling points, or by using the central composite design (CCD) that is known for fitting
a quadratic metamdodel. As shown in Figure 2.3, CCD contains an embedded factorial
or fractional factorial design with a center point that is augmented with a group of star
points that allow the estimation of the curvature. If the distance from the center of the
design space to a factorial point is 1 unit for each factor, the distance from the center of
the design space to a star point is ±α with α > 1. The precise value of alpha as well as
the number of center point runs of the design depends on certain properties desired for
the design and on the number of parameters involved [94]. A central composite design
contains twice as many star points as parameters in the design [88]. The star points
represent new extreme values (low and high) for each factor in the design. For more
information on the CCD, the reader is referred to [114].
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Figure 2.3: Generation of a CCD for three parameters.
2.1.4 Box-Behnken Designs
Other designs for fitting quadratic metamodels are the Box-Behnken designs (BBD).
BBD are used when the evaluation of extremal factor settings is related to excessive
costs [195]. They are constructed similar to the CCD designs but excluding the extremal
factor settings or the corners of the factor space and the center point [12]. As illustrated
in Figure 2.4, all the design points are on a sphere of radius
√
2 from the center point,
and no corner points are included. Since no experiments are performed at extremal factor
settings, BBD are not suited for predicting response values at the vertices of the factor
space.
Figure 2.4: Box-Behnken design for 3 parameters.
2.2 Simulation DOE
For a multi-dimensional parameter space, the size of the classical DOE sampling data
set increases exponentially with the number of parameters considered [88]. This leads to
the well-known term curse of dimensionality first defined by Bellman [4] which means
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that an unmanageable number of runs should be conducted in order to sample the de-
sign space. When the simulation runs are extensively time consuming, the classical DOE
methods as described by the previous section could be inefficient or even inappropriate.
Kleijnen discusses in his work [89] that DOE is not used as widely or effectively in the
practice of simulation as it should be. He supports his discussion with the following
reasons: (i) Most designs are originally developed for real world experimentation that
contains noises or random error rather than developed specifically for simulation models
which are mainly deterministic; (ii) Many simulation analysts are not fully convinced of
the benefits of DOE. Instead of using a simple experimental design, they end up making
runs to measure performance for only a single system specification, or they choose to vary
a handful of the many potential parameters one-at-a-time. Their efforts are focused on
building- rather than analyzing- the simulation model.
Most of DOE publications applied to simulation modeling suggest modifications to im-
prove the efficiency of specific kinds of bias in specific applications [87] rather than ex-
plaining the variety of methods available to the simulation analysts. It should be noted
here, that the simulation experiments are fundamentally different from the real-world
experiments. In real experiments, it is impractical to investigate many parameters:
maximum ten parameters is the limit [89]. Moreover, it is also hard to experiment
with parameters that have more than a few values: five values per parameter is the
limit [88]. However, in simulation experiments, and with the aid of the advances in
computational power, the boundaries of the real experiment constraints (such as costs,
efforts, etc) become irrelevant. The computer codes may have hundreds of inputs and
parameters each with many values. Consequently, a multitude of scenarios may be simu-
lated. Sanchez et al. [150] listed some of the main differences between classical DOE and
simulation DOE denoted in Table 2.1. There seems to be an agreement among scientists
that a proper experimental design of sampling for deterministic models that depend on
many parameters over a large design space should be space-filling [92]. These types of
DOEs aim at spreading the design points within the entire design space, which is desired
when the form of the metamodel is unknown and when interesting phenomena can be
found in any region of the design space [88]. A design with good space-filling properties
means that the analysts do not need to make many assumptions about the nature of
the response surface. Such designs also provide high flexibility when estimating a large
number of linear and nonlinear main and interaction effects (will be discussed in detail in
Chapter 4). They also provide general bias protection when fitting metamodels of specific
forms. The efficient and effective methods in space filling designs are the Latin Hypercube
design, Monte Carlo designs, and Hammersley designs [92]. These designs can mainly be
used in factor screening by generating a metamodel first, and second classifying the im-
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Table 2.1: Comparison of the classical DOE and simulation DOE.
Classical DOE Simulation DOE
Small or moderate number of parameters Large number of parameters
Linear low order effects Nonlinear behavior
Negligible higher-order interactions Substantial higher-order interactions
Homogenous error Heterogeneous error
Normal error distribution Various error distributions
Black Box Model Substantial expertise exists
Univariate response Many performance measures of interest
portant parameters. This will be addressed by the global sensitivity analysis in Chapter
4 in details.
2.2.1 Latin Hypercube Sampling
Latin Hypercube Sampling (LHS) was introduced by McKay [105] for situations involving
a relatively large number of parameters. It provides a flexible approach of constructing
efficient designs for quantitative parameters since it has good space filling properties [12].
Let k be the number of parameters and n the number of design points desired with n ≥ k,
which means that n levels per factor are defined. The low and high levels of factor xi are
specified as 1 and n respectively, and the set of specified factor levels are 1, 2, · · · , n. In
Random LHS, each column of the design matrix is a random permutation of the factor
levels. Unlike the two-levels factorial design, the LHS design provides some information
about the interior of the experimental region. Figure 2.5 shows two sampling distributions
of LH design for two parameters with four sampling levels. Popular measures for assessing
an LH design include maximizing the minimum Euclidean distance d, as shown in Figure
2.5 (b), between the sampling points. This basically means that the points are spread
out as much as possible in the design space [74,116,129].
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Figure 2.5: Construction of Latin Hypercube designs with 4 sampling points in 2 dimen-
sional design space: a) Step 1: Randomly place one sample in each cell along the main
diagonal of the grid (poor distribution), Step 2: Randomly shuﬄe the x1 and x2 coor-
dinates (good distribution when using maximin LH design, i.e. design-maximizing the
minimal distance of the sampling points).
2.2.2 Monte Carlo Sampling
Another very widely used sampling technique is Monte Carlo. It is based on a random
sampling strategy which is drawn from a specified distribution (typically normal distribu-
tion or uniform distribution). This method is used in various fields for problem solving,
mostly due to the simple structure of the computation algorithm [66]. An example of
Monte Carlo sampling design for a two dimensional model with 50 sampling points using
a uniform distribution is plotted in Figure 2.6 (a).
2.2.3 Hammersley Sequence Sampling
The Hammersley sequence belongs to a group called low-discrepancy sequences. The
discrepancy is a measure of the deviation from a uniform distribution. Hammersley
Sequence Sampling (HSS) provides a low-discrepancy experimental design by placing n
points in a p-dimensional hypercube [78]. This provides better uniformity properties over
the p-dimensional space than LH. Example of HSS designs with 50 sampling points in a
two-dimensional parameter space is illustrated in Figure 2.6 (c). In [78], it is shown that
HSS designs require significantly fewer samples to converge to the variance of a derived
distribution than Latin hypercube designs and Monte Carlo sampling designs. Thus, it
verifies the good uniformity properties of these types of designs in p dimensions. The
reader is referred to [78] for a definition of Hammersley points and an explicit procedure
for generating them. The algorithm in [70] has been modified by Diwekar [33] to generate
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HSS designs efficiently.
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Figure 2.6: a) 50 sampling points on a two-dimensional parameter space using: a) Monte
Carlo, (b) Latin Hypercube, and c) Hammersley sequence.
2.3 Adaptive DOE
The previous sampling designs are executed and generated all at once. They are, hence,
called one-shot DOEs. In many simulation applications, the total number of sampling
points which corresponds to the total number of function evaluation is drastically limited
by the computational cost. To cope with this challenge, adaptive DOE have received a
great interest from the mathematical and engineering communities for its flexibility and
adaptability over the one shot DOE and its effectiveness in sequential decision making
under uncertainties [24, 87, 187]. A DOE is considered to be adaptive when the infor-
mation from the experiments (inputs and responses) as well as the information from the
metamodel are used for selecting the next sample point. An adaptive approach generally
begins with an initial one shot design. The adaptive DOE approaches are classified into
two branches (i) DOE for optimization and (ii) DOE for generating global high accurate
metamodels [195]. Iterative sampling methods are used for optimization purposes as they
try to locate the optimum by adding new samples based on the progress of the opti-
mization, i.e., points close to the estimated optimum [151, 152]. Additionally, iterative
DOE focus on generating accurate metamodels based on the estimation of cross vali-
dation (CV) errors where new samples are generated based on the maximum predicted
error [15, 99, 102]. An alternative strategy applied to minimize the maximum prediction
variance at each step is also available [98,141]. It is normally applied to the Kriging meta-
model which provides a prediction of the variance. Sacks et al. [145] uses this strategy to
derive a sequential IMSE design using the Kriging metamodel [57, 90]. Another famous
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adaptive strategy using Kriging model is the efficient global optimization algorithm which
was proposed by Jones et al. [76]. In this algorithm, new sampling points are chosen to
maximize the expected improvement which is a function that represents a compromise
between exploration of regions with high uncertainty and local search. In Chapter 3, a
new smart sampling approach is proposed to generate high quality metamodels for piece-
wise responses. It mainly generates accurate metamodels iteratively while adding new
smart sampling points, which allows approximate discrete-continuous responses.
2.4 Summary
For the generation of a metamodel, an appropriate number of sampling points is needed.
These points can be selected via DOE techniques to gain the maximum number of infor-
mation. This is crucial for analyzing how a model behaves focusing on the characteristics
of the underlying relationship between input and output. In this chapter, diverse one
shot and iterative DOE techniques are presented in order to prepare the reader for the
smart sampling technique presented in Chapter 3. In order to select the proper DOE
technique for a simulation model, a detailed plan has to exist. It is important to know
if the simulations could run in parallel or series. Additionally, it is vital to have a prior
knowledge about the response to be analyzed, since the total sampling size depends on
the number of the parameter space as well as the complexity of the simulation model. For
example, in order to build an accurate metamodel for a highly nonlinear response, many
simulations are needed to be performed for capturing all the spikes and thresholds in the
data.
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Chapter 3
Metamodeling: From Theory to
Practice
The process of learning from simulation is a common problem that arises in many scien-
tific disciplines. The focus is to find a rule that helps to realize or deduce information
about the process from a given set of data. However, the process of learning from simula-
tion results becomes more difficult when there is insufficient data. This happens basically
when simulation time as well as the number of parameters increase [82]. To overcome
these difficulties, metamodels are recently being used as fast and frugal surrogates to
physical simulation models [40]. The idea of metamodels is to guess or estimate a func-
tion from some exemplary input-output pairs with little or no knowledge about the form
of the response function [77]. In general, the metamodel contains functions of the form
f : Rp → Rc which maps Rp (the parameter space) to Rc (the criteria space). For sim-
plicity, in the following work the criteria space is considered to be a univariate output,
and the mapping is thus recognized by f : Rp → R.
In this chapter, an investigation aimed to the first research question RQ1 presented in
Section 1.4, which is mainly focusing on how to generate and validate a metamodel of a
simulation model is given. Different metamodeling approaches (one-shot and adaptive)
for continuous as well as piecewise responses are discussed in detail. Generating a meta-
model requires different aspects and trade-offs to judge if it is acceptable or not. An
accepted metamodel is defined by a balance or compromise between the user predefined
criteria [45,73] which mainly are: i) Accuracy: the measure of deviation of the predict-
ing metamodel from the real simulation model; ii) Robustness: the degree of achieving
good accuracy for different designs. This metric indicates whether a modeling technique is
highly problem dependent; iii) Timing: the measure of the computational time required
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for generating the metamodel and predicting a new response of new parameter settings;
iv) Sensitivity to Parameters: the capability of extracting information regarding the
main effect and the interaction effect of the input parameters on the output criteria; and
v) Ease of implementation: Simple methods should require easy implementation in
generating the metamodels.
Additionally, a new optimization algorithm which is based on generating high quality
metamodels for piecewise responses is presented [82]. The proposed approach extends
the Sequential Approximate Optimization (SAO) procedure, which uses the Radial Ba-
sis Function Network (RBFN). It basically provides a global optimization and generates
accurate metamodels iteratively by adding new smart sampling points, in order to ap-
proximate responses with discrete changes.
3.1 Metamodeling for Continuous Responses
After defining the design objectives, identifying the input parameters and output crite-
ria of the problem, and defining the lower and upper bounds for the domain space, a
metamodel can be generated by one of the two approaches: the one-shot approach or the
iterative approach.
3.1.1 One Shot Approach
A one-shot metamodel approach consists of three fundamental steps: 1) the creation and
extraction of a training data set (sampling), 2) evaluation of a reference model, and 3)
the mapping of the discrete sampling points in a continuous relationship (interpolation).
Step 1: The procedure to efficiently sample the parameter space is addressed by the
Design of Experiments (DOE) techniques discussed in Chapter 2. It addresses mainly
where to place the design point in the design space. When the sampling points are gener-
ated all at once, the metamodeling approach is called a one-shot approach. The sampling
set that represents the input parameters and the output response is called the training
data set T , and is defined by
T = {(xi, yi)}ni=1 , (3.1)
where x is the parameter vector, and y is the output, n is the total number of data pairs,
and i is an index of the runs that ranges from 1 to n.
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Step 2: A reference or original model, which might be analytical functions, a reduced
model, full numerical simulation, or even an experiment, is required for metamodeling.
The more information available about the reference model, the better and more efficient
the metamodeling generation becomes. Helpful information includes: i) the state of the
model implementation (for example if stable or possible to interface with other tools or
programming languages), ii) the usage requirements (licensing information), system type
(deterministic or stochastic), information of the inputs (dimensionality, ranges, or sen-
sitive parameters), and information about outputs (discontinuities, non-linearities) [61].
The main assumption of this thesis requires the use of a validated reference model with
an adequate quality. A low quality reference model generates a low quality metamodel.
This is summed up by the popular expression between computer scientists which says
Garbage In, Garbage Out (GIGO).
Step 3: A scattered data approximation technique for mapping the discrete sampling
points to a relationship is required. In scattered data approximation, which is one of the
most common problems that arises in many scientific disciplines [191], the true response
y is replaced by an approximated response (metamodel) f(x). For an arbitrary design
point x, the relationship of the metamodel and the true response is defined by:
y − f(x) = ε, (3.2)
where ε is the approximation error. Many types of metamodels (Polynomial Regres-
sion [118], Moving Least Squares [97], Multivariate Adaptive Regression Splines [47],
Kriging [25, 93], Artificial Neural Network [65, 121, 133], Support Vector Machines [27],
Symbolic Regression [181], etc..) have been used to approximate deterministic black box
models. However, the main two common questions that arise when applying metamod-
eling is: Is any technique superior to the others? On which basis should the various
techniques be used? Recently, many authors have investigated comparative studies for
the selection of metamodeling types [20, 72, 83, 100]. They agreed that there is no su-
perior or universal model that is able to perfectly fit any kind of a true response. An
appropriate metamodel choice depends on the problem itself, the metamodeling algo-
rithm and the right selection of several model parameters which are required by these
interpolation techniques [143]. In this work, the radial basis function network (RBFN)
is used as the main interpolation technique. RBFN is a three-layer feed forward neural
network that uses the radial basis functions. It is well known for its accuracy and its
ability to generate multidimensional interpolations for complex nonlinear problems. The
RBF method was introduced by Hardy [?] who originally presented the method for the
multiquadric (MQ) radial basis function. The method emerged from a cartography prob-
lem, where a bivariate interpolation of sparse and scattered data was needed to represent
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a given topography [17]. However, none of the existing interpolation methods (Fourier,
polynomial, bivariate splines) are satisfactory because they are either too smooth or too
oscillatory [?]. Furthermore, the non-singularity of their interpolation matrices is not
guaranteed. In 1982, Richard Franke tested the MQ method on 32 of the most commonly
used interpolation problems [45]. Franke assumed that the interpolation matrix associ-
ated with the multiquadric radial function is unconditional non-singular (invertible). This
was later proven by Micchelli [112]. An RBFN, shown in Figure 3.1, consists of an input
layer which is modeled as a vector of real numbers, a hidden layer that contains nonlinear
basis functions and an output layer which is a scalar function of the input vector [82].
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Figure 3.1: Architecture of Radial Basis Function Network (RBFN).
The output of the network f(x) is given by:
f(x) =
n∑
i=1
wihi(x), (3.3)
where n, hi, and wi correspond to number of sampling points of the training set, the ith
basis function, and the ith weight respectively. The radial basis functions are a special
class of functions for which their response increases or decreases monotonically and in
all directions according to a distance from the central point. Out of many radial basis
functions, the ones that are applied in this thesis are listed below and are illustrated in
Figure 3.2:
• Linear Spline
h(x) = |(x− xi)|p , p = 1, (3.4)
• Multiquadric function
h(x) =
√
1 + (x− xi)
ᵀ(x− xi)
r2
, (3.5)
• Gaussian function
h(x) = exp
(
−(x− xi)
ᵀ(x− xi)
r2
)
, (3.6)
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(a) Linear Spline (b) Multiquadric (c) Gauss
Figure 3.2: Different Radial Basis functions in two-dimensional parameter space centered
at 0 with widths r = 1. Showing from left to right the linear spline, multiquadric, and
Gauss respectively.
where xi and r represent the ith sampling point and the width of the basis function
respectively. The shape parameter r controls the width of the basis function. The larger
or smaller r changes, the narrower or wider the function gets. This is illustrated in Figure
3.3.
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Figure 3.3: (a) Gauss and (b) Multiquadric function centered at xi = 0 with different
widths r.
The learning process of the network is performed by applying the method of least squares
with the aim of minimizing the sum-squared-error with respect to the weights wi of the
model [126]. Thus, the learning/training is done by minimizing the cost function:
C =
n∑
i=1
(yi − f(xi))2 +
n∑
i=1
λw2i −→ min, (3.7)
where λ is a regularization parameter which determines the relative importance of the
smoothness of the function and yi is the criterion vector at point i. Solving Equation 3.7,
leads to:
w = (HᵀH + Λ)−1Hᵀy, (3.8)
with
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H =

h1(x1) h2(x1) · · · hn(x1)
h1(x2) h2(x2) · · · hn(x2)
... ... . . . ...
h1(xn) h2(xn) · · · hn(xn)

Λ =

λ 0 · · · 0
0 λ · · · 0
... ... . . . ...
0 0 · · · λ

y =

y1
y2
...
yn

. (3.9)
The chosen width of the radial basis function plays an important role in getting a good
approximation. The r value is selected according to [?] and defined as
r = 0.81d d = 1
n
n∑
i
di (3.10)
where di is the distance between the ith data point and its nearest neighbor.
In order to illustrate the steps of the one-shot metamodeling approach, an example using
a two-dimensional function is considered. The analytic function, that is chosen in this
test case and plotted in Figure 3.4, is defined by:
y(x) = 1100
(
(x21 + x22 − 62)2 + (x21 + 0.5x1 + 0.5x2 − 1.5)2
)
. (3.11)
Figure 3.4: 3D surface plot of Equation 3.11.
First, a four-levels full factorial design is used to generate a training set that contains 16
samples (Step1). The sampling points are represented by the gray spheres in Figure 3.5a.
Second, the training set is evaluated by Equation 3.11 to obtain the response vector y
(Step2), shown in Figure 3.5b. Finally, the learning is done by RBFN with multiquadric
basis functions that are centered on the training data. This is illustrated by Figure 3.5c.
The final metamodel is shown in Figure 3.6.
3.1.2 Iterative Approach 31
(a) Sampling (b) Evaluation (c) Learning
Figure 3.5: The three steps that are required for generating a one-shot metamodel: (a)
Step 1, (b) Step 2, and (c) Step 3.
Figure 3.6: RBFN Metamodel of Equation 3.11. The solid surface represents the meta-
model and the transparent surface represents the original function.
3.1.2 Iterative Approach
Regardless of the metamodel use, there is always a concern of achieving high accuracy
with respect to the sampling size, the sampling method and the metamodeling method.
An important research issue associated with metamodeling is how to obtain a good ac-
curacy for metamodels with a reasonable number of sampling points. This was recently
addressed by the Sequential Approximate Optimization (SAO) technique [30, 120]. The
SAO, shown in Figure 3.7, is an iterative sampling technique that reduces the number of
simulation runs, and at the same time maximizes the information gain of every sampling
step by adding appropriate sampling points until a predefined termination criterion is sat-
isfied. In order to make the number of simulation for such systems as small as possible,
the SAO approach is applied. The metamodel is constructed repeatedly by adding new
sampling points in the sparse region (xSR) of the parameter domain space which leads to
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an improvement of the quality of the metamodel [85,119].
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Figure 3.7: General procedure of SAO.
In order to add infill points in the sparse region xSR, the density function, introduced
by Kitayama [85], is constructed also by an RBFN metamodel according to the following
two steps:
i) The output vector y is replaced by +1 and stored in the density output vector yD
ii) The weights vector wD is calculated as follows:
wD = (HᵀDHD + Λ)−1H
ᵀ
DyD. (3.12)
In order to achieve a response that decreases monotonically between the sampling
points, the Gauss function (Equation 3.6) is employed as the basis function. The
width r of the basis function, chosen aaccording to Nakayama [119], is defined by:
r = dmax
n
√
pn
, (3.13)
where dmax is the distance between the ith data point and its farthest neighbor, p is
the number of parameters, and n is the number of the training points. Figure 3.8
shows an illustrative example of the density function in one dimension. It shows the
local minima which represent sparse regions, and the local maxima which represent
the sampling points.
The additional point xSR within the sparse region is acquired by minimizing the multidi-
mensional density function:
minimize
x
D(x) =
n∑
i
wDhDi(x)
subject to l(i) ≤ (xi) ≤ u(i).
(3.14)
There are several algorithms that can be used to solve Equation 3.14. On the one hand,
local optimization algorithms (such as steepest descent, Newton, conjugate gradient and
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Figure 3.8: Density function (a) of the corresponding one-dimensional parameter space
with the corresponding sampling points (b). The maximum peaks in (a) correspond to
the black dots in (b) which denote the locations of sampling points.
simplex [179]) make use of gradient information attempts to find only a local optimum
in the vicinity of a starting point that is defined by the user. As shown in Figure 3.8a,
the density function has several local minima. This means that with a local optimization
algorithm, it is not guaranteed that a local minimum is the actual global one, unless very
specific settings are made (for example running the optimization algorithm many times
while changing the location of the starting point). On the other hand, global optimiza-
tion algorithms have proven to be more efficient in finding the global optimum. They
are mainly categorized as: deterministic and heuristic algorithms [199]. Deterministic
algorithms, such as linear programming, nonlinear programming, mixed-integer nonlin-
ear programming, etc. take advantage of the analytical properties of the problem to
generate a sequence of points that converge to a global optimal solution. However, for
solving nonconvex or large-scale optimization problems, the deterministic methods may
not be easy to derive a globally optimal solution within a reasonable time due to the high
complexity of the problem [198]. Alternatively, the heuristic algorithms such as genetic
algorithms, simulated annealing, tabu search, ant colony optimization and particle swarm
optimization do not generate random sequence of points rather random variables [168].
Although the heuristic methods have the advantage of easy implementation and offer a
better potential for complex problems, the obtained solution is not guaranteed to be a
globally optimal solution and requires many more objective function evaluations [179].
In this thesis, the Equation 3.14 is solved by genetic algorithms due to the fact that the
density function is very fast to evaluate. Genetic algorithms (GA) are the most widely
known type of evolutionary algorithms (EA) which use techniques inspired by natural
evolution [59]. Unlike gradient based optimization techniques, GA does not require gra-
dient information and does not move sequentially from one point to the next one. The
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core algorithm which is referred as the Canonical Genetic Algorithm (CGA) is introduced
by Holland [69]. It is explained by the following steps:
No
Yes
Initial 
Population
Start End
Termination 
Criteria met?
Fitness 
Evaluation
Offspring SelectionCrossoverMutation
Figure 3.9: Flow chart for genetic algorithms.
i) Generate random population of size np referring to the design parameter configura-
tions (suitable solutions for the problem).
ii) Evaluate the fitness or objective function (density function D(x)) value of every
individual of the population.
iii) Test if the termination condition is satisfied (maximum number of iterations or
convergence criteria). If yes stop, and return the best solution in current population,
otherwise go to the next step.
iv) Create a new population by performing:
(a) Selection: Select three parent parameter configurations from the generated
population according to a tournament selection (parents are selected according
to their fitness, the better the fitness, in this case minimum density, the bigger
the chance to be selected)
(b) Crossover: According to a crossover probability PC , the parents are crossed
over to form a new offspring (children).
(c) Mutation: According to a low mutation probability PM , the children are mu-
tated. Mutation changes one or more string values into a chromosome (rep-
resentation of the parameter configuration in a string of binaries). This is to
make sure that the algorithm does not fall in a local optimum solution.
(d) The new offspring becomes the new population.
v) After generating the new population the algorithm, go to step ii) with new popula-
tion, and repeat the process until the termination criteria is satisfied.
An example of the metamodeling iterative approach is provided in Section 3.4.1 at the
end of this chapter.
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In many manufacturing processes, the functional relationship between the input param-
eters and the output criteria is represented mathematically by a piecewise function. Due
to digital changes in the solution properties of many engineering applications (e.g. topol-
ogy changes like a material cut-through), the model response is described by a piecewise
continuous function. Identifying the region of the discontinuity is not explicit, since it
is defined by many other parameter relationships or other physical interactions [107].
When applying metamodels to responses with discontinuity, they can provide very poor
fits because metamodels are generally applied only to continuous responses, as the reason
is that they mostly apply fully-steady basis functions. Similar to continuous responses
there are two metamodeling approaches for responses with piecewise responses. However,
additional steps need to be performed.
3.2.1 One Shot Approach
The six steps typically involved in constructing a one shot metamodel are: 1- sampling
the design-space; 2- evaluating the response of the reference model and assigning a value
for the discontinuity; 3- splitting the data; 4- interpolating of the feasible data; 5- classifi-
cation of the domain space; and 6- merging the classification model and the interpolation
model as shown in Figure 3.10
Feasible Data
Sampling
Interpolation Classification
Evaluate on the Reference Model
Split
Merge
Start
End
Figure 3.10: Flow diagram of the one-shot metamodel approach for the output with a
discontinuous response.
Step 1: and Step 2: are performed as defined in section 3.1.1, however, a discontinu-
ity value DiscV al is set by the user to represent and distinguish the discontinuity in the
domain space. Thus, the domain space is classified into a feasible and non-feasible domain.
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Step 3: Split the sampling data according to the DiscV al to two training data sets
TF and TC such as
TF = {(xF i, yCi)}nFi=1 TC = {(xCi, yCi)}ni=1 , (3.15)
where indexes F , C, nF , and n represent the feasible sampling data (no discontinuity
values), the classification data (full data set), the number of feasible sampling data, and
the number of the full data set respectively. The values of vector yC are re-scaled to either
-1 that correspond to DiscVal, or 1 that correspond to feasible values.
Step 4: Construct a RBFN metamodel f(x) of the feasible data set TF according to
Equation 3.8.
Step 5: Perform a classification task in order to first decompose the design space into
feasible and non-feasible regions and second detect the discontinuity. By applying the
Cover’s theorem [23], the domain space Ψ that is formed by a set of n vectors xC , can
be split into two classes Ψ1 and Ψ2 by assigning a dichotomy of surfaces. This is done in
Step 3 where a value of -1 is assigned to non-feasible regions and a value of 1 is assigned
to feasible regions. An RBFN metamodel is used to perform a classification task. The
domain space Ψ is said to be separable if there exists a vector wC such that:
C(x) =
n∑
i=1
wCihCi (‖x− xCi‖) > 0, x ∈ Ψ1,
C(x) =
n∑
i=1
wCihCi (‖x− xCi‖) < 0, x ∈ Ψ2.
(3.16)
The discontinuity in the domain space is defined by:
C(x) =
n∑
i=1
wCihCi (‖x− xCi‖) = 0, (3.17)
where wC , is defined similar to Equation 3.8 by considering the whole data set of size
n, and using a first order linear spline basis which is defined according to Equation
3.4. In C(x), the exact border of the discontinuity is not known due to the continuous
interpolation, so results in the interval ]− 1; 1[ indicate values with an uncertainty about
whether the process yields a feasible result, that depends on how close the value is to
either -1 or 1.
Step 6: Merge the classification model and feasible interpolation metamodel into a final
metamodel function defined by:
fD(x) =

f(x) C(x) > 0
DiscV al C(x) ≤ 0
. (3.18)
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3.2.2 Smart Iterative Approach
Following the work of Al Khawli et al. [80], the goal of this new approach, which is shown
in Figure 3.14, is to develop an adaptive sampling method that enhances the effectiveness
of generating metamodels for systems that contains a discontinuity. There are two ways
to enhance the accuracy of the metamodel: 1) adding infill points in the feasible sparse
region xSR; 2) adding sampling points next to the discontinuity xDISC to reduce the
uncertainty region that ranges between -1 and 1. The proposed methodology involves in
addition to the six major steps listed previously, two additional steps:
Termination 
Criteria met?
No
Yes
Addition of new 
sampling points
Sampling
Interpolation Classification
Evaluate on the Reference Model
Split
Merge
Density function
Evolutionary 
Constraint 
Optimization
Feasible Data
Start
End
Figure 3.11: Flow diagram of the proposed smart sampling method.
Step 7: The first additional point xSR within the sparse region is acquired by minimizing
the multidimensional density function D(x) defined by equation 3.9. xSR is a solution of
the following mathematical problem defined by:
minimize
x
D(x)
subject to C(x) > 0
l(i) ≤ xi ≤ u(i) 1 ≤ i ≤ p
, (3.19)
where l and u denote the minimum and maximum ranges of every parameter, and p
denotes the parameter number. The second smart point is to add a sampling point xDISC
close to the discontinuity to reduce the uncertainty region that ranges between -1 to 1.
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xDISC is the solution of the following mathematical problem:
minimize
x
D(x)
subject to |C(x)| ≤ threshold
l(i) ≤ xi ≤ u(i) 1 ≤ i ≤ p
. (3.20)
The threshold value in Equation 3.20 is set to 0.2 in order to acquire values that lie in
the range of -0.2 to 0.2. The discontinuity has a higher certainty to exist within this
range. Equations 3.19 and 3.20 are addressed by multi-objective optimization problems
(MOOP) due to the fact that they involve more than one objective function simultane-
ously (in this case two functions D(x) and C(x)). MOOP has been applied in many fields
of science science, engineering, finance and economics where optimal decisions need to be
taken in the presence of trade-offs between two or more conflicting objectives [120]. Due
to the interdependence of the objectives, MOOP do not have a single solution, instead,
they have a set of alternative solutions. These solutions, which are called Pareto optimal
set or non-dominated solutions [143], are optimal in the sense that there exist no other
solution that could improve any of the objectives without worsening at least one of the
other objectives. The Non-dominated Sorting Genetic Algorithm II (NSGA-II) [29] is
used to solve Equations 3.19 and 3.20. NSGA-II is a population based genetic algorithm
for solving MOO problems with constraint handling based on a non-dominated sorting
procedure and elitism, which is the process of keeping high fitness individuals for preserv-
ing favorable genetic information. For more information about the NSGA-II algorithm,
the reader is referred to [29].
Step 8: The iteration number is chosen to be the termination criterion. Once the max-
imum iteration number, which is set by the user, is reached, the algorithm terminates.
Else, additional new sampling points are added, where the algorithm is returned to Step
2.
To illustrate the smart iterative algorithm, the one-dimensional piecewise analytical func-
tion denoted in Equation 3.21 is considered. The one-dimenional plot is shown in Figure
3.16.
y(x) =

0.01 ((x2 − 62)2 + (x2 − 2x− 1.5)2) + 10 x ≥ −3
DiscV al x < −3
. (3.21)
The algorithm starts by generating an RBFN metamodel, a radial basis linear classifier
C(x), and the density function D(x) to an initial training data set that contains four
sampling points. The initial training experimental design set is sampled according to a
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Figure 3.12: 1D Plot of Equation 3.21.
four-levels full factorial design. The resulting initial metamodel, with the corresponding
classification model, and density function are plotted in Figure 3.13. The new proposed
sampling points that are acquired from the multi-objective algorithm are denoted by a
green horizontal line xDISC to refine the position of the discontinuity. The blue horizontal
line which xSR explores the uncertainty of the feasible region. The update procedure is
repeated until the predefined terminating criterion (3 iterations) is met. The results in
Figure 3.13 show that the quality of the metamodel improves in every iteration.
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Smart sampling algorithm after 1 iteration
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Smart sampling algorithm after 2 iterations
-6 -4 -2 0 2 4 60
10
20
30
40
50
x
f
D
(x)
(a) fD(x)
ψ1ψ2
-6 -4 -2 0 2 4 6-1.0
-0.50.0
0.5
1.0
x
C
(x)
(b) C(x)
-6 -4 -2 0 2 4 60.0
0.2
0.4
0.6
0.8
1.0
x
D
(x)
(c) D(x)
Smart sampling algorithm after 3 iterations
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Figure 3.13: Smart iterative approach applied to Equation 3.21. The green and blue line
show the location of the next additional sampling points xSR and xDISC respectively.
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3.3 Metamodeling Validation
Validating the approximation models is a crucial step in metamodeling. Model validation
techniques are used to estimate the quality of the metamodel in terms of the predic-
tion accuracy. The accuracy is strongly related on the metamodeling type as well as
the quality and number of the training data set from which it is generated. Validation
methods for metamodeling assessment involve the use of additional data or are based on
resampling strategies [31]. Validation is defined by how good is the metamodel in mim-
icking the expensive or the black-box function. In other words, it determines how big is
the residual ei, which is defined by the difference between the simulated response yi and
the metamodeling response f(x). A validation procedure with small ei corresponds to
an accurate metamodel. The metamodel quality is not described by a single statistical
measure, instead different measures are calculated to quantify the metamodel accuracy.
In this work, several model-independent measures, listed in [185], including coefficient of
determination R2, the mean squared error (MSE), the maximum absolute error (MAE),
the relative mean absolute error (RMAE), and the relative mean squared error (RMSE),
are discussed.
R2 is as measure that illustrates how well a data set fits a statistical model. It explains how
much variability (spread out of a data) of a factor (metamodel responses) can be caused
or explained by its relationship to another factor (simulation model responses) [73]. R2
is defined by
R2 = 1−
∑nV
i=1(y − f(xi))2∑nV
i=1(y − y¯i)2
, (3.22)
where nV , yi, y¯i , and f(xi) correspond to the number of the validation data set, the output
response of the validation set, the mean of the validation set, and the metamodeling
response of the parameter configuration xi respectively. R2 ranges between 0 to 1, where
1 indicates a perfect fit, the closer the value of gets to 1, the more accurate the metamodel
is.
The additional error measures that represent the deviation of the metamodel from the
real simulation model are defined according to the following equations:
MSE = 1
nV
nV∑
i=1
(yi − f(xi))2, (3.23)
MAE = max|yi − f(xi)| i = 1, · · · , nV , (3.24)
RMAE = 100%× 1
nV
nV∑
i=1
∣∣∣∣∣yi − f(xi)yi
∣∣∣∣∣ , (3.25)
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RMSE = 100%× 1
nV
nV∑
i=1
(
yi − f(xi)
yi
)2
. (3.26)
The smaller the value of MSE, MAE, RMAE, and RMSE is, the more accurate the
metamodel is. Out of the four measures, theMAE gives a local accuracy while the others
give a global accuracy. A well-known validation method is the cross validation (CV)
technique that allows the validation of the model without any additional sampling points.
It is based on the approach of splitting the original sampling point data into training and
validating sets, which is often done either randomly or by a user defined split [180]. In p-
fold CV, the training data with size n, is split first into p different sets. Then, a metamodel
is generated p times while leaving out the p-sets from the training set. Moreover, the left
out p-sets are used to evaluate the error measures. An alternative method is leave-k-out
CV, where ( nk ) subsets of size k are first taken out of the training set and then a metamodel
is generated to the remaining set [58]. The relevant error measures are evaluated each
time at the omitted sets. This method requires more computational effort than the p-fold
CV. The special case of leave-k-out is when k = 1 is called leave-one-out CV, which could
be efficient for metamodel with few training data sets and at the same time very expensive
for metamodels with large data sets [180]. To ensure the robustness of the cross-validation
error estimate and avoid redundant samples, a uniformly spaced sampling structure, such
as the latin hypercubes or Hammersley technique is recommended [73].
3.4 Numerical Examples
3.4.1 Two-dimensional analytical function with a continous re-
sponse
In the first example, the iterative smart sampling approach presented in Section 3.1.2 is
applied to the two-dimensional continuous function y(x) defined by Equation 3.27.
y(x) = 0.01
((
x21 + x22 − 62
)2
+
(
x21 + 0.5x1 − 0.5x2 − 1.5
)2)
+ 10, (3.27)
where −7 < x1,2 < 7. The two-dimensional contour plot is shown in Figure 3.14.
The goal of this example is to create a metamodel that mimics the analytical function y
which is characterized by a continuous response. The algorithm starts by generating an
RBFN metamodel f(x) and the density function D(x) of an initial data set that contains
9 sampling points. The initial training experimental design set is obtained by a three-
levels full factorial design. The resulting initial metamodel with the corresponding density
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Figure 3.14: Two-dimensional contour plot of the continuous Equation 3.27.
function are plotted in Figure 3.15. In every iteration the new sampling point xSR that is
acquired from the multi-dimensional global minimization algorithm (the objective func-
tion is the density function) is denoted by a white star. The update procedure is repeated
and this process is continued until the predefined terminating criterion (10 iterations) is
met. The results in Figure 3.15 show that the contour shapes in the metamodel become
much more similar to the ones in Figure 3.14 by simply adding 10 more sampling points
iteratively in the sparse regions starting by the initial DOE. The method allows the user
a flexibility in determining when to stop the generation process. Validating the meta-
model in every iteration allows to determine the optimal number of the required sampling
points. In this example, the validation process is done through visualizing the full two-
dimensional domain space, and comparing the metamodel with the exact analytical model
in Figure 3.14. After 10 iterations (19 runs), the metamodel is able to detect the position
of the global minimum and maximum and without the need of performing additional runs.
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Smart sampling algorithm after 1 iteration
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Smart sampling algorithm after 5 iterations
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Smart sampling algorithm after 10 iterations
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Figure 3.15: Evolution of the two-dimensional contour plot of f(x) and D(x) after 1, 5,
and 10 iterations. The white star represents the location of the new sampling points xSR.
3.4.2 Two-dimensional analytical function with a piecewise re-
sponse
In the second example, the iterative smart sampling approach presented in Section 3.2.2
is applied to the two-dimensional piecewise function y(x) defined by Equation 3.28. The
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two-dimensional contour plot is shown in Figure 3.16.
y(x) =

Equation 3.27 (x1 − 7)2 + (x2 + 7)2 ≥ 80
DiscV al (x1 − 7)2 + (x2 + 7)2 < 80
, (3.28)
where −7 < x1,2 < 7. The function is plotted in Figure 3.16.
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Figure 3.16: Two-dimensional contour plot of the piecewise function in Equation 3.28.
The white area illustrates the non-feasible domain space.
The goal of this example is to create a metamodel that mimics the piecewise analytical
function y(x) which contains a discontinuity (DiscV al is set to 0). The algorithm starts by
generating a radial basis function, a radial basis linear classifier C(x) constructed accord-
ing to Equation 3.17, and the density function D(x) constructed according to Equation
3.12 to a training data set containing 9 sampling points (obtained by a 3-levels full fac-
torial design) as shown in the plots below.
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Smart sampling algorithm after 1 iteration
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Smart sampling algorithm after 10 iterations
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Smart sampling algorithm after 30 iterations
-6-4-2 0 2 4 6-6
-4-2
0
2
4
6
x1
x
2
f (x)
7.2
14.4
21.6
28.8
36
(a) f(x)
-6-4-2 0 2 4 6-6
-4-20
2
4
6
x1
x
2
C(x)
-0.830
0.83
(b) C(x)
-6-4-2 0 2 4 6-6
-4-20
2
4
6
x1
x
2
D(x)
0.2
0.4
0.6
0.8
1
(c) D(x)
Figure 3.17: Evolution of the two-dimensional contour plots of f(x), C(x), and D(x)
after 1, 10, and 30 iterations. The white and green stars represent the location of the new
sampling points xSR and xDISC respectively. In the classification model, the gray region
between the red (feasible) and blue (non-feasible) represents the uncertainty region.
The resulting initial metamodel, with the corresponding classification model, and density
function are plotted in Figure 3.17. The new proposed sampling points that are acquired
from the optimization algorithm are denoted by a green star xDISC next to the disconti-
nuity and a white star xSR in the sparse feasible region. The update procedure is repeated
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and this process is continued until the predefined terminating criterion (30 iterations) is
met.
To resolve the discontinuity between the feasible (blue to red color map) and non-feasible
(white color) infinite points are required. As shown in Figure 3.17, the results show that
the algorithm spread sampling point in every iteration to refine the discontinuity with a
finite number of sampling points. The gray region which represents the uncertainty in
the classification model decreases while adding more sampling points next to the discon-
tinuity. The advantages of this iterative sampling method is minimizing the number of
sampling points inside the non-feasible region, once the domain space is classified, no ad-
ditional simulation runs are done inside the non-feasible space. Additionally, the contour
shapes in the metamodel become similar to the ones in Figure 3.16 by simply adding more
sampling points in the feasible region.
The algorithm keep adding sampling points sequentially until a stopping criteria is met.
The user can specify a maximum number of sampling points. Once this number is reached,
the algorithm terminates. Alternatively, the user can specify a required quality measure,
presented in Section 3.3, and use it as a termination criterion. In this case, a validation
step is required in every iteration step. The method keeps generating sampling points till
the quality measure is reached.
3.5 Summary
In many manufacturing processes, the functional relationship between the input param-
eters and the output criteria is represented mathematically by a piecewise function. Due
to digital changes in the solution properties of many engineering applications (e.g. topol-
ogy changes like a material cut-through), the model response is described by a piecewise
continuous function. Identifying that the region of the discontinuity is not explicit, since
it is defined by many other parameter relationships or other physical interactions. When
applying metamodels to responses with discontinuity, they can provide very poor fits be-
cause metamodels are generally applied to only continuous responses, as the reason is
that they mostly apply fully-steady basis functions.
The major steps for generating a metamodel are the following: i) selection of the domain
space, ii) sampling, iii) interpolation, and v) validation. Unlike the one-shot approach,
where sampling is generated all at once, the adaptive approach is performed by first start-
ing with an initial sampling points and second adding appropriate sampling points until
a predefined criterion is met. In this chapter the one-shot and the adaptive approaches
for generating metamodels for continuous as well as piecewise responses are given. Addi-
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tionally validation measures and procedures are discussed for assessing the accuracy of a
generated metamodel.
This chapter includes the following contributions:
• Equation 3.9 is solved by using the LU-decomposition direct solver of the GNU
Scientific Library (GSL) which shows a good numerical stability. However when the
number of data exceeds 10000, the required time for achieving the solution becomes
excessive.
• A novel smart sampling algorithm for generating metamodels with piecewise re-
sponses is proposed, elaborated, and tested. The RBFN, with three different basis
functions (Multiquadric, Gauss, and Linear spline) is used to construct the inter-
polation model, the density function, and the classification model respectively. The
Multiquadric basis function shows less sensitivity to the basis width. The Gauss
function is used to achieve a density response that decreases monotonically between
the sampling points. New sampling points are generated in the sparse feasible
regions and next to the discontinuity are required to improve the quality of the
interpolation.
• The metamodeling procedures are applied to one and two dimensional analytic
models. The examples indicate that the proposed algorithm provides better and
more efficient results than conventionally used methods.
After generating and validating the metamodel, analysis takes place. This is important
step in the production tasks to understand the effect of the parameters on the criteria.
Due to the fact that the metamodel is fast and frugal, analysis becomes more convenient
by interfacing different conventional engineering tasks like global sensitivity analysis, ro-
bustness analysis, and visualization techniques to the metamodel. An example how to
perform analysis and exploration of multidimensional models is presented in the following
chapter.
Chapter 4
Analysis and Exploration
In production industries, parameter identification, sensitivity analysis and multi-dimensional
visualization are vital steps in the planning process for achieving optimal designs, im-
proving decision making, and gaining valuable information and know-how of the process.
They are extremely helpful in identifying the most-influential parameters, quantifying
their contribution to the model output, reducing the model complexity, and enhancing
the understanding of the model behavior. However, in order to perform a feasible sensi-
tivity analysis and precise visualization for a multi-dimensional computer model, a large
number of simulations is required to cover the complete parameter space. When the simu-
lation models are numerically complex and the number of parameter inputs increases, the
two procedures require a large number of simulations, which can be both very expensive
and time consuming. This chapter contributes to the second Research Question RQ2, de-
fined in Section 1.4, which mainly focuses on how to improve a basic understanding of a
complex model by replacing the simulation model by a metamodel. This can be basically
achieved by generating a fast interactive computer tool or web or mobile applications that
allows simulation analysts to navigate complex models within a multi-dimensional design
space. The main components of this tool are sensitivity analysis and visualization. This
chapter introduces different global sensitivity analysis and visualization techniques that
mainly allow exploring information from complex multi-dimensional computer simulation
models using a fast and frugal metamodel. All of the presented methods will be applied
to to real laser manufacturing applications in Chapter 5.
4.1 Global Sensitivity Analysis
Sensitivity analysis (SA) is defined by how the uncertainty in the output of a model can
be apportioned to different sources of uncertainty in the model input [147]. They allow
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classifying the main contributing input parameters to an output (criterion) as the non-
influential inputs, or ascertain some interaction effects within the model. The sensitivity
analysis not only contribute to a model simplification and parameter screening but also
act as a validation and verification step to the simulation models [148]. SA methods are
generally either local or global methods. Local SA methods compute or approximate the
partial derivatives of model outputs with respect to individual input parameter at some
nominal settings, known as the nominal value point, in the domain parameter space [146].
They are defined by ∣∣∣∣∣∂y∂x
∣∣∣∣∣
x0
(4.1)
where xi, i = 1, 2, · · · , p are the input parameters of size p and the subscript x0 indicates
the position where the derivative is taken. The most commonly used local SA methods
are one-at-a-time (OAT) techniques and differential analysis (DA) [7]. However, global
sensitivity analysis methods evaluate the effects of input variations on model outputs in
the entire allowable ranges of the parameter space [173]. They evaluate the effect of one
parameter while varying all other parameters, thus, efficiently exploring the full multi-
dimensional input space [68]. A wide range of Global SA methods are available [146]
from qualitative screening methods [116,147] which identify (as opposed to quantify) the
most important input parameter using a relatively inexpensive set of simulation exper-
iments, to quantitative techniques which apportion the output variability to individual
input variabilities [28,104,146,167]. Among the quantitative SA methods, variance-based
methods have received the most attention as they can accommodate non-linearity and
interactions in a model and its parameters. The choice of the proper sensitivity analysis
technique mainly depends on: i) the number of input parameters and the consideration
of interactions among them; ii) the computational cost of running the model, iii) the
characteristic of the output of interest (e.g. variance of the output), iv) the features of
the model (e.g. linearity), and v)the scope of the analysis [147]. The focus of this section
is the following important global sensitivity analysis measures.
4.1.1 Measures based on the Analysis of Linear Models
If a data sample T given by:
T = {(xi, yi)}Ni=1 = {(xi1, xi2, · · · , xip, yi)}Ni=1, (4.2)
where N is the data size, and p is the number of inputs defined by vector x and one output
defined by scalar y exist, then it is possible to fit a linear model explaining the behavior of
y given the values of x, provided that the sample size N is sufficiently large(N > p) [146].
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The two important sensitivity measures for linear models are: the pearson’s correlation
coefficient and the standard regression coefficient. The pearson’s correlation coefficient
is a quantitative estimate of linear correlation that can be determined by calculating a
correlation coefficient on the parameter values of input and output. It is recommended
to use correlation coefficients, derived from Monte Carlo simulations, as a reasonable way
to rank model parameters according to their contribution to the outputs [104].
Pearson’s correlation coefficient ρ(xi, y) is defined by:
ρ(xi, y) =
∑n
j=1(x
j
i − E(xi))(yj − E(y))√∑n
j=1(x
j
i − E(xi))2(yj − E(y))2
, i = 1, · · · , p, |ρ| < 1 (4.3)
where E(.) denotes the expected value. ρ can be seen as a linearity measure between xi
and y. It equals 1 or -1 if the tested input parameter has a linear relationship with the
output. The larger the absolute value of ρ is, the stronger the degree of linear relationship
between the input and output values is. A negative value of ρ indicates that the output
decreases when the input parameter increases and vice versa. If xi and y are independent,
the correlation equals zero.
The standard regression coefficient SRC(xi) represents a share of variance V (.) if the
linearity hypothesis is confirmed and is defined by:
SRC(xi) = βi
√√√√V (xi)
V (y) , i = 1, · · · , p, (4.4)
where βi, given by Equation 2.2, is the linear regression coefficient associated to xi. In
case of nonlinearity, these coefficients fail to represent the response sensitivities properly.
Because of that, different global sensitivity analysis techniques (Elementary Effect and
Variance Decomposition) have been developed.
4.1.2 Elementary Effect
The Elementary Effect method, also called Morris method, has been proposed as a screen-
ing method to identify a subset of inputs that have the greatest influence on the out-
puts [115]. It is a statistically motivated procedure for predicting the output of a com-
putational model for unexecuted runs thereby reducing the number of runs [16]. The
elementary Effect method provides two sensitivity measures with the aim of determining
which input parameters could be considered to have effects which are (a) negligible, (b)
linear and additive, or (c) nonlinear or involved in interactions with other parameters. It
is a simple but effective way of screening a few important input parameters among the
many that can be contained in a model, which is based on a replicated and randomized
one-at-a-time (OAT) design. The main focus of this method is to identify and screen a
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subset of input parameters that have the greatest influence on the outputs variations in
a given hyper-cube of parameter ranges. The elementary effect EEi of a parameter xi
under investigation is defined by:
EEi =
y(x1, x2, · · · , xi−1, xi + ∆, · · · , xp)− y(x1, x2, · · · , xi, · · · , xp)
∆ , (4.5)
where x = (x1, x2, · · · , xp) is input parameters vector of size p and ∆ is the sampling width
of the parameter space. The value of ∆ is a value in the range of { 1
k−1 , · · · , 1 − 1(k−1)}
where k ≥ 2 is the sampling level of the domain space. The domain space is normalized
to a unit hypercube (xi ∈ [0, 1]) [115]. For example if four sampling levels (k=4) are
considered on a one dimensional parameter space x1 ∈ [0, 1], the corresponding ∆ is equal
to either 13 or
2
3 . Campolongo [16] suggests sampling the parameter space with r different
random trajectories y(xi) and computing the EEi of each trajectory individually [115]. A
trajectory is defined by a sampling interval [xi0, xi1] of the parameter xi. The measures
µ and σ, are estimated according to:
µi =
1
r
r∑
j=1
∣∣∣∣∣EEji
∣∣∣∣∣, (4.6)
σi =
1
r − 1
r∑
j=1
(EEji − µi)2, (4.7)
where r is the number of trajectories. µ assesses the overall influence of the input pa-
rameter on the output. If µi is large, the parameter xi has the biggest influence on the
(scalar) output and σ measures the nonlinearity or interaction effect. Additionally, if σi is
large, then the parameter xi has either a nonlinear effect on the output or an interaction
effect with other inputs.
x1 x2 x3 
y y y 
 
Negligible Effect Nonlinear Effect Linear Effect 
(a)                                  (b)                                    (c) 
µx1=0 
σx1=0 
µx2=a 
σx2=0 
µx3=1.6a 
σx3=5.8a
2 
Figure 4.1: The estimated sensitivity measures: mean (µ) and standard deviation (σ) for
(a) y(x1) = a, (b) y(x2) = ax2, and (c) y(x3) = ax23.
Figure 4.1 shows three different graphs from left to right with three different effects of
the parameter x on the criterion y where x has a negligible y(x1) = 0, linear y(x2) = ax2
, and nonlinear effect on y(x3) = ax23 respectively. Five trajectories, represented by the
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green dashes, are considered for sampling. In Figure 4.1 (a) the EE value for the five
trajectories equals to zero. Correspondingly, µ1 and σ1 are equal to zero. However, in
Figure 4.1 (b) the EE value of the trajectories sampled on the linear effect of parameter
x2 equals to a. Thus, µ2 will be equal to the given slope (a) and σ2 will be also equal to
zero.
The EE screening measures can be represented graphically by screening plots. It pro-
vides two sensitivity measures: i) the x-axis as the mean value µ and ii) the y-axis as
the standard deviation σ which describes the higher order effects such as nonlinearity or
interactions between inputs. The Morris screening plot for the three previous effects is
shown in Figure 4.2. The effect of each parameter xi is represented graphically on the
screening plot by a point with the coordinate (µi, σi).
x3 
x1 
µ 
 σ 
x2 
Figure 4.2: Morris Screening graph.
4.1.3 Variance Decomposition Method - Sobol Method
The variance-based methods are used to study how the variance of the output is appor-
tioned across different inputs as well as across the interactions between them [68, 103].
They are mainly used to: i) identify what is/are the most deserving parameter(s) that
should be fixed to achieve the greatest reduction in the uncertainty of the output, ii)
screen the input parameters by identifying parameters or sets of parameters that are
non-influential, i.e. the parameters that can be fixed at any value over the corresponding
range of uncertainty without significantly reducing the output variance, and iii) identify
what is the minimal subset (interaction) of parameters that should be fixed to achieve
a prescribed reduction in the uncertainty of the output, i.e. the reduction of the output
variance to below a given tolerance [149]. Variance gives a measure of how the data dis-
tributes itself around the mean or expected value [167]. For an arbitrary function y(x),
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the expected value E[y] and variance V (y) of this function is given by:
E[y] =
∫ ∞
−∞
yp(x)dx, (4.8)
V (y) = E[(x− µ)2] =
∫ ∞
−∞
[y − µ]2p(x)dx, (4.9)
where p(x) denotes the probability density function PDF [147]. In this work, the uniform
distribution is chosen to provide the effects of each individual variable across the whole
domain of parameter space restricted by its lower and upper bounds. For a random
variable x that is distributed uniformly in the interval [a, b], p(x) is defined by
p(x) =

1
b−a x ∈ [a, b]
0 x /∈ [a, b]
. (4.10)
The Sobol method [167] is a global variance Variance-based sensitivity analysis. It involves
the computation of the Sobol indices which give a sensitivity measures that do not need a
linear or an additive model behavior. The Sobol method is based on analysis of variance
(ANOVA) decomposition [147]. For example, for a square-integrable function f(xi) with
parameter vector xi = [x1, · · · , xp] of size p where xi ∈ [0, 1], the ANOVA decomposition
is represented as follows [68,167]:
f(x) = const+
∑
i
fi(xi) +
∑
i<j
fij(xi, xj) + · · ·+ f1,2,··· ,p. (4.11)
Sobol proved that if each term in the expansion above has zero mean, e.g.
∫
f(xi)dxi = 0,
then all terms of the decomposition are orthogonal in pairs, e.g.
∫
f(xi)f(xj)dxidxj = 0
[147]. As a consequence, the definitions of the terms of the functional decomposition in
terms of conditional expected values are given according to:
f0 = const = E(y), (4.12)
fi = fi(Xi) = E(y|xi)− E(y), (4.13)
fij = fij(xi, xj) = E(y|xi, xj)− fi − fj − E(y), (4.14)
where y is the output, fi are referred to as main effects of xi, and the fij are two-way
interactions between the pairs (xi,xj), etc. By squaring and integrating Equation 4.11 we
get ∫
f 2(x)dx− f 20 =
p∑
s=1
p∑
i1<···<is
∫
f 2i1···isdxi1 · · · dxis. (4.15)
In Equation 4.15 the left hand side corresponds to the variance of y and the right hand
side corresponds to variances decomposed according to parameters xi. This leads to the
variance expression defined by
V (y) =
∑
i
Vi +
∑
i<j
Vij + · · ·+ V1,2,··· ,p. (4.16)
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where,
Vi = V [fi(xi)] = V [E(y|xi)], (4.17)
Vij = V [fij(xi, xj)] = V [E(y|xi, xj)− fi(xi)− fj(xj)],
= V [E(y|xi, xj)]− Vi − Vj.
(4.18)
After considering the variances, the Sobol indices can be calculated.
The Sobol indices are sensitivity measures that describe the contribution of each input or
group of inputs to the variance of the output. They include the main effects as well as
the interaction effects for the inputs. The main or first order effect of xi on y, which is
the expected amount of variance Vi = V [E(y|xi)] that would be removed from the total
unconditional variance, is defined according to Sobol [167] by
Si =
V [E(y|xi)]
V (y) , Si ∈ [0, 1], (4.19)
where Si is a number that lies in the range of 0 to 1. When Si is equal to 0, this implies
that y and xi are independent. When Si is close to 1, this implies that y might depend
only on xi or an ineraction of xi with other parameter combinations.
The interactions effects occur when extreme values of the output y are uniquely associated
with particular combinations of model inputs, in a way that is not described by the first-
order effects Si. The second order sensitivity indices are defined by:
Sij =
Vij
V (y) , Sij ∈ [0, 1], (4.20)
where Vij is the joint effect of xi and xj minus the first-order effects for the same pa-
rameters. Analogous formulas can be written for higher orders, enabling the analyst
to quantify the higher-order interactions [147]. For example, the third order sensitivity
indices (also called three-way interactions) are defined by:
Sijl =
Vijl
V (y) , Sijl ∈ [0, 1], (4.21)
where Vijl is the joint effect of xi, xj, and xl minus the second-order effects for the same
parameters. It is defined by:
Vijl = V [fijl(xi, xj, xl)] = V [E(y|xi, xj, xl)]− Vij − Vil − Vjl· (4.22)
In this work, the Sobol indices are presented by a form of a clique graph. A clique graph
is a graph G = (C,L) with a finite set of circles C that are connected by a set of lines L.
The input parameters are represented by the graph’s circles Ci, the edge thickness of the
circle i reflects the main effect Sobol indices of the parameter xi. The lines Li represents
the interaction between two parameters that connect them. The line thickness reflects
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the interactions effects of the Sobol indices of the circles it combines. For illustrating the
calculation of the Sobol indices and demonstrating the clique graph, the three-dimensional
Ishigami function which exhibits strong nonlinearity and non-monotonicity is considered:
y(x) = sin(x1) + 7 sin2(x2) + 0.1x43sin(x1), x = {x1, x2, x3}, (4.23)
where x1,2,3 ∈ [−pi, pi]. In order to estimate the Sobol indices Si and Sij numerically, a
Monte Carlo simulation is executed by first considering y as a black box model and then
generating 7000 sample points from a uniform distribution. A tolerance value equals to
0.1 is taken as an indicator to the effect. If the Sobol indices are less than the tolerance
value, they are assigned a zero value. The resulting values are listed in Table 4.1, and the
corresponding clique graph is shown in Figure 4.3.
Table 4.1: Sobol indeces of Ishgiami function
S1 S2 S3 S12 S13 S23
0.34 0.43 0.01 0 0.189 0
X1
X2
X3
Figure 4.3: Clique Graph for the Ishigami function.
From the clique graph, in Figure 4.3, it is found that parameter x3 is the least sensitive
parameter and x2 is the most sensitive parameter as the circle thickness is greater than
that of x1 and x3. The red line illustrates a high second order interaction effect between
x1 and x3. This final result matches completely the sensitivity properties of Equation 4.3.
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4.2 Visualization and Exploration
Visualization is important for analyzing and understanding multi-dimensional metamod-
els, since it makes use of human pattern recognition capabilities that do not apply to
abstract representations like equations or tables. The state of the art of visualizing multi-
dimensional data with conventional mathematical software is performed by projecting
plots onto one, two, or three dimensional subspaces, graphs including scatter plots, surface
responses, and color labels which correspond to the projected data within this subspace.
The analysis of multi-dimensional data has been a core area of visualization for the past
twenty years. In 1990, Tufte [175] presented a book that provides a practical advice
about how to explain complex material by visual means, with extraordinary examples to
illustrate the fundamental principles of information displays. In the 1993, Van Wijk [193]
introduced the HyperSlice visualization concept to facilitate the discovery of relationships
between multiple input variables. In 2001, Meyer and Johnson [111] proposed a tool to
visualize and explore a large amount of data from simulation as well as experiments. A
recent survey on visualization techniques, which covers both multi-dimensional data, has
provided recently by Kehrer and Hauser [79]. In this chapter, two tools called memoSlice,
extended HyperSlice, and HDViz,a global steepest gradient representation, which allow
exploring and visualizing predicted outputs of metamodels for multi-dimensional simu-
lation models are introduced. Both tools provide in addition to the online exploration,
additional tasks such as optimization, online exploration, and sensitivity analysis.
4.2.1 memoSlice
MemoSlice is an innovative visualization tool with a high level of user interactivity that
is developed by Gebhardt [50] in the second phase of the Cluster of Excellence of RWTH
Aachen "Integrative Production Technology for High-Wage Countries" in the research are
"Virtual Production Intelligence (VPI)". MemoSlice is mainly based on a multi-view visu-
alization approach for the exploratory analysis of multi-dimensional RBFN metamodels.
MemoSlice enables users to improve the understanding of a metamodel and optimize the
process by allowing fast and user-friendly navigation through the full mutli-dimensional
domain space. This tool has the following contributions: i) optimization by identifica-
tion of improved parameter configurations, ii) sensitivity analysis and validation of the
simulation model by embedding experimental evidence into the parameter space, iii) com-
parison and assessment of different technical designs, iv) prediction of the behavior under
uncertainties, and v) provision of high degree of interactivity by means of specific paral-
lelization techniques..
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In order to describe the application of memoSlice, a three-dimensional analytical function
is used as a test case for the visualization process.
y(x) =
3∑
i=1
−10 exp
(
−0.2
√
x2i + x2i+1
)
, − 5 ≤ xi ≤ 5, 1 ≤ i ≤ 3 (4.24)
First, a metamodel is constructed by generating 1000 training points from the Hammersley
sequence design presented in Section 2.2.3. Second, the RBFN with multiquadric basis
functions (defined in Section 3.2.1) is used to map the discrete function values at the
sampling points to a continuous metamodel function f(x) as an approximation of the test
function y(x) defined in Equation 4.24.
Scatter plot 
HyperSlice plot 3-D plot 
Figure 4.4: Screenshot of memoSlice applied to the three-dimensional RBFN metamodel
f(x). In the left upper is the scatterplot matrix view, in the left lower corner the Hyper-
Slice view with gradient trajectory navigators, and on the right the 3D view.
As shown in Figure 4.4, memoSlice is composed of the following three basic components:
Scatterplot matrix view
Scatterplots are plots that reveal relationships between each pair of variables. They
show how much one variable is affected by another [21]. The relationship between two
variables is called correlation. The properties of correlations, which are the strength
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and direction, are determined by the pattern of points of the scatterplot of the two
variables. In memoSlice, the scatterplot matrix, illustrated in Figure 4.5, contains one
scatterplot for every possible pair of the parameter-criterion combinations which gives an
overview of the distribution of values. The scatterplot data is created by performing a
Monte Carlo simulation using the RBFN metamodel on-the-fly. The parameter samples
are generated based on user-defined rules (sampling either from a uniform distribution
or normal distribution). For a flexible analysis, memoSlice allows the user to define a
specific region of interest inside the parameter space by locking not only the parameters
ranges but also the criterion to a fixed value or to a defined range with specific minimum
and maximum values. MemoSlice offers the possibility of exporting the scatterplot data
to a file which can be imported to different data mining or statistical software or web
platforms.
f(
x)
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Figure 4.5: A modified screenshot of the Scatterplot view. The lower row represents the
scatterplots for the three pairs of the parameters with f(x) and the upper row represents
the scatterplots for the three pairs of the parameters with f(x) density function D(x).
HyperSlice view
The HyperSlice view is created for visualizing the metamodel (multi-dimensional param-
eter and criteria) within the parameter space. HyperSlice is a matrix of axis-aligned
one-dimensional (diagonal) and two-dimensional (upper left and lower right) slices of the
parameter space. The one-dimensional slice is described by an x-axis which corresponds
to the parameter labeled on the bottom of the matrix and a y-axis which corresponds to
the selected metamodel criterion (upper or lower). The two-dimensional slices are surface
plots which are graphical representations of the relationships among three numerical vari-
ables in two dimensions. The x-axis and y-axis correspond to two parameters labeled on
the bottom of the matrix and on the left of the matrix respectively and a third variable,
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which corresponds to the selected criterion, for determining the surface color. The user
has the possibility to select which criterion to visualize, and configure its corresponding
color map via the extended pie menus described in [51]. The RBFN metamodel f(x) is
illustrated in Figure 4.6 by the blue-to-red color map where blue and red corresponds to
the global minimum and the global maximum respectively.
-5 5 -5 5 -5 5 
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Figure 4.6: A modified screenshot of the HyperSlice view (with respect to the text labeling
compared with the ones in Figure 4.4). The white sphere illustrates the location of the
seed point that is selected by the user. The diagonal represents the one-dimensional
relationship of each parameter on f(x) at the seed point. The upper left represents
the relationships between the parameters and f(x) in two dimensions. The lower right
represents the relationships between the parameters and density function D(x) which
reflects the position of the training points and consider as a measure of the metamodel
quality of interpolation.
3-D view
In order to visualize an additional dimension, memoSlice offers a 3D view, including direct
volume rendering. The 3-D plot is a graphical representation of the relationship among
four numerical variables in three dimensions. The x-axis, y-axis, and z-axis correspond
to the first three variables that represent the parameters which are freely selected by the
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user, and a fourth variable, which corresponds to the selected criterion, determines the
rendered color map. A snapshot of the 3D plot for f(x) and the density function D(x) is
illustrated in Figure 4.7
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Figure 4.7: A modified screenshot of the 3-D view applied to the three-dimensional (a)
RBFN metamodel of f(x) and (b) Density function D(x)with their corresponding color
legends. The seed point is represented by the intersection of the white planes shown in
the two plots.
The light gray spheres in the upper and lower HyperSlice matrices of Figure 4.6 and
Figure 4.7 illustrate the locations of training points of the metamodel. For analysts, the
location of the training points is of huge interest when visualizing a metamodel since it
reflects the exact parameter settings where simulations are executed as well as it provides
an assessment of the behavior of the metamodel between training points (uncertainty).
The size of these light gray spheres is scaled according to the distance of the training
point from the selected view. The point radius decreases when the distance from the
view increases until it vanishes when a threshold maximum distance is reached [50] as the
distance is negative. The radius of any sampling point is defined by:
r = rmax
(
1− d⊥ p
√
n
)
, (4.25)
where r is the final radius, rmax is the maximum point radius, d⊥ is the perpendicular
distance of the point to the plane generated by the seed point, p is the number of dimen-
sions of the parameter space and n is the total number of training points.
In addition to the light gray spheres, there exist in Figure 4.6 a large white sphere and
a cross in Figure 4.7 which illustrate the current parameters configuration. This point,
which is called seed point, reflects the current settings of the metamodel to be displayed
for the single parameter configurations. This means that for the three-dimensional RBFN
metamodel f(x) , every one-dimensional graph is varied according to its corresponding
parameter range while keeping the two other parameters fixed at the seed point. This
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is similar to the two-dimensional graphs, where the two parameters are varied (in every
corresponding slot) and one parameter is fixed at the seed point. When the seed point
is changed, the affected plots are triggered which execute new metamodel evaluations. A
snapshot of the training points and the seed point of the RBFN metamodel is illustrated
in Figure 4.8 (a).
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Figure 4.8: Modified screenshot of memoSlice applied to the three-dimensional RBFN
metamodel of f(x). (a) The training points are represented by the small gray spheres
and the seed point is represented by the big white sphere. Local optimization of the
metamodel via the gradient trajectory from a local minimum (b) to a local maximum (c).
MemoSlice provides an additional measure to optimize the process in the vicinity of the
seed point. The measure is the gradient trajectory which is of key importance for the
understanding of scalar functions and its local sensitivity. Starting from the seed point,
the gradient trajectory is extended between the next local minima and maxima labeled
by the blue and red color respectively. The gradient of RBFN is computed analytically
according to
∇f(~x) = ∑
m∈M
~em
∑
i∈N
2wi (xm − xi,m)h′
(
‖xm − xi,m‖2
)
(4.26)
where M is the number of parameter dimensions, N is the number of training points,
~em is the orthogonal unit basis vector, and h′(x) = dhdx . In order to generate the gradi-
ent trajectory in the vicinity of the training point, the steepest descent and ascent are
constructed by:
~xk+1 = ~xk ∓ γk∇f(~xk), (4.27)
with ∇f being the gradient described in Equation 4.26, and γ is the step size. The
gradient trajectory of the metamodel is illustrated by the colored trajectory in Figure 4.8.
An additional feature of memoSlice is visualizing the non-feasible region of the metamodel
that includes a discontinuity (feasible/non-feasible). Non feasible areas, which represent
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working limits or physical limits, are grayed out in all visualizations. The second meta-
model (classification metamodel C(x)), described in Chapter 3, is loaded in memoSlice
for predicting a feasible as well as a non-feasible region. MemoSlice allows the user a func-
tionality to not only choose the color of the discontinuity but also blending options of the
color that vary between -1 and 1. In the application chapter, visualizing the non-feasible
regions will be emphasized by different applications of laser manufacturing processes. For
further details on memoSlice, the reader is referred to [50].
4.2.2 High-Dimensional Visualization HDViz
In order to understand the behavior of a model based on a sample data, an alternative
visualization approach which combines topological and geometric techniques is proposed
by Gerber [53]. Gerber provided an open source package called HDViz [55] to generate
a discrete Morse-Smale (MS) complex approximation based on the k-Nearest Neighbor
(kNN) graph for a multi-dimensional function that is characterized by input parameters
x ∈ Rp and output criterion y ∈ R. Unlike memoSlice which need an RBFN interpolation
model, the Morse Smale complex analyzes and visualizes the model based on a set of
discrete samples. The MS complex [117] provides a decomposition of the parameter space
into piecewise monotonic parameter domain called crystals. Within each crystal, a regres-
sion curve of the system parameters with respect to the output connecting the minimum
and maximum is generated. Moreover, additional information such as local and global
shape, width, length, and sampling densities are provided in every crystal. The result is
a simplified geometric representation of the MS complex in the multi-dimensional input
domain [52]. Finally, the geometric representation is embedded in 2D in order to preserve
the important information about the high dimensional scalar fields, using dimension re-
duction techniques such as principal component analysis [75], to provide a visualization
platform. HDViz has following contributions: i) understand the extreme output values
and the geometry of the regions connecting them, and ii) define an inverse relationship
that indicates which parameter configuration corresponds to a specified output.
HDViz is based on the Morse theory [113] which is defined as the following: let M be
a smooth compact p dimensional manifold and f : M → R a smooth function. If the
gradient of f is zero at some point x ∈M, then f has a critical point at x. The Hessian
matrix plays an important role in Morse theory, because it allows the classification of the
critical points. If the determinant of the Hessian matrixM of f is zero then x is called a
non-Morse critical point of f (for example saddle points). Otherwise it is called a Morse
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critical point of f . From any point s, the integral line λ, which is defined by:
dλ
ds
(s) = ∇f(λ(s)), (4.28)
is constructed between the maximum and minimum critical points. An ascending or
descending manifold of a critical point is defined by the points whose integral line start
and end at the critical points. The descending and ascending manifolds determine the
MS complex of f (increase) and −f (decrease) respectively [53].
The MS complex introduces a parameter called persistence that gives a measure of the
importance of each critical point. It is defined as the measure of the amount of change in
the function f required to remove a critical point which correspondingly merges partitions.
Persistence is defined mathematically as p(xi) = ‖f(xi)− f(n(xi))‖, where xi is a critical
point, n(xi) =argminxj∈s(xi)‖f(xi) − f(xj)‖ and s(xi) is the set of critical points that
have a direct integral line connecting to xi [55]. A sequential Morse-Smale complex
filtering or simplification is done when the critical point with minimal persistence is
removed until a single partition is reached [37]. At the highest persistence level, the MS
complex only consists of the highest maximum and lowest minimum, and the segmentation
corresponds to the entire domain. With decreasing persistence levels, more extremal
points and corresponding partitions are introduced based on their persistence level. Thus,
persistence introduces a notion of scaling at which the MS complex of f is considered [54].
Figure 4.9 illustrates the concept of persistence on a one-dimensional test function.
     (a)                                                   (b)  
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y y 
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p1 p2 
Figure 4.9: Sketch of the concept of persistence in the MS complex applied to a one-
dimensional test function y = f(x). (a) The MS complex is constructed by the finest
persistence level p2 resulting partitions (A,B), (B,C), (C,D), (D,E). (b) The change of the
Morse-Smale complex with a p1 persistence which required to remove the critical points
C and D resulting partitions (A,F), (F,E) is illustrated.
Since there is no modification in this work to the HDViz tool, the steps of generating
the MS Complex in HDViz are listed in Appendix A. For understanding how the MS
approximation is visualized, the two-dimensional four peak analytical function defined
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by:
y(x) = 12
(
e
−(x1−0.25)2
0.32 + e
−(x2−0.25)2
0.32 + e
−(x1−0.75)2
0.12 + e
−(x2−0.75)2
0.12
)
(4.29)
is used as an example for visualization. 2000 sampling points are uniformly sampled on
x1, x2 ∈ [0, 1] and loaded in HDViz, the A screenshot of HDViz visualization is shown in
Figure 4.10.
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Figure 4.10: Visualization of the approximate Morse-Smale complex of Equation 4.29
from 2000 sampling points. The analytical function is plotted on the bottom left corner.
The additional information inside the box of the location slider gives an insight to the
decomposed regions by providing the value of the function, the standard deviation, the
sampling density, and the function relationship of the parameters on the output.
As shown in Figure 4.10, the function has four maxima, nine minima, and 16 crystals
determined by the regression curves. In each portion, the function has one local minimum
and maximum located on the boundary. The visualization in Figure 4.10 describes, in
addition to the topological representation, additional information boxes in each regression
curve on a local position marked by the location slider. The additional information is
the value of the function and its corresponding parameter configuration (from the inverse
problem) with the corresponding standard deviation and sampling density. In order to
explain the concept of persistence, three different two-dimensional analytical functions
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with different scalar field complexities are considered as examples. All three functions,
which are used as test functions in the optimization algorithms, are listed with their
parameter space in Table 1. 2000 sampling points were uniformly sampled from every
use case on the parameter domain and two simplifications (coarsest persistence level
and finest persistence level) of the MS complex are performed. The visualization of the
topology of the approximation of the MS complex with the coarsest level for the three
functions is shown in Figure 4.11b. Alternatively, the visualization of the topology of the
approximation of the MS complex with the finest level is shown in Figure 4.11c.
Table 4.2: Three two-dimensional cases used as test functions in the optimization algo-
rithms.
Use Cases Ranges Function
1-StyblinskiTang −5 ≤ x1,2 ≤ 5 y(x) = 0.5∑2i=1 x4i − 16x2i + 5xi
2-Rosenbrock −1.5 ≤ x1 ≤ 1.5,−1 ≤ x2 ≤ 3 y(x) = ∑2i=1[100(xi+1 − x2i )2
+(xi − 1)2]
3-Ackley −5 ≤ x1,2 ≤ 5 y(x) = −20exp(−0.2
√
1
2
∑2
i=1 x
2
i )
−exp(12
∑2
i=1 cos(2pixi)) + 20 + e
StyblinskiTang function
(a) (a)   (b)    (c) 
(a)   (b)    (c) 
(a)   (b)    (c) 
(b)(a)   (b)    (c) 
(a)   (b)    (c) 
(a)   (b)    (c) 
(c)
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Rosenbrock function
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Figure 4.11: Visualization of the approximate MS complex of the test functions listed
in Table 4.2 with different persistence levels using 5000 sampling points. (a) Two-
dimensional plot of the function (b) the visualization of MS approximation at the persis-
tence level (c) the visualization of the MS approximation at the finest persistence level.
The results show that the crystals of the simplified MS-complex will not be monotonic
with respect to the original function, but they will be monotonic on filtered versions of
f . At the coarsest level, only a single maximum and minimum remain and the method is
equivalent to a multivariate regression analysis. At finer levels, more detailed information
about the topology is represented.
4.3 Summary
The possibility to analyze, visualize, and explore multi-dimensional models leads to create
an online analysis applications that allows users "on the spot" to i) analyze and validate
complex simulation models, ii) explore uncertainties, and iii) effectively identify the im-
portant model parameters.. In the following chapter, the presented sensitivity analysis
and visualization techniques are applied to real manufacturing processes.
68 4.3 Summary
In order to bring the virtual metamodel to reality, it is crucial to interface it to conven-
tional engineering applications. The three typical applications of a metamodel are: the
optimization techniques where the metamodel is used as a predictor, the global sensitivity
analysis where the metamodel is used as an approximation of the model response in order
to derive the sensitivity measures, and the visualization techniques where the metamodel
is used as an emulator.
In this chapter, two global sensitivity analysis methods (the Elementary Effect EE and
Variance Decomposition Method) are introduced. The screening EE method offers the
possibility to identify a subset of parameters that have the greatest influence on the out-
put criteria. The Variance Decomposition method analyze how the variance of a criterion
is apportioned across different parameters as well as across the interactions between them.
To the author’s knowledge, the methods and algorithms for global sensitivity analysis are
directly applied to continuous functions. However, as explained in Chapter 3, metamodels
are indeed discontinuous due to existing physical limits. Therefore, two metamodels need
to be created: One for predicting the response and one for checking the feasibility.
This chapter includes the following contributions:
• The Elementary Effect and the Variance Decomposition methods were implemented
as tools in MATLAB. The tools are based on a random sampling approaches, which
take the metamodels as inputs and calculate sensitivity measures as an output.
During the analysis, the data are classified to feasible and non feasible, where the
sensitivity estimations are applied to the feasible space only.
• The memoSlice visualization tool is currently under daily development. The inputs
of the tool are metamodels with an ASCII files format generated by the author.
The author main contribution is focusing on the conceptual development and the
live demonstration to make the tool operative in real industrial applications.
• The concept of decomposing the multi-dimensional domain space by the Morse-
Smale complex with different persistence level is presented. Different analytical
examples are interfaced to the open source library HDViz. The results show that
Morse-Smale complex is a promising method for visualizing and exploring the do-
main space.
Chapter 5
Applications of
Metamodeling Techniques to
Laser Manufacturing Processes
5.1 Introduction
In this chapter, several case studies of metamodeling applied to laser manufacturing aare
presented. These studies illustrate why and how a metamodel is used. The main goal
here is to highlight the importance of using the proper metamodeling technique in order
to generate a specific metamodel for every application with different objectives. The
emphasis of the cases is how to easily implement a problem formulation that allows
visualization, optimization, and sensitivity analysis. Here, all of the case studies are
based on the RBFN metamodeling procedure introduced in Chapter 3. The five different
manufacturing processes are: i) laser epoxy cutting (two-dimensional parameter space); ii)
glass cutting (two-dimensional parameter space); iii) oxygen cutting (seven-dimensional
parameter space), iv) laser drilling (five-dimensional parameter space); and v) laser sheet
metal cutting (five-dimensional parameter space).
5.2 Laser Epoxy Cutting
In this test case, the superior performance of the proposed smart sampling algorithm
for responses with discontinuity, presented in Section 3.2.2, is demonstrated. One of the
challenges in cutting glass fiber reinforced plastics using a pulsed laser beam is to estimate
the achievable cutting quality. An important factor for the process improvement is first
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to detect the cutting limits and then to minimize the damage thickness of the epoxy-
glass material. A simulation tool called "EpoxyCut", which is a tool developed by the
Chair Nonlinear Dynamics of Laser Processing (NLD) of RWTH Aachen University, is a
reduced model that calculates the upper and lower cutting width, in addition to other
criteria like melting threshold, time required to cut through, and damage thickness [160].
For details on the mathematical analysis, the reader is referred to [161]. The goal of this
test case is to: i) minimize the lower cutting width while minimizing the laser power;
and ii) efficiently generate an accurate metamodel. The laser beam is modeled as a
Gaussian beam. The material thickness, the focal position, the beam radius, and the
Rayleigh length are kept constant at 1mm, 0mm, 70 µm, and 1.28mm respectively. The
parameter space of the metamodel is spanned by the process parameters pulse duration
and laser power. The criterion is the cutting width at the bottom of the material WB.
The two-dimensional design space is sampled according to a fifty-level full factorial design.
The process parameter design space is listed in Table 5.1.
Table 5.1: Process parameter design domain of Epoxy cut.
Process Parameters Minimum Maximum Sampling Points
Pulse Duration tP [µs] 10 1000 50
Laser Power PL [W ] 10 5000 50
With the help of the first-order polynomial regression metamodel, a process map on a
50 × 50 grid (2500 simulations to capture the cutting limits) is generated as shown in
Figure 5.1 (a), illustrating the EpoxyCut model, and Figure 5.1 (b), illustrating the RBFN
metamodel with only 69 simulations. The white color, shown in Figure 5.1, illustrates
the discontinuity (non-feasible region which is the no-cut region) in the process domain.
The physical interpretation is plausible. If the laser power or the pulse duration is not
large enough to melt a specific material volume, cutting through does not occur. The
relationship between the laser intensity and the cutting width bottom is discontinuous.
If the intensity exceeds the energy material threshold, ablation occurs, and the cut depth
increases continuously and finally, the response between the laser intensity and the cutting
width becomes continuous. For generating an accurate metamodel for the cut width WB
a the bottom of the material using the minimal number of simulation runs, the proposed
smart sampling algorithm, introduced in Section 3.2.2, is applied with a maximum of
30 iterations starting with a three-levels full factorial design (9 sampling points). The
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(a) EpoxyCut numerical model
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(b) RBFN Metamodel
Figure 5.1: Parameter space analysis of the cutting width at the bottom on laser power
and pulse duration. The plots, generated using 2500 sampling points represent the process
map of (a) the numerical model EpoxyCut and (b) the RBFN Metamodel using only
69 sampling points. The black points in the metamodel represent the sampling points
generated by the smart sampling algorithm. The white region illustrates the no-cut region.
evolution of the two-dimensional contour plot of the metamodel after 1 iteration, 10
iterations, and 20 iterations is illustrated in Figure 5.2.
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(a) after 1 iteration
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(b) after 10 iterations
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(c) after 20 iterations
Figure 5.2: Evolution of the two-dimensional contour plot of the metamodel after (a) 1
iteration ,(b) 10 iterations , and (c) 20 iterations. The green and white stars represent
the location of the new sampling points on the discontinuity and in the sparse region of
the feasible domain respectively.
In each iteration step, the relative mean squared error RMSE defined by Equation 3.26,
and the coefficient of determination R2 defined by Equation 3.22, of the cutting width are
calculated and plotted in Figure 5.3. The results show that the quality of the metamodel
improves (decrease of RMSE and increase of R2) when more training points are added
till a convergence is reached. The advantage of the iterative technique over the one-
shot classical approach is the control of the number of model evaluation runs and the
location of the model evaluation. In Figure 5.3, the blue line represents the validation
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measures of a one-shot metamodel generated from ten-levels full factorial design. Figure
5.3 shows that the same quality of a 100 sampling points from full factorial design can
be achieved by 69 sampling points generated by the proposed smart sampling algorithm.
The algorithm is controlled by the user. For example if a maximum iteration number or a
required quality is reached, the algorithm is terminated, and there is no need for further
simulation evaluations.
The main advantage of using a metamodel in this process over the full scale simulation
is the minimization of the time required to generate the process map. The full data set
is 2500 samples in total. It takes EpoxyCut around 5 seconds to estimate the cutting
width of one parameter set. Thus, the total computation time required for generating
such a process map will be around 3.5 hours. However, by using the fast metamodel, it
takes the metamodel (generated after 30 iterations with 69 sampling points) about 0.003
seconds to evaluate one run. Thus, for the same grid, the process map requires around
7.5 seconds only.
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Figure 5.3: The statistical measures (a) RMSE and (b) R2 are generated to validate the
quality of the metamodel. The blue line represents the validation of a one shot metamodel
generated from ten-levels full factorial design. The plots show that the same quality of
a 100 sampling points from full factorial design can be achieved by 60 sampling points
generated by the proposed smart sampling algorithm.
5.3 Glass Cutting
Manufacturers of smart-phones and tablet computers are searching daily for faster and
crack free production technologies to cope with the fast growing market demands. One of
the core challenges for the display manufacturers is to use thinner and lighter glass sheets
that can provide the same damage resistance at less weight. Due to the fact that the
mechanical properties of the glass sheet become more delicate, processing and machining
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of such sheets become very complex especially when using the traditional mechanical
manufacturing methods. Currently, around 30% to 40% of waste is produced because of
non-automated processes [142]. Therefore, it is absolutely necessary to establish more
reliable and green manufacturing processes. One of the promising solutions offered by the
laser technology for cutting thin glass is laser ablation with ultra-short pulses. It shows the
potential to improve the cutting quality and reduces the number of processing steps [200].
There are, however, gaps in understanding the dynamics of the process, especially with
regard to issues related to cracking and ablation (stops at finite cut depth) [40]. Since
every kind of glass or dielectrics is responding differently, choosing the right process
parameters to different types of glass, type of optics, and the thickness of the glass material
becomes a challenging task that requires experience and understanding.
In order to obtain a better know-how of the cutting of transparent dielectrics based on
ultra-short-pulsed laser ablation, a reasonable numerical model is necessary to investigate
the laser ablation mechanism in glass cutting with ultrashort laser pulses. GlassCut [40],
which is a simulation tool developed by the Chair Nonlinear Dynamics of Laser Processing
(NLD) of RWTH Aachen University, is a reduced model that describes laser ablation and
laser damage in glass. It is based on beam propagation and nonlinear absorption of
photons in dielectrics. Unlike metals, the photon energy in wide-band-gap dielectrics
such as glass and water is insufficient to excite electrons from the valence band to the
conduction band by linear absorption. When the dielectrics is irradiated by an ultrashort
laser pulse, the electrons in the valence band can be excited to the conduction band by
multi photon ionization (MPI) (so called free-electrons) and then are heated to higher
energy levels by the inverse Bremsstrahlung absorption. Recombination and diffusion
processes are the losses terms for electron density. The laser beam generates a free-
electron density ρ at a given spatial position in the glass. ρ is calculated using a rate
equation in a generic form [171]:
∂ρ
∂t
= σIk + αcIρ− ηrecρ2 − ηdiffρ, (5.1)
where the terms on the right-hand side are the MPI rate, cascade ionization rate, re-
combination rate and diffusion rate, respectively, and σ, αc, ηrec and ηdiff are their cor-
responding coefficients. For further details on the mathematical physical analysis, the
reader is referred to [170].
In this example, the focus is on one of the sub-models of GlassCut which is the electron
dynamics that is described by Equation 5.1 to determine the maximum free-electron
density (criterion) which is a function of fluence F. It can be calculated from the pulse
shape leading to a parametric dependence on peak intensity I0 and pulse duration tp. The
process parameters with their corresponding ranges are listed in Table 5.2 .
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Table 5.2: Process Parameter design space of electron density model
Parameters Units Symbol Minimum Maximum
Fluence/Intensity [J/cm2]/ [W/m2] F/I 10−4/1010 103/1020
Pulse duration [s] tp 10−13 10−8
The laser pulse shape at any point in the material is a Gaussian profile is defined by:
I(t) = I0 · exp
a( t
tp
)2, a = 4 log 2, (5.2)
where tp is the pulse duration and the peak intensity is given by I0. The fluence F is
defined by integrating the intensity with respect to time. For a Gaussian profile, the
fluence is defined by:
F = I0 ·
√
pi
4 log 2tp. (5.3)
and the maximum free-electron density is defined by:
ρmax = max (ρ (I, tp, t)) . (5.4)
In order to visualize the effect of these parameters characterizing the laser pulse on the
maximum free-electron density, the metamodeling concept is applied. A metamodel is first
generated by a fifty-levels full factorial sampling design which requires 2500 simulation
runs. Second, a first order polynomial regression model is used to map the discrete
sampling points to a continuous function. The results are plotted in form of two process
maps shown in Figure 5.4.
In order to investigate the influence of the number of simulations on the process map, an
additional metamodel is constructed. The metamodel is constructed by first generating
50 training points from an optimized latin hypercube design algorithm (minmax) [197] (46
points) augmented with a two-levels full factorial sampling design (four corner points).
The simulation GlassCut is considered as a black box model that has two parameters
which are the pulse duration and the peak intensity, and one criterion which is the free
electron density. The training set is illustrated by the gray circular spheres shown in Fig-
ure 5.6. Additionally an RBFN with multiquadric basis functions, introduced in Section
3.1.1, is used to map the discrete sampling points to a continuous function fρmax(x). A
schematic for the architecture of the RBFN for this process is shown in Figure 5.5.
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(a) Fluence and pulse duration (b) Intensity and pulse duration
Figure 5.4: Process map of maximum free-electron density ρmax on (a) pulse duration tp
and fluence F and (b) pulse duration tp and intensity I.
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Figure 5.5: Architecture of the Radial Basis Function Network (RBFN) for the electron
dynamics in glass cutting.
In order to assess and estimate the metamodel quality, 2500 points from the full factorial
model were used as the validation data set to calculate the relative absolute error RMAE
defined by:
RMAE = 100% ·
(
1
nV
nV∑
i=1
∣∣∣∣∣ρmaxi − fρmaxiρmaxi
∣∣∣∣∣
)
, nV = 2500, (5.5)
and the coefficient of determination R2, defined by:
R2 = 1−
∑
i=1
nV
ρmaxi − fρmaxi∑
i=1
nV
ρmaxi − ρ¯maxi
, nV = 2500. (5.6)
The results ofRMAE andR2 are listed in Table 5.3. The main advantage of the metamod-
eling techniques is generating a fast and cheap metamodel that resembles the simulation
model according to a controlled accuracy. In this test case, the technique is able to create
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a metamodel that looks like the simulation model by only running 50 simulations instead
of 2500.
Table 5.3: Validation measures of electron density metamodel
Metamodel R2 RMAE
fρmax(F, tp) 0.999457 0.248%
fρmax(I, tp) 0.99862 0.768%
(a) Fluence and pulse duration (b) Intensity and pulse duration
Figure 5.6: Process map of the interpolated maximum free-electron density fρmax on pulse
duration tp and fluence F (a) and intensity I (b). The gray points represent the training
points.
From the validation study, the maximum local RAE, shown in Figure 5.7, is found to
be less than 5% and a global average of less than 1% as shown in Table 5.3. Also, the
advantage of generating a metamodel helps to detect, visualize, and explore the released
high-density free-electrons. Once defined, the material near the ablated-crater wall can
be modified according to this energy. For example, building up free electrons is necessary
in order to initialize the laser absorption and consequently the ablation of dielectrics.
Free-electron density is increased until reaching a threshold criterion ρcrit (critical electron
density) where the breakdown of dielectrics occur (ablation threshold) [40]. ρcrit is defined
by:
ρcrit = ω2
(
meε0
e2
)
, (5.7)
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(a) Fluence and pulse duration (b) Intensity and pulse duration
Figure 5.7: The relative absolute error RAE of the radial basis function and the numerical
model for glass cutting.
where ω, me, e and ε0 are the laser angular frequency, the effective mass of a quasi-
free electron, the electron charge and the vacuum dielectric permittivity respectively.
The material is ablated when the maximum value of the time-dependent free-electron
density exceeds ρcrit. Additionally, from experiments and diagnostics another interesting
threshold criterion ρdamage (damage electron density where damage of the material sets
in) can be introduced. ρdamage is a material dependent quantity and for transparent
dielectrics it is determined empirically according to [170]
ρdamage = 0.025ρcrit (5.8)
The limits ρcrit and ρdamage correspond to the electron density thresholds for ablation and
damage respectively. Therefore, the parameter space can be classified into an ablation
region ( ρmax > ρcrit), a damage region lies between damage (ρdamage < ρmax < ρcrit)
and neither ablation nor damage region (ρmax < ρdamage). This can be illustrated by
taking a laser wavelength of 532nm which leads to a critical electron density value of
3.95×1021cm−3 and ρdamage value of 0.09875×1021cm−3. The ablation region, the damage
region, and the no-ablation/damage region are shown in Figure 5.8 by the green region,
yellow region, and red region respectively.
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Figure 5.8: Classification of the parameter space according to the ablation and damage
thresholds. The red region represents the neither-ablation-nor-damage region, the yellow
region represents the damage region, and the green region represents the ablation region.
5.4 Laser Drilling
Laser beam drilling is one of the most widely used thermal-energy-based non-contact
type of advanced machining processes which is applied for a wide range of materials.
Depending on the application and the requirements regarding quality and efficiency, laser
drilling is often the only applicable technique for drilling holes for cooling channels with
high inclination angles in turbine blades or drilling very small cavities in injection tubes.
However, there are gaps in understanding the dynamics of the drilling process, especially
with regard to issues related to the hole shape. Numerical modeling and simulation of
the laser drilling process improves the understanding without the need for executing a lot
of experiments in the real world. Modeling and simulation of laser drilling is a complex
process as it is described as a continuum physical problem for mass, momentum (liquid
flow) and energy (heat conduction/temperature distribution within the solid and liquid)
that is applied separately to the three different phases of solid, liquid and gas [159].
In this section, a simple but powerful heuristic approach for laser drilling is proposed.
According to U. Eppelt (personal communication, May, 2015), an asymptotic model is
generated based on the concept of an ablation threshold. The model has an ablation
threshold characterized by the threshold fluence FTH , which is material specific and has
to be determined in the model. For laser ablation, the applied fluence F is a fundamental
process parameter which specifies the asymptotic shape of the drill wall. As shown in
Figure 5.9 (a), the asymptotic shape of the hole is characterized by a local angle of
incidence θ. The local angle of incidence θ is given by:
cos(θ) = FTH
F
, F = F (x), θ = θ(x), x ∈ (0,∞), (5.9)
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which leads to the equation of the asymptotic local slope dz(x)/dx of the asymptotic
drilling wall defined by:
dz(x)
dx
=

√(
F (x)
FTH
)2 − 1 ifF (x) ≥ FTH
0 F (x) < FTH
, z(x)
∣∣∣∣∣
x→∞
= z∞, (5.10)
where z(x) is the depth of the drilled wall and x is the lateral coordinate with respect to
the laser beam axis. In order to estimate FTH , one single simulation run is executed and
the width of the drill at the bottom is fitted with one single experimental observation.
A cross section of the simulation and experiment is shown in Figures 5.9 (b) and (c)
respectively. The absolute relative error of the entry and exit diameter between the
simulation and experiment is between 3.58% and 5.8%.
F 
𝜃𝜃 
Material, Fth 
Laser 
𝜕𝜕𝑧𝑧 
𝜕𝜕𝑥𝑥 
𝜃𝜃 
(a)                                  (b)                         (c) 
Figure 5.9: Process sketch(a). Simulation (b). Simulation (solid curve) with a drilling
experiment (c).
One of the challenges in laser drilling applications is to achieve a straight parallel shape
of the drill walls. In the laser drilling community, this challenge is referred to as conicity.
The objective in this section is to minimize the conicity which is described by:
conicity = WidthTop
WidthBottom
∈ (a, b), a < 1, b > 1 (5.11)
where WidthTop is the width at the top of the workpiece and WidthBottom is the width
at the bottom. Since it not practical to do the measurement directly on the material
surface, the WidthTop is measured at the width at the 15% of the workpiece thickness
d, with d set to 1.8mm. For metamodeling, the reduced model is considered as a black
box model that have five parameters, listed in Table 5.4, and one criterion which is the
conicity given by Equation 5.11.
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For understanding the effect of the parameters on the criterion, the metamodeling tech-
nique is applied. The goal is to generate a fast and frugal surrogate that replace the
numerical asymptotic model. The metamodel is generated first with 8000 training points
using Hammersley sampling design presented in Section 2.2.3. Second, an RBFN with
multiquadric basis functions is used for interpolation. In order to assess and estimate the
metamodel quality, an additional data set with 2000 simulations is generated to calculate
the following statistical measures: the relative mean squared error RMSE is 0.5% and
the coefficient of determination R2 is 0.918.
Table 5.4: The five dimensional parameter settings required for minimizing the conicity
Parameters Ranges
Pulse Duration tP [ms] 0.1 - 1.5
Laser Power PL [kW ] 3 - 10
Focal position z0 [mm] -8 - 8
Beam Radius w0 [µm] 50 - 350
Rayleigh length zR [mm] 3 - 35
Figure 5.10 shows a modified screenshot of memoSlice with the five-dimensional laser
drilling metamodel. A HyperSlice view with superimposed gradient trajectories guides
the user to the next local minimum (blue) and maximum (red) in the vicinity of the
selected parameter settings. Two criteria are shown: the conicity in the upper part of the
HyperSlice and density of the training points in the lower part. On the right of the figure,
a corresponding snapshot from one single simulation with parameter settings located at
the seed point indicated by the red star.
Figure 5.11 shows a snapshot of the HDViz tool of the laser drilling metamodel. One trace
is detected by the colored line where blue is the global minimum and red is the global
maximum. The geometric representation is embedded in two dimensions by projecting the
extremal points and the regression curves onto its first two principal components. These
traces can be followed visually through the high-dimensional parameter space revealing the
technical parameters or physical reasons for any deviation from the optimum performance;
the global minimum (Figure 5.11 (a)) and the global maximum (Figure 5.11 (c)) with
their corresponding simulation). The black arrow in the middle plot represents a strong
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Figure 5.10: The memoSlice applied to the five-dimensional metamodel for laser drilling.
change of the relationship of the Rayleigh length zR on the conicity (the effect of large
values of zR become insensitive on the conicity).
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Figure 5.11: A snapshot of the HDViz tool applied to the five-dimensional metamodel for
laser drilling. The parameters and the conicity are normalized between 0-1. The black
arrows in the middle plot represent a strong change of the orientation of the integral line,
which is caused by the relationship of the Rayleigh length zR range on the conicity.
In order to detect the behavior of the parameters on the conicity, the Rayleigh length
(zR) is fixed to a small value (3mm) and to a large value (30mm). The analysis is then
performed on a four-dimensional parameter space. Results in Figure 5.12 show a clique
graph, presented in Section 4.1.3, where the red circles represent the main effects and the
blue lines represent the interaction effect. The widths of the circles and lines represent the
value of the effect, the thickest the width is, the highest the effect is. In the EE screening
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plot, presented in Section 4.1.2, µ reflects the biggest influence of the parameters on
the output and σ describes the higher order effects such as non-linearity or interactions
between inputs. Figure 5.12 (a) illustrates the global sensity analysis measures with a
large zR = 30mm, while Figure 5.12 (b) illustrates the global sensity analysis measures
with small zR = 3mm.
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Figure 5.12: The EE screening plots and Clique graphs for: (a) large zR (30mm), and
(b) small zR(3mm).
The results for the laser drilling model can be summarized as follows: i) within the five
parameter domain space, defined in Table 5.4, and for a large Rayleigh length zR >, the
pulse duration tp and the laser power PL have the highest main effect for having a straight
drill walls, and ii) the focal position has a negligible effect. However, for a small Rayleigh
length zR, the duration of the pulse tP and the focal position z0 play the highest main
effect.
5.5 Oxygen Cutting
Oxygen cutting or flame cutting is a combustion process used for separating and shaping
mild and low-alloyed components with a thicknesses up to two meters [132]. As shown in
Figure 5.13, the process involves an oxygen and fuel gas being burned to heat the metal
to the ignition temperature while at the same time feeding a jet of high purity oxygen
centered on to the material to be cut [132]. It is carried out using a torch where oxygen
and fuel gases (for example acetylene, propane) are passed. The main cutting tool, which
is the cutting jet, is described by the oxygen gas in a central part surrounded by a fuel gas
jet in the outer ring. The choice of fuel gas depends on the cutting thickness which affects
the cutting quality as well as the required time used for preheating [10]. After ignition,
the energy dissipated from the flame and the heat of the cutting zone is transformed into a
process temperature of approximately 1900K [190]. At this high temperature, combustion
and rapid oxidation of the steel takes place and a large amount of heat is generated that
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melts both the oxides and the underlying metal layers. The resultant liquid oxides and
molten metal are blown away by the oxygen jet from the cut cavity. There exist gaps in
understanding the dynamics of this process, especially with regard to issues related to the
role of oxygen in the cutting zone. Choosing and configuring the right process parameters
becomes a very challenging task that requires experience and understanding. This is due
to the fact that the cutting process responds differently for different kind of jet designs,
fuel gases, oxygen pureness, material geometry and material thicknesses.
Cutting  
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work  
piece 
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direction               
Fuel gas and Oxygen 
cut 
surface 
Heating Flame 
Central Jet 
Oxygen 
Figure 5.13: Schematic of the oxygen cutting process.
In order to obtain a better know-how of the oxygen cutting process and minimize the
material waste of plate material being cut, a comprehensive and reasonable numerical
model is necessary to investigate the effect of the exothermic reaction of oxygen with iron
that provides a considerable thermal energy to the cutting process. OxyCut , which is a
tool developed by the Chair Nonlinear Dynamics of Laser Processing (NLD) of RWTH
Aachen, is a reduced model that determines the relationship between the parameters of
oxygen cutting and the physical processes of heat and mass transfer in the area of the
cut surface as well as the chemical reaction that takes place on the melt surface when
iron is transformed to iron oxide. OxyCut calculates the maximum and minimum cutting
velocity in addition to other criteria like cutting limits, gas velocity, burn up, melting
thickness, oxide thickness, etc. For further details on the numerical model, the reader is
referred to [44].
In this example, the main focus is to: i) optimize the cutting process by considering the
maximum cutting velocity as the objective function (maximizing); and ii) understand the
relationship between the applied energy that is generated by the process parameters and
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the maximum cutting speed. The maximum velocity Vmax is defined by:
Vmax = f (p,XO2P,Ndiam, TO2, Tmat, dmat, cwupper, afront) , (5.12)
where the process parameters p, XO2P , Ndiam, TO2, Tmat, and dmat are the gas pressure,
oxygen purity, nozzle diameter, gas temperature, material temperature, and material
thickness respectively. In addition to two model parameters cwupper and afront, which
correspond to the cutting width and the cutting inclination angle respectively. In order to
construct the process map for Vmax within the parameters design space, which is listed in
Table 5.5 in details, the OxyCut function f(x) (the reduced physical model) is considered
as a black box model that has 8 parameters and 1 criterion.
Table 5.5: Process parameter domain of oxygen cutting.
Parameters Units Minimum Maximum Seed point
gas pressure p [bar] 8 30 19
oxygen purity XO2P [%] 90 100 95
nozzle diameter Ndiam [mm] 1 15 8
gas temperature TO2 [K] 300 1000 650
material temperature Tmat [◦C] 20 1000 510
material thickness dmat [mm] 100 2000 1050
cutting width cwupper [mm] 1 22.5 11.75
Cutting front inclination angle afront [◦] 1 10 5.5
A metamodel is constructed by first generating 10000 training points from a Hammersley
design [78] (9872 points) augmented with a two-levels full factorial sampling design (corner
points of the parameter hypercube-128 points). These training points are illustrated in
Figure 5.14 by the small gray spheres shown in the upper left hyper slices matrix. The
big white sphere illustrates the seed point which is located at the parameter settings
listed also in Table 5.5. The lower right part of the hyper slices matrix in Figure 5.14
reflects the density function of the training points. The density function, introduced in
Section 3.1.2, is equal to one when there is exactly a training point (simulation point),
and decreases to zero in a sparse region far away from the training points. Since the
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model contains a discontinuity (Cut/No-Cut Region), the one-shot-approach from Section
3.2.1 for discontinuous responses is applied and a metamodel function is used to map
the discrete sampling points to a continuous function fVmax . The process map of the
metamodel is shown in Figure 5.15.
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Figure 5.14: The illustration of the 8-dimensional discrete training dataset from OxyCut
model visualized in memoSlice. The training points are illustrated by small gray spheres
shown in the upper left part of the hyperSlice matrix. The density function which reflects
the position of the sampling points is illustrated by the lower right part of the hyperSlice
matrix.
In order to validate the metamodel, additional 3000 points from a Latin hypercube design
are generated from OxyCut and used as a validation data set to calculate the relative mean
absolute error (RMAE) given by:
RMAE = 100% ·
(
1
nV
nV∑
i=1
∣∣∣∣∣Vmaxi − fVmaxiVmaxi
∣∣∣∣∣
)
, nV = 3000, (5.13)
and the coefficient of determination R2, defined by:
R2 = 1−
∑
i=1
nV
Vmaxi − fVmax i∑
i=1
nV
Vmaxi − V¯max
, nV = 3000. (5.14)
The values of RMAE and R2 are calculated to be 10.14% and 0.91 respectively which
reflects a high accuracy and determination.
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Figure 5.15: Visualizing the 8-dimensional RBFN metamodel fVmax in memoSlice. The
RBFN is illustrated by the blue to red continuous function in the upper left hyper slices
matrix. The gray areas illustrate the no-cut region. A classification RBF model function
is illustrated by the lower right hyper slices matrix. In the classification model, the white
region between the green (cut) and red (no-cut) colors represent the uncertainty region.
The diagonal hyper slices matrix illustrates the impact of each individual parameter on
fVmax .
In the context of decision-making and understanding the effect of the model parameters
on the maximum cutting velocity, the material is set to a fixed thickness (dmat=600
mm) which makes the dimensionality of the metamodel decrease from 8-dimensions to
7-dimensions. A Monte Carlo simulation is performed by generating 1000 random points
according to a uniform distribution on the parameter range. The data is selected such
that the criterion fVmax falls within the range of 0.40 m/min and 0.52 m/min. The
resulting data are visualized by the parallel coordinate plot shown in Figure 5.16 (a) and
the box-whisker diagram shown in Figure 5.16 (b). The x-axis of these plots represents
the parameters of the domain space and the y-axis represents the normalized value of the
parameters (all normalized to a range between 0 and 1). The parallel coordinates plot
is a visualization technique pioneered in the 1970s which has been applied to a diverse
set of multi-dimensional problems [71]. Each parameter corresponds to an axis, and the
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7 axes are located on equidistant vertical lines. A data element in 7-dimensional space
is displayed as a line that connects a set of points, each located on one axis. The total
sets of lines perceive the final image structure. The box whisker diagram is similar to
the parallel plot, however each box in the diagram is divided into lower quartile (25%),
median, upper quartile (75% and above), and rectangle boxes that reflect the significance
of the parameter on the criterion [5]. It is shown that the material temperature Tmat
plays the highest effect for maximizing the maximum cutting velocity Vmax. The results
show that in order to achieve a high cutting velocity between (0.40 and 0.52m/min), Tmat
should be equal to a value that lies in the normalized range of 0.8 and 1, which corresponds
to a value between 804 and 1000 ◦C. The second and third sensitive parameters are the
nozzle diameter Ndiam and gas temperature TO2 respectively.
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Figure 5.16: (a) Parallel coordinate plot and (b) Box-whisker Diagram for 1000 multi-
dimensional data set where fVmax lies in the range of 0.40-0.52 m/min. The green arrows
determine the shift or the route to guide the analyst from a selected seed point or current
status (here a parameter configuration that lies in the middle of every parameter range)
to the global optimum or required target.
For optimizing the process using the process map, the memoSlice visualization tool intro-
duced in Section 4.2.1 is considered. The upper left part of the HyperSlice plot denotes
the fVmax with the corresponding combinations of parameters slices. The exact value of
fVmax using the parameters configuration listed in Figure 5.17 (a) is represented by the
upper black arrow (0.198 m/min). The lower right matrix represents the density func-
tion which reflects the position of the training points. The exact value of the density
function of the parameters configuration point is represented by the black arrow on the
right (0.17). By following the steepest ascent, a new configuration point is acquired and
listed in Figure 5.17 (b). The fVmax is maximized from 0.198 m/min to 0.454 m/min.
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Figure 5.17: Optimizing the 7-dimensional RBFN metamodel fVmax in memoSlice by
changing the position of the seed point according to three different parameter configu-
rations: (a) configuration listed in Table 5.5 (b) configuration shown in Figure 5.16 (c)
minimizing the density function in the vicinity(coming closer to a training point) of the
target configuration shown in Figure 5.16.
The value of the density function of the new seed point, which is equal to 0.01, ensures
that the configuration settings of the parameter list lie in a sparse region that reflects
an interpolated value of fVmax that might be inaccurate. In this uncertain region, it is
always important after the analysis to validate the value by running additional simula-
tions. However, since in this work the focus is on tendencies and not on single values, the
density function is maximized to 1 (reflects the position of an exact simulation point).
The new parameter configuration illustrated by Figure 5.17 (c) denotes a maximum of
fVmax that match directly a simulation point in the training set.
For demonstrating the decomposition of the parameter space by Morse Smale approach
[117], the OxyCut metamodel data is loaded by HDViz tool [53]. The loaded data set
consists of 22,000 random samples of the metamodel that contains 8 columns (the 7
input parameters and their corresponding fVmax). The data are normalized between 0
and 1 according to the maximum and minimum of every column. The 22000 points are
generated only in the feasible (cut) region (Morse-Smale does not succeed with responses
that contain discontinuity). Figure 5.18 shows the Morse Smale graph at the coarsest
level of detail (highest persistence) with a single maximum and minimum. Since the tool
offers an inverse problem (obtaining parameters from the criterion), the three obtained
values of fVmax in Figure 5.17 (a), (b), and (c) which are equal to 0.198 m/min, 0.454
m/min, and 0.41 m/min are normalized between 0 and 1, and hence correspond to, 0.37,
0.89, and 0.79 respectively. This is illustrated in Figure 5.17 (a),(b), and (c) respectively.
The colored regression line is varied from blue (the global minimum) to red (the global
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Figure 5.18: Visualization of the 22000 OxyCut metamodel data set at coarsest level
of detail (0 global minimum and 1 global maximum). The black arrow denotes the
inverse relationship between the fVmax criterion and the 7 model parameters all normalized
between 0 and 1 according to their corresponding maximum and minimum ranges. (a),
(b), and (c) corresponds to 0.198, 0.454, and 0.41 respectively (same three values of fVmax
shown in Figure 5.17) normalized between 0 and 1. The shaded red area illustrates an
area in the vicinity of the no-cut region (no points are given).
maximum) and the geometric representation is embedded in two-dimensional by project-
ing the extremal points and the regression curves onto its first two principal components.
The relationship of the parameters on fVmax in the form of a single regression curve is
observed by the plots shown in Figure 5.18. It is visible that a relative increase in the
gas pressure, oxygen purity, nozzle diameter, gas temperature, and material temperature
lead to an increase of the maximum cutting velocity. The shaded red area in Figure 5.18
denotes an area close to the discontinuity between the cut and no-cut regions. Since the
non-feasible data-points are left out of the loaded 10000 data-points, the analysis values
are extrapolated. This corresponds to a region that might be misleading to the user or
operator.
The two global sensitivity analysis methods (Elementary Effect EE and Variance Decom-
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position VD) are conducted in order to: i) screen the parameters that have the greatest
influence on the maximum cutting velocity, and ii) detect and evaluate in addition to
the main effect, the first order interaction effects. For investigating the convergence, the
sample sizes and the corresponding number of model evaluations required for both EE
and VD are varied according to the values listed in Table 5.6.
Table 5.6: Sample sizes and number of model runs performed for each of the sensitivity
analysis methods.
Sample Size Model Evaluations Required Evaluation Time[hours]
VD-8000 581,752 12.28
VD-9000 653,895 13.47
VD-10000 727,365 15.09
EE-500 11,423 2.38
EE-1000 23,316 4.88
EE-1500 34,667 7.01
For the EE method, a 30 levels grid is fixed in the domain space and 500, 1000, and 1500
trajectories are generated randomly for the analysis. The three different studies require
11423, 23316, and 34667 model evaluations respectively. It is important to mention that
the trajectories that contain limit values (no-cut) were filtered out from the analysis. For
the VD method, the sampling distributions for all parameters were chosen to be uniform.
The three different sample sizes of 8000, 9000, and 10000 required 581752, 653895, and
727365 model evaluations respectively. The required time to calculate the sensitivity in-
dices for both methods on a quad-core Intel i5 processor (3.2 GHz) is listed in Table 5.6.
If the OxyCut takes around 5 seconds to estimate the fVmax for one parameter config-
urations settings, then a sensitivity analysis run by using OxyCut evaluations requires
around 15.8 hours to complete. However when using a metamodel, the sensitivity analysis
run requires 2.48 hours, and thus attaining an increase in the computational efficiency up
to 80% . The three different sampling sizes for the two methods show a good convergence.
This is expected due to the high number of the varied sampling size. The outcome of
the EE and VD methods is shown graphically by the screening plot illustrated in Figures
5.19 (a) and (b) respectively.
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Figure 5.19: Outcome of the EE and VD global sensitivity analysis methods of the oxygen
cutting process: (a) the EE screening plot (b) and the Clique graph. The EE plot screens
the parameters that have linear and very small main effect on Vmax (the gas pressure and
the cutting front inclination angle).
In Figure 5.19 (a), µ assesses the overall influence of the input factor on the output. If µi
is large, the parameter xi has the biggest influence on the (scalar) output. In addition, σ
measures the nonlinearity or interaction effect. If σi is large, then the parameter xi has
either a nonlinear effect on the output or an interaction effect with other inputs [115].
The outcome of the VD method with the sample size of 10000 is plotted in Figure 5.19
(b) in the form of a clique graph. The results from the global sensitivity analysis methods
indicate that the cutting width cwupper, the nozzle diameter Ndiam, as well as the material
temperature Tmat are sensitive and have an interaction and high nonlinear effect on the
maximum velocity. Less sensitive parameters are the gas temperatureTO2 (interacted
with nozzle diameter and material temperature) and the oxygen purity XO2P . The gas
pressure p and the cutting front inclination angle afront have very small sensitivity and
a linear effect on the criteria. It is very essential to mention that the sensitivity analysis
results are determined by the minimum and maximum ranges of the model parameters.
5.6 Sheet Metal Cutting
Laser cutting is a thermal separation process that is widely used in several areas of
manufacturing such as trimming, processing of flat metal sheets for shaping, and contour
cutting applications. In many sectors of production, laser technology has already become
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a state of the art technology, where laser cutting is definitely the most established one [2].
The laser beam permits tool-free machining with active heat energy, thus allowing the
process to be a fast and accurate technology that is not exposed to any wear. During the
fusion cutting process, a high energy density laser beam is focused on a work surface. The
thermal energy is absorbed which heats and transforms the work volume into a molten,
vaporized, or plasma state that can easily be removed by the flow of high pressure assisting
gas jet [136], [35] . The schematic of the laser cutting process is shown in Figure 5.20.
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Figure 5.20: Schematic of conventional laser cutting process
Important degradation of the quality is due to the onset of unevenness and roughness
of the cut edges, the appearance of adherent dross, as well as other properties like gas
consumption and robustness with respect to sensitive parameters such as nozzle standoff
distance and others. These defects have in common that they originate from the dynamical
behavior of the cutting process [161].
There are gaps in understanding the dynamics of the process, especially with regard
to issues related to the cut quality. Numerical modeling and simulation of the laser
cutting improved the understanding of the process without the need of executing numerous
experimental tests [162]. The three elements involved in laser cutting are the gas jet, the
laser beam and the material to be cut. Therefore, the modeling of the cutting gas flow,
the radiation propagation and the ablation of the material (in fusion cutting: removal by
melt ejection) has to be accomplished as well as the numerical solvers of these models
have to be implemented. One of the current challenges in R&D is to design beam-shaping
optics such that the ripple structures on the cutting kerf surface stay minimal, as shown
in Figure 5.21.
QuCut, a tool also developed at the institute of Nonlinear Dynamics of Laser Processing
(NLD) of RWTH Aachen, is a numerical model for continuous wave laser cutting that
takes into account the spatially distributed laser radiation. QuCut reveals the occurrence
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Figure 5.21: Smooth (left) and non-smooth (right) cutting surface with ripple structures
of ripple formation at the cutting front and defines a measure for the roughness on the
cutting kerf surface. The tool is based on a numerical model which involves two coupled
nonlinear partial differential equations. It is important to mention here, that there is no
explicit function of the roughness in terms of the beam optics parameters. The model is
fully numerical and will be considered in this chapter as a black-box model. For further
details on the mathematical analysis, the reader is referred to [183], [182].
Production with laser cutting systems is facing a big challenge when choosing the appro-
priate machine parameter set (comprising parameters for the laser optical system, nozzle
design parameters, and others). For this reason, laser cutting machine manufacturers
are attaching working parameter settings for specific pre-defined cutting tasks to their
machines and documenting them in forms of catalogues or technology tables. These tech-
nology tables, which are generated by every laser cutting machine manufacturer for their
machines specifically, are expensive/labor-intensive, highly time-consuming (due to the
vast number of cutting experiments) and finally revealing only a discrete set of poten-
tially beneficial operating points of the machine. The data contained in these tables is
produced by numerous experimental tests performed by appropriate Design of Experi-
ment (DOE) techniques as well as other experience-based procedures. As a beam shape
optimization cannot be done with one single simulation only, an expert has to explore or
visualize scalar quality criteria for different parameter design sets. It takes QuCut about
6 minutes to estimate the roughness for one parameter set. Thus, the total computation
time required for optimization, or sensitivity analysis, by executing only 1000 iterations,
would be around 3 days. This is also impossible to perform an online exploration. Thus,
with the help of a fast metamodel, a process map is generated. Due to the experimental
costs and effort, the metamodel is generated from a discrete data set of the simulation.
It provides the operator with a continuous relationship between the quality (roughness)
and the optic beam parameters. The goal of this use case is to find the optimal param-
eters configuration of certain laser optics that result in a minimal ripple structure (i.e.
roughness). The 5 laser optics design parameters investigated here are the beam quality,
the astigmatism which is a measure of the shift between the horizontal and vertical cross
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sections of the beam focus along the beam path, the focal position, and the beam radius in
x and y directions (as an elliptical laser beam was used). The properties of the sampling
design are listed in Table 5.7
Table 5.7: Process design domain of sheet metal cutting
Beam Parameters Minimum Maximum Sampling Points
Beam Quality M2 7 13 7
Astigmatism Ast[m] -0.0150 0.0250 9
Focal position fp[m] -0.0080 0.0020 11
Beam Radius x-direction wx[m] 0.0001 0.00023 6
Beam Radius y-direction wy[m] 0.0001 0.00023 6
The selected criterion is the surface roughness (Rz in µm) simulated at a 7 mm depth of
an 8 mm workpiece thickness. The full data set is 24948 samples in total. A schematic
for the architecture of the RBFN for this process is shown in Figure 5.22.
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Figure 5.22: Architecture of Radial Basis Function Network (RBFN) for sheet metal
cutting.
In order to assess the quality of the mathematical interpolation, 5 different RBFN meta-
models are generated according to 5 randomly selected sample sets of size 1100, 3300,
5500, 11100 and 24948 data points from the full dataset. As shown in Figure 5.23, the
metamodels are denoted by Metamodel A to E. Metamodel F, which is used as a reference
for comparison, is a two dimensional metamodel with a finer sampling points denoted by
the blue points.
In Figure 5.23, the contour shapes of the metamodels A to E (five-dimensional), become
similar to the ones in Metamodel F (two-dimensional) by simply adding more sampling
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Figure 5.23: two-dimensional contour plots of different metamodels at M2 = 10, Ast =
25mm, wy = 134µm. The polynomial linear regression metamodel (F) on the bottom
right contains more sampling points and is shown here for evaluation of the metamodel
quality (A-E).
points to the metamodel. Additionally, the reddish-orange region (resembling large rough-
ness regions) at a focal position corresponding to 8mm and for a beam radius between
100µm and 140µm becomes progressively weaker from A to E. This is a consequence of
using more sampling points in the vicinity of the slice (Beam Radius x-direction, focal
position). The star-shaped marker, denoting the seed point of the investigation, rep-
resents the current cutting parameter settings and the arrow trajectory shows how an
improvement in the cut quality is achieved. The results show that in order to minimize
the cutting surface roughness in the vicinity of the seed point, the beam radius in the feed
x-direction should be decreased and the focal position should be increased. In this test
case, the minimum number of sampling points with an RBFN model is already a good
choice for giving an optimized working point for the laser cutting process. This is due
to the fact that eventhough these metamodels have different accuracy values, they show
similar tendencies that support the developer with his decision making step.
The advantage of using a metamodel in this process over the full scale simulation is
denoted in Table 5.8. As stated before, a single evaluation run requires 6 minutes using
QuCut, and less than 1 second on all of the above generated metamodels. So generating
a two-dimensional 10 × 10 grid (100 evaluations) contour plot, similar to what is shown
in Figure 5.23, would require around 30 seconds by using a fast metamodel or 10 hours
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by using the simulation model.
Table 5.8: Quality of the metamodels A-E for sheet metal cutting
Metamodel MAE[µm] R2 Generation Time Single evaluation time[s]
A 19.69 0.89 ∼ 30 seconds 0.032
B 17.89 0.90 ∼ 50 minutes 0.044
C 15.50 0.92 ∼ 1 Day 0.076
D 14.91 0.93 ∼ 3 Days 0.143
E 13.63 0.94 ∼ 1 Week 0.319
The Mean Absolute Error (MAE) of the criterion surface roughness and the coefficient of
determination (R2) are calculated and compared to each other. As mentioned earlier in
Chapter 3, the smaller the value of MSE is, the more accurate the metamodel becomes.
Additionally, the closer the value of R2 gets to 1, the more accurate the metamodel is.
The results show that the quality of the metamodel naturally depends on the number of
sampling points; the quality is improved when the number of training points is increased.
However this increase the metamodel generation time as shown in Table 5.8. This is due
to the time required to calculate the inverse of the dense matrix(
HTH + λ
)−1
(5.15)
found in Equation 3.8. Starting with the analysis on Metamodel E, a Monte Carlo simu-
lation is performed by generating 1000 random points according to a uniform distribution
on the parameter range. The data is selected such as the criterion fRz(x) falls within the
range of 10 µm and 30 µm. A statistical test is run on the metamodel by generating a
parallel coordinate plot shown in Figure 5.24 (a) and a box-whisker diagram shown in
Figure 5.24 (b). The plots provide a new parameter configuration (denoted by the green
arrows) for minimizing the roughness.
Additionally, the Morris method is then applied to identify the subset of beam parameters
that have the greatest influence on the cutting roughness. The Morris method is applied to
the Metamodel E, since it showed the highest accuracy, using 40 sampling levels and 300
trajectories. As shown in Figure 5.25, astigmatism is the most valuable factor, the beam
radius in the feed x-direction and the focal position are the second important factors, and
the remaining parameters (M2, wy) are relatively less sensitive to the surface roughness.
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Figure 5.25: Representations of each input parameter on the screening plot by a point
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From fundamental research in modelling and simulation it is proposed that increasing the
beam diameter in feed direction should be beneficial to the surface quality in laser cutting,
as it should reduce the ripple-forming instability on the cut front and thereby decrease
the roughness amplitude on the cut edges. This idea inherently lead to the concept of an
elliptic beam, i.e. a beam with elliptic cross-section. However, this concept is needed to
be quantified in order to get tested in the real-world. So the question is, which minimal
diameters the beam should have and at which position with respect to the workpiece the
focuses corresponding to these minimal beam diameters should be placed. Together with
the beam quality giving a measure for the beam divergence this makes five parameters
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to choose beneficially, a perfect task for accomplishing with the process map presented in
previous chapters, where the metamodeling concept can prove its strengths.
Looking at the process map for laser cutting, shown in Figure 5.26, the star-shaped marker
denoting the seed point of the investigation represents the current cutting parameter
settings and the arrow trajectory shows how an improvement in the cut quality is achieved.
The results show that in order to minimize the cutting surface roughness Rz in the vicinity
of the seed point, astigmatism Ast should be increased, the beam radius in the feed
direction x wx should be decreased and the focal position should be raised fp. The fact
that the minimal beam radius in x-direction is decreased to get a lower roughness value
is actually no contradiction to the premise of increasing the beam radius in feed direction
as the focal position such that the beam radius in feed direction at the position of the
workpiece is actually increased.
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99
5.7 Summary
In this chapter, fast metamodels are used to mimic the response behavior of the physical
numerical models of different laser processing applications. The small reduction in the
computational time lead to a significant decrease in the total evaluation time required
performing the sensitivity analysis, optimization, and visualization run times since numer-
ous numbers of evaluations are required. Generating a metamodel is a user demanding
procedure that involves compromises between many criteria since the metamodel with
the greatest accuracy is not necessarily the best choice for a metamodel. The proper
metamodel is the one which fits perfectly to the developer needs. The needs have to be
prioritized according to some characteristics or criteria which are accuracy, speed, storage,
visual aspects, sensitivity to parameters and ease of implementation [45]. The additional
information allow a high flexibility to decision-makers in setting an appropriate parameter
configuration to the process by taking into consideration the actual physical limitation (if
cut occurs for example) and design limitations (manufacturing costs for example) of the
process parameters.
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Chapter 6
Conclusion and Outlook
6.1 Conclusion
In this thesis, the concept of metamodeling towards Virtual Production Intelligence is
discussed. The two primary objectives are: (1) generating and validating a fast and fru-
gal metamodel of complex simulation models; and (2) improving a basic understanding
of a complex model by replacing the simulation model by a metamodel.
Since the process of learning from simulation results becomes very challenging when the
simulation time and the number of parameters increase, a fast and frugal metamodel
is used as a surrogate of the complex simulation. It allows much faster analysis of the
simulation model with a controlled accuracy. Metamodels offer an excellent possibility to
describe the process behavior of technical systems. Metamodeling approach defines a pro-
cedure to analyze and simulate involved complex physical models using fast mathematical
models. They mimic the real behavior of the simulation model by considering only the
input-output relationship in a simpler manner rather than the full simulation. Once a
fast metamodel is generated with a moderate number of computer experiments, it offers
making predictions at additional untried inputs, and thus the conventional engineering
tasks such as optimization, sensitivity analysis, or design space exploration become easily
possible due to the numerous number of evaluation runs that could be performed.
First, two approaches (one-shot and adaptive) for generating metamodels for continuous
as well as piecewise responses are discussed in Chapter 3. Herein, a novel smart sam-
pling algorithm for generating metamodels with piecewise (processes where the response is
categorized to either feasible or non feasible) responses is proposed. The RBFN with mul-
tiquadric, gauss, and linear splines basis functions is used to construct the interpolation
model, the density function of sampling points, and the classification model (required to
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identify to which region in the domain space, i.e. feasible or non feasible, a new parameter
configuration belongs) respectively. As expected, different numerical examples show that
the quality of the metamodel is dependent on the number of sampling points since the
quality and accuracy of the metamodel is improved when the number of training points
increases. However, the accuracy does not necessarily mean that the best metamodel
is achieved, since choosing a metamodel is a decision making procedure that involves a
compromise between many other criteria like speed, visualization, complexity, storage,
ease of the methods etc. in additional to accuracy
Second, the metmodel is used as an emulator to perform different conventional engineer-
ing tasks such as optimization and sensitivity analysis. These tasks, which are presented
in Chapter 4, are the main component of a navigation tool or Cockpit that can be used
for R&D purposes as well as for production planning. They offer high flexibility to bet-
ter: i) analyze and validate complex simulation models; ii) explore uncertainties; and iii)
effectively identify the important/sensitive model parameters that contribute most to the
process.
Finally, the metamodeling techniques are applied to five different laser manufacturing
processes with different parameter dimensions ranging from two to seven dimensions. A
process map is generated for each application in order to illustrate and verify the pro-
posed method showing its applicability and efficiency. With the help of process maps,
the knowledge about the process behavior is operative for production planning process.
In each application, a new optimal working point in machine parameter configuration is
found. Although the metamodeling techniques are applied to laser manufacturing applica-
tions, the goal of this work is to convince the simulation analysts to use the metamodeling
techniques in their multi-dimensional applications. The technique is applicable to almost
any economical, ecological, or technical process, where the process itself can be described
by models giving scalar values representing the criteria.
6.2 Outlook
6.2.1 Reduced Models
Model reduction is the key ingredient to get an insight into the structure of the solution.
Therefore, further work will focus on enhancing and finding more reduced physical, nu-
merical, or even phenomenological models that are able to provide the solution properties
of any production system much faster than the full numerical solution. For example,
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providing the discontinuity (between feasible and non-feasible regions) in a form of an
additional explicit (analytic) form would allow engineers to perform better analysis when
extracting hidden information in special regions of the parameter space.
6.2.2 Metamodeling Performance
Additionally, further progress will focus on improving the performance of generating meta-
models. In the RBFN for example, especially when the training data set becomes large
(> 10000 sampling points), the time required to generate a metamodel becomes very
costly (inversion of the dense matrix). Alternative parallelized solvers and even different
metamodeling techniques will have to be tested. This will require testing additional meta-
modeling techniques such as fuzzy neural networks, symbolic regression, etc... Moreover,
in order to improve the performance of the iterative approach, additional smart points
will be considered such as the global optimum as well as the Expected Improvement (via
Kriging-method) in the feasible domain. A very important issue in the future work is to
focus not only how to achieve an optimal solution but also a robust one.
6.2.3 Sensitivity Analysis and Visualization
In the context of sensitivity analysis, further work will focus on: i) decomposing the do-
main space (via Morse-Smale-Complex for example) and ii) applying global sensitivity
analysis, advanced data mining and machine learning techniques on the decomposed re-
gions. This will provide better understanding and analysis of the full parameter space.
Additionally, further work in visualization will be focus on creating a tool where the user
can annotate certain interesting points (seed points for example) in the multi-dimensional
parameter space (this might be a combination of memoSlice and HDViz).
6.2.4 Commercialize
The realization of the proposed examples is still impeded by the lack of a global interface
between all of the visualization, optimization, and global sensitivity analysis. Therefore,
further plans will focus on industrialization of the developed concepts and (numerical)
tools by adapting their usability according to the specific needs of the users. This is done
by either selling the developed tool to industrial clients which require the elaboration
of licensing concept, or integrating the proposed concept in already known commercial
software.
104 6.2 Outlook
Literature
[1] T. Beer, T. Meisen, R. Reinhard, S. Konovalov, D. Schilberg, S. Jeschke, T. Kuhlen,
and C. Bischof. The virtual production simulation platform: From collaborative dis-
tributed simulation to integrated visual analysis. Production Engineering, 5 (4):389–
391, 2011.
[2] D. A. Belforte. Fiber lasers continue growth streak in 2014 laser market.
http://www.industrial-lasers.com/articles/print/volume-30/issue-1/features/fiber-
lasers-continue-growth-streak-in-2014-laser-market-revenues-increase-despite-
mixed-global-manufacturing-growth.html (Online), 2015.
[3] D. Bell. The coming of the post-industrial smarket: A venture in social forecasting.
New York: Basic Books, 1973.
[4] R. Bellman. Dynamic programming. Princeton University Press, 1957.
[5] Y. Benjamini. Opening the box of a boxplot. The American Statistician, 42 (4):257–
262, 1988.
[6] B. Bettonvil and J.P.C. Kleijnen. Measurement scales and resolution iv designs.
American Journal of Mathematical and Management Sciences, 10 (4):309–322, 1990.
[7] N. Bilal. Design optimization of the suction manifold of a reciprocating compressor
using uncertainty and sensitivity analysis. PhD thesis, Purdue University, 2011.
[8] A. J. Booker, J. E. Dennis, Jr. P. D. Frank, D. B. Serafini, V. Torczon, and M. W.
Trosset. a rigorous framework for optimization of expensive functions by surrogates.
Structural Optimization, 17 (1):1–13, 1999.
[9] C. De Boor and A. Ron. On multivariate polynomial interpolation. Constructive
Approx, 6:287–302, 1990.
[10] P. H. M. Bourbousson and K. Leake. Gas welding and cutting. Newnes Technical
London, 2nd Edition, 1982.
105
106 LITERATURE
[11] G.E.P. Box and N. R. Draper. Empirical model-building and response surfaces.
Wiley, page 424, 1987.
[12] G.E.P. Box and J.S. Hunter. Statistics for experimenters: An introduction to design,
data analysis and model building. John Wiley and Sons, New York, 2005.
[13] C. Brecher and D. Oezdemir. Introduction, brecher c, editor. advances in production
technology. International Publishing: Springer, pages 1–11, 2015.
[14] E. Buckingham. On physically similar systems; illustrations of the use of dimen-
sional equations. Physical Review 4, 4 (4):345–376, 1914.
[15] D. Busby, C.L. Farmer, and A. Iske. Hierarchical nonlinear approximation for exper-
imental design and statistical data fitting. SIAM Journal of Scientific Computing,
29 (1):49–69, 2007.
[16] F. Campolongo, J. Cariboni, and A. Saltelli. An effective screening design for sen-
sitivity analysis of large models. Environmental Modelling and Software, 22:1509–
1518, 2007.
[17] P. Cecile. Analytical and numerical advances in radial basis functions. PhD thesis,
University of Colorado, 2007.
[18] P. Cerfontaine, T. Beer, T. Kuhlen, and C. Bischof. Towards a flexible and dis-
tributed simulation platform. Lecture Notes in Computer Science, 1:867–882, 2008.
[19] V. C. P. Chen, K.L. Tsui, R. R. Barton, and M. Meckesheimer. A review on design,
modeling and applications of computer experiments. IIE Trans, 38:273–291, 2006.
[20] S. Clarke, J. Griebsch, and T. Simpson. Analysis of support vector regression for
approximation of complex engineering analyses. Journal of Mechanical Design, 127
(6):1077–1087, 2005.
[21] W. Cleveland. Visualizing data. Murray Hill, N.J. Summit, N.J: AT and T Bell
Laboratories, 1993.
[22] L. Cordier and M. Bergmann. Proper orthogonal decomposition: an overview.
Post Processing of Experimental and Numerical Data, Lecture Series 2003/2004,von
Karman Institut for Fluid Dynamics, pages 1–45, 2003.
[23] T.M. Cover. Geometrical and statistical properties of systems of linear inequal-
ities with applications in pattern recognition. IEEE Transactions on Electronic
Computer, 14:326–334, 1965.
LITERATURE 107
[24] D. Cox and S. John. A statistical method for global optimization. In Alexandrow,
N. and Hussaini, M. (editors), Multidisciplinary Design Optimization: State of the
Art. SIAM, Philadelphia, pages 315–329, 1997.
[25] N. Cressie. Statistics for spatial data. John Wiley and Sons Inc. New York, USA,
1993.
[26] N. Cresssie. Spatial prediction and ordinary kriging. Math. Geol, 20 (4):405–421,
1988.
[27] N. Cristianini and J. S. Taylor. An introduction to support vector machines and
other kernel-based learning methods. Cambridge University Press, 2000.
[28] R. I. Cukier, H. B. Levine, and K. E. Shuler. Nonlinear sensitivity analysis of
multiparameter model systems. Journal of computational physics, 26 (1):1–42, 1978.
[29] K. Deb, S. Agrawal, A. Pratap, and T. Meyarivan. A fast and elitist multiobjective
genetic algorithm: Nsga-ii. In IEEE Trans. Evol. Comput, 6 (2):182–197, 2002.
[30] Y. M. Deng, Y. Zhang, and Y. C. Lam. A hybrid of mode-pursuing sampling method
and genetic algorithm for minimization of injection molding warpage. In Materials
and Design, 31 (4):2118–2123, 2010.
[31] J. Dennis and V. Torczon. Managing approximation models in optimization: State
of the art. SIAM, pages 330–347, 1996.
[32] G. G. Dimopouls, A. V. Kougioufas, and C. A. Frangopoulos. Synthesis, design,
and operation optimization of a marine energy system. Energy, 33:180–188, 2008.
[33] U.M. Diwekar. Batch distillation, simulation, optimal design and control. Taylor
and Francis International Publishers:Washington D.C., 1995.
[34] J. D.Martin and T.W. Simpson. Use of adaptive metamodeling for design optimiza-
tion. In In Proceedings of the 9th AIAA/ISSMO Symposium on Multidisciplinary
Analysis and Optimization, Atlanta, GA, USA, 2002.
[35] A. K. Dubey and V. Yadava. Laser beam machining - a review. Int J Mach Tools
Manuf, 48:609–628, 2008.
[36] N. Dyn, D. Levin, and S. Rippa. Numerical procedures for surface fitting of scattered
data by radial basis functions. SIAM Soc. Ind. Appl. Math. J. Sci. Stat. Comput,
7 (2):639–659, 1986.
108 LITERATURE
[37] H. Edelsbrunner, D. Morozov, and V. Pascucci. Persistence-sensitive simplification
of functions on 2-manifolds. In Proceedings of the ACM Symposium on Computa-
tional Geometry SOCG, pages 127–134, 2006.
[38] M. S. Eldred and D. M. Dunlavy. Formulations for surrogate-based optimization
wiht data fit, multifidelity, and reduced-ordermodels. 11th AIAA/ISSMO Multidis-
ciplinary Analysis and Optimization Conference, Protsmouth, Virginia, 2006.
[39] U. Eppelt and T. Al Khawli. Metamodeling of laser cutting. ICNAAM 12th Inter-
national Conference of Numerical Analysis and Applied Mathematics, 2014.
[40] U. Eppelt, S. Russ, C. Hartmann, M. Sun, C. Siebert, and W. Schulz. Diagnostic
and simulation of ps-laser glass cutting. ICALEO 2012, Paper M504, Proc LIA,
2012.
[41] H. Fang and M. F. Horstemeyer. Global response approximation with radial basis
functions. Eng. Optimiz, 38 (4):407–424, 2006.
[42] R. A. Fisher. The design of experiments. Macmillan, 9, 1971.
[43] J. Forsberg and L. Nilsson. On polynomial response surfaces and kriging for use in
structural optimization of crashworthiness. Structural and Multidisciplinary Opti-
mization, 29:232–243, 2005.
[44] J. W. Franke. Modellierung und optimierung des laserstrahlbrennschneidens
niedriglegierter staehle. PhD thesis, RWTH Aachen University, 1994.
[45] R. Franke. Smooth interpolation of scattered data by local thin plate splines. Com-
put. Maths. Appls., 8:273–281, 1982.
[46] B. Franklin. The papers of benjamin franklin: January 1 through december 31,
1772. New Haven: Yale University Press. Willcox, William Bradford, 19:299–300,
1975.
[47] J. H. Friedman. Multivariate adaptive regressive splines. Ann. Stat, 19 (1):1–67,
1991.
[48] D. Fudenberg and J. Tirole. Nash equilibrium: multiple nash equilibria, focal points,
and pareto optimality. Fudenberg, Drew; Tirole, Jean, Game theory, Cambridge,
Massachusetts: MIT Press, pages 18–23, 1991.
[49] S. E. Gano, J. E. Renaud, J. D. Martin, and T.W. Simpson. Update strategies
for kriging models used in variable fidelity optimization. Structural andMultidisci-
plinary Optimization, 32 (4):287–298, 2006.
LITERATURE 109
[50] S. Gebhardt, T. A. Khawli, T. Kuhlen, and W. Schulz. memoslice: Exploratory vi-
sualization of metamodels for manufacturing processes. Computer Graphics Forum
(in review), 2015.
[51] S. Gebhardt, S. Pick, F. Leithold B. Hentschel, and T. Kuhlen. Extended pie
menus for immersive virtual environments. IEEE Trans. Visual. Comput. Graph,
19 (4):644–651, 2013.
[52] S. Gerber, O. R. T. Bremer, V. Pascucci, and R. Whitaker. Morse-smale regression.
Journal of Computational and Graphical Statistics, 2012.
[53] S. Gerber, T. Bremer, V. Pascucci, and R. Whitaker. Visual exploration of high
dimensional scalar functions. IEEE Trans Vis Comput Graph, 16 (6):1271–1280,
2010.
[54] S. Gerber and K. Potter. Data analysis with the morse-smale complex: The msr
package for r. Journal of Statistical Softwar, 50 (3):1–22, 2011.
[55] S. Gerber and K. Potter. The morse-smale complex for data analysis. Journal of
Statistical Software, 50 (2):1–22, 2012.
[56] A. A. Giunta, J. M. Dudley, R. Narducci, B. Grossman, R. T. Haftka, W. H. Mason,
and L. T. Watson. Noisy aerodynamic response and smooth approximations in hsct
design. In Proceedings of the 5th AIAA/USAF/NASA/ISSMO Symposium onMul-
tidisciplinary Analysis and Optimization, Technical Papers, Panama City Beach,
FL, USA, Pt. 2:1117–1128, 1994.
[57] T. Goel, R. T. Haftka, N. V. Queipo, and W. Shyy. Performance esti-
mate and simultaneous application of multiple surrogates. Proceedings of the
11th AIAA/ISSMO Multidisciplinary Analysis and Optimization Conference , 6-
8 September, Portsmouth VA, 2006.
[58] T. Goel and N. Stander. Comparing three error criteria for selecting radial basis
function network topology. Computer Methods in Applied Mechanics and Engineer-
ing, 198 (27):2137–2150, 2009.
[59] D. Goldberg. Genetic algorithms in search, optimization and machine learning.
Addison-Wesley, Reading, MA, 1989.
[60] G. Golub and W. Kahan. Calculating the singular values and pseudo-inverse of a
matrix. Society for Industrial and Applied Mathematics, 2 (2):205–224, 1965.
110 LITERATURE
[61] D. Gorissen. Grid-enabled adaptive surrogate modeling for computer aided engi-
neering. PhD Dissertation, Universiteit Antwerpen (Belgium), 2010.
[62] L. Gu. A comparison of polynomial based regression models in vehicle safety anal-
ysis. ASME Design Engineering Technical Conferences - Design Automation Con-
ference, ASME, Pittsburgh, PA, 2001.
[63] C. Guodong, H. Xu, L. Guiping, J. Chao, and Z. Ziheng. An efficient multi-objective
optimization method for black-box functions using sequential approximate tech-
nique. Appl. Soft Comput., 12 (1):14–27, 2012.
[64] S. Hawking and L. Mlodinow. The Grand Design. New York: Bantam Books, 2010.
[65] S. Haykin. Neural networks. Prentice-Hall, 1999.
[66] J. C. Helton, J. D. Johnson, J. Cedric, J. Sallaberry, and C. B. Storlie. Survey of
sampling-based methods for uncertainty and sensitivity analysis. Reliability Engi-
neering & System Safety, 91 (10):1175–1209, 2006.
[67] P.J. Heres. Robust and efficient krylov subspace methods for model order reduction.
PhD Thesis, TU Eindhoven, 2005.
[68] W. Hoeffding. A class of statistics with asymptotically normal distribution. The
annals of mathematical statistics, pages 293–325, 1948.
[69] J. Holland. Adaptation in natural and artificial systems. MIT Press, 1975.
[70] R. L. Iman and M. J. Shortencarier. A fortran 77 program and user’s guide for the
generation of latin hypercube and random samples for use with computer models.
Technical Report NUREG/CR 3624, 1984.
[71] A. Inselberg and B. Dimsdale. Parallel coordinates: a tool for visualizing multidi-
mensional geometry. Proceedings of Visualization, 90:361–378, 1990.
[72] R. Jin, W. Chen, and T. Simpson. Comparative studies of metamodeling techniques
under multiple modeling criteria. AIAA, Tech. Rep. 2000-4801, 2000.
[73] R. Jin, W. Chen, and T. W. Simpson. Comparative studies of metamodeling tech-
niques under multiple modeling criteria. Struct. Multidiscip. Optim., 23 (1):1–13,
2001.
[74] M.L. Johnson, L. Moore, and D. Ylvisaker. Minimax and maximin distance designs.
Journal of Statistical Planning and Inference 26, pages 131–148, 1990.
LITERATURE 111
[75] I. T. Jolliffe. Principal component analysis. John, 1986.
[76] D. Jones, M. Schonlau, and W. Welch. Efficient global optimization of expensive
black-box functions. Journal of Global Optimization, 13 (4):455–492, 1998.
[77] F. Jurecka. Robust design optimization based on metamodeling techniques. PhD
Dissertation 2007, Technische Universitaet Muenchen, 2007.
[78] J. R. Kalagnanam and U. M. Diwekar. An efficient sampling technique for off-line
quality control. Technometrics, 39 (3):308–319, 1997.
[79] J. Kehrer and H. Hauser. Visualization and visual analysis of multifaceted scientific
data: A survey. IEEE Transactions on Visualization and Computer Graphics, 19
(3):495–513, 2013.
[80] T. Al Khawli, U. Eppelt, and W. Schulz. Advanced metamodeling techniques ap-
plied to multidimensional applications with piecewise responses. Lecture Notes in
Computer Science (LNCS) Springer (in print), 2015.
[81] T. Al Khawli, U. Eppelt, and W. Schulz. An integrated approach for the knowl-
edge discovery in computer simulation models with a multi-dimensional parameter
space. ICNAAM 13th International Conference of Numerical Analysis and Applied
Mathematics (in print), 2015.
[82] T. Al Khawli, U. Eppelt, and W. Schulz. Sensitivity analysis of laser cutting based
on metamodeling approach. Handbook of Research on Computational simulation
and modeling in Engineering. Chapter 20, 2015.
[83] B. Kim, Y.Lee, and D. Choi. Comparison study on the accuracy of metamodeling
technique for non-convex functions. Journal of Mechanical Science and Technology,
23 (4):1175–1181, 2009.
[84] J. R. King and D. S. Riley. Asymptotic solutions to the stefan problem with a
constant heat source at the moving boundary. The Royal Society of London, 456
(1997):1163–1174, 2000.
[85] S. Kitayama, M. Arakawa, and K. Yamazaki. Sequential approximate optimization
using radial basis function network for engineering optimization. In Optimization
and Engineering, 12 (4):535–557, 2011.
[86] S. Kitayama, J. Srirat, and M. Arakawa. Sequential approximate multi-objective
optimization using radial basis function network. In Structural and Multidisciplinary
Optimization, 48 (3):501–515, 2013.
112 LITERATURE
[87] J.P. Kleijnen. Design and analysis of simulation experiments. International Series
in Operations Research and Management Science., 111, 2008.
[88] J.P. Kleijnen, S. M. Sanchez, T.W. Lucas, and T.M Cioppa. Stateof the art re-
view: A users guide to the brave new world of designing simulation experiments.
INFORMS Journal on Computing, 17 (3):263–289, 2005.
[89] J.P.C. Kleijnen and R.G. Sargent. A methodology for the fitting and validation of
metamodels in simulation. European Journal of Operational Research, 120:14–29,
2000.
[90] J.P.C. Kleijnen and W. C. M. van Beers. Application-driven sequential designs for
simulation experiments: Kriging metamodeling. Oper. Res. Soc, 55:876–883, 2004.
[91] P. N. Koch, T. W. Simpson, J.K. Allen, and F. Mistree. Statistical approximations
for multidisciplinary design optimization: The problem of size. J. Aircr, 368 (1):275–
286, 1999.
[92] J.R. Koehler and A.B. Owen. Computer experiments. in: Ghosh, s., rao, c.r. (eds.).
Handbook of Statistics. Elsevier, Amsterdam, 13:261–308, 1996.
[93] D. Krige. A statistical approach to some mine valuation and allied problems on the
witwatersrand. Master Thesis, University of the Witwatersrandz, 1951.
[94] R.O. Kuehl. Design of experiments statistical principles of research design and
analysis. Duxburg Verlag, Pacific Grove, 2000.
[95] H. Kurtaran, A. Eskandarian, D. Marzougui, and N. Bedewi. Crashworthiness de-
sign optimization using successive response surface approximations. Computational
Mechanics, 29:409–421, 2002.
[96] P. Langley and H. A. Simon. Applications of machine learning and rule induction.
Commun. ACM, 38 (11):55–64, 1995.
[97] D. Levin. The approximation power of moving least squares. Mathematics of Com-
putation, 67:1517–1531, 1998.
[98] G. Li. Online and oﬄine approximations for population based multi-objective op-
timization. PhD Thesis, University of Maryland College Park, 2007.
[99] G. Li and S. Azarm. Maximum accumulative error sampling strategy for approxima-
tion of deterministic engineering simulations. Proceedings of the 11th AIAA/ISSMO
Multidisciplinary Analysis and Optimization Conference, Portsmouth, VA, 2006.
LITERATURE 113
[100] Y. Li, S. Ng, M. Xie, and T. Goh. A systematic comparison of metamodeling
techniques for simulation optimization in decision support systems. Applied Soft
Computing, 10 (4):1257–1273, 2010.
[101] Y. C. Li, G. M. Fadel, and M. M. Wiecek. Approximating pareto curves using
the hyper-ellipse. AIAA/USAF/NASA/ISSMO Symposium on Multidisciplinary
Analysis and Optimization, St. Louis, 7th AIAA:98–4961, 1998.
[102] D.K.J. Lin. Generating systematic supersaturated designs. Technometrics, 37:213–
225, 1995.
[103] C. Marzban. Variance-based sensitivity analysis: An illustration on the lorenz63
model. Monthly Weather Review, 141(11):4069–4079, 2013.
[104] M. McKay. Evaluating prediction uncertainty. Nuclear Regulatory Commission,
Washington, DC (United States) Div. of Systems Technology, 1995.
[105] M.D. McKay, R.J. Beckman, and W.J. Conover. A comparison of three methods for
selecting values of input variables in the analysis of output from a computer code.
Technometrics, 21:239–245, 1979.
[106] M. Meckesheimer. A Framework For Metamodel-Based Design: Subsystem Meta-
model Assessment and Implementation Issues. PhD thesis, The Pennsylvania State
University, University Park, PA, 2001.
[107] M. Meckesheimer, R. Barton, R. Simpson, T. Limayem, and B. Yannou. Metamod-
eling of combined discrete/continuous responses. AIAA Journal, 39 (10):1950–1959,
2001.
[108] M. Meckesheimer, A. J. Booker, R. R. Barton, and T. W. Simpson. Computationally
inexpensive metamodel assessment strategies. AIAA J, 40(10):2053–2060, 2002.
[109] T. Meisen, P. Meisen, D. Schilberg, and S. Jeschke. Application integration of
simulation tools considering domain specific knowledge. Proceedings of the 13th
International Conference on Enterprise Information Systems (ICEIS 2011), Beijing
(China), 2011.
[110] T. Meisen, R. Reinhard, D. Schilberg, and S. Jeschke. A framework for adaptive data
integration in digital production. Proceedings of the 21th International Conference
on Production Research (ICPR), Stuttgart (Germany), 2011.
114 LITERATURE
[111] T. Meyer and S. Johnson. Visualization for data farming: A survey of methods. Ma-
neuver Warfare Science. Marine Corps Combat Development Command,Quantico,
VA, pages 15–30, 2001.
[112] C. A. Micchelli. Interpolation of scattered data: distance matrices and conditionally
positive definite functions. Constr. Approx, 2(11), 1986.
[113] J. Milnor. Morse theory. Princeton University Press, New Jersey, 1963.
[114] D.C. Montgomery. Design and analysis of experiments. John Wiley and Sons, New
York, 1991.
[115] M.D. Morris. Factorial sampling plans for preliminary computational experiments.
Technometrics, 33(2):161–174, 1991.
[116] M.D. Morris and T.J. Mitchell. Exploratory designs for computational experiments.
Journal of Statistical Planning and Inference, 43:381–402, 1995.
[117] M. Morse. Relations between the critical points of a real functions of n independent
variables. Transactions of the American Mathematical Society, 27:345–396, 1925.
[118] R. H. Myers. Response surface methodology. Allyn and Bacon Inc., BostonUSA,
1971.
[119] H. Nakayama, M. Arakawa, and R. Sasaki. Simulation-based optimization using
computation-al intelligence. Optim Eng, 3:201–214, 2002.
[120] H. Nakayama, Y. Yun, and M. Yoon. Sequential approximate multiobjective opti-
mization using computational intelligence. Springer Publishing Company, 2009.
[121] M. Nasereddin. The development of a methodology for the use of neural networks
and simulation modeling in system design. Proceedings of the 31st Winter Simula-
tion Conference, pages 537–542, 1999.
[122] K. Nomizu and S. Sasaki. Affine differential geometry (new ed.). Cambridge Uni-
versity Press, 1994.
[123] P. Nyhuis, HP. Wiendahl, and R. Rossi. Fundamentals of production logistics.
theory, tools and applications; with 6 tables. Springer, Berlin, 2009.
[124] W. L. Oberkampf and T. G. Trucano. Validation methodology in computational
fluid dynamics. Proceedings Fluids 2000, Denver, CO, AIAA:2000–2549, 2000.
LITERATURE 115
[125] National Academy of Sciences. Teaching about evolution and the nature of science,
working group on teaching evolution. National Academy of Sciences, 1998.
[126] M. Orr. Introduction to radial basis function networks.
http://www.anc.ed.ac.uk/rbf/rbf.html (On-line available), 1996.
[127] I. G. Osio and C. H. Amon. An engineering design methodology with multistage
bayesian surrogates and optimal sampling. Research in Engineering Design, 8:189–
206, 1996.
[128] M. Papadrakakis, M. Lagaros, and Y. Tsompanakis. Structural optimization us-
ing evolution strategies and neural networks. Comput. Methods Appl. Mech. Eng,
156(4):309–333, 1998.
[129] J. S. Park. Optimal latin-hypercube designs for computer experiments. Journal of
Statistical Planning Inference, 39:95–111, 1994.
[130] Charles S. Peirce. Illustrations of the logic of science (series). Popular Science
Monthly, 12(13), 1877.
[131] K. Popper. The logic of scientific discovery. (translation of logik der forschung).
Hutchinson, London, 1959.
[132] J. Powell, D. Petring, RV. Kumar, S. Al-Mashikhi, A. Kaplan, and T. Voisey. Laser
oxygen cutting of mild steel: the thermodynamics of the oxidation reaction. Journal
of Phys.D: Appl.Phys, 42 (1), 2009.
[133] A. Prieto. Artificail neural network. International Workshop, IWANN 91, Lecture
Notes in Computer Science, Springer, 1991.
[134] S.V. V. Prieto. Genomic and clinical data correlation: A novel approach for relapse
prediction in cancer samples. PhD Thesis, RWTH Aachen, 2013.
[135] B. J. Racine and E. G. Paterson. Cfd-based method for simulation of marine-vehicle
maneuvering. In 35th AIAA Fluid Dynamics Conference and Exhibit, Toronto,
Ontario Canada, 1-22, 2005.
[136] M. Radovanovic and M. Madic. Experimental investigations of co2 laser cut quality:
A review. Nonconventional Technologies Review, 15:35–42, 2011.
[137] M. Redhe, M. Giger, and L. Nilsson. An investigation of structural optimization in
crashworthiness design using a stochastic approach: A comparison of stochastic op-
timization and the response surface methodology. Structural and Multidisciplinary
Optimization, 27(6):446–459, 2004.
116 LITERATURE
[138] R. Reinhard, U. Eppelt, T. Al-Khawli, T. Meisen, D. Schilberg, W. Schulz, and
S. Jeschke. How virtual production intelligence can improve laser-cutting planning
processes. International Conference on Production Research (ICPR), 2013.
[139] R. Reinhard, T. Al Khawli, U. Eppelt, T. Meisen, D. Schilberg, W. Schulz, and
S. Jeschke. The contribution of virtual production intelligence to laser cutting
planning processes. Enabling Manufacturing Competitiveness and Economic Sus-
tainability. Springer International Publishing, pages 117–123, 2014.
[140] P. J. Roache. Verification and validation in computational science and engineering.
Hermosa Publishers, Albuquerque, NM, 1998.
[141] D. A. Romero, C. H. Amon, and S. Finger. On adaptive sampling for single and
multi-response bayesian surrogate models. Proceedings of the ASME International
Design Engineering Technical Conference, Philadelphia, PA, pages 393–404, 2006.
[142] S. Russ, C. Siebert, U. Eppelt, C. Hartmann, B. Faisst, and W. Schulz. Picosecond
laser ablation of transparent materials. Laser-based Micro- and Nanopackaging and
Assembly VII, Proc. SPIE 8608, 2013.
[143] A. Ryberg. Metamodel-based design optimization: A multidisciplinary approach
for automotive structures. Linkoeping University, Department of Management and
Engineering, Solid Mechanics, 2013.
[144] J. Sacks, S.B. Schiller, and W. J. Welch. Designs for computer experiments. Tech-
nometrics, 31(1):41–47, 1989.
[145] J. Sacks, W. J. Welch, T.J. Mitchell, and H. P. Wynn. Design and analysis of
computer experiments. Stat. Sci., 4(4):409–435, 1989.
[146] A. Saltelli. Variance based sensitivity analysis of model output. design and estimator
for the total sensitivity index. Computer Physics Communications, 181(2):259, 2010.
[147] A. Saltelli, T. A. Ratto, F. Campolongo, J. Cariboni, D. Gatelli, M. Saisana, and
S Tarantola. Global sensitivity analysis: the primer. John Wiley and Sons, 2008.
[148] A. Saltelli, S. Tarantola, and F. Campolongo. Sensitivity analysis as an ingredient
of modeling. Statistical Science, pages 377–395, 2000.
[149] A. Saltelli, S. Tarantola, and KP.S. Chan. A quantitative model-independent
method for global sensitivity analysis of model output. Technometrics, 41(1):39–56,
1999.
LITERATURE 117
[150] S.M. Sanchez and T.W. Lucas. Exploring the world of agent-based simulations:
simple models, complex analyses. Proceedings of the Winter Simulation Conference,
forthcoming, 2002.
[151] M. J. Sasena. Adaptive experimental design applied to an ergonomics testing pro-
cedure. Proceedings of the ASME International Design Engineering Technical Con-
ference, Montreal, Canada, 2002.
[152] M. J. Sasena, P. Y. Papalambros, and P. Goovaerts. Exploration of metamodeling
sampling criteria for constrained global optimization. Engrg. Optim. 34, pages 263–
278, 2002.
[153] D. Schilberg. Architektur eines datenintegrators zur durchgängigen kopplung von
verteilten numerischen simulationen. VDI Fortschritts-Berichte, Reihe 10, Buch
Nr. 807, 2010.
[154] M. Schmidt, M. Zaeh, T. Graf, and A. Ostendorf. Lasers in manufacturing. In
Proceedings of the Sixth International (WLT), Preface. Elsevier B. V.Amsterdam,
12 (Part A):5–7, 2011.
[155] L. A. Schmit and Jr. B. Farshi. Some approximation concepts for structural syn-
thesis. AIAA Journal, 12(5):692–699, 1974.
[156] M. Scholz. Approaches to analyse and interpret biological profile data. PhD Thesis,
Max Planck Institut fuer Molekulare Pflanzenphysiologie Potsdam, 2006.
[157] G. Schuh, S. Aghassi, S. Orilski, J. Schubert, M. Bambach, R. Freudenberg, and
M. Schiffer C. Hinke. Technology road mapping for the production in high-wage
countries. Production Engineering, 5 (4):463–473, 2011.
[158] W. Schulz. Die Dynamik des thermischen Abtrags mit Grenzschichtcharakter. PhD
thesis, Aachen: Shaker-Verlag, 2003. Habilitationsschrift, RWTH Aachen, 1998.
[159] W. Schulz, U. Eppelt, and R. Poprawe. Review on laser drilling i. funda-
mentals, modeling, and simulation. Journal of Laser Applications, 25, 012006,
DOI:http://dx.doi.org/10.2351/1.4773837, 2013.
[160] W. Schulz and T. Al Khawli. Meta-modelling techniques towards virtual production
intelligence. Advances in production technology. International Publishing: Springer,
pages 69–84, 2015.
118 LITERATURE
[161] W. Schulz, V. Kostrykin, H. Zefferer, D. Petring, and R. Poprawe. A free boundary
problem related to laser beam fusion cutting: Ode apprximation. Int. J. Heat Mass
Transfer, 12(40):2913–2928, 1997.
[162] W. Schulz, M. Niessen, U. Eppelt, and K. Kowalick. Simulation of laser cutting.
J. M. Dowden (Ed.): The Theory of Laser Materials Processing: Heat and Mass
Transfer in Modern Technology Springer Series in Materials Science, 119:21–69,
2009.
[163] S. Shan and G. G. Wang. Introducing rough set for design space exploration and
optimization. In ASME Design Engineering Technical Conferences and Computers
and Information in Engineering Conference, Chicago, Illinois, USA, 555-565, 2003.
[164] T. W. Simpson, D. K. J. Lin, and W. Chen. Sampling strategies for computer exper-
iments: Design and analysis. International Journal of Reliability and Applications,
2(3):209–240, 2001.
[165] T. W. Simpson, T. M. Mauery, J. J. Korte, and F. Mistree. Kriging metamodels
for global approximation in simulation-based multidisciplinary design optimization.
AIAA J, 39 (12):2233–2241, 2001.
[166] T. W. Simpson, J. Peplinski, P. N. Koch, and J. K. Allen. Metamodels for computer-
based engineering design: Survey and recommendations. Engineering with Comput-
ers, 17(2):129–150, 2001.
[167] I.M. Sobol. Sensitivity estimates for nonlinear mathematical models. Mathematical
Modeling and Computational Experiment, 1:407–414, 1993.
[168] J. C. Spall. Introduction to stochastic search and optimization. Wiley, 2003.
[169] E. Stinstra. The meta-model approach for simulation-based design optimization.
Tilburg: CentER, Center for Economic Research, 2006.
[170] M. Sun, U. Eppelt, S. Russ, C. Hartmann, C. Siebert, J. Zhu, and W. Schulz. Laser
ablation mechanism of transparent dielectrics with picosecond laser pulses. Proc.
SPIE, 8530:9, 2012.
[171] M. Sun, U. Eppelt, S. Russ, C. Hartmann, C. Siebert, J. Zhu, and W. Schulz.
Numerical analysis of laser ablation and damage in glass with multiple picosecond
laser pulses. Optics express, 21(7):7858–7867, 2013.
[172] G. Taguchi. Introduction to quality engineering. Asian Productivity Organization,
Tokyo, JP, 4 (2), 1986.
LITERATURE 119
[173] C. Tong. Toward a more robust variance-based global sensitivity analysis of model
outputs. Lawrence Livermore National Laboratory report, 12 (5):456–480, 2007.
[174] H. Toutenburg. Versuchsplanung und modellwahl. Physica-Verlag, Heidelberg, 1994.
[175] E.R Tufte. Envisioning information. Graphics Press, Cheshire, CT, 1990.
[176] S. Varadarajan, W. Chen, and C. J. Pelka. Robust concept exploration of propul-
sion systems with enhanced model approximation capabilities. Eng. Optimiz., 32
(3):309–334, 2000.
[177] R. J. Del Vecchio. Understanding design of experiments: A primer for technologists.
Hanser Understanding Books. Carl Hanser Verlag, Munich, 1997.
[178] A. Vedaldi and S. Soatto. Quick shift and kernel methods for mode seeking. In
Proc. European Conf. on Computer Vision, pages 705–718, 2008.
[179] G. Venter. Review of optimization techniques. In R. Blockley and W. Shyy (Eds.),
Encyclopedia of aerospace engineering, John Wiley and Sons, 8, 2010.
[180] F. Viana, R. Haftka, and V. Steffen. Multiple surrogates: How cross-validation
errors can help us to obtain the best predictor. Structural and Multidisciplinary
Optimization, 39:439–457, 2009.
[181] E. J. Vladislavleva, G. F. Smits, and D. Hertog. Order of nonlinearity as a com-
plexity measure for models generated by symbolic regression via pareto genetic
programming. IEEE Transactions on Evolutionary Computation, 13 (2):333–349,
2009.
[182] G. Vossen, T. Hermanns, and J. Schuettler. Analysis and optimal control for free
melt flow boundaries in laser cutting with distributed radiation. ZAMM - J. Appl.
Math, Annual market forecast: Back on track for solid growth, Industrial Laser
Review:7–10, 2013.
[183] G. Vossen, J. Schuettler, and M. Niessen. Optimization of partial differential equa-
tions for minimizing the roughness of laser cutting surfaces. In: M. Diehl, F.
Glineur, E. Jarlebring and W. Michiels (Eds.): Recent Advances in Optimization
and its Applications in Engineering, Springer (Berlin-Heidelberg), 2010.
[184] M. E. Wall, A. Rechtsteiner, and L. M. Rocha. Singular value decomposition and
principal component analysis. A Practical Approach to Microarray Data Analysis,
D.P. Berrar, W. Dubitzky, and M. Granzow, Eds.: Kluwer: Norwell, pages 91–109,
2003.
120 LITERATURE
[185] G. G. Wang and S. Shan. Review of metamodeling techniques in support of engi-
neering design optimization. ASME Journal of Mechanical Design, 129(4):370–389,
2007.
[186] T. Watanabe, T. Kawamura, Y.Takekoshi, M. Maeda, and S. H. Rhee. Simulation
of steady and unsteady cavitation on a marine propeller using a rans cfd code. Fifth
International Symposium on Cavitation, Osaka, Japan, 2003.
[187] A. G. Watson and R.J. Barnes. Infill sampling criteria to locate extremes. Mathe-
matical Geology, 27 (5):589–608, 1995.
[188] A. Ruth Weber and D. Oezdemir. Towards a new theory of production. In: Brecher
C, editor. Advances in production technology. International Publishing: Springer,
pages 12–14, 2015.
[189] X. Wei, Y. Wu, and L. Chen. A new sequential optimal sampling method for
radial basis func-tions. In Journal of Applied Mathematics and Computation, 218
(19):9635–9646, 2012.
[190] A. A. Wells. Oxygen cutting. Br. Weld. J., 8:86, 1961.
[191] H. Wendland. Scattered data approximation. Cambridge Monographs on Applied
and Computational Mathematics. Cambridge University, 2005.
[192] H. P. Wiendahl, P. Nyhuis, and W. Hartmann. Should cirp develop a production
theory? motivation, development path, framework. 43rd International Conference
on ManufacturinSystems, Vienna, pages 3–18, 2010.
[193] J.J V. Wijk and V. Liere. Hyperslice: Visualization of scalar functions of many
variables. IEEE Conference on Visualization, pages 119–125, 1993.
[194] B. Wilson, D. J. Cappelleri, T. W. Simpson M., and M. I. Frecker. Ef-
ficient pareto frontier exploration using surrogate approximations. In 8th
AIAA/USAF/NASA/ISSMO Symposium on Multidisciplinary Analysis and Opti-
mization, Long Beach, CA, AIAA, 2:31-50, pages 2000–4895, 2000.
[195] C.F.J Wu and M. Hamada. Experiments: Planning, analysis, and optimization,
2nd edition. John Wiley, New York, 2. Auflage, 2009.
[196] B. S. Yang, Y. S. Yeun, and W. S. Ruy. Managing approximation models in multiob-
jective optimization. Structrual and Multidisciplinary Optimization, 24 (2):141–156,
2003.
LITERATURE 121
[197] K. Q. Ye, W. Li, and A. Sudianto. Algorithmic construction of optimal symmetric
latin hypercube designs. Journal of Statistical Planning and Inferences, 90 (1):145–
159, 2000.
[198] A. Younis. Space exploration and region elimination global optimization algorithms
for multidisciplinary design optimization. PhD Thesis, University of Victoria, 2011.
[199] A. Younis and Z. Dong. Trends, features, and tests of common and recently in-
troduced global optimization methods. Engineering Optimization, 42 (8):691–718,
2010.
[200] A. B. Zhimalov, V. F. Solinov, V. S. Kondratenko, and T. V. Kaplina. Laser cutting
of float glass during production. Sci Glass Prod, 63:3–5, 2006.
122 LITERATURE
Appendix A
The HDViz visualization tool
The first step of HDViz consists of approximating the Morse-Smale complex by the k-
nearest-neighbor graph algorithm [178] which traces the paths of the steepest descent
and ascent based on the connectivity of the graph. At each point xi, the adjacent points
adj(xi) = {xj : xi ∈ knn(xj), xj ∈ knn(xi)} are calculated. The adjacent points which
have lower and higher functional values are used to approximate the integral line which is
traced out by the steepest descent according to pd(xi) =argmaxxj∈adj(xi)|f(xi)−f(xj)| and
the steepest ascent according to pa(xi) =argmaxxj∈adj(xi)|f(xj) − f(xi)| with pa(xi) = xi
and pd(xi) = xi . The resulting complex contains a region for each local extremum that
represents the ascending as well as descending manifolds. The outcome of the MS complex
approximation is a set of k-partitioned crystals C = C1, · · · , Ck. Each crystal Ci contains
a set of points for the partition i [178].
The second step of HDViz consists of generating an inverse regression procedure that gives
a curve in the p-dimensional domain of f . For every crystal Ci with samples (xi, yi), the
MS complex consists of a curve ri : [minx∈Cif(x),maxx∈Cif(x)] 7→ Rp which is modeled
by the conditional expectation ri(y) = E[X ∈ Ci|Y = y] which is predicted with a linear
regression according to:
ri(y) =
(
Y¯iW (y)Y¯ ᵀi
)−1
Y¯ W (y)Xᵀi · u1, (A.1)
where Y¯i = (1, Yi) is a matrix with the first row all ones and the second row the function
values of Ci, u1 = (1, 0)T and W (y) is a ni × ni diagonal matrix with Wk,k = K(y, yk)
where K is a Gauss kernel function defined by:
K(y, yi) =
1√
2piσ
exp−
|y−yi|2
2σ2 , (A.2)
where σ is the kernel bandwidth sigma that is adapted according to the data.
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The shape of every crystal is resolved by the average distance of the data to the curve,
which is the standard deviation. The standard deviation in a crystal Ci is a function of
y and defined by:
si(y) =
√√√√(∑nij K(y, yi)di(xj)∑ni
j K(y, yi)
)
, (A.3)
where di(xj)m = ‖ri(yj)−xj‖2. Another important measure that gives information about
the number of points used in the computation of the regression curve point at y as well as
indication of how the crystal in a specific region is densely sampled is the density function
which is defined by:
ρi(y) =
1
|X|
ni∑
j
K(y, yj). (A.4)
The third step of HDViz is visualizing the regression edges with their corresponding ver-
tices (crtitical points) in a two-dimensional graph. High-dimensional (three-dimensional
and higher) curves are embedded in a two-dimensional graph by reducing the dimension
using the principle component analysis.
When samples are correlated and data variability is considered to be produced by the
investigated process, the data can be restricted to a lower dimensionality. Principal
components analysis (PCA) aims to find the structure in the data that hold the most
variance [134]. PCA is an orthogonal linear transformation, converting the data to a new
coordinate system. The greatest variance by any projection of the data lies on the first
coordinate (principal component), and so on [53]. The transformation of the data into
this new coordinate system is given by:
Y ᵀ = XᵀW, (A.5)
where X is the data matrix and W is the transformation (rotation) matrix, which can be
obtained by singular value decomposition (SVD), multidimensional scaling (MDS) or an
adaptive PCA method [156]. By using Singular value decomposition, the factorization of
X can be achieved efficiently [60] and is defined by:
X = WΣV ᵀ, (A.6)
where W is an m×m matrix, Σ is an m×n diagonal matrix, and V ᵀ is an n×n matrix.
The columns of W are the left singular vectors, the rows of V ᵀ contain the right singular
vectors, and the elements of Σ are the singular values (only different from zero on the
diagonal). If the rows of X are centered, the matrixW can be fitted in the PCA equation,
this explanation is further developed in [184].
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In the HDViz, the high dimensional graph is embedded into a plane that preserves the spa-
tial relation among the extrema and the geometry of the partitions that connect them as
good as possible using a three step approach [53]. First, the vertices are embedded into two
dimensions using the principal components of the corresponding point set. Specifically, the
extremal points E = [e1, · · · , ek] are projected onto their first two principal components
Ce = [c1, c2] with the projections Pe = CeE. Second, the edges are embedded individu-
ally by projecting the polylines L = l1, · · · , lnsamples with lj = ri(sj) by PLi = CLiri, onto
their first two principal components CLi of Li. Finally, the two-dimensional curves are
connected to the projected vertices through affine transformations [122].
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