Abstract. Using Gröbner Basis, we introduce a general algorithm to determine the additive structure of a module, when we know about it using indirect information about its structure. We apply the algorithm to determine the additive structure of indecomposable modules over ZCp, where Cp is the cyclic group of order a prime number p, and the p−pullback {Z → Zp ← Z} of Z ⊕ Z.
Introduction
When we know some information about the additive group of an R-module, where R is an algebra, it is possible to use it for applications. But in some very difficult presentation using representation of algebras, like modules over like Dedeking rings, it is almost impossible to know the additive structure. Working with Gröbner Basis and Chain-modules, [AB, Bu, CLO] , we determine that there exists some invariants properties in the power and order of elements in an abelian group, and quotients of polynomial rings. Following this ideas we introduce the general algorithm for p-basis, and as an application of it; we obtain the additive structure of certain class of indecomposable modules over a like Dedekind rings.
Let R i , i = 1, 2 be two rings. Let R be the pullback ring of the rings R i over a common ring R, that is R = {R 1 → R ← R 2 }. In [L1] , L. Levy studied the separated representation of an R-module M , and in [L2] described the indecomposable R-modules when R 1 and R 2 are Dedekind domains and R is a field k (R is called a like-Dedekind ring). In particular he studied modules over two rings: ZC p , where C p is the cyclic group of order a prime number p, and the p−pullback {Z → Z p ← Z} of Z ⊕ Z. In the following R = ZC p or R =the p−pullback of Z ⊕ Z.
This paper is organized as follows: in Section 2 we introduce binomial ideals associated to finitely generated abelian groups and the description of reduced Gröbner bases [Bu] of these ideals. In Section 3, we find a necessary and sufficient condition for reduced Gröbner bases of a binomial ideal to be associated to p-bases of a finite abelian p-group, and as a consequence an algorithm that obtains the additive structure of a finite abelian p-group. In Section 4 we give the structure of the indecomposable R-modules using the above algorithm. Finally we give in Section 5 a classification of the Z p n -free finitely generated indecomposable R-modules in terms of deleted cyclic and block cyclic modules.
Gröbner bases associated to finitely generated abelian groups
Let N = ⊕ α t=1 S pt ⊕ L be a finitely generated abelian group, where S pt is the
consider for each p t a generator set C t of S pt , and a generator set C 0 of L, with the condition
. . , c q }, with q ≥ d + r, then we have that C = N . Each element c i ∈ C will be identified with c i = (c i1 , . . . , c id , c id+1 , . . . , c id+r ) in the external direct sum
We consider the group morphism γ : 
d+r . Now, we consider the morphism of semigroup algebras:
We denote Ker(γ 1 ) = I C . In the following we suppose that we have a
Lemma 2.1. The ideal I C is generated as a k-vector space by the set P (Ker(γ)).
if and only if v ∈ Ker(γ). Assume that f ∈ I C cannot be written as a linear combination of binomials in P (Ker(γ)) and the initial term in ≺ (f ) = x v is minimal with respect to the term order. Because γ 1 (f ) = 0, there is some other monomial
v +x v1 cannot be written as a linear combination of binomials in I C . But, this is a contradiction.
We assume that C has a finite set of relations R in N . Using the notation v + and v − , we write the relations in the following way
We use the following notation:
c) G R is the reduced Gröbner basis of the ideal P (R) with respect to an order ≺,
(e) R G is the set of relations
We now consider a property that we use in the theorem.
. Then the ideal I C is generated by P (R). Now, we use the Buchberger algorithm [Bu] , to obtain the reduced Gröbner bases of I C with the finite set of polynomials P (R). By Proposition 2.2, we have that the S-polynomial S(P (u 1 ), P (u 2 )) = P (v) satisfies v = u 1 − u 2 ∈ Ker(γ). Let S 1 be the set of all S-polynomials obtained in the Buchberger algorithm and let
This proves our claim.
The p-bases algorithm
In this section we consider N a finite abelian p-group, ord(c 1 ) ≥ · · · ≥ ord(c q ), x 1 ≺ · · · ≺ x q and ≺ is the lexicographic order. We use the following notation.
, and c t = s<d u ts c s for d + 1 ≤ t ≤ q, and
Proof. Here we may assume the condition (A) holds. Suppose
But this is impossible, because p rq is the minimum with this condition. Therefore gcd(s Proof. We observe that the polynomials in G p are either x i − w ci , or x i w c − w ci+c , where c ∈ Z q , and w a is equal to a minimal polynomial in k[x] such that γ 1 (w a ) = t a . Then by definition G p ⊂ I C and by construction, G p is reduced. Now, we prove that in(G p ) = in(I C ). By 2.3, it is enough to prove that in ≺ {P (v) : v ∈ Ker(γ)} is generated by in ≺ (G p ). This is a consequence of Ker(γ) = R p , where
Theorem 3.3. Let pR be a set of relations for C in N . Then 3.3.1) the reduced Gröbner basis of
Because pR is a set of relation for C in N , we can use those relations to find the order of any element in N . For all t ≥ 2, we consider the set D t = {c t − t−1 s=1 u ts c s |0 ≤ u ts ≤ ord(c s )}. Now, we select the element of maximal order in D t , and we denote this element by b t . Let p rt = ord(b t ). We can have that for some 2 ≤ t ≤ q, c t ∈ c 1 , c 2 , . . . , c t−1 . Let d + 1 = min{t : c t ∈ c 1 , c 2 , . . . , c t−1 . Therefore we have the relations 
Modules over like-Dedekind rings
An R-module S is separated if it is an R-submodule of a direct sum S 1 ⊕ S 2 , which each S i is an R i -module. A separated representation of an R-module M is an R-module epimorphism φ : S → M such that: S is a separated R-module; and if φ admits a factorization φ : S f −→S ′ → M with S ′ also a separated R-module, then f must be one to one. Let P i = ker(R i → k). Then P = {P 1 → 0 ← P 2 } is an ideal of R . We call an R-module M P -mixed if each torsion element m is annihilated by some power of P . The special separated modules S = {S 1 f1 −→k f2 ←−S 2 } with the following condition holds : S i ∼ = ideal( = 0) of R i or ∼ = R i /P e i , where P i = ker(R i → k) form the basic building blocks for all finitely generated, P -mixed Rmodules. If S is a building block, then S has exactly one submodule which has the form {X → 0 ← 0} and is R-isomorphic to k (left k of S). Similarly S has a right k of S. 
power of an irreducible polynomial in k[z]. A block cycle indecomposable M is a deleted cyclic indecomposable modulo the following relation
As a consequence of above definition we have that, if M is a deleted cyclic module then 1 ≤ d(2, k) = ∞, for 1 ≤ k ≤ m − 1 and 1 ≤ d(1, k) = ∞, for 2 ≤ k ≤ m. But for S 11 and S 2n we have the possibility that the length of one of them or both is infinite. If M is a block cyclic module, we have that 1 ≤ d(i, k) = ∞ for 1 ≤ k ≤ m and i = 1, 2.
Theorem 4.2 (Levy, [L2]). The indecomposable, finite generated, P -mixed modules are deleted cyclic indecomposables and block cyclic indecomposables. Every separated R-module is a direct sum of basic building blocks. Moreover basic building blocks are always indecomposable R-modules.
Now, using the Algorithm 3.4 we describe the additive structure of the indecomposable R-modules when R is one of the following rings: ZC p and the p-pullback of Z ⊕ Z, {Z → Z p ← Z}. These rings are described in [L2] , and in these two cases the concept of P -mixed coincides with p-mixed. We denote by R p the p-localized ring of R. Then M p denotes the module M over R p .
The ring ZC p . Let ζ be a primitive pth root of unity (in a complex number), and let x be a generator of C p . Then
where the isomorphism is given by x → (1 → 1 ← ζ). In this case we take
, where σ(p 2 ) is a polynomial in p 2 with degree less or equal to p − 1. Then every element m of an ZC p -module M = a 1 , . . . , a n is a linear combination of these generators and the action of p 1 and p 2 over these elements.
The p-pullback of Z ⊕ Z. This is the subring Γ = {Z → Z p ← Z} of Z ⊕ Z (the p-pullback of Z ⊕ Z). In this case we take p 1 = (p, 0) and
It is clear that an R-module M is a finitely generated abelian group. So, if
as abelian group, then we will say that the type of M is t (M ) = (s 0 , s 1 , . . . , s n ) ∈ Z n+1 . By 4.2, we have that if S is a separated R-module, (k) ) and for all modules we have a p-torsion rank and a free-torsion rank. Let M be an indecomposable R-module and let S = ⊕ m k=1 S (k) be the separated representation of M . Because S is determinate by the numbers d(i, k) = d ik , we will call the chain 
Proof. a)d(i) = ∞ for all i, we have that the building block S is an R p -module. So, A, pA is a presentation of S. Then we can define a order in A such that A satisfies Theorem 3.2, and we can apply Algorithm 3.4. b) If one of d(i) = ∞, then we can change the infinite length by the exp(t(S) + 2. Then we have a similar situation as a) and we can apply Algorithm 3.4 for a pbasis. Now, we use the proof of Theorem 11.6 in [L2] to recover the basis for S. If R = ZC p , and d(2) = ∞, then there are p − 1 elements of order exp(t(S) + 2 in the basis by Application 1.10 in [L2] . Then these elements have infinite order and the other elements in the basis form the basis for the torsion part. If d(1) = ∞, then there are 1 element with infinite order in the basis. If R is the p-pullback of Z ⊕ Z, we have one element of infinite order in the basis. c) For R = ZC p , it is a consequence of Application 1.10 in [L2] . For R = the p-pullback, it is trivial.
Let S = ⊕ k S (k) be a separated representation of an indecomposable R-module M . If M is a block cyclic then we consider the separated module
The following theorem is a generalization of the Theorem 3.8 in [AB] . 
where n = exp t(M ), and t(M ) is the torsion subgroup of (M, +).
Proof. First, suppose that M = a 1 , . . . , a m is a deleted cycle indecomposable Rmodule. If m = 1, the theorem is obviously true. Suppose the result proved for
′ is generated by m − 1 elements, so we can apply induction. By Corollary 3.3 in [AB] , if h p (d 1 ) = β we have that (a) For R =the p-pullback of Z⊕Z, M is a Z p n -free module if C = (1, n; . . . ; 1, n) or C = (n, 1; . . . ; n, 1) or C = (n + 1, n + 1). (b) For R = ZC p , M is a Z p n -free module if C = (1, n(p − 1); . . . ; 1, n(p − 1)) or C = (n, 1; . . . ; n, 1) or C = (n + 1, n(p − 1) + 1).
Proof. (a) Suppose that M = a is a basic building block. Now using Algorithm 3.4 with A, pA we obtain the following. If d(1) = 1 and d(2) = 1, then {a, p 1 a} or {a, p 2 a} is a p-basis of M with ord(p i a) < ord(a). If d(1) = 1 or d(2) = 1, we have {a} is a p-basis of M . If M is a Z p n -free module then all the elements in the p-basis have the same order. So d(1) = 1 or d(2) = 1 and C = (1, n) or C = (n, 1). If M is a block cyclic modules, we have d 0 ∈ M (p) = {x ∈ M : px = 0}, then h p (d 0 ) = n − 1. Now, applying Theorem 4.4 we have the following t(M ) = t(S ′ ) + (0, 0, . . . , 0 − 1, 1). If t(S ′ ) = (s 0 , s 1 , . . . , s n ), then s n−1 = 1. Now using the Algorithm 3.4 with S ′ we know that s n = 1. Therefore t(M ) = (0, . . . , 0, 1, 1) + (0, 0, . . . , 0, −1, 1) = (0, . . . , 0, 2). Then ord(a) = ord(p 1 a) = ord(p 2 a) = n, p 
