Introduction

21
There is great variation in the architecture of the genome between viruses; the nucleic acid 22 used, its polarity in the case of RNA viruses, replication and transcription strategies, and 23 genome size all vary between viruses. Moreover, this variation has important implications for 24 virus biology and evolution, imposing limitations and providing opportunities. Another 25 characteristic that varies between viral genomes is the number of genome segments, which 26 are essentially analogous to chromosomes as they are the highest level of physical 27 organization of the genome. Whereas many viral genomes are composed of only a single 28 segment, some viruses have evolved genomes with multiple segments. For example, the 29
Orthomyxoviridae have evolved six to eight genome segments, and reassortment of these 30 segments during mixed-genotype infections is a key feature of their epidemiology and 31 evolution (1, 2). Whereas for the Orthomyxoviridae all genome segments are packaged into 32 a single virus particle, some plant viruses are multipartite: each segment is packaged 33 individually into a virus particle (3). The number of genome segments for multipartite plant 34 RNA viruses ranges from two (i.e., Bymovirus) to four (i.e., Hordeivirus), whereas the 35 Nanovirus have single stranded DNA genomes comprised of six to eight ssDNA genome 36 segments (4). 37
The existence of multipartite viruses was first suggested by observations that were at 38 odds with predictions of the independent action hypothesis (IAH) model (5). The IAH model 39 assumes that each virus particle has a non-zero probability of infection and that particles do 40 not affect each other during the infection process (6-8). Many IAH model predictions have 41 been confirmed experimentally for monopartite plant viruses (6, 7, (9) (10) (11) . Given that different 42 types of virus particles obligatorily need to complement each other for multipartite viruses, 43 one would not expect the IAH model to hold for a multipartite virus. Multipartite viruses were 44 indeed discovered due to the effects of multipartition on the relationship between dose and 45 local-lesion number. Price and Spencer (12) first reported that the relationship between dose 46 and systemic infection, rather than the number of local lesions. 181
It is assumed that each virus particle type acts independently in the infection process 182 up to the point that it has successfully breached an epidermal cell and can then begin to 183 support replication in the presence of the other necessary particle types, a part of the 184 infection process that is subsequently referred to as ´invading´ the host plant. The different 185 particle types will behave differently in this process (e.g., in the presence of RNAs 1 and 2, 186 there will be replication of these segments (28)), but the complete cellular infection cycle 187 cannot be completed unless all three particles have invaded a cell (15). The assumption of 188 independence is warranted if the virus is only passively carried up until entering the cell, and 189 if particles do not aggregate. The mean number of particles invading each cell is α j d j , where 190 α j is the probability of that particle type j invading a cell and d j is the dose of that particle type. 191 Note that α needs to be carefully interpreted here, being a probability that reflects the ability 192 of a segment to support virus replication. The assumption is then made that the number of 193 particles of type j per cell, v j , follows a Poisson distribution, such that 194
where j can take the values 1, 2, …, k (k = 3 for AMV). 195 Therefore, the frequency at which a cell is infected by at least one particle of type j, C j , will 196
However, the virus can only replicate if all the 197 necessary k particle types have invaded the cell. If the frequency of the particles in the 198 inoculum is the same, then for each dose (a dilution of the inoculum) the dose of each 199 particle type (d) in the inoculum will also be the same. If it is also assumed the probabilities 200 of infection for each particle type are the same (e.g., α ≡ α 1 = α 2 = … = α k ), and that the 201 successful infection of one cell will eventually lead to observable infection of the inoculated 202 leaf, then the frequency of infection in the inoculated leaf (I) will then be 203
For systemic infection of a plant, there is an additional infection step that each particle type 207 surmounts with a probability β j . Moreover, it is assumed that there is heterogeneity in host 208 plants in their susceptibility to systemic infection by the virus. This assumption is made 209 because even at high doses not all plants are always infected. These cases would be 210 extremely unlikely under a maximum-likelihood framework that did not include heterogeneity 211 in host susceptibility, and hence would strongly affect model parameter estimates. Although 212 heterogeneity in susceptibility could be modeled in detail (21), a simpler but in this case 213 equally effective manner to take differences in susceptibility into account is to assume that 214 only a fraction ψ of host plants can be systemically infected. If it is again assumed that 215 systemic infection probabilities are the same for all particle types (β ≡ β 1 = β 2 = … = β k ), the 216 frequency of systemic infection in plants (I s ) will be 217
For both equations 1 and 2, when k = 1 the model collapses to an IAH model that assumes 221 that each particle and particle type act independently. Therefore, when k = 1, this model is 222 referred to as the IAH model. When k > 1, the infection presented above is referred to as the 223 dependent action (DA) model. Note that k can take values of less than 1, but this outcome is 224 not expected here given previous results (5, 12). Note that for fitting the classic infection 225 model, the combined dose (d) of all three particle types was used. 226 227
Modeling dose response: a general framework 228
A limitation of the classic framework for analysis of dose-response of multipartite viruses is 229 that it does not take into account the possibility that the frequency of different particle types 230 varies in the inoculum. Moreover, the probabilities of primary and systemic infection in the 231 inoculated and systemic leaves may also not be the same for each particle type. A simple 232 model taking these three aspects into account is therefore introduced. For primary and 233 systemic infection the probabilities that a plant will be infected are, respectively, 234
where ω is introduced so that the interactions between particles of one particle type can be 240 non-additive. When ω < 1 there are antagonistic interactions between particles of one 241 particle type, whereas when ω > 1 there are synergistic interactions. When ω ≠ 1, the 242 general model predictions are equivalent to those resulting from the classic model having an 243 estimated k different from the actual number of genome segments. For dose response in 244 transgenic plants expressing one or two viral RNA segments, the term for infection of these 245 segments becomes 1 (i.e., all plants have undergone the equivalent of being invaded by 246 expressing the RNA segments) and it is dropped from the model. I.e., for primary infection of 247 P2 plants, which express AMV RNA2, the frequency of primary infection is = 1 − 248
To test whether the data support inclusion of model parameters, model selection was 250 performed over a series of models based on equations 3 and 4. Model 1 assumes additive 251 interactions between particle types (ω = 1) and equal probabilities of primary and systemic 252 infection between particle types (α ≡ α 1 = α 2 = α 3 and β ≡ β 1 = β 2 = β 3 ). Note that this model 253 is only equivalent to the classic model if the frequency of different particle types is equal. 254
Three parameters must therefore be estimated: α, β and ψ. Model 2 assumes no additive 255 interactions between particles, but allows probabilities of infection for the different particle 256 types to vary. The frequency of the different particle types was measured empirically, 257 meaning that seven parameters must therefore be estimated: α 1 , α 2 , α 3 , β 1 , β 2 , β 3 , and ψ. 
Model fitting and selection 271
To fit the model to the data, a maximum likelihood approach was used. Given that each 272 plant represents an independent observation, the likelihood of a model prediction for I i is 273 
Results
290
Predictions of a simple infection model 291
The IAH model (equation 1) predicts a dose response with a singular shape (19), which can 292 shift position depending on the infection probability (Fig. 1a ). The same model can be 293 extended to a multipartite virus, when it is assumed that (i) particles of each type act 294 independently in invading the host (entering host cells, see Materials and Methods), and (ii) 295 that particles of k types are necessary for infection, which corresponds to actual number of 296 different segments. This infection model predicts a steeper dose response for multipartite 297 viruses, if the frequency of particles and their probabilities of invading the host are the same 298 ( Fig. 1b-c) . In this case, the number of genome segments determines the shape of the dose 299 response, but it can again shift positions, depending on the infection probabilities of the 300 different particle types (Fig.1b-c) . However, if the frequency of different particle types is not 301 the same or their infection probabilities are different, the dose response will tend to be 302 shallower ( Fig. 1d ), approaching the IAH response when, for example, one of the genome 303 segments is very rare (Fig. 1e) . On the other hand, a steep dose response equivalent to 304 simple model predictions for a tripartite virus can be achieved when the frequency of 305 particles is not equal (Fig. 1f ), but the product of dose and infection probability (α j d j ,) is 306 approximately equal for all particle types. 307
One can therefore expect a steep dose-response for a multipartite virus 308 corresponding to simple model predictions only under specific conditions. When these 309 conditions are not met, the dose response will tend to be smoother. Moreover, any 310 experimental error (e.g., variation in virus dose or inoculum size) will also tend to make the 311 dose response smoother (20, 21) . Therefore, the observation of steep responses for plant 312 multipartite viruses seems to be somewhat unlikely from the outset, and its apparent 313 commonality is therefore striking (5, 12) . 314
315
Rejection of IAH model for AMV infection of wild-type and P2 plants 316
Recent work on IAH for Tobacco etch virus (TEV), a monopartite Potyvirus, confirmed 317 various IAH model predictions (7, 10, 11) . On the other hand, the relationship between AMV 318 dose and the number of local lesions has been reported to be steeper than IAH predictions 319 (12). Therefore, we first set out to confirm that the data for the infection of wild-type and P2 320 plants do not support the IAH model, whereas data for the P12 plants were expected a priori 321
to support the IAH model. This analysis with the classic infection model was performed to 322 test whether these experimental results and analysis are compatible with historical results. 323
Equations 1 and 2 were fitted to the data, with a separate analysis for wild-type, P2 and P12 324 plants (see Materials and Methods). For wild-type plants, it was indeed found that the DA 325 model was better supported than the IAH model (Table 1) , as the dose response was 326 steeper than IAH model predictions (Fig. 2a) . For P2 plants the DA model was also better 327 supported than the IAH model (Table 1) , as the dose response for P2 plants was also 328 steeper than IAH predictions (Fig. 2b) . The steep dose response for both wild-type and P2 329 plants is also shown by k values significantly greater than 1 (Table 1) . On the other hand, for 330 P12 plants, IAH was the best-supported model (Table 1 ) and dose response was very similar 331 to model predictions, being shallower then for P2 or wild-type plants (Fig. 2c) . 332 333
Frequency of AMV particle types 334
The frequency of the three different AMV particle types was then considered, because these 335 frequencies should be equal in order for an analysis with the classical model to be pertinent. 336
However, it was found that particle types were present at different frequencies in the virus 337 stock. The observed ratio (± SD) RNA1:RNA2:RNA3:RNA4 was 116.4 ±17.5 : 44.8 ±8.0 : 338 1.0 ±0.3 : 123.6 ±23.7, meaning that RNA3 is relatively scarce. Note that RNA4 was 339 included in this analysis, but is not required for infection (15) . 340 341 General infection model suggests particle-dependent probability of invading the host 342
Initial analysis of the data using the classic infection model suggests the DA model is 343 supported for AMV infection of wild-type and P2 plants, whereas the IAH model is supported 344 for infection of P12 plants. However, given that there are differences in the frequency of the 345 different particle types, the data were analyzed with a general infection model (see Materials  346 and Methods). This second analysis was performed for the data of all three plants types at 347 once. Moreover, this approach has the added benefit that it allows testing not only whether 348 the different particle types have different invasion probabilities, but also whether these 349 invasion probabilities are independent of the presence of other particle types (i.e., host-plant 350 dependent in this setup). Models 1 -5 were therefore fitted to the data and model selection 351 was performed. Model 2 was the best-supported model (Table 2 and 
Effects of the expression of genome segments on secondary infection 360
Given the large differences in systemic infection probabilities predicted by both models 361 (Tables 1 and 2) , we expected to observe qualitative differences in infection dynamics 362 between the different plant types. To study infection dynamics, the area of primary infection 363 foci at two time points was measured (Fig. 4a) . If primary infection foci expand rapidly, then 364 the probability of systemic infection may be larger; the virus may then reach vascular tissue 365 before host responses limit its expansion (11, 22) . There was a significant effect of plant 366 type on the area of primary infection foci (GLM: P = 0.001), and there were significant 367 differences in area between all plant types (P < 0.001 for all pairwise comparisons). 368
Moreover, there also appeared to be differences in the intensity of fluorescence, with lower 369 fluorescence in wild-type than in P2 and P12 plants (Fig. 4b-d) . In all cases, the differences 370 are in line with expectations based on estimated probabilities of primary infection: P12 > P2 > 371 wild-type for foci area and fluorescence intensity. 372
Whether there was evidence for qualitative differences in AMV systemic infection in 373 the three different plants used was also considered. There appear to be fewer systemically 374 infected leaves in systemically infected P2 and wild-type plants than in P12 plants (Fig. 5) . 375
To test if this effect was significant, the data from systemically infected plants at all doses 376 were pooled and then performed a χ 2 test for trend in proportions. A highly significant effect 377 of plant type was found (χ 2 = 13.476, 1 d.f., P < 0.001) overall. Pairwise comparisons 378
showed that there are not significant differences between wild-type and P2 plants (P = 379 0.377), whereas there are significantly more leaves infected in P12 plants than in wildtype or 380 P2 plants (P < 0.001 for both comparisons). Analysis of dose response with the classical infection model assumes that all three 395 types of virus particles occur at the same frequency. However, it was found that the different 396 particle types were not present at the same frequency. Specifically, the virus particle 397 containing RNA3 was present at a relatively low frequency. We have not encountered a 398 discussion of the frequency of different particle types in the literature on multipartite viruses. 399
Nevertheless, published primary data on AMV support the particle frequencies observed 400
here. The ultracentrifugation patterns (i.e., Schlieren peaks) obtained for two AMV 401 preparations show a lower peak for middle component than bottom component, whilst top 402 component is almost as abundant as bottom component (Fig. 1 on pg . 521 of reference 403 (29)). The frequency of RNA3 is so low that ´top component´ in ultracentrifugation studies 404 probably corresponds mainly to particles encapsulating RNA4. Electrophoresis of RNA 405
purified from AMV particles clearly shows that (i) RNAs 1 and 4 are the most abundant, (ii) 406 that levels of RNA2 are intermediate, and (iii) that RNA3 is scarce (Fig. 7 on pg. 97 of 407 reference (3)). This congruence in observed patterns suggests that the frequency of 408 particles estimated here might be a general pattern for AMV. 409
The different frequencies at which different virus particle types occur have 410 implications for the shape and position of the dose response. Given the scarcity of RNA3, 411 the dose response for wild-type plants would be predicted to be similar to that predicted by 412 the IAH model (Fig. 1e) . The empirical dose response is, however, significantly steeper than 413 IAH model predictions (Fig. 2a) . Data were therefore analyzed with a general infection 414 model, and model selection identified Model 2 as the best-supported model. This model 415 incorporates the empirically measured frequencies of particle types and allows each particle 416 type to have its own probability of invasion and systemic infection. Parameter estimates for 417
Model 2 suggest the probability of invasion is more than 2 orders of magnitude higher for 418 AMV particles encapsidating RNA3, whereas probabilities of invasion are more or less 419 similar for the other two particle types ( Table 2 ). Note that this result does not depend solely 420 on analysis of infection in P2 and P12 plants alone; it also follows logically form observing 421 both a steep dose response in wild-type plants and different frequencies of the different 422 particle types. Moreover, what makes this modeling result compelling is that the probabilities 423 of invasion and systemic infection for different particle types also account for the position of 424 the dose response curves in the different plant types. Fig. 1 shows that the shape and 425 position of the dose response curve are both dependent on the invasion probability, and 426 these results show that Model 2 can also account for both. It would not have been surprising 427 if the expression of genome segments by the host plant would have affected the probability 428 of invasion of other viral segment, but the model-selection results suggest no such effect 429 occurs (i.e., Model 2 has more support than Model 5). Therefore, from the perspective of the 430 theoretical framework developed here, the experimental system used (i.e., transgenic plants 431 expressing viral RNA segments) responds exactly as expected. This rigorous and complete 432 analysis therefore confirms results from the preliminary analysis using the classical model. 433
However, it also shows that in reality infection kinetics are more complicated, as the inclusion 434 of differences in particle frequencies illustrates that there are differences in the invasion 435 probabilities of different particle types. 436
What mechanisms might account for these differences in invasion probabilities? 437
Effective ´invasion´ of cells in the inoculated leaf may require fewer molecules of RNA3 than 438 molecules of RNAs 1 and 2. We are not hereby suggesting a threshold, as such a model 439 would behave differently than the infection models presented here. Rather, the invasion 440 process can be seen as two steps: (i) physically breaching the cell and then (ii) being 441 capable of supporting the infection process. In this framework, particles of each type have 442 an independent probability of being successful at either step. This suggests two mechanistic 443 explanations of the model. First, RNA3 is the shortest genome segment, and as a 444 consequence particles encapsidating RNA3 may be considerably more stable than those 445 containing RNAs 1 and 2, or they may enter cells in the inoculated leaf more easily. In both 446 cases, the probability of breaching a cell would be higher. Second, it may be that the 447 probability that a RNA3 molecule that has breached the cell can support replication is higher 448 than that for RNAs 1 and 2. In this case, RNAs 1 and 2 might be degraded more quickly 449 intracellularly. The fact that RNAs 1 and 2 code all the genes required for replication (15) 450 suggests that these segments must prime the cell for replication, but that once a cell is 451 primed the probability that an RNA3 molecule can successfully start a productive infection is 452 considerably higher. One might therefore expect qualitative differences in infection dynamics 453 between the different the host plants. Indeed, primary infection foci expanded more rapidly 454 in P2 and P12 plants, whereas systemic movement appears to be enhanced only in P12 455 plants. These observations again suggest that little RNA3 is required during infection. particles with a lower packaging density (36, 37), lending credence to the view that 476 encapsidation imposes limits on the size of genome fragments. Second, it has been 477 suggested that vectors may transmit smaller particles more efficiently (38), although this 478 hypothesis has, to our knowledge, not been tested. Nonetheless, an increased chance for 479 complementation would, theoretically, favor the evolution of a multipartite genome (39). 480
Third, recent work suggests that the frequencies of different genome segments evolve to 481 distinct levels, suggesting virus particle frequencies might have a regulatory role in gene 482
expression (40). 483
On the other hand, irrespective of the advantages it might confer, the packaging of 484 different genome segments in multiple types of particles will also have a cost. This cost 485 arises because infection requires the entry of all genome segments into the same cell, during 486 primary and systemic infection of the plant. If the total number of genomes that enter a cell 487 during both processes is not large and if there are no mechanisms that physically link the 488 different particle types during between-host and between-cell transmission, there will be an 489 appreciable probability that not all types of genome segments will be represented. Assuming 490 the same probability of cellular infection per genome segment of the complete (monopartite 491 virus) or partial genome (multipartite virus), the same number of encapsidated copies of the 492 complete virus genome will in principle lead to lower levels of host infection for a multipartite 493 virus than for a monopartite virus (39). The results presented here, however, strongly 494 suggest that infection probabilities of the different virus particles can be highly divergent. We 495 speculate on a further reason why multipartite viruses might have evolved, and a mechanism 496 that mitigates the cost of multipartition. If the probability that RNA3 can support infection 497 (i.e., invade a cell) is higher than that for RNAs 1 and 2, then the virus could efficiently infect 498 even if there are less copies of this segment present. Evolution could then favor the down-499 regulation of RNA3 sequences by means of multipartition. Down-regulation of RNA3 would 500 then allow for reallocation of cell resources to produce more particles encapsidating RNAs 1 501 and 2, the limiting factors at the start of infection. This higher production could then, in 502 principle, boost overall levels of infection and therefore be adaptive. More evidences will be 503 necessary to show this hypothesis has merit, although it is compatible with other hypotheses 504 for why multipartite viruses have evolved. 505 506
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Figure 5: Effects of plant type on systemic infection 679
All leaves from inoculated tobacco plants were sampled, and tissue-printing analysis was 680 performed. To compare the effects of plant type on systemic infection, the lowest dose for 681 which the majority of inoculated plants were infected was considered, even though this dose 682 was smaller for P12 than for P2 than for wild-type plants. In the above figure, the blots are 683 given for each plant type, with the dilution specified by the ratio right of the plant type. N-684 label columns indicate the plant replicate, and rows indicate the leaf. IL a is the inoculated 685 leaf (ground whole leaf), IL b is the inoculated leaf stem, SL are the numbered stems of 686 systemic leaves, with SL1 being the leaf above the inoculated leaf. For P12 plants the data 687 for even higher dilutions are also given, to show that at all doses all leaves remain infected 688 (panels d and e). 689 (independent action hypothesis) or DA (dependent action) model is best supported by the 693 data. For the wild-type and P2 plants, we expect to reject this model as three and two 694 particles types, respectively, are required for infection. For the P12 plant, we expect the 695 hypothesis to be supported because only one particle type is required for infection, as the 696 other two are supplied in trans by the plant. Model parameter estimates and their 95% 697 confidence intervals are given. NLL is the negative log likelihood, a measure of model fit. 698 AIC is the Akaike Information Criterion, ΔAIC is the different between a given model and the 699 best fitting model, and AW is the Akaike Weight, a measure of the relative support for the 700 model. Note that comparison between models is always for a given plant type. * indicates 701 that the lower and upper 95% CI limits coincide with the estimate parameter value. 702 703 
