We introduce a family of commuting-projector Hamiltonians whose degrees of freedom involve Z3 parafermion zero modes residing in a parent fractional-quantum-Hall fluid. The two simplest models in this family emerge from dressing Ising-paramagnet and toric-code spin models with parafermions; we study their edge properties, anyonic excitations, and ground-state degeneracy. We show that the first model realizes a symmetry-enriched topological phase (SET) for which Z2 spin-flip symmetry from the Ising paramagnet permutes the anyons. Interestingly, the interface between this SET and the parent quantum-Hall phase realizes symmetry-enforced Z3 parafermion criticality with no fine-tuning required. The second model exhibits a nonAbelian phase that is consistent with SU(2)4 topological order, and can be accessed by gauging the Z2 symmetry in the SET. Employing Levin-Wen string-net models with Z2-graded structure, we generalize this picture to construct a large class of commuting-projector models for Z2 SETs and non-Abelian topological orders exhibiting the same relation. Our construction provides the first commuting-projector-Hamiltonian realization of chiral bosonic non-Abelian topological order.
I. INTRODUCTION
Historically, exactly solvable models played an important role in understanding topological phases of matter (see, e.g., Refs. 1-3). Such models typically sacrifice microscopic realism in favor of analytical tractability that facilitates extraction of topological information, including anyon content and entanglement characterizations of ground states. Furthermore, many exactly solvable models describe renormalization-group fixed points with zero correlation length. Studying their physical properties can thus reveal useful insights into more realistic systems that flow to the same fixed point.
Commuting-projector Hamiltonians comprise a widely studied class of exactly solvable models. As the name suggests, these Hamiltonians consist of sums of projectors that commute with each other, so that all energy eigenstates are simultaneous eigenstates of each projector. Classic examples include Kitaev's quantum-double models [1] and LevinWen string-net models [3] , which capture a wide variety of non-chiral topologically ordered phases (i.e., with chiral central charge c = 0). More recent works have introduced commuting-projector Hamiltonians for symmetry-protected topological phases (SPT's) obtained by dressing domain walls with lower-dimensional SPT's [4] , and for symmetry-enriched topological phases from string-net models [5, 6] .
In all of the above commuting-projector Hamiltonians, bosons form the microscopic constituents. Recently, novel commuting-projector Hamiltonians for topological phases of fermions have been developed [7] [8] [9] [10] [11] [12] [13] . These models realize topologically ordered states and SPT's that are intrinsically fermionic, i.e., they display properties that cannot be emulated in any known bosonic systems. In this paper we go a step further and construct commuting-projector models built from fractionalized degrees of freedom that bind to defects in a topologically ordered host system. Searching for exactly solvable models for "topological phases inside topological phases" using such defects represents largely uncharted territory. (For some related works see Refs. 14-20.) Notably, this strategy can be expected to circumvent constraints faced by Hamiltonians describing non-fractionalized constituents, paving the way to a richer class of exactly solvable models. We will indeed show that our models capture chiral topological orders that would be impossible to obtain from either bosonic or fermionic commuting-projector Hamiltonians.
Our work specifically generalizes the constructions of Refs. 9 and 10. In Ref. 9 Tarantino and Fidkowski developed commuting-projector models-obtained by decorating domain walls of an Ising paramagnet with Kitaev chains [21] -for the fermionic SPT's considered by Gu and Levin [22] . We henceforth refer to their Hamiltonians and our generalization as decorated-domain-wall models. In Ref. 10 Ware et al. introduced a commuting-projector model for a fermionic cousin of Ising topological order with a fully gapped edge. This result is surprising given that Ising topological order in a bosonic system necessarily carries a gapless edge and nontrivial thermal Hall conductance; conventional wisdom thus dictates that a parent commuting-projector Hamiltonian does not exist. For fermionic systems, however, it turns out that the c = 1/2 chiral edge state of bosonic Ising topological order can be gapped out by adding a c = −1/2 p − ip superconductor with suitable interactions [23] . A commuting-projector description is then possible, which can be understood as arising from the toric code dressed with Kitaev chains. We thus refer to the latter Hamiltonian and its generalization as decoratedtoric-code models.
Both the decorated-domain-wall and decorated-toric-code models from Refs. 9 and 10 couple spins to a two-dimensional array of Majorana fermions, which famously appear at defects-e.g., domain walls or vortices-in topological superconductors [21, 24] . Our generalizations essentially promote the Majorana fermions in these models to more exotic cousins known as 'Z 3 parafermions' [25] [26] [27] . Importantly, the latter can also arise at defects, but only (to the best of our knowledge) in a fractionalized medium. Possible host platforms include quantum-Hall bilayers [28] [29] [30] [31] , quantum-Hall/superconductor hybrids [18, [32] [33] [34] [35] , and cold atoms [36] . For concreteness, we will focus throughout on Z 3 parafermions realized at defects in a bosonic (221) fractional quantum Hall fluid. The (221) state is similar to a ν = 1 3
Laughlin state in the sense that there are three anyon charges, and the anyons obey Z 3 fusion rules. We choose (221) over fermionic quantum Hall platforms-which can also host Z 3 parafermions-to sidestep subtleties arising when dealing with fermionic topological orders.
Before delving into the detailed construction and analysis, let us outline rough guesses for the topological phases that emerge from our parafermion models. The Majorana constructions from Refs. 9 and 10 exhibit the following properties:
1. The SPT of the decorated-domain-wall model is protected by an on-site Z 2 spin-flip symmetry; the boundary with vacuum hosts a gapless Z 2 -protected edge state. Upon breaking Z 2 , this phase becomes adiabatically connected to a trivial state.
2. In the decorated-toric-code model, fermionic Ising topological order admits a gapped boundary with vacuum.
3. Gauging the on-site Z 2 symmetry in the decorateddomain-wall model yields the same fermionic Ising topological order as the decorated-toric-code model. What are the Z 3 -parafermion analogues of these properties? Since our parafermions require a fractionalized host system, it is essential that 'vacuum' in properties 1 and 2 instead becomes the bosonic (221) state. Furthermore, the SPT from the decorated-domain-wall model should be elevated to a symmetry enriched topological phase (SET), again reflecting the background quantum Hall fluid. That SET naturally inherits the topological order from the parent (221) state, with the on-site Z 2 spin-flip symmetry acting nontrivially on the anyons. In analogy with the Majorana case, the parafermionic decorated-toric-code model ought to yield a non-Abelian topological order that, crucially, can exhibit a gapped boundary with the parent (221) state. The simplest guess for such a non-Abelian state corresponds to SU(2) 4 topological order. Certain anyons in this theory are known to be closely related to Z 3 parafermions [37] . Intriguingly, it is also known that condensing a boson in SU(2) 4 produces the same topological order exhibited by the (221) state; thus, there is indeed no need for a gapless interface between these two topological phases [14] . As another sanity check, Gcrossed category formalism [38] [39] [40] indicates that gauging the Z 2 symmetry in the proposed SET yields SU(2) 4 topological order-consistent with a straightforward generalization of property 3 from the Majorana constructions.
Summarizing, we expect the following characteristics from our parafermion models:
1. The parafermion decorated-domain-wall model yields an SET protected by an on-site Z 2 spin-flip symmetry; the boundary with the bosonic (221) state hosts a gapless Z 2 -protected edge state. Upon breaking Z 2 , the SET becomes adiabatically connected to the (221) state. 2. The parafermion decorated-toric-code model yields SU(2) 4 topological order that admits a gapped boundary with the bosonic (221) state.
3. Gauging the on-site Z 2 symmetry in the parafermion decorated-domain-wall model yields the same SU(2) 4 topological order as the decorated-toric-code model.
See Fig. 1(b) for an illustration. In the following sections we will confirm the properties anticipated above by explicitly constructing and analyzing commuting-projector parafermion Hamiltonians. For the SET, we explicitly show that Z 2 spinflip symmetry interchanges the two nontrivial anyons from the parent (221) state, and that the minimal gapless interface with the 'undecorated' parent quantum-Hall fluid is described by a non-chiral Z 3 parafermion conformal field theory. Remarkably, no fine-tuning is required to access this critical theory: Z 2 spin-flip symmetry acts as a duality for the boundary degrees of freedom, enforcing criticality by default. For the decorated-toric-code model, we uncover an intuitive physical picture for all of the nontrivial particles in SU(2) 4 in terms of hybrids of toric-code and (221) anyons, thus providing useful insight into the structure of this exotic non-Abelian topological order. We further construct parafermion-decorated stringnet models with Z 2 -graded structure to obtain commutingprojector Hamiltonians for other topological orders and SETs. The remainder of the paper is organized as follows. Section II briefly reviews Z 3 parafermions in bosonic (221) quantum Hall states, establishing formalism necessary for our subsequent analysis. Section III defines our commuting-projector Hamiltonians, while Sec. IV analyzes their physical properties. In Sec. V, we show that the decorated-domain-wall and decorated-toric-code models yield the ground-state degeneracy on the torus expected from the respective topological phases hypothesized above. In Sec. VI, we briefly discuss generalizations to parafermion-decorated string-net models. Concluding remarks appear in Sec. VII.
II. OVERVIEW OF Z3 PARAFERMIONS
We start by reviewing formalism of Z 3 parafermions that will be employed extensively throughout this paper. To streamline the presentation we follow a largely phenomenological treatment; for a more detailed bosonization analysis of a very similar setup see Ref. 18 . Along the way we also illustrate how to properly treat parafermions residing in a host system defined on a torus, which will be essential in later sections.
A. Review
Consider a (221) fractional quantum Hall state formed by charge-e bosons. The (221) state is purely chiral with central charge c = 2. Cutting a 'trench' through the quantum-Hall fluid as in Fig. 2 thus generates two left-moving edge states at the upper side of the trench and two right-moving edge states at the lower end. These counterpropagating edge states can acquire a gap via (i) ordinary boson tunneling across the trench and (ii) condensing charge-2e 'Cooper pairs' assembled from bosons residing at opposite ends of the trench. Domain walls separating regions gapped by these competing mechanisms realize non-Abelian defects with quantum dimension √ 3. Next consider a one-dimensional domain-wall array as sketched in Fig. 2 . The topological degeneracy associated with these non-Abelian defects can be understood as follows. In a pairing-gapped domain labeled by j, the total charge Q + j for the edge modes fluctuates wildly due to the Cooper-pair condensation. The quantity e iπQ + j , however, locks to one of three possible values, 1, ω = e i2π/3 , orω = e −i2π/3 ,
each of which yields the same energy. In other words, the pairing-gapped domain can absorb fractional charge 2e/3 without energy penalty. Similarly, in a tunneling-gapped domain the charge difference Q − j between the left-and rightmoving edge modes fluctuates wildly, though e iπQ − j pins to 1, ω, orω. These regions can thus absorb e/3 dipoles without energy cost. The set of e iπQ + j and e iπQ − j operators do not commute with each other, which is ultimately a consequence of fractional statistics exhibited by the host (221) system. To capture their commutation relations it is convenient to write
where σ j , τ j are unitary Z 3 clock operators that satisfy σ 3 j = τ 3 j = 1 and σ j τ j = ωτ j σ j . One can thus label ground states by either e iπQ + j or e iπQ − j eigenvalues, but not both simultaneously.
Z 3 parafermion operators cycle the system through the degenerate manifold by adding fractional charge to the domainwall defects, thereby incrementing e iπQ ± for the adjacent domains. Since fractional charge can not directly pass across the trench, parafermions come in two 'flavors' that we denote by α L and α R . Specifically, α L adds charge 2e/3 to the upper side of a domain wall, cycling the adjacent e 
(4)
One can readily verify using Eqs. (2) and (3) that α L/R indeed cycle ground states as outlined above.
While the zero modes can absorb fractional charges without energy cost, creating fractionally charged quasiparticles in the bulk of the (221) host system costs energy. The ground state manifold must therefore satisfy
(a) (b) Figure 3 . Two-dimensional parafermion arrays as stacked trenches.
In (a) we view the right part of trench n as stitched to the left part of trench n + 1-hence the 'typewriter-style' labeling of domain walls. In (b) we instead stitch the right end of trench 2n − 1 to the right end of trench 2n, and the left end of trench 2n to the left end of trench 2n + 1, yielding a 'snake-like' domain-wall labeling. Either convention allows us to maximally bootstrap off of single-chain formalism to describe the two-dimensional array. Examples of physical and unphysical inter-trench parafermion couplings are also shown. Note that allowed inter-trench couplings necessarily hybridize αL with αR in (a), but hybridize either two αL's or two αR's in (b).
(By contrast, e iπ j Q − j can vary if it is possible for charges to redistribute between the upper and lower sides of the trench; see Sec. II B.) Equation (5) is fruitfully viewed as a constraint on the system's global 'triality'-the generalization of global fermion parity. We will strictly enforce such constraints throughout this paper, even when we incorporate parafermion interactions. This assumption is justified provided the scale for parafermion interactions is small compared to the bulk quasiparticle gap for the host quantum-Hall fluid.
We now make the leap to two-dimensional parafermion arrays, which one can of course view simply as stacks of 1D trenches. For theoretical convenience we will additionally stitch together the ends of neighboring trenches, thereby joining them into a single long chain. This can be done, for example, by stitching the right end of trench n with the left end of trench n + 1 as in Fig. 3(a) . Alternatively, one can stitch the right end of trench 2n − 1 with the right end of trench 2n and the left end of trench 2n with the left end of trench 2n + 1 as in in Fig. 3(b) . Either scheme allows us to directly import the commutation relations specified in Eq. (4) to the two-dimensional array; moreover, the global triality constraint from Eq. (5) continues to apply without modification. Different stitching procedures do give rise to different parafermion orderings, however, as is clear from Fig. 3 . Since there is no canonical choice of which pairs of ends must be sewed, parafermion models should be defined consistently for any choice of stitching scheme, or equivalently, parafermion ordering.
It is useful to envision interactions among parafermions in the array as arising from dynamical processes that shuttle fractional charges from one domain wall to another. As an important example,
describes migration of fractional charge across a single Cooper-paired domain in a given trench. Parafermion couplings arising from all other physical processes will be denoted by
where i, j are site indices and C i , C j are R and L labels specified below. Clearly Eq. (6) could also be described in terms of F ij operators. However, separating out e iπQ + j as we have done clarifies the necessity of introducing a generalized Kasteleyn orientation in our models later on.
Several comments are in order. First, for intra-trench couplings, processes whereby fractional charge moves along the upper versus lower end of the trench are not independent. Equation (6) provides one illustration; another follows from F 2j,2j+1 = e
. Second, inter-trench parafermion couplings are highly constrained. Couplings between parafermions on nearest-neighbor trenches can arise from the transfer of fractional charge between adjacent trenches via the intervening quantum-Hall fluid. Interactions that couple parafermions on further-neighbor trenches are disallowed since fractional charge can not pass through the trenches. Third, obtaining physical nearest-neighbor inter-trench couplings requires an appropriate choice for C i,j in Eq. (7), again to avoid fractional charge from illegally crossing a trench. For concreteness let us assume that site i resides on the trench just below that of site j. The conventions in Fig. 3(a) then require C i = L and C j = R, while the conventions in Fig. 3(b) yield either C i = C j = L or C i = C j = R depending on which pair of trenches couple. Figure 3 illustrates examples of physical and unphysical processes in both schemes. Fourth, when the quantumHall state is defined on a torus, certain inter-and intra-trench parafermion couplings must be supplemented by additional phase factors and operators related to global properties of the system. Details appear in the next subsection. Finally, one can explicitly show that two inter-trench parafermion couplings that describe non-intersecting hopping processes commute with each other. We refer to Appendix A for the proof. This commutation is the key property that enables us to define commuting-projector parafermion Hamiltonians later on.
B. Torus formalism
So far we have neglected boundary conditions entirelyburying subtleties that we now wish to exhume. Imagine that the (221) state is defined on a torus, with a linear domain-wall array wrapping along a nontrivial cycle as in Fig. 4(a) . (We return to two-dimensional arrays shortly.) If the system hosts N tunneling-gapped domains, then according to Eq. (2) we have introduced a chain of N + 1 σ j 's to describe N e to maintain a faithful bookkeeping of states. To this end, define an operator O = e iπ j Q − j that counts the charge difference across the entire trench. Assigning naive periodic boundary conditions with σ N +1 ≡ σ 1 turns out to be inadequate. This boundary condition would force O = 1, whereas in our torus setup we can also access configurations with O = ω or ω by shuttling fractional charge between the top and bottom sides of the trench via the vertical path illustrated in Fig. 4(b) .
Accounting for these physical processes requires introducing an additional pair of global Z 3 clock operators T x and T y that satisfy T 3 x,y = 1 and T x T y = ωT y T x . We impose boundary conditions such that
Thus T y specifies the global charge difference across the trench, and any operator that changes this quantity should be accompanied by an appropriate power of T x to correspondingly cycle T y . In practice it is useful to introduce a branch cut, as in Fig. 4(b) , to keep track of T y [41] In addition to tracking powers of T x and T y with branch cuts, we must introduce one additional physical constraint to make the problem well-defined on a torus. Specifically, three fractional-charge hopping processes F ij , F jk , F ki that form a contractible triangle without crossing a trench must satisfy
Equation (10) simply asserts that moving an anyon around a loop that does not enclose any nontrivial charge is equivalent to the identity. To satisfy this constraint one must fix the ordering of T x and T y (when both are present in a particular fractional-charge hopping process) and also add additional phase factors to the definition of F ij . Only then can one appropriately extend these operators to the torus, and in turn define commuting-projector Hamiltonians consistently. Fractional charge hoppings can be divided into three cases, depending on which parafermion representations (R or L) are involved in the process. The following rules describe one consistent choice for the assignment of T x,y operators and phase factors that yield F ij operators conforming to the above criteria:
1. Parafermion couplings arising from the transfer of 2e/3 charge from the lower end of the trench (R) to the upper end of the trench (L) are accompanied by T x . In addition, if the fractional-charge hopping path crosses the T y branch cut n times from left to right, and m times from right to left, then one attaches T n−m y behind T x :
Parafermion couplings corresponding to fractionalcharge transfer from the upper to the lower end of the trench are obtained by Hermitian conjugation.
2. Parafermion couplings between two R parafermions arising from the transfer of 2e/3 charge along a path that crosses the T y branch cut n times from left to right, and m times from right to left are accompanied by T n−m y :
3. Parafermion couplings between two L parafermions arising from the transfer of 2e/3 charge along a path that crosses the T y branch cut n times from left to right, and m times from right to left are accompanied by (ωT y ) n−m :
Let us illustrate the construction of parafermion couplings with two examples sketched in Fig. 4(c) . For ease of visualization the figure depicts the torus in a 'repeated-zone scheme', with the branch cut arbitrarily re-positioned relative to Fig. 4(b) . According to the above rules, the three fractionalcharge hoppings on the left side of Fig. 4 (c) are written as pings rom the right side of Fig. 4 (c) become
yielding F 2,2j F 2j,2j−1 F 2j−1,2 = 1 as desired.
Two-dimensional parafermion arrays can be understood as a trench wrapped around the torus in a snake-like manner, as illustrated in Fig. 5 . Here, too, one can introduce a T y branch cut (dashed line in the figure) around a non-contractible cycle of the torus and attach proper T x and T y operators to parafermion couplings according to the same rules above. We stress that these rules, with no modifications, can be applied for different parafermion orderings as well.
III. COMMUTING PROJECTOR HAMILTONIANS
This section introduces our commuting-projector models. To motivate the constructions, we will first describe the wavefunctions that our models will exhibit as exact ground states. Writing down the wavefunctions precisely requires specifying two important sets of data: parafermion ordering and a generalized Kasteleyn orientation. Given these data, we will show that it is indeed possible to define parent commuting-projector Hamiltonians. In an effort to keep this section intuitive for readers, most technical proofs are relegated to appendices.
A. Ground-state wavefunctions
We will primarily work with the honeycomb lattice. We stress, however, that most of statements made in this paper can be straightforwardly extended to any trivalent lattice. Each edge of the trivalent lattice contains two parafermions connected by a superconducting domain. For the decorateddomain-wall model, we additionally include an Ising spin on each plaquette; for the decorated-toric-code model we instead incorporate an Ising spin on each edge of the trivalent lattice. Figure 6 illustrates the degrees of freedom for both models. We focus on planar and torus manifolds, to which the formalism described in Sec. II applies. The next subsection briefly comments on potential extensions to arbitrary manifolds. To sketch ground-state wavefunctions, it is useful to start from the spin sector and temporarily ignore the parafermions. In the context of the decorated-domain-wall model we take the spins to form an Ising paramagnet (IP) described by the spin wavefunction |Ψ IP = s |s consisting of a superposition of all possible Ising spin configurations s. (Throughout this paper, spin wavefunctions |s explicitly refer to product states with definite σ z eigenvalues for each spin; we sometimes use the qualifier 'Ising' to emphasize this property.) In the decorated-toric-code setting we take the spins to form a toric-code (TC) ground state corresponding to |Ψ TC = s∈{sv} |s . Here the sum runs over the restricted set of Ising spin configurations {s v } that satisfy the rule that an even number of spins adjacent to each vertex point up. One can profitably view the wavefunction as describing a sea of down spins dressed with fluctuating closed loops of up spins, which we refer to as 'toric-code loops' below.
Next, we restore the full Hilbert space and envision assigning parafermion 'pairings' to each spin configuration. Consider first toric-code loops in |Ψ TC and domain walls between spin-up and spin-down regions in |Ψ IP ; for an illustration of each see yellow lines in Fig. 6 . Along these toriccode loops/domain walls, we pair up parafermions residing on neighboring edges of the lattice. Elsewhere we pair up parafermions with their partner on the same edge of the lattice. These parafermion pairings follow from local vertex rules illustrated in Fig. 7 . More quantitatively, inter-edge pairing of parafermions at sites a and b means that states |ψ in the parafermionic Hilbert space satisfy
(a) Decorated-domain-wall Model (b) Decorated-toric-code Model Here F ab is a parafermion bilinear arising from fractionalcharge hopping as defined in Sec. II, while n ab = 0, ±1 is a fixed number assigned to each possible inter-edge pairing with directionality, i.e., n ab = −n ba . (We specify the n ab 's below.) Similarly, intra-edge pairing means that these states satisfy
where e iπQ + µ characterizes the superconducting region linking the parafermions that are paired. One can view Eqs. (16) and (17) as fixing the fusion channel for pairs of non-Abelian defects in a way that depends on the spin configuration. Schematically, we can then write down the target ground-state wavefunctions for the decorated-domain-wall and decoratedtoric-code models as
respectively. Here, |PF(s) denotes a parafermionic state that satisfies Eqs. (16) and (17) as appropriate given the corresponding spin configuration |s . To define these states precisely rather than schematically, we must (i) specify a parafermion ordering to unambiguously define parafermion pairings through Eqs. (16) and (17) and (ii) choose the integers n ab for each possible inter-edge pairing according to a generalized Kasteleyn orientation. In the next subsection we tackle issue (i). We will observe that the two data above constitute a gauge choice in the sense that there exists a massive number of allowed parafermion orderings and generalized Kasteleyn orientations that lead to the same physics.
B. Ordering of parafermions
To specify parafermion ordering, we will view the 2D lattice of parafermions as arising from a single trench cut through the parent quantum-Hall state-allowing us to directly import formalism developed in Sec. II. We already asserted that each edge of the lattice contains a superconducting domain; thus we need only specify how these domains are connected via tunneling-gapped regions. Recall that inter-edge pairings employ fractional-charge-hopping operators F ab through Eq. (16) , and that fractional charge cannot hop across the trench. It is therefore essential that the ordering path is defined in a way that does not preclude inter-edge parafermion pairings that arise in the wavefunctions |Ψ DDW and |Ψ DTC . That is, the trench should not cross any possible nearest-neighbor inter-edge pairing bonds. This is the only criterion that filters out some parafermion orderings; our models should be and actually are consistently defined under any ordering that satisfies this property. All valid orderings lead to the same physics-thus, parafermion ordering is merely a gauge choice.
To cast the assignment of parafermion ordering into a more formal language, let us define a new graph dubbed the pairing lattice. Vertices of the pairing lattice correspond to parafermion sites, while edges correspond to all nearestneighbor inter-edge and intra-edge pairings on the plane or torus. The pairing lattice can be obtained from the original trivalent lattice by cutting out the neighborhood of each original vertex and inserting a triangle in its place. For example, this procedure turns the honeycomb lattice into the Fisher lattice, as shown in Fig. 8(a) . Specifying parafermion ordering is tantamount to finding a path that connects all intra-edge pairings in a single line without intersecting triangles. Figures 8(b) and (c) illustrate examples of valid and invalid orderings. For the plane, drawing this path alone suffices to specify parafermion orderings that enable all inter-edge pairings; for the torus, one needs to additionally draw a T y branch cut to mark the start and the end of the ordering (see Sec. II B).
Given such a parafermion ordering, we can now specify five important properties satisfied by the fractional-charge hopping operators F ab associated with inter-edge pairings: (23) through (25) . The worldline of a 2e/3 charge described by with sites a, b, c labeled in a clockwise order, one has
Property 5. Let a 1 , a 2 , · · · , a 2m label clockwise-oriented parafermion sites on a non-triangular plaquette of the pairing lattice, with a 2l−1 and a 2l connected by a Cooper-paired region for any l. (In the Fisher-lattice context, the non-triangular plaquette corresponds to the 12-gon in Fig. 8 .) Denote the edge connecting a 2l−1 and a 2l by µ l . The following then holds:
Section II already provided the physical origins for properties 1, 2, 3, and the last line in Eq. (21) for property 4. The remaining identities also follow from our ordering criterion and parafermion algebra specified earlier, though it will be helpful to now provide some more physical motivation.
The first three lines of Eq. (21) directly relate to properties of anyon worldlines in the parent quantum-Hall fluid. To see this, consider parafermion sites a 1 , a 2 , · · · , a 6 around neighboring triangles as labeled in Fig. 9 (a). We will be concerned with the commutation relations
We can use one of the first three lines of property 4, together with the relations F a1a3 = F 2 a3a1 and F a4a6 = F 2 a6a4 from property 1, to deduce that m 1 = m 2 = 1. Moreover, enforcing m 1 = m 2 = 1 for neighboring triangles that are rotated by 2π/3 compared to those in Fig. 9 (a) naturally yields the remainder of the first three lines from property 4, since they follow from cyclic permutations of a, b, c. In this sense, property 4 and satisfying m 1 = m 2 = 1 in Eq. (23) are equivalent.
Interpreting F ab 's as fractional-charge hopping operators in fact requires this choice for m 1,2 as we now argue. The combination F a1a3 F a4a6 [blue line in Fig. 9(a) ] shuttles 2e/3 charge from a 6 to a 4 , and then from a 3 to a 1 . Fractional charge added to the Cooper-pairing region between sites a 3 , a 4 is readily soaked up by the condensate, so that one can interpret the net process as a 2e/3 worldline from a 6 to a 1 along our trivalent lattice. The combinations F a1a3 F a4a5 , F a2a3 F a4a5 , and F a2a3 F a4a6 admit similar worldline interpretations. As seen in Fig. 9(b) , worldlines corresponding to F a1a3 F a4a6 and F a2a3 F a4a5 can be deformed such that they do not touch-hence these combinations should commute. Upon rearrangement using property 3, we obtain
which yields m 1 = m 2 . In contrast, Fig. 9 (c) shows that worldlines corresponding to F a2a3 F a4a6 and F a1a3 F a4a5 necessarily cross, implying a nontrivial commutator that encodes the anyonic braiding statistics for 2e/3 fractional charges. One can similarly rearrange this commutator as
which further constrains m 2 +m 1 = 2 (mod 3) so that m 1 = m 2 = 1 as claimed. The anyon worldline interpretation of F ab 's indeed requires property 4.
To motivate property 5, consider a special parafermion ordering in which sites a 1 , a 2 , · · · , a 2m in Eq. (22) are ordered consecutively along the trench. For this special case, we can explicitly write the operators in Eq. (22) as
Inserting this decomposition into Eq. (22) yields
The above 'special-case equation' can be easily proven by starting from the left-hand side and using parafermion commutation relations to push α R,a2m from front to back. We stress, however, that property 5 holds also for general valid orderings in our two-dimensional parafermion arrays.
Regarding actual proofs, properties 1 and 2 trivially follow from the definition of parafermion operators, though the others involve technical details that we provide in Appendix A. These five properties, combined with the generalized Kasteleyn orientation that we turn to next, are sufficient for establishing the characteristics of our models given later in this section and in Sec. IV. Thus, an interesting alternative viewpoint is possible: One can use the five properties as a definition of {F ab }, the set of operators associated with inter-edge pairings. When our system is defined on the plane or torus, parafermion operators introduced in Sec. II provide one physically motivated family of solutions that underlie these properties. We expect that one can find such {F ab } for any trivalent lattice on arbitrary orientable manifolds; however, we do not yet have a clear physical picture for how these operators arise in the general case, contrary to the situation described in Sec. II for the plane and torus.
C. Generalized Kasteleyn orientation
We now tackle the second issue needed to define our models precisely: specifying n ab = 0, ±1 that determine interedge parafermion pairings via Eq. (16) . An appropriate choice for n ab is needed to ensure that the target wavefunctions in Eqs. (18) and (19) (17) for all bonds and thus trivially conforming to Eq. (5). Next imagine a second spin configuration |s with a single domain wall or toric-code loop that yields inter-edge parafermion pairing around a 12-gon plaquette of the Fisher lattice but preserves the intra-edge pairing elsewhere. Along the inter-edge pairing bonds, the parafermionic part |PF(s ) satisfies Eq. (16) . Using Eq. (22) one readily finds that the global triality for this configuration is then e iπ j Q + j = ω 2− n ab , where the sum runs over the inter-edge pairing bonds with n ab 's directed clockwise. Preserving global triality therefore constrains n ab 's such that the sum 'cancels out' the ω 2 factor. More generally, all possible domain-wall/ toric-code-loop configurations that are connected by local moves yield analogous constraints. For attacking the general case it will be convenient to shift to a Hamiltonian-based viewpoint rather than explicitly tracking the global triality. We will seek local, triality-preserving 'flip operators' whose action cycles the sys-tem among all configurations in our target ground-state wavefunctions. By default the resulting wavefunctions must then satisfy the global triality constraint. Below we simply deduce general properties of the flip operators that suffice for determining the n ab 's; the next subsection constructs the flip operators explicitly.
As a first step we define Fig. 10 for two examples. (The reason for choosing these particular plaquettes will be given shortly.) Using properties 4 and 5 from the previous subsection, we prove in Appendix B that
where n = 0, ±1 follows from the specific choice of n ab 's. Similar to Eq. (22), the above identity relates parafermion pairings that are shifted with respect to each other. [In fact, in the special case where the sites enclose no triangular faces, Eqs. (22) and (29) are completely equivalent.] Next, take spin configurations |s e and |s o that impose identical parafermion pairings except along the plaquette formed by a 1 , a 2 , · · · , a 2k . In the case of |s e , parafermions along this plaquette pair up between sites a 2l−1 and a 2l , while for |s o the pairings are shifted to a 2l and a 2l+1 . To obtain a local Hamiltonian whose ground state superposes these two configurations, we would like to construct a flip operator that sends |s e → |s o and simultaneously cycles the parafermion pairings along the plaquette yet leaves all other pairings intact. In general, the flip operator implementing this process can be built from operators acting on the spins together with F ai,ai+1 's; the latter indeed preserve all other pairings by virtue of properties 2 and 3. (Other terms such as F am,an with |n − m| > 1 fall into two cases: they are either disallowed in a given parafermion ordering because they cross the trench, or they can be decomposed into products of 'neighbor-hopping' F ai,ai+1 operators, due to property 4.)
Finally, let us define
which is just the Hermitian conjugate of the left side of Eq. (29) . One can view R as the 'local triality' for the plaquette formed by sites a 1 , a 2 , · · · , a 2k . All F ai,ai+1 operators commute with R. [Commutation is obvious for F a2i−1,a2i .
For the shifted operators F a2i,a2i+1 commutation can be seen by re-expressing R using the right side of Eq. (29) .] It follows that the associated flip operator built from F ai,ai+1 commutes with R as well. Given the pairings specified above, |PF(s e ) by definition has R = 1. Moreover, because the flip operator takes |PF(s e ) → |PF(s o ) and commutes with R, |PF(s 0 ) must also have R = 1. Using the right side of Eq. (29), however, one obtains R|PF(s o ) = ω −n |PF(s o ) . Consistency thus dictates that we choose n ab 's so that n = 0 for all such plaquettes.
As we will see explicitly in the next subsection, the spin configurations |s o and |s e are related by flipping spins locally at a single plaquette. In the decorated-domain-wall model, such local spin flips in fact generate all possible spin configurations that appear in our target ground-state wavefunction. Thus, the condition on n ab deduced above is necessary and sufficient for ensuring global triality conservation. The case for the decorated-toric-code model is more subtle. Local spin flips do not quite generate all permissible spin configurations; instead, starting from a given spin configuration, local spin flips generate all spin configurations within the same topological sector of the toric code. (Topological sectors of the toric code are characterized by Z 2 winding numbers of non-contractible toric code loops-see Sec. V or Ref. 1 for more details). Thus, the condition on n ab describes a necessary and sufficient condition in a slightly different sense: the condition guarantees global triality conservation within the same topological sector. At this point, we have not established yet whether different topological sectors share the same global triality in general. We will observe that ensuring global triality conservation across all topological sectors takes an important role in determining the ground-state degeneracy of the decorated-toric-code model in Sec. V.
Assignment of n ab can be conveniently represented by drawing arrows on edges of the pairing lattice that represent inter-edge pairing bonds, e.g., triangles in Fig. 8 . An arrow from a to b corresponds to n ab = 1, an arrow from b to a corresponds to n ab = −1, and the absence of an arrow signifies n ab = 0. Appendix B shows that the following rule yields n = 0 in Eq. (29) as desired: Traverse each elementary plaquette of the pairing lattice clockwise, and add +1 when encountering an arrow parallel to the travel direction and add −1 when encountering an antiparallel arrow. Then assign arrows so that the total number is −1 (mod 3) when traversing any elementary plaquette (triangular or non-triangular).
Arrow assignments satisfying this rule define a generalization of the Kasteleyn orientation that was required for the analogous Majorana models studied in Refs. 9 and 10 (see also Ref. 12) . In the latter context, the Kasteleyn orientation similarly preserved the local fermion parity j iγ 2j−1 γ 2j around domain-wall/toric-code-loop configurations connected by local moves, which in turn guaranteed that the Majorana analogues of Eqs. (18) and (19) involved a superposition of states with common global fermion parity. Note, however, that the Majorana case is substantially simpler because subtleties with ordering do not exist. Figure 11 illustrates one valid generalized Kasteleyn orientation for our parafermion system. Arrow configurations Figure 11 . Example of arrow assignments that satisfy our two conditions for a generalized Kasteleyn orientation.
that satisfy the two conditions above are certainly not unique, though all such configurations yield models with identical physics. Many-and we conjecture all-valid arrow configurations are in fact connected by gauge transformations. For the Majorana case, one can generate all Kasteleyn orientations with a series of local modifications associated with the gauge transformation γ a → s a γ a (s a = ±1) and global boundarycondition changes [42] . In the parafermion case, one can similarly generate a large class of (and potentially all) allowed orientations using local transformations for the plane and a combination of global and local transformations for the torus. Local modifications are associated with the parafermion gauge transformation
where a µ and b µ are sites belonging to edge µ of the original trivalent lattice and p µ = 0, ±1. This transformation alters neither the defining properties of parafermion operators nor the five properties of F ab given in Sec. III B. The F ab operators do, however, change form; their modified form can equivalently be recovered by leaving the parafermion operators intact and instead transforming n aµ,c → n aµ,c + p µ (mod 3)
for all c, d adjacent to a µ , b µ . One can explicitly show that the new resulting arrow configuration still satisfies the consistency conditions given above. Gauge transformations in Eq. (31) therefore generate local arrow reconfigurations that yield equally valid generalized Kasteleyn orientations.
On the torus, we can also gauge transform T x and T y operators as
with p x , p y = 0, ±1. Similarly to the gauge transformation of parafermions, the phase factors can be absorbed into the definition of n ab . Due to the nature of T x and T y , however, all arrows that intersect with global, non-contractible cycles are transformed. These transformations are the analogue of global boundary-condition changes in the related Majorana models, with one important difference: In the Majorana models, such changes cannot be associated with gauge transformations due to the absence of global operators such as T x and T y ; global changes of arrow configurations may therefore change the physical properties of the Majorana system. Indeed, Ref. 10 observed that tweaking boundary conditions changes the fermion parity of the ground states. On the other hand, global transformations in our parafermion models are associated with gauge transformation and preserve all physical properties of the system.
D. Definition of commuting-projector Hamiltonians
Now we are ready to define our commuting-projector Hamiltonians. Below we will frequently employ projectors
associated with the bond between parafermions at sites a and b. From the definition of F ab in Eq. (28) along with Eqs. (16) and (17), we see that P ab projects onto intra-edge and interedge parafermion pairings for appropriate ab's. These projectors thus naturally comprise basic building blocks of our Hamiltonians, as well as many other operators that will be constructed throughout this paper. Both the decorated-domain-wall and decorated-toric-code models take the form
where v and p respectively label vertices and hexagonal plaquettes of the original honeycomb lattice. The first piece represents a vertex term that energetically imposes the spindependent parafermion pairings sketched in Fig. 7 . Explicitly, we have
Here s runs over all permissible configurations for the three spins adjacent to a given vertex v, with |s, v the corresponding state those three spins. In the decorated-domain-wall model, the sum includes all eight possible spin configurations. The decorated-toric-code model, however, includes only half of the configurations since each vertex is constrained to have an even number of adjacent up spins. Finally, the term in parenthesis contains a product of projectors P ab that enforce the desired parafermion fusion channels given a spin configuration s. For spin configurations with no domain walls or toric-code loops, a product of three intra-edge-pairing projectors is required; otherwise the product involves one intra-edge and one inter-edge projector, as seen from Fig. 7 . The second piece in Eq. (35) is a plaquette-flip term. Specifically, B p toggles the spins-thus modifying the structure of domain walls or toric-code loops-and also appropriately reconfigures the parafermion pairings. We write this term as
In the decorated-domain-wall model S p merely flips the spin in the center of plaquette p, while in the decorated-toric-code case S p instead flips all six spins along the edges of the hexagonal plaquette. The |s, p s, p| projector projects onto some allowed configuration s for the spins at plaquette p and adjacent plaquettes/edges; B s p shifts the parafermion pairings to match the new resulting spin configuration. For the decorateddomain-wall model the s sum runs over all possible spin configurations for the spin at plaquette p and the six surrounding spins on the adjacent plaquettes. For the toric-code system we instead sum over allowed configurations for the six spins on the boundary of plaquette p, as well as the six spins on the edges emanating from that plaquette (see Fig. 12 ). Similar to the A v term, in the latter model the allowed configurations contain an even number of up spins adjacent to each vertex.
We can explicitly write B s p in Eq. (37) as
Here, a 1 , a 2 , · · · , a 2k form a clockwise-ordered loop of parafermions sites around the plaquette. More precisely, the sites forming the loop implicitly depend on s and must be chosen such that the initial spin state |s, p pairs up parafermions at sites a 2j−1 and a 2j . The first string of projectors
ensures the correct parafermion pairings given the initial spin configuration. The second string P a 2k ,a1
projects onto the state with parafermion pairings consistent with the new spin configuration arising from the application of the spin-flip operator S p . (The factor of √ 3 simply ensures unitarity of B p on the subspace in which it acts nontrivially.) Figure 12 illustrates the action of B p for the decoratedtoric-code model. Notice that parafermions within yellow ovals in the figure must pair up to satisfy the A v term for the adjacent vertices. Projectors for these 'branch parafermion pairings' are nevertheless absent in B s p , since the corresponding sites do not reside in the loop formed by a 1 , a 2 , · · · , a 2k . Consequently, B p does not filter out the 'wrong' parafermion pairings on the 'branches' of the plaquette loop. This convention differs from string-net-type constructions in which B p annihilates any state with an A v violation. We deliberately choose this unorthodox convention to simplify construction of wavefunctions corresponding to deconfined fractionalized excitations, which we undertake in Sec. IV.
The Hamiltonians defined above exhibit the following properties:
• A v has eigenvalues 0 or 1.
• B p has eigenvalues 0 or ±1.
• The Hamiltonians are commuting-projector models in the sense that
Technically, B p is not quite a projector since it can also have eigenvalue −1. While it can be made into a projector with minor modification, we choose B p in the current form for simplicity. Using these properties we can re-express the ground-state wavefunctions in Eqs. (18) and (19) in a more explicit form. Let |ψ ↓ denote a 'root state' containing only down spins, and with parafermions exhibiting intra-edge pairing such that e iπQ + µ = 1 for all edges µ of the honeycomb lattice. In either model, this wavefunction trivially satisfies every A v vertex term. Applying B p operators to |ψ ↓ allows the spins and parafermion pairings to fluctuate, but by construction preserves the norm of the state (i.e., |ψ ↓ is orthogonal to the kernel of B p ). The ground states can then be written
Because A v and B p commute, Eq. (40) continues to satisfy all vertex terms; moreover, the (1 + B p ) factors project away any elements with B p = −1 eigenvalue, ensuring that the wavefunction maximally satisfies all B p terms as well. Ground states for the decorated-domain-wall and decorated-toric-code models differ only in the Hilbert space for the spins in |ψ ↓ and the precise action of B p in the spin sector. Note, however, that for the decorated-domain-wall case we can instead use a root state |ψ ↑ with only up spins to equivalently write
reflecting the (unbroken) Z 2 spin-flip symmetry present in that model. The same is not true in the decorated-toric-code model-|Ψ DTC = p (1 + B p )|ψ ↑ since |ψ ↑ does not represent a valid toric-code spin configuration. Wavefunctions of a similar form to Eqs. (40) and (41) will often be employed to construct anyonic excitations in the next section.
We will now sketch proofs of the above properties except for [B p , B p ] = 0, which involves some technicalities and is postponed to Appendix C. First, according to Eq. (36) A v arises from a product of parafermion projectors and spin projectors. Since each projector has eigenvalues 0 or 1, and the products of projectors commute for different s in the sum, it naturally follows that A v admits eigenvalues 0 or 1 as well.
To prove the second property, we will show that B p acts as a unitary operator on the subspace of B p orthogonal to its kernel. Hermiticity of B p then guarantees that its eigenvalues can only be ±1 (from the aforementioned subspace) and 0 (from the kernel). Expanding the second string of projectors in Eq. (38) yields
We can eliminate F a 2k a1 using Eq. (29) with n = 0, as appropriate given our generalized Kasteleyn orientation; some algebra gives
Note that if we deviated from our generalized Kasteleyn orientation and used Eq. (29) with n = ±1, then passing from Eq. (42) to (43) would actually yield zero. Next, observe that (34) ]. This identity allows us to rewrite B s p as
where
[Because of the projectors on the far right in Eq. (44), we can simply drop the F a3a4 pieces above, which replaces U a2a3a4 → √ 3P a2a3 and recovers Eq. (43).] Using the fact that F a2a3 F a3a4 = ω p F a3a4 F a2a3 for p = ±1, one can prove that U a2a3a4 is unitary. We can similarly replace all projectors from the first line of Eq. (44) with unitary operators. We thereby obtain
From this form it is clear that the action of the full B p operator is indeed unitary on the subspace orthogonal to its kernel, as claimed above. Turning next to Eq. (39), [A v , A v ] = 0 follows readily from the fact that P ab and P cd commute when a = c, d and b = c, d, a direct consequence of properties 2 and 3 from Sec III B. Furthermore, [A v , B p ] = 0 can be proven by observing that if A v annihilates some state |ψ , it also annihilates the state B p |ψ , whereas if A v acts as identity on |ψ , it also acts as identity on B p |ψ . That is, B p never 'corrects' a vertex violation, or produces a vertex violation that wasn't there to begin with.
IV. PHYSICAL PROPERTIES
Our goal now is to validate the properties of our commuting-projector Hamiltonians quoted in the introduction. For the decorated-domain-wall model, we will show that adding a perturbation that explicitly breaks Z 2 spin-flip symmetry allows one to connect the ground state to a "trivial parafermionic product state"-implying that the model realizes an SET with the same topological order as the parent quantum-Hall fluid. To further back up this assertion we will explicitly construct anyon wavefunctions and a symmetryaction operator that explicitly permutes anyons. In the case of the decorated-toric-code model, we will construct wavefunctions corresponding to each anyon in the SU(2) 4 topological field theory. Finally, we will show that gauging Z 2 symmetry in the decorated-domain-wall model leads to the decoratedtoric-code model. Below we follow similar logic to that introduced by several recent works [4] [5] [6] . The decorated-domain-wall model admits a Z 2 spin-flip symmetry that is not spontaneously broken in the ground state. Imagine now modifying the Hamiltonian by adding Zeeman field that explicitly breaks this Z 2 , yielding a deformed model
Note that σ z p , which is the spin operator for the spin at plaquette p, also commutes with A v . Thus, the Hamiltonian remains a commuting-projector model at any τ . At τ = 1 we obtain the original decorated-domain-wall model, while at τ = 0 the Hamiltonian reduces to
Let us discuss the ground state of Eq. (48) . All spins clearly point up to minimize the energy from the σ z p plaquette term. Given this spin configuration, minimizing the A v vertex term requires that all parafermions pair up with their neighbors on the same edge of the honeycomb lattice. In this sense the ground state at τ = 0 forms a "trivial parafermionic product state". Because the parafermions live in a fractionalized medium, however, the system still realizes a nontrivial topological order given by that of the parent quantum-Hall fluid.
To prove the statement in the section heading, one only needs to demonstrate that the gap remains finite upon tuning τ from 0 to 1. We will show that this is indeed the case by (i) explicitly constructing the subspace A that satisfies the A v vertex term, (ii) obtaining an effective Hamiltonian projected into that subspace, and (iii) using the effective Hamiltonian to bound the excitation gap as a function of τ .
First, label the orthonormal ground states of H(0) as |ψ
. These states exhibit a spin configuration |s ↑ with all spins pointing up and accordingly contain only intra-edge parafermion pairing; the superscripts account for ground-state degeneracy in multi-genus manifolds arising from the parent quantum-Hall fluid. (In our framework, the degeneracy can be understood from analogues of the global T x,y operators discussed in Sec. II B for the torus.) From these root states we can construct wavefunctions satisfying the A v term for general Ising spin configurations |s as follows:
ns,p |s ↑ , then
In the first line n s,p are binary numbers for each plaquette p that determine the final spin state |s ; in the second the B p operators yield the same spin state and also reconfigure the parafermion pairings accordingly. The set {|ψ } spans the full ground-state subspace of H(0). We can therefore write
for some complex numbers a k , implying that any element of A with spin configuration s can be expressed as a linear combination of |ψ
are also orthonormal, so that the set {|ψ
} forms an orthonormal basis for A. All states belonging to A automatically exhibit the 'correct' parafermion pairings dictated by a given spin configuration. The effective Hamiltonian projected into this subspace thus simplifies dramatically. The A v vertex term projects to a constant by definition and will be discarded, while the Zeeman field σ z p remains unmodified. More importantly, we can replace the B p term simply by σ x p within this subspace, yielding an effective Hamiltonian
We can maximally satisfy both remaining terms above by aligning all spins along a τ -dependent direction in the (x, z) plane. Since the A v term is also maximally satisfied, we have thus established that H(τ ) admits frustration-free ground states for any τ , and that the ground state degeneracy is τ -independent.
Finally, let us put a bound on the spectral gap. Violation of a single A v term yields an energy penalty of 1. A single plaquette-term violation, as seen from (51), costs an energy 2 τ 2 + (1 − τ ) 2 . The energy gap ∆ therefore remains finite for any τ , precluding a phase transition. We conclude that the decorated-domain wall model can be adiabatically deformed to the trivial parafermion product state on breaking Z 2 spinflip symmetry. Thus, its topological order should be identical to that of the parent quantum-Hall state.
Anyonic excitations
Next we explicitly construct Hamiltonian eigenstates that correspond to anyonic excitations of the decorated-domain- Figure 13 . Illustration of the wavefunction |ψ ↑ ; ω that describes a trivial parafermion insulator with a pair of anyon excitations at bonds µ1,2. All spins point up, and parafermions correspondingly exhibit only intra-edge pairing. Anyons are created by assigning the 'wrong' eigenvalue e iπQ + µ 1 = ω to the green bond and e iπQ + µ 2 =ω to the blue bond. This state is annihilated by the four Av vertex terms denoted by orange circles, as well as the four Bp plaquette terms marked as yellow.
wall model. As a primer, we will discuss anyons in the 'trivial parafermion insulator' described by Eq. (48)-which again adiabatically connects to the decorated-domain-wall Hamiltonian. Recall that the ground state of the trivial parafermion insulator has all spins up, with parafermions paired in a way that e iπQ + µ = 1 for all edges. To create a pair of anyons, simply change the e iπQ + µ eigenvalue for edge µ 1 to ω, and the eigenvalue for a sufficiently far away edge µ 2 toω. Figure 13 illustrates the resulting state, which we denote |ψ ↑ ; ω . This wavefunction violates the four A v terms that involve edges µ 1,2 -see blue circles in Fig. 13 -yielding an excitation energy of +4. Increasing the separation between µ 1 and µ 2 does not change the energy cost; hence the excitations are deconfined.
Due to global triality conservation, |ψ ↑ ; ω cannot be obtained from the ground state by applying local operators acting in the vicinity of µ 1,2 ; that is, one cannot create charge ω orω locally from the vacuum. Instead one must locally create a pair of charges ω andω, and then pull them apart via a string operator. Different local charges of e iπQ + µ should thus be viewed as different superselection sectors of the trivial parafermion insulator. Indeed, the three superselection sectors associated with e iπQ + µ = 1, ω,ω correspond to the three anyon charges of the parent (221) fractional-quantumHall state (discussed further below).
To construct an eigenstate that contains a pair of anyons in the full decorated-domain-wall model, we start from |ψ ↑ ; ω and allow spins to fluctuate by applying B p operators. Denote this decorated-domain-wall excited state by |Ψ DDW ; ω ↑ ; explicitly, we have
(The reason for appending an ↑ label next to ω on the lefthand side will become clear shortly.) Clearly |Ψ DDW ; ω ↑ is an eigenstate of all B p terms. Also, since B p commutes with A v and |ψ ↑ ; ω is an eigenstate of each A v , |Ψ DDW ; ω ↑ is an eigenstate of every A v term as well. So |Ψ DDW ; ω ↑ is indeed an eigenstate of the decorated-domain-wall Hamiltonian. This state violates the four A v terms involving edges µ 1,2 , exactly as for |ψ ↑ ; ω . Additionally, at the four plaquettes touching edges µ 1,2 -colored yellow in Fig. 13 -B p actually annihilates |ψ ↑ ; ω and thus |Ψ DDW ; ω ↑ . (Note that B p annihilates states with the 'wrong' parafermion pairings around plaquette p-in |ψ ↑ ; ω such pairings appear at edges µ 1 and µ 2 .) The total excitation energy for |Ψ DDW ; ω ↑ is then +8. This energy cost again does not change upon increasing the separation between the anyons, implying that they remain deconfined here.
The fact that there are B p terms that annihilate |ψ ↑ ; ω yields an interesting consequence: each anyon has an associated Ising spin. For the decorated-domain-wall state |Ψ DDW ; ω ↑ , this property implies that the two plaquette spins neighboring edges µ 1,2 are frozen to spin up, hence the ↑ label added in the ket. We can similarly define a state |ψ ↓ ; ω that is identical to |ψ ↑ ; ω except that all spins point down instead of up. The state |Ψ DDW ; ω ↓ = p (1 + B p )|ψ ↓ ; ω obtained from a trivial generalization of Eq. (52) corresponds to anyons carrying down spins. Wavefunctions |Ψ DDW ; ω ↑ and |Ψ DDW ; ω ↓ , together with their cousins |Ψ DDW ;ω ↑ and |Ψ DDW ;ω ↓ , describe states with a pair of deconfined anyons in the decorated-domain-wall model that fuse to identity.
Symmetry action on anyons
As noted above the parent (221) state supports three anyon types: a trivial particle I and two nontrivial particles a and a . The underlying topological field theory is invariant under interchanging a ↔ a , which will be essential in what follows. At this point we have established that the decorateddomain-wall model realizes the same topological order, and that excited states |Ψ DDW ; ω, σ z and |Ψ DDW ;ω, σ z contain a nontrivial anyon carrying Ising spin σ z at edge µ 1 . We have not, however, identified these four wavefunctions with a particular anyon type a versus a . Our goal now is to determine this correspondence and also to infer how the global Z 2 spinflip symmetry enjoyed by the decorated-domain-wall model acts on the anyons.
These two objectives in fact closely relate to each other. The Z 2 spin-flip symmetry acts very simply on the wavefunctions,
We must distinguish between the following two scenarios.
(A) The states |Ψ DDW ; ω, ↑ and |Ψ DDW ; ω, ↓ both correspond to anyon type a while |Ψ DDW ;ω, ↑ and |Ψ DDW ;ω, ↓ correspond to a . In this scenario the Z 2 symmetry would act trivially on the anyons. As a corollary, it would then be possible to flip the Ising spin carried by the anyons via a local operator (without changing ω orω). (B) Alternatively, the a ↔ a symmetry of the topological field theory allows for the possibility that |Ψ DDW ; ω, ↑ and |Ψ DDW ;ω, ↓ correspond to anyon type a while |Ψ DDW ;ω, ↑ and |Ψ DDW ; ω, ↓ correspond to a . Here the Z 2 symmetry action from Eq. (53) would permute the anyons, implying that the decorateddomain-wall model realizes a nontrivial SET. In this case flipping the anyon Ising spins via a local operator would require additionally sending ω ↔ω.
We will show that scenario B prevails. We do so by first attempting to transform between |Ψ DDW ; ω ↑ and |Ψ DDW ; ω ↓ via operators acting solely in the vicinity of edges µ 1,2 where the anyons reside. Doing so would require not only flipping the two spins around each anyon, but also modifying parafermions around the adjacent plaquettes to ensure pairings consistent with the flipped anyon Ising spins. As we will see, however, reconfiguring the parafermion pairings faces a fundamental obstruction-ruling out scenario A. We will then show explicitly that it is possible to transform between |Ψ DDW ; ω ↑ and |Ψ DDW ;ω ↓ via local operators, consistent with scenario B.
Take two spin configurations s ands whose only difference is that the two spins neighboring edges µ 1,2 orient up in s and down ins. Parafermion states |PF (s) and |PF (s) exhibit pairings consistent with these spin states, except for edges µ 1 and µ 2 which have eigenvalues e iπQ + µ 1 = ω and e iπQ + µ 2 =ω. We will now focus on the anyon at µ 1 for concreteness. Let b 1 , b 2 , · · · , b 2k denote clockwise-ordered parafermion sites around the double plaquette adjacent to µ 1 (yellow regions in Fig. 13 ) and an even number of triangles; in |PF (s) parafermions pair up between sites b 2l−1 and b 2l , while in |PF (s) pairs occur between b 2l and b 2l+1 . One can prove the following modified version of Eq. (29) relevant for this parafermion loop:
On the right side we have e iπQ + µ 1 = ω when acting on either |PF (s) or |PF (s) due to the anyon present at µ 1 . Also,
are local triality operators; following similar logic from Sec. III C, they should act as the identity on both |PF (s) and |PF (s) , provided that one can generate |PF (s) from |PF (s) by a local transformation. According to Eq. (54) this scenario is impossible. We conclude that there is no local operator that transforms |PF (s) to |PF (s) , and hence no local operator that toggles between |Ψ DDW ; ω ↑ and |Ψ DDW ; ω ↓ .
It turns out that one can bypass the above obstruction by allowing the e fine parafermion sites a µ1 , a ρ , a λ as in Fig. 14(a) , where in particular a µ1 belongs to the edge µ 1 hosting the anyon. Suppose that |PF mod (s) exhibits parafermion pairing consistent with s, save for the following amendments: (i) If s enforces intra-edge pairing on edge ρ, then the state has e iπQ + ρ =ω instead of 1. (ii) If s enforces pairing between a ρ and a λ , then the state has F a λ aρ = ω instead of 1. (iii) Importantly, e iπQ + µ 1 =ω instead of ω. These locally redefined parafermion pairings underlie two key observations:
• One can generate |PF mod (s) from |PF (s) by applying F aρaµ 1 , the operator moving fractional charge from a µ1 to a ρ .
• There is no triality obstruction imposed by Eq. (54) on transforming |PF mod (s) to |PF (s) , a parafermion state with pairings consistent withs, except e
The points above suggest that there exists a local unitary transformation L µ1,ω that flips the two Ising spins adjacent to µ 1 and alters the eigenvalue of e iπQ + µ 1 from ω toω. The charge at bond µ 1 then changes by 2e/3 (mod 2e), with the excess charge transferred to an adjacent parafermion loop as sketched in Fig. 14(b) . Only the frozen charge at µ 1 is locally Table I . Anyon contents, quantum dimension d, and topological spin θ of SU(2)4 theory and its cousins. conserved, however, so as domain walls fluctuate this excess charge spreads out across the system and becomes 'invisible'. One can in fact define L µ1,ω such that it commutes with all Hamiltonian terms, implying that L µ1,ω transforms an eigenstate of the Hamiltonian into another eigenstate. We carry out this exercise in Appendices D and E. It follows that acting L µ1,ω and L µ2,ω = L † µ2,ω implements a local unitary transformation from |Ψ DDW ; ω, ↑ to |Ψ DDW ;ω, ↓ . These states must then realize the same anyon types as claimed above, proving that the decorated-domain-wall model realizes a nontrivial SET.
B. Anyons in the decorated-toric-code model
We now wish to similarly analyze the decorated-toric-code model and show that the anyonic excitations can be identified as deconfined quasiparticles of SU(2) 4 . Table I summarizes the properties of anyons in SU(2) 4 (as well as its cousins, which we briefly discuss in Sec. IV B 4). The theory contains a trivial particle I, an Abelian self-boson Z, a non-Abelian particle Y with quantum dimension d = 2, and two other non-Abelian particles X and X ∼ X × Z with quantum dimension d = √ 3. In the following our strategy will be to assume SU(2) 4 topological order and then identify microscopic incarnations of these particles-beginning with Z.
1. Z particle = toric-code m particle
The original toric-code model (without parafermion dressing) supports topological m-particle excitations characterized by violation of plaquette terms. A pair of m particles can be created by
where j runs over all spin sites intersected by an open string living on the dual lattice and the prefactor is inserted to simplify signs later on. The specific path of the string is arbitrary so long as the endpoints remain fixed. Plaquette-term violations-and hence m particles-reside at the string ends.
In the decorated-toric-code model, precisely the same string operator creates a pair of topological excitations characterized by B p violation. In the original toric code, the m particle is a self-boson with quantum dimension d = 1. It is natural to assume that these characteristics are inherited by the analogous topological excitations of the decorated-toric-code model, since Eq. (55) involves only the spin sector. The Z particle of SU(2) 4 exhibits identical self-statistics and quantum dimension as the toriccode m particle. Thus, we identify Z with the anyon created by W m in the decorated-toric-code model. We can construct an explicit wavefunction with Z particles at plaquettes p 1 and p 2 as
In the second line we expressed the ground state |Ψ DTC using Eq. (40); recall that |ψ ↓ has only down spins and maximally satisfies all A v vertex terms. We also used the fact that W m anticommutes with B p operators residing at the string endpoints but commutes otherwise. The (1 − B p ) factors enforce B p = −1 eigenvalues at the two excited plaquettes, yielding the desired anyonic excitations.
Y particle = fractional charge of the parent quantum Hall state promoted to non-Abelian anyons
In Sec. IV A, we constructed anyonic excitations of the decorated-domain-wall model, which essentially correspond to intra-edge parafermion bonds with e iπQ + µ = ω orω. We can similarly construct analogous excitations for the decorated-toric-code model. Start from the root state |ψ ↓ with all spins pointing downward and parafermion pairings satisfying e iπQ + µ = 1 for all edges of the honeycomb lattice. We again stress that, unlike the decorated-domain-wall model, the flipped spin configuration with all spins up is not even a valid toric-code configuration. Next, create a state |ψ ↓ ; ω by changing e iπQ + µ 1 = ω and e iπQ + µ 2 =ω for some particular bonds µ 1,2 , and finally define
As in the decorated-domain-wall model, the four A v terms that contain edges µ 1,2 and the four plaquette terms neighboring µ 1,2 annihilate |ψ ↓ ; ω and hence |Ψ DTC ; ω, 0 ; moreover, on the latter state all other A v 's and B p 's act as identity. It follows that |Ψ DTC ; ω, 0 is an eigenstate of the decorated-toriccode Hamiltonian such that edges µ 1 and µ 2 carry 'frozen' down spins and fixed Z 3 charges ω andω, respectively. The frozen down spin at µ 1 allows us to define a topological Z 2 index that counts the total number of toric code loops around this bond mod 2 (and similarly for µ 2 ). For the state in Eq. (57), this number is even for both µ 1 and µ 2 -hence the '0' label appended to the ket. By replacing |ψ ↓ ; ω with a different root configuration we can similarly construct an eigenstate |Ψ DTC ; ω, 1 where the invariants are both odd. States Figure 15 . Illustration of the local transformation around a Y particle that flips the bound Z3 charge from ω toω. The accompanying modification to the spin configuration also necessarily changes the Z2 index that counts the number of toric code loops surrounding the Y particle mod 2. In the example above the Z2 number changes due to the additional toric-code loop highlighted in orange.
|Ψ DTC ;ω, 0 and |Ψ DTC ;ω, 1 with flipped Z 3 charges can also of course be constructed. Essentially, the locally distinguishable Ising spins carried by the anyons in the decorateddomain-wall model have been replaced by locally indistinguishable Z 2 numbers.
We can again construct a local operator that swaps ω ↔ω, but only at the expense of changing the Z 2 winding number of toric-code loops around the corresponding edge. Consider, for example, Eq. (57) and focus on edge µ 1 . The local process (i) switches the charge at µ 1 from 2e/3 to −2e/3 while preserving the down spin at that edge, (ii) moves the deficit charge to a surrounding parafermion loop, where it can then delocalize into the bulk, and (iii) flips the spins along the double plaquette enclosing µ 1 . See Fig. 15 for an illustration.
Step (i) flips the Z 3 charge while (iii) flips the Z 2 invariant for that edge. As for the detailed construction of the local operators, one just needs to modify the spin parts of the analogous operators L µ1,ω constructed for the decorated-domainwall model; see Appendix D. Attempting to swap ω ↔ω while preserving the winding numbers, by contrast, faces a fundamental triality obstruction similar to what we encountered in Sec. IV A 3.
We thus obtain the correspondences
where the tildes indicate states related by local operators. The parent (221) quantum-Hall state contains anyons a and a that carry well-defined fractional charges 2e/3 and −2e/3, respectively, but this charge distinction is evidently obliterated by the Z 3 -charge-swapping operators. Note also that the Y particle exhibits the same topological spin as a and a . Consequently, we conclude that a, a lose their identities as two separate topological excitations and merge into Y in the decoratedtoric-code model. The quantum dimension d = 2 for the Y particle naturally arises from the topological Z 2 winding number associated with these excitations. The equivalence classes defined by the Z 2 winding number can be more systematically captured using the homology group H 1 (M, Z 2 ). Here M denotes the original manifold for our model supplemented by n holes, representing n Y particles. To see how the quantum dimension of d = 2 arises from this perspective, let us restrict to the case in which M is the sphere or finite plane with n holes so that there is no extra information coming from non-contractible cycles that appear without the holes. For the sphere, we have H 1 (M, Z 2 ) = Z n−1 2 , whereas for the plane H 1 (M, Z 2 ) = Z n 2 . Thus, there are O(2 n ) equivalent classes of toric-code loop configurations at asymptotically large n, in agreement with the quantum dimension d = 2 for each Y -particle. Strictly speaking, some of the states counted here might violate global triality conservation and should be excluded. Such constraints may reduce the actual degeneracy by an O(1) factor, but do not affect the asymptotic Hilbert-space dimension per Y particle.
Using our construction, we can also gain microscopic insight into fusion involving Y particles. Consider first the fusion rule Y ×Z ∼ Y from the SU(2) 4 theory. In the decoratedtoric-code model, bringing Z next to Y clearly preserves the topological winding number for the latter, thus again yielding an anyon with quantum dimension d = 2. This anyon is most naturally associated with another Y particle, consistent with SU(2) 4 . As a second, more nontrivial example, SU(2) 4 dictates that a pair of Y particles fuse according to
Above we explicitly constructed eigenstates |Ψ DTC ; ω, 0 , |Ψ DTC ; ω, 1 , etc. that contain two Y particles but no other anyons. In these wavefunctions the pair of Y 's exhibit opposite Z 3 charges but the same Z 2 winding numbers modulo the local equivalence relations summarized in Eq. (58). Clearly such excitations must be able to fuse into the vacuum, corresponding to the identity fusion channel I in Eq. (59). By fusing one of the Y particles with Z we can also clearly access the Z fusion channel in Eq. (59). To recover the Y fusion channel it is useful to return to the root state |ψ ↓ ; ω that contains bonds with e iπQ + µ 1 = ω and e iπQ + µ 2 =ω. By shuttling fractional charge from µ 2 to another bond µ 3 , we can create a new configuration with e iπQ + µ j = ω for all three excited bonds µ 1,2,3 . (Note the preservation of global triality.) Allowing spins and parafermions to fluctuate using B p operators then yields a Hamiltonian eigenstate in which one of the Y particles in |Ψ DTC ; ω, 0 has splintered into a pair of Y 's. Upon running this process in reverse we see that two Y particles must be able to fuse into another Y . We thereby recover the full SU(2) 4 fusion rule in Eq. (59). Along the string (orange line), We flips spins and applies projectors that pair up parafermions within each oval-leaving an unpaired parafermion at each end. Importantly, operators Bp acting on any of the six plaquettes marked as yellow annihilate the resulting state. (b,c) Given an m string created by Wm (blue line), one can define two topologically inequivalent strings We and W e . In particular, We in (b) and W e in (c) cross the Wm string an even and odd number of times, respectively. The parity of this crossing is topologically protected due to the constrained action of Bp at the endpoints of We and W e .
3. X and X particle = deconfined parafermion excitations, or decorated e, ψ particles
The X and X particles from SU(2) 4 intuitively arise as deconfined decorated-toric-code excitations that carry unpaired Z 3 parafermions, thus encoding the necessary d = √ 3 quantum dimension. To construct Hamiltonian eigenstates that host a pair of such 'deconfined parafermion excitations', we will once again start from the root state |ψ ↓ with all spins down and e iπQ + µ = 1 everywhere, then deform the spins and parafermions appropriately, and finally superpose states with different spin configurations by applying a series of B p operators.
We will specifically deform |ψ ↓ with the operator
where l is an open string that lives on the original honeycomb lattice and a 1 , a 2 , · · · , a 2n denote consecutively ordered parafermion sites along l. The first product above flips all spins on the open string; in the undecorated toric code the exact same process generates e particles at the string endpoints. The second product reconfigures the parafermion pairings in accordance with the modified spins, leaving unpaired parafermions at both ends in the sense that neither a 1 nor a 2n appear in any of the projectors. Figure 16 (a) illustrates the action of W e on the root state |ψ ↓ . Applying plaquette oper-
yields an eigenstate of the decorated-toric-code model with a pair of particles that we will soon identify as superpositions of X and X . Equation (61) violates the A v vertex term at each edge of the string. Additionally, the three B p plaquette terms adjacent to each string end [yellow regions in Fig. 16(a) ] annihilate |Ψ, 1 . The total excitation energy is then +8 and does not change upon increasing the separation between endpoints, indicating deconfinement. As a consequence of the unpaired parafermions seen above, we can tweak the root state |ψ ↓ to construct two closely related wavefunctions that are exactly degenerate with |Ψ, that are the same as |ψ ↓ except with the local string trialities respectively modified to n j=1 F a2j−1a2j = ω andω. Strictly speaking, these states have the wrong global triality, but this problem can easily be removed by adding an extra compensating Z 3 charge at infinity. With this fix in mind, for now we will simply relax the global triality constraint and define new Hamiltonian eigenstates
These wavefunctions violate precisely the same terms as |Ψ, 1 , and hence the trio of states in Eqs. (61) through (62) are exactly degenerate. One can not, however, transform these states into one another by local operators since their respective root states carry different local string trialities. Thus, they represent three different fusion channels for the pair of deconfined parafermion excitations that we have created, implying that each particle has √ 3 quantum dimension. The meaning of the fusion channels is clear: When a pair of initially distant deconfined parafermions are brought together, the string triality localizes onto a single edge, which can support three different fractional charges.
The last piece of the puzzle to be established is the precise relation between our deconfined parafermion excitations and X, X particles from SU(2) 4 . The X particle actually arises from fusion of X with Z, which is reminiscent of the formation of a fermionic ψ particle by binding e and m in the undecorated toric code. It is therefore illuminating to examine how Eqs. (61) through (62) evolve upon adding a Z particle, via W m from Eq. (55), to each end of the e string created by W e . To be precise suppose that the original W e string crosses the m string an even number of times-see Fig. 16(b) Fig. 16(a) . Furthermore, since W m also commutes with all B p operators that act nontrivially in Eqs. (61) through (62) we immediately obtain
for q = 0, 1, 2. To be consistent with SU(2) 4 fusion rules, the states we have constructed must therefore involve equal superpositions of X and X particles so that introducing Z particles returns the same state as found above. We can isolate X and X particles by now introducing a new set of excited states |Ψ , ω q that are identical to Eqs. (61) through (62) but with W e replaced by a string operator W e that crosses the m string an odd number of times. See Fig. 16(c) . In this case W m and W e anticommute, yielding
These states must involve a different superposition of X and X particles such that fusion with Z's produces the original state with an extra overall minus sign. The specific linear combinations
transform into one another under W m , and thus are identified with decorated-toric-code excited states hosting a pair of X and X particles, respectively.
Cousins of SU(2)4
Kitaev's famous 16-fold way tells us that there are 8 'flavors' of non-Abelian Ising topological order distinguished by the topological spins of Ising anyons and their chiral central charges [2] . Similarly, SU(2) 4 topological order has cousins JK 4 , SU(2) 4 , and JK 4 that feature the same anyonic content but with different topological spins for the non-Abelian particles (see Table I ). In the next subsection we will show that the interface between the decorated-toric-code phase and the parent (221) state can be fully gapped, implying that the two regions must exhibit identical chiral central charge c = 2. Based on this observation the topological order for the decoratedtoric-code model can only be SU(2) 4 or JK 4 . These two possibilities differ in the topological spins for X and X -which we will not attempt to compute in this paper. Strictly speaking, we thus can not rule out JK 4 even though we have referred to the topological order as SU(2) 4 for convenience.
Assuming that the decorated-toric-code model indeed displays SU(2) 4 topological order, one can access JK 4 by decorating parafermions on the double-semion model [10] instead of the toric code. In the double-semion model, the analogue of m particles (i.e., plaquette violations) again carry topological spin 1, while the analogues of e and ψ are semions and anti-semions with topological spin ±i. Said differently, the topological spins for e and ψ both shift by +i upon passing from the toric code to double-semion model. The topological spins for X and X -which can be viewed as decorated e and ψ particles-should thus also shift by i in agreement with the JK 4 theory. If we instead assume that the decoratedtoric-code-model realizes JK 4 topological order, then decorating the double-semion model yields SU(2) 4 by similar reasoning. Thus, dressing two different Z 2 gauge theories with parafermions allows us to access both variants of topological order associated with SU(2) 4 .
C. Edge structure in the decorated-domain-wall and decorated-toric-code models
Consider the geometry from Fig. 17 (a) in which a region described by either the decorated-domain-wall or decoratedtoric-code model is engulfed by a (221) fractional-quantumHall phase. Our aim here is to understand universal properties of the interface between these two nontrivial regions. Based on these interfaces, one can easily infer the edge structure between our models and the vacuum by shrinking the outer (221) phase; this procedure merely adds an additional set of chiral (221) edge states.
First we treat the boundary between the decorated-toriccode model and (221) state. As Fig. 17(b) illustrates, we model their interface by terminating the decorated toric code with 'dangling' edges. Additionally, we add a perturbation δH = j∈dangling edges σ z j that polarizes the boundary spins downward. This setup allows vertex terms to enforce parafermion pairings for each spin configuration without generating unpaired parafermions, and the plaquette terms to fluctuate toric-code loops accordingly. Thus, this edge termination still yields a commuting-projector description without spurious edge zero modes. Evidently there can be a fully gapped interface between the decorated-toric-code model and (221) state, which is consistent with the fact that condensing the Z particle in SU(2) 4 gives (221) topological order. The boundary between the decorated toric code and vacuum then hosts exactly the same chiral edge modes as the (221) state.
For the anyon-permuting SET realized by the decorateddomain-wall model, general arguments forbid a Z 2 -symmetric gapped boundary with the parent (221) state even though both sides realize the same topological order. One can study this interface using the usual trick that folds the (221) state underneath the decorated-domain-wall region, yielding an SET × (221) bilayer state (the overline indicates the conjugate phase with opposite chirality). A gapped interface between the decorated-domain-wall model and the (221) state translates into a gapped edge between SET × (221) and vacuum.
Levin observed that a set of quasiparticles that can be condensed to fully gap an edge form a 'Lagrangian subgroup' of the full set of quasiparticle types [43] . Let a, a denote nontrivial anyons in the SET, and recall that in Sec. IV A 3 we showed that Z 2 spin-flip symmetry swaps a ↔ a . The corresponding particles from (221) will be denotedā,ā . For the SET × (221) bilayer there are two possible Lagrangian subgroups: L 1 = {1, aā, a ā } and L 2 = {1, aā , aā}, but neither are closed under Z 2 symmetry. In fact Z 2 sends L 1 ↔ L 2 . Consequently, the SET-(221) interface must remain gapless so long as Z 2 symmetry is preserved.
A possible theory for the Z 2 symmetric interface would contain a counterpropagating set of (221) edge states. These edge states can be described with standard K-matrix formalism, though for brevity we will pursue a more phenomenological treatment that recovers the same physics. Right-movers encode gapless avatars of the SET anyons a ∼ e iϕ and a ∼ e iϕ , where ϕ, ϕ are chiral edge fields; under the anyonpermuting Z 2 symmetry we have ϕ ↔ ϕ . Left-movers similarly correspond to anyonsā ∼ e iφ andā ∼ e iφ from the adjacent (221) region. Although Z 2 symmetry precludes fully gapping the interface, half of the gapless modes can be eliminated without symmetry breaking. Note that since a and a fuse to a trivial particle, aa ∼ e i(ϕ+ϕ ) ≡ b R and aā ∼ e i(φ+φ ) ≡ b L respectively form right-and left-moving local bosons. The tunneling term
thus opening a gap for creating isolated local bosons at the interface. The remaining gapless degrees of freedom are described by a single right-moving chiral field ϕ R ≡ ϕ − ϕ -which is odd under Z 2 -together with a left-mover ϕ L ≡ ϕ −φ . Interestingly, this theory still does not provide the minimal description for the gapless Z 2 -symmetric interface.
It is useful to now repackage ϕ R/L into a non-chiral boson field Φ = (ϕ R − ϕ L )/2 and its dual Θ = (ϕ R + ϕ L )/2 that commute with themselves but obey the nontrivial commutator
Equation (67) reflects the anyonic exchange statistics for (221) quasiparticles, and can be straightforwardly derived from the corresponding K-matrix. Crucially, since ϕ R → −ϕ R under Z 2 , the non-chiral boson fields transform as
i.e. the local spin-flip symmetry implements a duality transformation for the edge modes. Let us write the self-dual Z 2 -invariant Hamiltonian as H = H 0 + H 1 . Here
describes a fixed point with central charge c = 1, while H 1 contains cosine terms that favor instabilities of this fixed point. For the latter, note that e i(2ϕ−ϕ ) creates two a-type edge excitations and removes one a -type edge excitation; since two a particles fuse to a , this operator forms another local rightmoving boson. By the same reasoning e i(2φ−φ ) forms a local left-moving boson. The perturbation
is therefore obviously physical. Using Eq. (66) this term reduces simply to −u cos(3Φ), which is the lowest allowed harmonic. Applying Z 2 symmetry yields a second physical term −u cos(3Θ). The leading perturbations to H 0 are therefore given by
which are known to drive a flow to a new critical point described by a Z 3 parafermion conformal field theory with c = 4/5 [44] . This is the minimal possible Z 2 -preserving theory for the gapless interface. Reference 18 employed a similar approach to access a c = 4/5 parafermion theory from (112) fermionic quantum Hall systems. There, however, fine-tuning was required to preserve self-duality. Remarkably, in our case self-duality is symmetry-enforced. We can gain microscopic insight into the SET-(221) interface by considering the edge termination shown in Fig. 17(c) . Suppose first that we uniformly polarize the boundary spins with a Zeeman field. In this case we retain a commutingprojector description that manifestly realizes a fully gapped edge, similar to what we found for the decorated toric code, but at the expense of explicitly breaking Z 2 spin-flip symmetry. Figure 17(c) , for example, shows that the parafermion pairings at the edge depend on whether we polarize the boundary spins up versus down. Next imagine inserting a domain wall at which the boundary spin polarization flips. From Fig. 17(d) we see that the domain wall binds an unpaired Z 3 parafermion. (References 4 and 9 pointed out that related decorated-domain-wall models can also host boundary zero modes for certain spin configurations when symmetries are enforced.) Restoring Z 2 symmetry by allowing the spins to fluctuate then naturally yields gapless parafermion excitations as found above in our continuum treatment.
Inspired by Grover et al. [45] , we can write down a phenomenological, yet microscopic, boundary Hamiltonian that captures the above properties:
Here t, J, h denote non-negative couplings, α j are Z 3 parafermions that live on integer sites j, and σ z,x j+1/2 denote boundary spin operators that live on half-integer sites. This Hamiltonian preserves Z 2 spin-flip symmetry implemented as σ z j+1/2 → −σ z j+1/2 , α j → α j+1 . At h/J = 0 the spins order ferromagnetically in the ground state, which in turn causes the parafermions to dimerize and fully gap out via the t term. Magnetic domain walls produce a kink in the dimerization pattern yielding an unpaired parafermion-precisely as in the decorated-domain-wall model. And finally, in the opposite limit h/J → ∞ the transverse field disorders the spins so that σ z = 0, leaving a translation-invariant parafermion chain that indeed realizes a c = 4/5 parafermion conformal field theory. In future work it would be interesting to study properties of the phase transition(s) that arise upon passing between the extreme limits of h/J described above.
D. Gauging equivalence
Here we follow Ref. 43 and 5 to explicitly show that the decorated-toric-code phase emerges upon gauging the Z 2 symmetry of the decorated-domain-wall model. We do so by defining a variant of the decorated-domain-wall model on which gauging can be more conveniently implemented. This new model's ground state is, up to a local unitary transformation and tensor product of a trivial state, exactly the same as that of the original decorated-domain-wall model. Gauging this cousin model gives a variant of the decorated-toric-code Hamiltonian whose ground state is that same as in the original decorated toric code, again up to a local unitary transformation and stacking of a trivial state.
The Hilbert space for the modified decorated-domain-wall model consists of the usual plaquette spins and parafermions supplemented by an extra spin-1/2 degree of freedom on each edge of the original honeycomb lattice. We will refer to Ising spin configurations for the supplemental edge spins as w, while we continue to denote configurations for the plaquette spins as s. The ground state of the modified decorateddomain-wall model will take the form
Here, the edge-spin configuration w s is determined by s as follows: Supplemental edge spins point up along domain walls in s but point down elsewhere. To see how |Ψ vDDW relates to the original decorateddomain-wall ground state |Ψ DDW , consider the following unitary transformation defined on each edge µ:
where p µ and p µ label the two plaquettes neighboring edge µ while γ a denote Pauli matrices that act on supplemental edge spins. The unitary U µ flips the edge spin when there is no domain wall between p µ and p µ but otherwise leaves the edge spin intact. Consequently, acting U µ on |Ψ vDDW transforms |w s to the state |w =↑ with all edge spins up, i.e.,
In this sense |Ψ vDDW describes the same phase as the original decorated-domain-wall model. Next we introduce operatorsÃ
that are identical to the vertex and plaquette terms of the decoratedtoric-code model, except that the spin parts act now on the w sector. They can then be regarded as valid operators within our modified decorated-domain-wall model. Additionally, define an edge term C µ as
which acts as identity when w is consistent with the domainwall configuration dictated by s, and zero otherwise. One can explicitly show that
forms a commuting-projector Hamiltonian with |Ψ vDDW as a ground state.
Gauging Z 2 symmetry can be performed easily and explicitly on the above Hamiltonian. Gauging introduces another spin-1/2 degree of freedom on each edge; let us denote Pauli matrices acting on these new spins by η a . To ensure gauge invariance, the gauged model is only defined on the restricted Hilbert space that satisfies the following local constraint for each plaquette p:
where {µ p } denotes the set of honeycomb-lattice edges around p. Note that Eq. (78) is invariant under changing the sign of the three η x operators adjacent to any vertex. The gauged Hamiltonian reads
(79) In the first term we introduced a new vertex operator 
which also commutes with Eq. (78). One can readily check that the full Hamiltonian H g vDDW defines a gauge-invariant commuting-projector model for which the global Z 2 spin-flip symmetry has been promoted to a gauge symmetry associated with local signs changes in adjacent σ z and η z operators. The ground state of H g vDDW can be conveniently investigated by noticing that the plaquette and edge spins bound by the gauge constraint (78) can be represented by the combination σ , enforces the supplemental γ z edge spins and parafermions to satisfy the decorated-toric-code local rules summarized in Fig. 7(b) . The plaquette termB DTC p σ x p flips pseudospins (via the σ x ) and γ z edge spins and also reconfigures parafermion pairings accordingly. Finally,C µ forces pseudospins and γ z edge spins to anti-align. Putting everything together, the ground-state wavefunction of H g vDDW can be written as
wherew denotes the 'anti-toric-code' pseudospin configuration opposite that of the γ z toric-code spin configuration w.
We can expose a simple relation between |Ψ vDTC and the original decorated-toric-code ground state |Ψ DTC using a unitary transformation V µ that acts according to
where the first and second kets respectively indicate γ z spins and σ z pµ η z µ σ z p µ pseudospins for edge µ. When acting V µ on |Ψ vDTC , the first two lines above remove all 'anti-toric-code' down-spin loops for the pseudospins, so that
(Only the first two lines in the definition for V µ are used here; the last two lines are arbitrary provided V µ remains unitary.) Thus, the ground state of H g vDDW is connected to the ground state of the decorated-toric-code model by a local unitary transformation and stacking of a trivial product state. This shows that the topological phase of the decorated toric code can be accessed by gauging the Z 2 symmetry of the decorateddomain-wall model.
V. GROUND-STATE DEGENERACY ON A TORUS
In this section, we will investigate the ground-state degeneracy of the decorated-domain-wall and decorated-toric-code models defined on a torus. We will observe that our formalism developed in Sec. II yields the expected degeneracy for both models given the topological orders identified in the previous section. Additionally, we will see that the decorateddomain-wall ground states exhibit a unique feature related to the nontrivial symmetry action that signals an SET phase.
A. Degenerate ground states in the decorated-domain-wall model
Section IV A 1 briefly discussed ground states for the decorated-domain-wall model on a torus. There we established that, by adiabatic continuity, the topological degeneracy is identical to that in the trivial parafermion insulator Hamiltonian from Eq. (48). In the latter Hamiltonian, each term is maximally satisfied by fixing e iπQ + µ = 1 for each bond and taking all spins up. The Hamiltonian does not, however, impose any constraint on the global degrees of freedom controlled by T x or T y . Thus, we conclude that there should be three ground states, |ψ DDW of the original decorated-domain-wall model are recovered by letting the spins and parafermion pairings fluctuate using B p operators, i.e.,
There is an interesting Z 2 symmetry property on ground states of the decorated-domain-wall model. In the groundstate subspace, the action of Z 2 is captured by the 3×3 matrix M defined by
Equation (85) allows us to reduce the above expression to
We do not know how to calculate M with a general parafermion ordering. However, given a particular ordering in a minimal 2 × 2 system, M can be obtained numerically. We checked that in three different orderings M is given by
Since M is related to topological properties of the system (see below), it is natural to expect that this result applies for any valid parafermion ordering and any system size. The form of M above implies that global Z 2 symmetry action permutes two ground states |Ψ DDW . This result is consistent with the observation in Ref. 46 that an SET characterized by an anyon-permuting symmetry action should have minimally entangled ground states that are also permuted by the symmetry action. There is one caveat: We do not have access to entanglement entropy in this work and thus, strictly speaking, do not know whether the basis for the ground state subspace that gives off-diagonal symmetry action corresponds to minimally entangled states. Indeed, upon diagonalizing Eq. (88), one obtains a different linear combination of ground states in which the symmetry action is simply ±1. Still, we argue that exhibiting anyon-permuting symmetry action in any basis is a highly nontrivial consistency check on both our torus formalism in Sec. II B and our identification of the decorated-domain-wall model as an anyon-permuting SET.
B. Degenerate ground states in the decorated-toric-code model
Recall that on a torus, toric-code spin configurations can be classified into four topological sectors labeled by two Z 2 numbers (a, b). Here a and b are the crossing numbers of toric-code loops across the two non-contractible cycles of the torus, which can not change under any local operator. Starting from one spin configuration in a given topological sector, all other spin configurations in the same sector can be obtained by applying toric-code plaquette terms appropriately. The four degenerate toric-code ground states arise from superpositions of spin configurations within each of the four topological sectors.
In the decorated-toric-code model, we expect five-fold degeneracy on a torus, reflecting the five anyon types in SU(2) 4 topological order. Recovering this counting poses an interesting puzzle. Since we have only four topological (a, b) sectors coming from the spin degrees of freedom, consistency requires that at least one of these sectors must support multiple ground states. Previously we observed that in the decorated-domain-wall model, there are actually three ground states with identical superpositions of spin configurations, but different global properties arising from T x,y operators. For the decorated toric code, one might similarly expect a triplet of states within each topological (a, b) sector-but this extrapolation predicts an excessive twelve-fold ground-state degeneracy. We will resolve this conundrum by showing that some consistency conditions intimately related to topological properties of the (221) state and the decorated-domain-wall model eliminate many of these twelve putative ground states, leaving only five as required for SU(2) 4 .
(0, 0) sector
The (0, 0) sector is simplest to examine. Recall that there are three states with all spins down and all A v terms acting as identity (the trio reflects global T x,y operators, exactly as in the decorated-domain-wall model). Call these states |φ . One can attempt to construct three ground states from each of these root configurations. As we will see, however, there is a fundamental obstruction that allows only two ground states in the (0, 0) sector.
Let |ψ be any frustration-free ground state, i.e., B p |ψ = |ψ and A v |ψ = |ψ for all B p and A v . Then for any state |χ that satisfies p B p |χ = −|χ , one necessary has ψ|χ = 0. This statement follows from the matrix element ψ| p B p |χ ; p B p acts an identity on ψ| but yields −1 on |χ , hence |ψ and |χ must be orthogonal. Crucially, such a |χ can then not serve as a root configuration for a decoratedtoric-code ground state. Now let us deduce the action of p B p on |φ 
It turns out that the N matrix is identical to the M matrix presented in Eq. . We can now readily construct two ground states for the (0, 0) sector,
whereas |φ
can not serve as a root state following the discussion above.
For further insight into the obstruction encountered with |φ , which exactly cancel. Similarly, every other Ising configuration appears twice with opposite sign and also cancels. The state
therefore vanishes identically. This is an intuitive way to see why one cannot obtain a ground state from root configurations with p B p acting as −1.
One can take a more formal approach to show that the two ground states we constructed above exhaust the ground states in the (0, 0) sector. In particular, it is possible to explicitly construct the subspace on which all A v and p B p terms act as identity and then map the decorated-toric-code Hamiltonian to the ordinary toric-code Hamiltonian on this subspace, similar to the approach adopted in Sec. IV A 1. We simply remark that this more rigorous, subspace-based 'proof' can be readily constructed from our formalism, but will be eschewed in favor of the more intuitive picture developed above.
Other sectors
In the (0, 1), (1, 0), and (1, 1) topological sectors, we proceed similarly. We start by constructing wavefunctions |φ sr ; (a, b) = |s r |PF(s r ) for some root spin configuration s r belonging to topological sector (a, b) [different from (0, 0)]. Letting the spins and parafermions fluctuate by applying p (1 + B p ) will naturally generate ground states, provided that p B p acts as identity on |φ sr . In the (0, 0) sector, this exercise was relatively painless because we were able to exploit a simple spin configuration, i.e., all down spins, for which the corresponding parafermion state is trivial to write down. For non-(0, 0) sectors, constructing |φ sr is more challenging, as the choice of a simple reference state is no longer obvious. We will nonetheless show that the construction can still be achieved in an analytically tractable way.
As a first step, for each non-(0, 0) sector let us pick a root spin state s r whose toric-code loop configuration contains exactly one non-contractible loop around the torus. In this case, e To be more specific, label parafermions on the toric-code loop as a 1 , a 2 , · · · , a 2k , with a 2i−1 and a 2i belonging to the same Cooper-paired region µ i . Then we define
where |χ ↓ is some linear combination of |φ (1,2,3) ↓ . There are three linearly independent choices for |χ ↓ , which naively should give three possible candidates for |φ sr ; (a, b) . However, we will see that in some choices of |χ ↓ , Eq. (91) vanishes. There is actually only one possible |φ sr ; (a, b) in each non-(0, 0) sector, in sharp contrast to the three root states with the same spin configuration that one obtains in the (0, 0) sector.
We would like to now deduce how the operator 
with n's denoting integers. Hereafter we will discard any e iπQ + µ pieces since they act as identity within the subspace A ↓ . The branch cuts that determine n l,x and n l,y are noncontractible loops without self-intersection-which, crucially, enforces n l,x and n l,y to be mutually prime as detailed in Appendix F. In particular, n l,x and n l,y cannot both be multiples of 3, so that W l always acts nontrivially on the global degrees of freedom T x,y . The above properties are actually quite natural: When following the anyon-worldline interpretation we employed to motivate property 4 in Sec. III B, W l can be interpreted as a Wilson-loop operator around a noncontractible cycle of the trivial parafermion insulator, which cycles the system among the degenerate ground states for that phase.
Let us choose a basis for A ↓ given by states |χ
that are eigenvectors of W l with eigenvalues ω n , where n = 0, 1, or 2. (Because of the constrained form deduced above, W l necessarily has eigenvalues 1, ω, ω 2 .) The key observation is that the product of projectors P a 2k a1 k−1 i=1 P a2ia2i+1 appearing in Eq. (91) annihilates |χ . To see why, notice the similarity between the string of projectors above and the projectors in the plaquette term B p [Eqs. (37) and (38) ] that reconfigure parafermion pairings. Additionally, W l resembles to the local triality operator R defined in Eq. (30); i.e., compare Eq. (92) to R rewritten using Eq. (29) . In Sec. III D we showed that triality conservation guarantees that B p acts as a unitary operator on the subspace orthogonal to its kernel, and that, conversely, B p acts as zero upon violating triality conservation. The condition W l = 1 is analogous to the trialityconservation condition. Repeating the logic from Sec. III D, one thus finds that in this sector P a 2k a1 k−1 i=1 P a2ia2i+1 acts as a unitary operator but acts as zero in the W l = ω, ω 2 sectorsleading to the result quoted above.
Within each non-(0,0) sector, one can therefore construct a single root state from the reference configuration with all spins down, corresponding to Eq. (91) with |χ ↓ = |χ
The remaining question is how p B p acts on this root state. We checked through small-system numerics on three different orderings that p B p acts as identity on |φ sr ; (a, b) for all three sectors. Thus, More formally oriented readers may ask (one may skip this paragraph if you are not so formally oriented): We constructed |φ sr ; (a, b) by applying projectors to states in the rather special subspace A ↓ . Is it possible to obtain different root states with the same spin configuration s r , but which are nevertheless orthogonal to what we constructed in Eq. (91)? If such exotic root states exist, one must be able to access them by applying projectors on states whose parafermionic part is orthogonal to those in A ↓ . It turns out that no new root states can be constructed by this method. Let us consider some basic requirements for a generic parafermionic state on which projectors P a 2k a1 k−1 i=1 P a2ia2i+1 act nontrivially: (i) e iπQ + µ = 1 for edges µ that are not on the loop in s r , and (ii) triality should be strictly conserved. It turns out that states that satisfy (i) and (ii) can be generated from some state in A ↓ by applying some sequence of operators F a2ia2i+1 along the loop. That is, any such state |τ can be generically written as
for some integers n i,τ . Then we have
To obtain the right-hand side, we used P ab F ab = P ab . Thus, projecting from an arbitrary state |τ is equivalent to projecting from some state in the subspace A ↓ . It follows that the root states |φ sr ; (a, b) that we constructed are indeed unique within a given topological sector, so that no additional degeneracies appear.
VI. EXTENSION TO Z2-GRADED STRING-NET MODELS A. Review of string-net models and their symmetry-enriched versions
Levin-Wen string-net models [3] define a wide class of commuting-projector Hamiltonians. This approach systematically constructs models out of an algebraic input called a unitary fusion category. Roughly speaking, a unitary fusion category contains the following data:
1. String types. The number of different possible strings (oriented or unoriented) determine the degrees of freedom for each edge in the model. The full Hilbert space is spanned by all possible string types for the edges.
2. Fusion rules. These rules specify which three string types are allowed to meet at a trivalent vertex, and enter as a vertex term in the Hamiltonian.
3. d t and F -symbols. Here d t is a number assigned to all string types t, while F -symbols encode information about associativity relations. Roughly speaking, d t corresponds to the quantum dimension of anyons associated with a given string. Both d t and F -symbols are necessary to define fixed-point wavefunctions and plaquette-exchange terms. They satisfy a number of consistency conditions, which we will not review here.
Schematically, the Hamiltonian for string-net models takes the form
where D = t d 2 t and for concreteness we assume that the strings live on a honeycomb lattice. In Eq. (97) A v assigns eigenvalue 1 to string configurations consistent with fusion rules at a given vertex, while B t p is a plaquette term that allows strings to fluctuate. Note that there are plaquette terms for all string types t, weighted by d t . Their precise definition involves F -symbols, but they can be roughly interpreted as adding a loop of t-string on the plaquette. Superpositions of all string configurations consistent with fusion rules yield ground states of string-net models.
A string-net model has a 'G-graded structure' if one can assign a group element g to each string type such that fusion rules are consistent with group multiplication. Recent works [5, 6] revealed that one can 'ungauge' any string-net model C with G-graded structure. These works further established that the model C G obtained by ungauging C gives a commutingprojector Hamiltonian for topological order enriched by onsite unitary symmetry G. Conversely, gauging the symmetry G of C G recovers the original string-net model C.
For simplicity and relevance to this paper, we will describe how to construct C G when G = Z 2 . First, assign labels ±1 to each string type (in a manner consistent with fusion rules) and introduce two degrees of freedom for each plaquette, corresponding to the two group elements of Z 2 . For the latter we will specifically introduce spin-1/2's with spin-up and spindown associated with group elements −1 and +1, respectively. Next, define a modified Hamiltonian
The vertex term A v is the same as in Eq. (97), whileB t p is given bỹ
if t is a string type assigned +1 B p σ x p if t is a string type assigned −1
.
The last term in H SET-net acts on the pair of spins residing at plaquettes p 1,2 separated by edge l via
Here, the t sum runs over all string types, |t l t l | projects onto string-type t at edge l, and n t is an integer defined as n t = 0 if t is a string type assigned +1 1 if t is a string type assigned −1 .
In the ground state, P l enforces that strings assigned −1 bind to domain walls between up and down spin configurations, whereas strings assigned +1 do not carry domain walls. Equation (98) defines a commuting-projector Hamiltonian whose ground state superposes all configurations with valid string and spin assignments. Moreover, H SET-net commutes with p σ x p and thus describes a topologically ordered phase with a global Z 2 spin-flip symmetry.
To understand the topological order in the C Z2 model described above, consider an alternative plain-vanilla string-net model C restricted . In particular, the data used to define C restricted are directly inherited from the gauged string-net model C with Z 2 -grading, except that only strings labeled +1 in C enter as valid string types in C restricted . We emphasize that C restricted contains neither plaquette spins nor Z 2 symmetry-hence the qualifier 'plain-vanilla string-net model'. By turning on a Zeeman field in H SET-net to polarize the plaquette spins either up or down, one can adiabatically connect the ground states of C restricted and C Z2 [5, 6] . Thus, C restricted and C Z2 possess exactly the same topological order. Note the similarity to the scenario described in Sec. IV A 1; there we showed that breaking Z 2 symmetry via a Zeeman field adiabatically connects the decorated-domain-wall model to the trivial parafermion insulator.
The topological order of C Z2 can be more intuitively viewed by recalling that strings assigned −1 in C Z2 carry domain walls separating up and down plaquette spins. Thus the ungauging process in a sense 'demotes' strings with −1 label, which are associated with deconfined anyons in C, to symmetry defects in C Z2 . Only strings with +1 label correspond to deconfined anyons in C Z2 , and the data for those anyons can be equivalently bootstrapped from C restricted . In addition, explicitly breaking Z 2 symmetry washes away data associated with spin-flip symmetries-including, crucially, symmetry-defect data given by −1 strings.
The nontrivial interplay between Z 2 symmetry and topological order can be observed by gauging H SET-net to recover the gauged string-net model C. If symmetry acts trivially on the anyons, then H SET-net must be equivalent to the string-net model C restricted tensored with a Z 2 -symmetric product state for spins. In this case gauging Z 2 -symmetry simply yields topological order for C restricted combined with toric code (or double semion) topological order. However, in many cases the topological order of C takes a richer form, signaling that Z 2 symmetry in H SET-net nontrivially enriches the topological order for the ungauged model C Z2 .
B. Binding Z3 parafermion chains to Z2-graded string-net models
As noted in the previous subsection, string-net models with G-graded structure must exhibit fusion rules that are consistent with group multiplication. When G = Z 2 , this condition can be rephrased as follows: Among three strings that meet at a trivalent vertex, an even number of them should be graded as −1. This vertex rule dictates that strings with −1 grade necessarily form closed loops. Such loops are natural objects for integrating with parafermion chains, as done for toric-code loops in the decorated toric-code model. We will specifically add two parafermions to each honeycomb-lattice edge and pair up the parafermions according to the vertex rule illustrated in Fig 7(b) , with loops of −1 strings now playing the role of spin-up loops. In other words, +1 and −1 strings respectively impose intra-edge and inter-edge parafermion pairings.
The following Hamiltonian describes a string-net model so decorated with parafermions:
The vertex term A PF v
gives eigenvalue 1 when three strings that meet at a given vertex are consistent with fusion rules and the associated parafermion pairings are consistent with Z 2 string labels; otherwise A Commutation between the parafermion parts, which we prove in Sec. III D and Appendix C, together with commutation between parts that act on strings inherited from the stringnet model, naturally establishes H PF-string-net as a commutingprojector Hamiltonian. Additionally, the graded structure built into the model allows one to ungauge Z 2 symmetry. As outlined previously the ungauged model contains supplemental physical spins at the plaquettes, and is described by the modified Hamiltonian
The definitions ofB t p and P l are identical to those given in Eq. (99) and (100) to a trivial parafermion insulator tensored with a string-net model built out of strings labeled +1-thus we effectively lose the parafermion decoration. (Note again the similarity to the decorated-domain-wall scenario described in Sec. IV A 1.) Equation (103) thus clearly realizes the same topological order as the latter string-net model, possibly with nontrivial enrichment from the global Z 2 spin-flip symmetry.
C. Topological properties
It is a difficult task to identify the precise topological phases exhibited by the parafermion-decorated string-net models in Eqs. (102) and (103). We will proceed below by positing reasonable ansatzes.
Let us establish some notation as a preliminary step. As in Sec. VI A, C denotes some string-net model with Z 2 -graded structure, C Z2 denotes the model realized by ungauging Z 2 symmetry, and C restricted is the plain-vanilla string-net model that retains only +1-graded strings from C. Similarly, C PF is the string-net model described by the Hamiltonian in Eq. (102) while C PF Z2 and C PF restricted are the associated ungauged and restricted plain-vanilla string-net models, respectively. In a slight abuse of notation, we will use the same symbols to indicate the topological order realized by the respective models. Our goal is to understand the nature of C PF and C PF Z2 . Reference 38 proposed that the 'inverse' process of gauging a Z 2 -symmetry-enriched topological phase corresponds to condensing a single boson in the gauged topological phase. In the context of our string-net models, gauging symmetry in C Z2 -which has the same topological order as C restrictedgives C; hence there should exist a boson b whose condensation takes C to C restricted [47] . Analogously, there should exist a boson in C PF that drives a transition into C PF restricted . The previous subsection established that topological order for the latter is equivalent to that of the trivial parafermion insulator stacked with C restricted , i.e., C PF restricted = C restricted × (221). We will illustrate an intuitive way to understand C PF and C PF Z2 by considering a 'parent topological phase' C × SU(2) 4 . Note that SU(2) 4 contains a self-boson Z that, when condensed, drives a transition to the (221) state. Condensing the product bZ from the parent topological phase yields topological order that we denote as C intermediate . In C intermediate , the boson b becomes equivalent to Z and remains deconfined since b and Z have trivial mutual statistics. Further condensing b Z drives a transition into C restricted × (221)-which again is equivalent to C PF restricted . Following the logic in the previous paragraph, we thus propose that C intermediate and C
PF share the same topological order; C PF Z2 is naturally understood as the SET obtained by ungauging C PF . As a consistency check, by assuming C to be Z 2 topological order or double-semion topological order, C intermediate is given either by SU(2) 4 and JK 4 . This result agrees with what we observed in Sec. IV. We leave verifying our conjecture more explicitly and completely to future work.
VII. CONCLUSIONS
We introduced commuting-projector Hamiltonians built from bosonic spins decorated with Z 3 parafermions. Our work generalizes recent studies that obtained exactly solvable models for fermionic topological phases by dressing spins with Kitaev chains [9, 10] . The extension to parafermions entails two essential modifications: First, the models must be viewed as living within a parent topological liquid since (contrary to Kitaev chains) parafermions can only appear in a fractionalized medium. Second, we needed to establish basic algebraic properties of 2D parafermion arrays and introduce a generalized Kasteleyn orientation to define our exactly solvable models. We provided concrete evidence that the decorated-toric-code model exhibits SU(2) 4 topological order (or a close cousin thereof) and that the decorated-domain-wall model realizes an SET with the same topological order as the parent topological liquid, but enriched by an anyon-permuting global spin-flip symmetry. We also demonstrated that an interface involving the SET harbors an exotic edge state in which spin-flip symmetry acts as a duality transformation and protects Z 3 parafermion criticality-which in strictly 1D systems requires fine-tuning. We extended our parafermion-decoration scheme to string-net models with Z 2 -graded structure to produce a broader class of commuting-projector Hamiltonians for chiral SETs and their gauged topological phases.
It may appear surprising that we have constructed commuting-projector Hamiltonians for chiral topological orders like SU(2) 4 . We conclude by providing some additional viewpoints to stress that our work actually fits well into the conventional wisdom and to motivate some possible future di-rections.
There are two very crude categories to which most explicit models for topological phases belong-continuum field theories like Chern-Simons and explicit lattice models like LevinWen string-net models. Our approach actually reflects a 'hybrid' of these two approaches in the following sense: We assumed the existence of a fractionalized medium [e.g., the (221) state] together with line defects that host parafermion zero modes to build our lattice models, but the existence of such topological liquids and line defects are justified in continuum field theory. It is known that almost all symmetryprotected topological phases and topological orders without protected edge state are realizable as exactly-solvable lattice models. Thus, it is natural to similarly expect that given some chiral topological liquid and its defects, one should be able to construct all associated SET and topologically ordered phases that transform to the original 'background topological liquid' upon condensing a set of bosons. Our work establishes this line of thought as a promising route to explicit, exactly solvable models for chiral topological phases.
There are a number of tools available in explicit lattice models to extract topological information, most notably entanglement entropies [48, 49] and modular S and T matrices [50] [51] [52] . However, it is not clear how such conventional tools can be applied to our models. The subtleties are especially apparent on the torus, where we introduced non-local degrees of freedom to account for the parent topological liquid. It is not entirely clear how these global degrees of freedoms should be 'partitioned' for entanglement entropy calculations. It would be useful to demonstrate how such tools can be applied in models with parafermions or other exotic line defects introduced in the background of topological phases.
Tensor-network constructions provide another powerful method for describing ground-state wavefunction. It is known that Levin-Wen string-net models and various nonchiral topological phases admit tensor-network descriptions [53, 54] . Fermionic tensor-network constructions for Kitaevchain-decorated models appeared recently as well [13, 55] . Might our models also be amenable to tensor networks? Recently, 1D matrix-product states for Z 3 parafermionic topological phases appeared [56] ; extending this construction to 2D tensor-network states poses an interesting and nontrivial challenge.
The models that we have constructed are clearly quite far from experiment at this stage. It is worth noting, however, that assuming the existence of parafermion zero modes, exotic SU(2) 4 non-Abelian topological order is a rather natural phase that 'only' requires a Z 2 gauge theory associated with parafermions. Alternatively, viewing our models as an effective description, one can try to search for alternative setups that trade exact solvability for experimental realism. Perhaps a system of strongly interacting anyons can form a Z 2 gauge theory of their own.
Finally, it is a challenging but interesting task to investigate explicit constructions of more exotic SETs and chiral topological orders using defects in a parent topological liquid. Parafermion-decorated string-net models pose one concrete direction that we explored only very briefly. Recently, Aasen et al. [13] formalized a fermion-condensation method that systematically constructs fermionic topological orders; developing an 'anyon-condensation' picture of a similar spirit may prove to be a fruitful complementary approach to constructing chiral topological phases.
Justification for the repeated-zone scheme
Before detailing the proofs, let us justify the repeated-zone scheme employed in Fig. 4(c) as a general method of representing fractional-charge hopping processes on a torus with any parafermion ordering we consider. As a starting step, we represent the torus as a unit square, as in Fig. 18(a) ; upon gluing the top-bottom edges and the left-right edges, one recovers the torus. We respectively indicate the T y branch cut and trench by the blue dashed line and green line. By construction, the green line and the blue dashed line are non-selfintersecting, non-contractible cycles on the torus, and they only cross at a single point that we denote in this section as a.
Suppose that we now 'tile up' unit squares on the infinite plane, as in Fig. 18(b) . One thereby obtains an infinite stack of green lines and blue dashed lines. In the language of algebraic topology, this 'tiling up' process amounts to constructing a universal cover of the torus. Infinite stacks of green lines and blue dashed lines can be understood as all possible lifts of the original trench line and T y branch cut on the universal cover R 2 . Let us pick a point a (0,0) on the infinite plane where a green and blue line meet. This point represents the unique position a on the torus at which the T y branch cut and the trench line meets. On the infinite plane, however, there are infinite numbers of points representing a that are generated by translation by primitive vectors e x and e y . We will denote the point obtained by translation by the vector ne x +me y from a (0,0) as a (n,m) .
Consider the following two translation vectors: The first shifts a (0,0) to the closest point a (n1,m1) on the same green line. The second shifts a (0,0) to the closest point a (n2,m2) on the same blue line; alternatively, a (n2,m2) can be understood as being placed on the green line 'one pitch below' the original green line where a (0,0) is placed. Blue arrows in Fig. 18(b) illustrate an example of these two translation vectors, which in algebraic topology language are generators of Deck transformations. Importantly, the set of points generated by these translations is precisely {a (n,m) }. One can straightforwardly extend the statement about these two translation vectors to any point b on the torus and the set of points {b (n,m) } on the infinite plane that represents b.
Next, think of a region in the infinite plane bounded by two neighboring green lines and two neighboring blue lines-e.g., the red area in Fig. 18 -which we will refer as a 'zone'. As seen in the figure, starting from a point in one zone, each Deck transformation brings you to another point in a different zone. This means a set of points {b (n,m) } that represent the same point b on the torus belong to different zones-there is no pair of points in the same zone that represents the same point on the torus. Also, think of any point c on the torus and any point c (0,0) in the infinite plane that represents c. One can move c (0,0) to any zone with an appropriate Deck transformation. Thus, every zone necessarily contains a point c (n,m) that represents c. In this sense, there is one-to-one correspondence between points in a single zone and points on the torus.
The repeated-zone scheme can be understood as taking a single strip bounded by two green lines from Fig. 18(b) . Alternatively, it can be understood as 'tiling up zones' only in one dimension, effectively forming an infinite strip instead of the infinite plane. Upon some deformation, this strip geometry can be illustrated as in Fig. 18(c) . Since fractional-charge hopping processes-indicated by arrows in Fig. 18(c) -cannot cross the trench, any physical process can be represented on this strip. The strip in the repeated-zone scheme contains many points that represent the same point on the torus, giving an 'overcomplete' picture. Nevertheless, we will see throughout the proofs that this scheme actually strongly constraints the forms of parafermion operators in a way that is not obvious in a single-zone representation.
We note that if one allows the trench to be self-intersecting, when represented in the infinite plane as in Fig. 18(b) , the green lines on the infinite plane will generically cross each other. In such settings, it is impossible to define a strip, and the repeated-zone scheme breaks down. Fortunately, our physical setup rules out such cases.
More preliminary remarks
We set up some notations and properties of parafermion operators as the final preliminary step for the proofs. First, it is convenient to classify fractional-charge hopping processes according to which sides of the trench (L or R) fractional charge hops from/to. We will denote AB-type hopping (A, B = L, R) as a fractional-charge hopping process from side B to side A of the trench. Below we will frequently need to consider commutation relations between parafermions in different representations (that is, α L versus α R ). Fortunately they obey the simple commutation relation
which can be straightforwardly proved by expressing parafermion operators in terms of clock variables as in Eq. (3). Finally, we emphasize that fractional-charge hopping processes in our consideration do not self-intersect. (i) Both hopping processes are LR-type: We take the first fractional-charge hopping process to be
(For the assignments of T x , T y , recall Sec. II B.) To constrain the LR-type operator F cd that does not cross F ab , it is useful to draw two lines that represent the same fractional charge hopping process F ab in the repeated zone-see, e.g., black arrows in Fig. 19(a) . Crucially, F cd should describe a hopping process within the area bounded by those two lines so that F cd and F ab do not intersect. In Fig. 19(a) , this region is colored yellow. Let us define regions I 1 , I 2 , I 3 , and I 4 as in Fig. 19(a) . The operators F cd of interest should describe hopping from either (1) I 3 to I 2 , (2) I 3 to I 1 or I 4 to I 2 , or (3) I 4 to I 1 . These possibilities can be summarized as
(A3) and are illustrated by blue arrows in Fig. 19(a) . One can explicitly check that F cd commutes with F ab in all three cases.
(ii) One hopping process is LR-type and the other is RRtype: A similar constraint applies here as well. When the LRtype operator F ab and the RR-type operator F cd describe noncrossing fractional-charge hopping, F cd should be represented within a region between two lines corresponding to F ab ; see Fig 19(b) . Using Eq. (A2) for F ab , one can deduce that F cd should describe hopping (1) from I 3 to I 4 , (2) within I 3 or I 4 , or (3) from I 4 to I 3 . These possibilities are summarized by
One can again explicitly check that such F cd commutes with F ab in all cases.
(iii) One hopping process is LR-type and the other is LLtype: This case is a trivial generalization of (ii) above.
(iv) Both hopping processes are LL-type: We establish some general constraints that apply to any LL-type operators without self-intersection (the same constraints apply for RRtype operators). Previously we observed that the repeatedzone scheme gives a highly degenerate representation-there are infinite number of lines on the strip that represent the same fractional-charge hopping process. The condition of non-selfintersection restricts the shape of this infinite array of lines. In addition to the obvious condition that each line should not self-intersect, two different lines should not cross each other as well.
An LL-type hopping, when represented in the repeatedzone scheme as a line, encloses some part of the trench on the repeated-zone scheme that we denote as I interior . If I interior encapsulates more parafermions than there are on a single zone, then one can draw a second line that represents the same LL-type process but necessarily crosses the first line-clearly contradicting the non-self-intersecting condition as sketched in Fig. 19(c) . This constraint on the size of I interior allows us to categorize parafermions in a single zone into two species-I interior for parafermions enclosed inside some line that describes an LL-type hopping, and I exterior for those outside. Note that a single zone faithfully represents the torus, hence parafermions in a single zone represent all parafermions on the torus. In this sense, given an LL-type process, we can generically classify parafermions into those in I interior and those in I exterior . Now consider I interior and I exterior defined by F ab ; additionally we assume a < b without loss of generality. (If F ab commutes with F cd , then F ba = F 2 ab commutes with F cd as well.) Parafermions in I exterior and I interior carry site indices in the intervals (a, b) and (0, a) ∪ (b, 2N + 1), where 2N denotes the last parafermion index in the system. The precise identification of I interior as (a, b) or (0, a) ∪ (b, 2N + 1 ) depends on details of F ab and is unimportant for the proof.
As seen in Fig. 19(d) , if F cd describes hopping process that does not intersect with F ab , both c, d ∈ I interior or both c, d ∈ I exterior . This information is sufficient to establish that F cd and F ab commutes when they do not intersect with each other through case-by-case analysis.
(v) Both hopping processes are RR-type: This is also a trivial generalization of case (iv).
(vi) One process is LL-type and the other is RR-type: In this case neither F ab nor F cd contains T x . Equation (A1) alone then suffices to establish that any LL-type fractional charge hopping operator commutes with any RR-type operator.
Proof of property 4
Next we will prove that any three inter-edge fractionalcharge hopping processes that form a contractible triangle satisfy Property 4 defined by Eqs. (21) . Crucially, contractible triangles on the torus are represented as contractible loops in the repeated-zone scheme as well. Below we divide triangles into four categories, depending on the types of hopping processes involved.
(i) All hopping processes are LL-type: Denote a, b, c as three parafermions that form the triangle vertices; they are arranged as c → b → a in the repeated-zone-scheme representation of the triangle to reflect their clockwise order on the torus. In other words, hopping is directed rightward from c to b to a in the repeated-zone scheme. [One can instead use b → a → c or a → c → b ordering in the repeated-zone scheme, but Eq. (21) is insensitive to relabeling them to our chosen c → b → a ordering. Thus, this choice can be made without loss of generality.] Figure 20(a) shows examples of triangles represented in the repeated-zone scheme according to our conventions. Notice that the site indices a, b, c within a given zone do not need to satisfy the relation c < b < a in order to conform to our rightward-hopping assumption.
Let us assume canonical forms of the fractional-chargehopping operators F ab , F bc , and F ca as:
We will first investigate constraints on F ab that arise from the non-self-intersecting criterion. In case (iv) of the previous subsection, we observed that for any single-line representation of an LL-type operator in the repeated-zone scheme, the associated interval I interior should enclose less than total number of parafermions on the torus. It follows that a and b should appear either in the same zone or in two neighboring zones. In the former case the exponent in the definition of F ab is n 1 = 0; in the latter n 1 = 1 when b < a while n 1 = −1 when a < b. Our rightward-hopping assumption further constrains F ab : This criterion precludes n 1 = −1. Moreover, when n 1 = 0 we must have b < a. These constraints are summarized as
One can analogously restrict F bc and F ca , yielding
Thus the values of n 1,2,3 fix the ordering of parafermion sites involved in the hopping processes. Finally, contractibility of the triangle requires n 1 + n 2 + n 3 = 0. Equations (A6) and Eq. (A7) together with n 1 + n 2 + n 3 = 0 leave only three choices of (n 1 , n 2 , n 3 ) or, equivalently, relative ordering of parafermion sites a, b, c. The three possible options are given by Figure 20 (a) illustrates all three triangle subtypes in the repeated-zone scheme. The information about possible ordering between parafermion indices and values of (n 1 , n 2 , n 3 ) in each subtype suffices to establish Eq. (21) through a case-bycase analysis.
(ii) All hopping processes are RR-type: This case trivially generalizes (i) above.
(iii) Two hopping processes are RL/LR-type and one is LL-type: Such triangles fall into two subtypes based on how many times the LL-type hopping crosses the T y branch cut. As seen in Fig. 20(b) , LL-type hopping (chosen arbitrarily to connect b and c) corresponds to
with b < c when n 1 = 1 and c < b when n 1 = 0. No other cases are possible. The other hoppings take the form
Since F ab , F bc , and F ca form a closed loop, we must have n 3 = −n 1 − n 2 . This information, along with relative ordering between b and c and the value of n 1 , suffices to establish property 4 for this type of triangle.
(iv) Two hopping processes are RL/LR-type and one is RR-type: This case trivially generalizes (iii) above.
Proof of property 5
Finally, we prove Property 5, summarized in Eq. (22) . Consider a non-triangular elementary plaquette of the pairing lattice such as the 12-gon shown in Fig. 21(a) . Let us triangulate the plaquette such that the vertices of each triangle are parafermion sites and triangles never cross the parafermion ordering path. This triangulation is always possible: Imagine slicing the plaquette along the parafermion ordering path, which decomposes the plaquette into polygons whose sides coincide with the parafermion ordering paths or edges of the original non-triangular plaquette. By construction, triangulation within these polygons never crosses the parafermion ordering path. Figure 21(a) illustrates an example of a valid and invalid triangulation.
Triangles produced from the triangulation procedure fall into two major categories: an 'R 1 ' triangle contains no One can run a similar case-by-case analysis for R 2 triangles to show that when c and a are linked by a Cooper-paired bond µ ca , F ab and F bc satisfy
Now we turn our attention to polygons formed by multiple triangles. In particular, consider a polygon that (i) consists of a subset of triangles obtained from triangulation of a plaquette, (ii) contains at least one R 2 triangle, and (iii) is simply connected. Label vertices (alternatively, parafermion sites) of this polygon as a 1 , a 2 , · · · , a n in clockwise order, taking a 1 and a n to form a Cooper-paired bond µ ana1 . We will prove by an induction-like technique that any polygon conforming
On the left side j satisfies 1 ≤ j < n and runs over Cooperpaired bonds µ aj aj+1 . On the right, k likewise satisfies 1 ≤ k < n but runs over bonds that are not Cooper paired. Note that possible values of j and k exhaust all integer from 1 to n − 1, and that the full non-triangular plaquette of the pairing lattice is a special case of a polygon that satisfies (i) − (iii). Moreover, Eq. (A12) applied to the full plaquette corresponds to Eq. (22) . Showing Eq. (A12) for any polygon thus automatically proves Eq. (22) . The starting case of the induction procedure is a polygon with a single R 2 triangle. Here, Eqs. (A12) and (A11) are equivalent.
Now assume a polygon with parafermion sites a 1 , a 2 , · · · , a n satisfying Eq. (A12). We will investigate whether Eq. (A12) holds upon attaching more triangles. Note that any polygon we consider cannot contain any parafermion inside; all parafermions should reside on the polygon edges by assumption. Thus, all polygons we consider are obtained by attaching only one side of a triangle. Figure 21 (b) exemplifies the contradiction encountered when one tries attaching two sides of a triangle to the polygon. Thus, without loss of generality, one may label vertices of an attached triangle as a * , a k * +1 , and a k * in clockwise order; k * satisfies 1 ≤ k * < n, and a * corresponds to the new polygon vertex introduced by attaching the triangle. See Fig. 21(d) for an illustration.
Suppose first that one attaches an R 1 triangle to the polygon. From Eq. (21), the following is satisfied:
Insert the above identity to the right side of Eq. (A12) as follows:
When going from the second to the third line, we used F a k * +1 a k * F a k * a k * +1 = 1. Thus, we have a modified identity
Upon relabeling a 1 , · · · , a k * , a * , a k * +1 , · · · , a n to a 1 , · · · , a k * , a k * +1 , a k * +2 , · · · , a n+1 , the above equation simply reduces to Eq. (A12) for the new polygon obtained by attaching an R 1 triangle to the old polygon.
Imagine next attaching an R 2 triangle. This scenario can be further divided into cases in which (a k * , a * ) or (a * , a k * +1 ) forms the Cooper-paired edge. Note that the plaquette and polygons we are considering do not contain Cooper-pairing regions inside them. If (a k * , a k * +1 ) forms a Cooper-pairing region, then this Cooper-pairing region will be contained inside the new polygon after gluing the triangle, posing a contradiction [see Fig. 21(c) ]. Thus, one can safely rule out the case in which (a k * , a k * +1 ) is Cooper-paired.
Assume that (a * , a k * +1 ) forms the Cooper-paired edge. Equation (A11) then yields the relation
We will insert this identity into Eq. 
In going from the first to the second line, one should be careful about the commutation relation between F a k a k+1 (for k ≤ k * ) and e iπQ + µ a * a k * +1 . This commutation relation follows from Eq. (20) , which tells us that F a k a k+1 and e iπQ + µ a * a k * +1 commute for all k < k * . The one nontrivial commutation relation,
cancels the factor ω 2 that was present in the first line. In passing from the second to the third line, we used Eq. (A16). Note that the correct factor of ω 2 is restored upon using this relation. Upon taking the last lines of Eq. (A17) and (A18) and relabeling a 1 , · · · , a k * , a * , a k * +1 , · · · , a n to
, one obtains respectively the left and right side of Eq. (A12) for the new polygon supplemented by the R 2 triangle. One may proceed very similarly for the case in which the attached R 2 triangle has (a k * , a * ) as the Cooper-paired edge to prove that Eq. (A12) still holds upon gluing triangles. As advertised, starting from a single R 2 triangle on which Eq. (A12) holds, one can glue triangles one by one to form the original plaquette of interest. Equation (A12) continues to hold throughout the procedure-thus proving Property 5.
Comments on global triality
In Sec. II, we used an explicit physical picture to argue that the correct Hilbert space spanned by the parafermion operators should have fixed global triality µ e Imagine triangulating all non-triangular elementary plaquettes of the pairing lattice on a torus such that no triangle crosses parafermion ordering path. Following the same logic from Appendix A 5, this triangulation of the torus is always possible. One can generically classify triangles in such triangulation into three categories: R 1 /R 2 triangles already defined in Appendix A 5 and 'R 0 ' triangles that coincide with triangular plaquettes of the pairing lattice. Recall that for clockwise-directed triangular vertices a, b, c,
are the key ingredients for proving Property 4 [more specifically, only the last line of Eq. (21)] and Property 5. We will see that there is a subtlety we glanced over in proving these identities previously. This subtlety is benign for the sector with the correct triality µ e iπQ + µ = 1. However, for the sectors with µ e iπQ + µ = 1, there is a unique triangle in a given triangulation in which the 'phase-twisted version' of the above identities holds:
where k = 1, 2. This 'phase-twisted triangle' also twists the right-hand side of the fourth line of Eq. (21) and Eq. (22) for the plaquette that includes the twisted triangle. This means that Property 4 or 5 is always violated for a single plaquette in the sectors with the wrong triality.
We will now see how this loophole arises. Consider a segment of the parafermion ordering path between two neighboring parafermions that do not form Cooper-pairing regions. This segment corresponds to a tunneling-gapped region in bosonized language. The key observation is that since the parafermion ordering path cannot cross triangles, for each tunneling gapped region, there is a pair of neighboring triangles that share the tunneling gapped region as their edges; see Fig. 22(a) . In writing down Eq. (A20) and Eq. (A21), we implicitly assumed that there is a unique fractional-charge hopping operator F ab associated with each edge of the triangulated torus. For the tunneling-gapped region, however, it is ambiguous whether F ab should be an LL-type operator F depending on the sliding direction. However, choosing either regularization makes the parafermion ordering path cross one of the two neighboring triangles that share the tunnelinggapped region, as illustrated in Fig 22(b) . This situation is inherently dangerous since Eq. (A20) is only proved for triangles that do not cross the parafermion ordering path.
Fortunately, when (a, b) = (2j, 2j + 1), we already observed in Sec. II that F LL ab = F RR ab . Thus, Eq. (A20) is valid for triangles that share the tunneling-gapped region with (a, b) = (2j, 2j + 1). For F 1,2N we instead have
i.e., the LL-and RR-type hoppings across this bond may be nontrivially related depending on the global triality sector. For the physical sector with µ e The goal of this section is to prove Eq. (29) . Before jumping into the proof, we note that for clockwise-oriented sites a, b, c defining a triangular plaquette,
These relations straightforwardly follow from Eq. (21) after considering phase factors from our generalized Kasteleyn orientation. Also, we observed in Sec. III C that for parafermions around a non-triangular plaquette a 1 , a 2 , · · · , a 2m in clockwise order, Eq. (22) holds. Considering the generalized Kasteleyn orientation, Eq. (22) can be rewritten as
Note that the above equation is identical to the special case of Eq. (29) applied to an elementary non-triangular plaquette of the pairing lattice. We still need to prove that Eq. (29) holds for the polygon obtained by attaching an even number of triangles to such a non-triangular plaquette. Consider attaching 2r triangles whose vertices correspond to
Without loss of generality, we assume k 1 < k 2 < · · · < k 2r ≤ 2m. Note that when k 2r = 2m, a 2k2r+1 refers to a 1 .
Using Eq. (B1), we are free to write
treating t even and odd separately in this fashion is done for later convenience. Now let us use the relation above to rewrite Eq. (B2) as Notice that phase factors of ω and ω 2 appear alternatingly in applying the substitution in Eq. (B3) and thus cancel.
Utility of the above expression becomes apparent when we relabel parafermion indices
Here, b 1 , · · · , b 2m+2r correspond to parafermions arranged clockwise around the new polygon built from the original non-triangular plaquette and 2r triangles. This relabeling can be expressed more compactly as follows: Figure 23 (a) illustrates such relabeling. Equation (B4) can in fact be rearranged to recover Eq. (29) .
Two important observations underlie the proof. The first is that all terms on the left side of Eq. (B4) commute with each other-thus we are free to rearrange terms in the product to our convenience. For the right side of Eq. (B4), any two terms in different parentheses commute with each other as well. However, terms within the same parenthesis do not commute, so their relative order should be retained upon rearrangement to avoid factors of ω.
To make the second observation, let us denote F b 2l b 2l+1 as an 'odd F' operator, and F b 2l−1 b 2l as an 'even F' operator. We count F b2m+2rb1 as odd by treating b 1 = b 2m+2r+1 , as usual. The first product on the right side of Eq. (B4) contains two F's in each parenthesis. It turns out that, after relabeling, each parenthesis is organized as (odd F × even F).
These two observations allow one to conclude that, schematically, both sides of Eq. (B4) can be rearranged as 
which is precisely Eq. (29). Thus, Eq. (29) holds generally for any polygon consisting of one non-triangular plaquette and an even number of adjoining triangular plaquettes.
Triality conservation equation for a double plaquette
Next we prove Eq. (54), which is essentially a counterpart of Eq. (29) for a double plaquette dressed with an even number of triangles. In proving Eq. (29), we knew that the 'base case' consisting of a single plaquette without any additional triangles naturally follows from Eq. (22) . For the double-plaquette problem of interest here, however, it is not even clear that Eq. (54) holds in the analogous 'base case'-corresponding to the shaded polygon in Fig. 23(b) . Once we establish Eq. (54) for this case, one can show through almost identical steps presented in the previous subsection that Eq. (54) remains satisfied after attaching an even number of triangles to the basecase polygon.
To prove Eq. (54) for the base-case polygon, we first label parafermions around the first non-triangular plaquette as a 1 , a 2 , · · · , a 2m and the second non-triangular plaquette as b 1 , b 2 , · · · , b 2m , both labelings oriented clockwise as shown in the upper panel of Fig. 23(b) . These plaquettes share a Cooper-paired edge, and parafermions on that common edge do not have unique labels; in our convention we take a 1 = b 2 and b 2 = a 1 . Equation (22) holds separately for each nontriangular plaquette, i.e.,
Suppose that we multiply the above equations. After multiplication, all terms on the left side commute with each other. Meanwhile, on the right side, F a2ma1 and F b2b3 do not commute because they have an overlapping index, and similarly for F b 2m b1 and F a2a3 . All other pairs of F's commute with each other. Bearing this in mind, we can rearrange the multiplied equations into the form
In passing from the second to the third line, we used the Hermitian conjugate of Eq. (B1), which is applicable because (a 2m , a 1 = b 2 , b 3 ) and (b 2m , b 1 = a 2 , a 3 ) form triangles.
Consider the following relabeling illustrated in the lower panel of Fig. 23(b) :
After relabeling, Eq. (B9) becomes
(B11) Upon further minor rearrangement, we obtain precisely Eq. (54) for the base-case polygon. It remains to prove that Eq. (54) generically holds after attaching an even number of triangles. As we noted at the beginning, one can proceed identically as in the previous subsection to establish this result, so we omit the remaining part of the proof here. Before stating the actual proof, we will introduce three useful projector identities. First, we observed in Sec. III D that the triality-conservation Eq. (29) guarantees that removing P a 2k a1 from Eq. (38) does not change the form of B s p . Since there is no special meaning to P a 2k a1 compared to any projector P a 2l a 2l+1 in Eq. (38) , one may equivalently remove any P a 2l a 2l+1 to obtain the same expression. This logic gives our first identity:
where on the right side l indicates the projector that has been removed. Second, for clockwise-oriented parafermion sites a, b, c, we have
The first line can be proved using the following manipulations:
In going from the first to the second line, we used P ab = P ab F ab = P ab F ba and P ca = F ca P ca = F ac P ca ; in passing from the second to the third, we used Eq. (B1). The second line of Eq. (C2) follows easily by Hermitian conjugating the first line. Finally, for any three sites a, b, c in which there can be parafermion pairing between a and b and between b and c, one has
This identity stems from the relation
We can write the left side as
where in the second line we used the commutation relation 
for all permissible spin configurations s b around p and p . Here e iφs b is an s b -dependent phase factor, while C s b p,p denotes a product of parafermion projectors that directly implement parafermion-pairing flips around the double plaquette consisting of p and p (rather than the step-by-step, plaquette-by-plaquette parafermion-pairing flips implemented by B p,p . We will observe that they can nevertheless be removed with the help of the projector identities listed in the previous subsection. Moreover, such 'problematic projectors' only involve parafermions around the edge where p and p meet. Thus, different Ising spin configurations s b that enforce the same parafermion pairings within the restricted area shown in Fig. 24 can be treated on equal footings. A similar observation was made in establishing commutation of plaquette terms in previous Majorana-decorated models [10] .
There are eight possible parafermion pairing configurations within the geometry of Fig. 24 , which are illustrated in Table II. We denote the set of spin configurations consistent with pairing patterns in the left and right columns as S b and S f , respectively (hence the labeling in the table; here and below b throughout the steps of our projector manipulation-thus, we need not carefully track normalization. We abbreviated a string of projectors that involve parafermions away from the ten sites shown in Fig. 24 as R p and R p ; subscripts indicate parafermions from the latter ten sites that are additionally involved in these strings. The fact that this abbreviation is possible is why s b 's consistent with the same parafermion pairings within the area of Fig. 24 can be treated on equal footing.
We will explicitly show that B
Note that B p,p . We will see how one can remove these two projectors and reorganize terms to establish the relation above.
To proceed, we first note that any two terms with nonoverlapping subscripts commute. We can thus move P a3a5 in the second parenthesis of Eq. (C9) to the front of the third parenthesis. By using P 2 a3a5 = P a3a5 , one can absorb the projector P a3a5 that was originally in the second parenthesis to the third parenthesis. Additionally, we observed in Eq. (C1) that erasing one parafermion projector from the plaquette exchange term keeps the expression identical. Thus, one can also remove P a3a5 in the third parenthesis. After removing all P a3a5 's from Eq. (C9) and rearranging we get
Finally, Eq. (C2) implies P a5a6 P a6a9 P a5a6 = 1 3 P a5a6 , which allows us to write
The above expression is identical to the double-plaquette exchange term C s b p,p defined above. One may similarly write
Minor modification of the preceding projector manipulations enables removal of P a3a5 and P a6a9 from B
For s b 's consistent with parafermion pairings in the second row, first column of Table II , we have
and
We aim to show that B
p , note that P a2a3 , P a5a6 , and P a8a9 appear in both the second and third parenthesis. Thus, one may drop these projectors from the second parenthesis. We further remove P a5a6 from the third parenthesis using the procedure justified by Eq. (C1). After rearranging, one obtains
Equation (C2) implies
which allows us to remove P a2a3 and P a8a9 as well, without any additional phase factors introduced. We then obtain an expression identical to the right side of Eq. (C16 Moving on to the third row, first column of Table II , here we get
These expressions are related by B p . Both the second and third parenthesis contain P a8a9 and P a5a6 . We will drop these projectors from the second parenthesis, and additionally remove P a5a6 from the third parenthesis following the usual justification. After reorganizing terms, one obtains
One can remove P a8a9 as well with the help of Eq. (C2),
yielding the final expression
Almost identical steps establish that B We will leave how the projector algebra works out for the fourth row Table II In Sec. IV A 3 we introduced a local operator L µ1,ω that flips the anyon Ising spins at bond µ 1 and also changes the eigenvalue for e iπQ + µ 1 from ω toω. Here we will explicitly construct L µ1,ω .
We first define a unitary operator L
(For the precise definition of these states see Sec. IV A 3.) It will be convenient to employ the following set of projectors involving sites from Fig. 14(a) :
along with
if a and b are on ρ 
The second line sends |PF (s) to |PF mod (s) , and then the first line flips the spins at plaquettes p 1,2 adjacent to edge µ 1 and reconfigures the parafermion pairings to yield the desired final state |PF (s) . In the last line, we grouped the string of projectors into D µ1,ω is unitary on the subspace orthogonal to its kernel, and that its unitarity crucially relies on the fact that Eq. (54) does not impose a triality obstruction.
To construct the full operator L µ1,ω , let us divide spin configurations around the the double plaquette p 1,2 into two categories, {s 1 } and {s 2 }. Spin configurations in {s 1 } impose intra-edge pairing on bond ρ, while all others belong to {s 2 }. We can then write
where |s k , µ 1 s k , µ 1 | projects onto a particular configuration for spins at the plaquettes near edge µ 1 . Proving that L µ1,ω commutes with A v and B p is generally either trivial or proceeds via a straightforward generalization of techniques we presented in Sec. III and Appendix C. The exception is commutation between L µ1,ω and B pρ , p ρ being the plaquette that contains the edge ρ but not µ 1 . Appendix E presents the projector algebra needed to establish this commutation relation-which in fact requires us to add the phase factorω k in Eq. (D4). As a final remark, let us define L µ1,ω , the 'inverse' operator of L µ1,ω , as
Pω a2i−1a2i .
While it is not clear in the current form that L µ1,ω = L † µ1,ω , one can show this is indeed true by using Second, we will require the following variant of Eq. (C2),
where the site labels are shown in Fig. 25 . Let us show how to recover the first line. Using P a8a10 = P a8a10 F a8a10 and P a8a11 = F a11a8 P a8a11 we can express
Next, Property 2 yields F a8a10 F † a7a8 = ωF † a7a8 F a8a10 , which allows us to write P a8a10 F † a7a8 P a10a11 P a8a11 = 1 3 P a8a10 F † a7a8 (1 + ωF a8a10 F a10a11 F a11a8 +ωF a10a8 F a11a10 F a11a8 )P a8a11 .
(E3)
And finally, using Eq. (B1) one can deduce F a8a10 F a10a11 F a11a8 = F a10a8 F a11a10 F a11a8 =ω, (E4) so that P a8a10 F † a7a8 P a10a11 P a8a11 = 1 3 P a8a10 F † a7a8 (1 + 1 + ω)P a8a11
One can proceed similarly to prove the second line of Eq. (E1). Finally, the following generalized versions of Eq. (C4) hold for projectors involving parafermion sites a 6 , a 7 , a 8 , a 10 , and a 11 in Fig. 25 
for all starting spin configurations s b . Here, s i1 is a spin configuration obtained from s b by applying S p1 S p2 , while s i2 is a spin configuration obtained from s b by applying S pρ . We also have k s b , k si 2 = 1, 2 depending on whether s b and s i2 are consistent with intra-edge pairing on edge ρ; these factors reflect theω k introduced in Eq. (D4). On the right side we introduced a phase e iφs b and an operator T s b that directly implements parafermion-pairing flips around the triple-plaquette consisting of p 1 , p 2 , and p ρ . Once again, nontriviality of the above relation comes from the projectors involving parafermions around the region where p 1 , p 2 , and p ρ meet; thus, the projector algebra for different s b 's with the same parafermion pairings around the geometry in Fig. 25 can be treated on equal footing.
The eight starting configurations are illustrated in the S b columns of Table III . Yellow bonds indicate pairing consistent with P ω ab = 1 rather than P ab = 1. Also, the µ 1 bond is colored blue, indicating that the starting configuration is always consistent with Pω µ1 = 1. The operator T s b , as well as the equivalent operators in Eq. (E10), reconfigures parafermion pairings to those illustrated in the S f columns. Note that configurations in the S f columns do not have yellow bonds.
We stress that Hermitian conjugating Eq. (E10) gives a different equation that cannot be obtained by simply choosing a different s b in Eq. (E10)-in sharp contrast to the situation for Eq. (C8). Thus, Eq. (E10) for all eight species of Ising configurations should be considered individually, whereas in Appendix C only working out half of the cases was sufficient.
Examples
As emphasized before, the projector algebra needed to show Eq. (E10) is philosophically similar to that deployed in Appendix C for the proof of Eq. (C8). There are, however, some subtle difference in details of the projector algebra. In this subsection, we explicitly work out the projector manipulations for two species of starting configurations s b . Extending this analysis to the other six classes of s b proceeds straightforwardly and is left as an exercise for involved readers. The solution is available upon request. µ1,ω =ωN 1 (P a2a3 P a5a6 P a7a8 P a10a11 R pρ a1a9 ) (P a1a2 P a3a5 P a6a7 P a8a11 P a9a10 R pρ ) (P a3a5 P a6a7 P a8a11 R p12 a4a12 ) (Pω µ1 P a3a4 P a5a6 P ω a7a8 P a11a12 R p12 ) (E11)
µ1,ω B s b pρ,ω = ωN 2 (P a2a3 P a5a6 P a7a8 P a10a11 R p12 a4a12 ) (P a3a4 P a2a5 P ω a6a7 P a8a10 P a11a12 R p12 ) (P a2a5 P ω a6a7 P a8a10 R pρ a1a9 )(Pω µ1 P a1a2 P a5a6 P ω a7a8 P a9a10 R pρ ).
Here R pρ and R p12 respectively denote a product of projectors involving parafermions around p ρ and the double plaquette consisting of p 1 and p 2 , but lying outside of the geometry in Fig. 25 ; subscripts denote parafermion sites within the geometry of Fig. 25 that are involved in those projectors. Similar to the observation made in Appendix C, these parafermion projectors are largely unimportant in the proof. Also, while B µ1,ω contain projectors of the form P ω ab , one has P ω ab = P ab only when (a, b) corresponds to the intraedge pairing on bond ρ or inter-edge pairing between bonds ρ and λ [recall Eq. (D2)]. For the sake of making the algebra clearer, we drop ω superscripts on projectors whenever possible.
We will show that Eqs. (E11) and (E12) are identical to the following effective triple-plaquette exchange term:
= ωN 3 (P a2a3 P a5a6 P a7a8 P a10a11 R pρ a1a9 R p12 a4a12 )F a10a8 (Pω µ1 P a1a2 P a3a4 P a5a6 P ω a7a8 P a9a10 P a11a12 R pρ R p12 ).
Let us transform Eq. (E11) first. Note that P a3a5 , P a6a7 , and P a8a11 in the second parenthesis can be absorbed into the third parenthesis using P 2 = P . Also, we have freedom to remove one projector from the third parenthesis; we choose to remove P a6a7 here. At this point we can writē
=ωN 1 (P a2a3 P a5a6 P a7a8 P a10a11 R pρ a1a9 R p12 a4a12 )P a3a5 P a8a11 (Pω µ1 P a1a2 P a3a4 P a5a6 P ω a7a8 P a9a10 P a11a12 R pρ R p12 ).
Using Eq. (C4), one obtains which allows us to remove P a3a5 . The second line of Eq. (E6) allows one to additionally replace P a8a11 with F a11a8 at the cost of changing the normalization factor. Doing so yields
=ω N 1 9 (P a2a3 P a5a6 P a7a8 P a10a11 R pρ a1a9 R p12 a4a12 )F a11a8 (Pω µ1 P a1a2 P a3a4 P a5a6 P ω a7a8 P a9a10 P a11a12 R pρ R p12 ).
(E16)
Now, we observe that P a10a11 F a11a8 = P a10a11 F a10a11 F a11a8 =ωP a10a11 F a10a8 (E17) using P a10a11 = P a10a11 F a11a10 and Eq. (B1). With this resultω
µ1,ω can be made identical to the expression in Eq. (E13).
Demonstrating equality between Eq. (E12) and Eq. (E13) proceeds similarly, and to some extent more easily. Using P 2 = P we can eliminate P a2a5 , P ω a6a7 , and P a8a10 from the second parenthesis of Eq. (E12), and we additionally use our usual freedom to knock out P ω a6a7 from the third parenthesis. After these operations and some rearrangement, one can writē
µ1,ω B s b pρ,ω = ωN 2 (P a2a3 P a5a6 P a7a8 P a10a11 R pρ a1a9 R p12 a4a12 )P a2a5 P a8a10 (Pω µ1 P a1a2 P a3a4 P a5a6 P ω a7a8 P a9a10 P a11a12 R pρ R p12 ).
Next, Eq. (C4) implies
This identity along with the first line of Eq. (E6) allows us to replace P a2a5 P a8a10 in Eq. (E18) with As a second example we show how the projector algebra works for s b consistent with the parafermion pairing in the fourth column, first row of Table III . In this case we havē
µ1,ω = ωN 1 (P a2a5 P a6a7 P a8a10 R pρ a1a9 ) (P a1a2 P a5a6 P a7a8 P a9a10 R pρ )(P a3a4 P a5a6 P a7a8 P a11a12 R p12 ) (Pω µ1 P a3a5 P ω a6a7 P a8a11 R p12 a4a12 ) (E20)
µ1,ω B s b pρ,ω = ωN 2 (Pω µ1 P a3a4 P a2a5 P a6a7 P a8a10 P a11a12 R p12 ) (P a2a3 P a5a6 P ω a7a8 P a10a11 R p12 a4a12 ) (P a2a3 P a5a6 P ω a7a8 P a10a11 R pρ a1a9 ) (P a1a2 P a3a5 P ω a6a7 P a8a11 P a9a10 R pρ ) = ωN 3 (P a3a4 P a2a5 P a6a7 P a8a10 R pρ a1a9 R p12 )F † a7a8
(Pω µ1 P a1a2 P a3a5 P ω a6a7 P a8a11 P a9a10 R pρ R p12 a4a12 )
Showing equality between Eqs. (E20) and (E22) is relatively simple. Using our usual tricks we can remove P a5a6 and P a7a8 from the second parenthesis (by virtue of P 2 = P ) and additionally remove P a5a6 from the third parenthesis. Some rearrangement gives
µ1,ω = ωN 1 (P a2a5 P a3a4 P a6a7 P a8a10 P a11a12 R pρ a1a9 R p )(P a7a8 ) (P a1a2 P a9a10 P a3a5 P ω a6a7 P a8a11 R p a4a12 R pρ ).
(E23)
Employing the third line of Eq. (E6) allows one to further replace P a7a8 with F † a7a8 . This substitution establishes equality with Eq. (E22).
Let us similarly work out the projector manipulations for Eq. (E21). Here we can delete the repeated projectors P a2a3 , P a5a6 , P ω a7a8 , and P a10a11 from the second parenthesis and knock out P a5a6 from the third. Rearrangement yields
µ1,ω B s b pρ,ω =ωN 2 (P a3a4 P a2a5 P a6a7 P a8a10 P a11a12 R p12 R pρ a1a9 )(P a2a3 P ω a7a8 P a10a11 )(Pω µ1 P a1a2 P a3a5 P ω a6a7 P a8a11 P a9a10 R pρ R p12 a4a12 ).
We can further remove P a2a3 at the cost of introducing some phase factors by noting that (P a3a4 P a2a5 P a6a7 P a8a10 P a11a12 R p12 R pρ a1a9 )(F † a7a8 P a10a11 ) (Pω µ1 P a1a2 P a3a5 P ω a6a7 P a8a11 P a9a10 R pρ R p12 a4a12 ).
Finally, one can apply the first line of Eq. (E1) to remove P a10a11 and introduce the additional factor −iω √ 3 into the above expression. The expression then becomes identical to Eq. (E22). loop l. Taking infinite copies of these lines on different copies of starting points give an infinite stack of lines, analogous to the green and blue lines shown in Fig. 18(b) . For the purpose of this appendix, however, taking only one copy that faithfully represents the loop suffices.
In this picture, n l,x and n l,y are simply associated with the crossing numbers across the stacks of green and blue lines. This crossing number is homotopy invariant, so we have freedom to continuously deform the path to compute n l,x and n l,y . To define a convenient deformation, note that there exists a unique pair of integers (m l,x , m l,y ) that satisfies e x = m l,x (n 1 e x + m 1 e y ) + m l,y (n 2 e x + m 2 e y ). We deform the original line to two segments that move a point by m l,x (n 1 e x + m 1 e y ) and then m l,y (n 2 e x + m 2 e y ). The crossing numbers (n l,x , n l,y ) are then naturally identified as (m l,x , m l,y ). Finding (n l,x , n l,y ) amounts to a basis change from (e x , e y ) to (n 1 e x + m 1 e y , n 2 e x + m 2 e y ), which can be computed as
According to Eq. (93), the part of W l that acts on the global degrees of freedom enters as T n l,x x T n l,y y . If n l,x and n l,y are not both multiples of 3, W l depends nontrivially on T x and/or T y . Equation (F2) along with constraints imposed previously on (n 2 , m 2 ) enforces such nontrivial action on these global degrees of freedom.
Through almost identical steps, one can establish that (n l,x , n l,y ) associated with winding-number (0, 1) and (1, 1) loops are (m 1 , −n 1 ) and (m 2 − m 1 , n 1 − n 2 ), respectively. We already established that both numbers in each pair cannot be multiples of 3, so W l depends nontrivially on T x and/or T y here too.
