Abstract: Let X be a mean zero Gaussian random vector in a separable Hilbert space H with covariance operator Σ := E(X ⊗ X). Let Σ = r≥1 µr Pr be the spectral decomposition of Σ with distinct eigenvalues µ 1 > µ 2 > . . . and the corresponding spectral projectors P 1 , P 2 , . . . . Given a sample X 1 , . . . , Xn of size n of i.i.d. copies of X, the sample covariance operator is defined asΣn := n −1 n j=1 X j ⊗X j . The main goal of principal component analysis is to estimate spectral projectors P 1 , P 2 , . . . by their empirical counterpartsP 1 ,P 2 , . . . properly defined in terms of spectral decomposition of the sample covariance operatorΣn. The aim of this paper is to study asymptotic distributions of important statistics related to this problem, in particular, of statistic P r − Pr 2 2 , where · 2 2 is the squared Hilbert-Schmidt norm. This is done in a "high-complexity" asymptotic framework in which the so called effective rank r(Σ) := tr(Σ) Σ ∞ (tr(·) being the trace and · ∞ being the operator norm) of the true covariance Σ is becoming large simultaneously with the sample size n, but r(Σ) = o(n) as n → ∞. In this setting, we prove that, in the case of one-dimensional spectral projector Pr, the properly centered and normalized statistic P r −Pr 2 2 with data-dependent centering and normalization converges in distribution to a Cauchy type limit. The proofs of this and other related results rely on perturbation analysis and Gaussian concentration.
Introduction
Let X, X 1 , . . . , X n , . . . be i.i.d. random variables sampled from a Gaussian distribution in a separable Hilbert space H with zero mean and covariance operator Σ := EX⊗X and letΣ =Σ n := n −1 n j=1 X j ⊗X j denote the sample covariance operator based on (X 1 , . . . , X n ). 1 We will be interested in asymptotic properties of several statistics related to spectral projectors of sample covarianceΣ (empirical spectral projectors) that could be potentially useful in principal component analysis (PCA) and its infinite dimensional versions such as functional PCA (see, e.g., [18] ) or kernel PCA in machine learning (see, e.g., [19] , [4] ).
In the classical setting of a finite-dimensional space H = R p of a fixed dimension p, the large sample asymptotics of spectral characteristics of sample covariance were studied by Anderson [1] who derived the joint asymptotic distribution of the sample eigenvalues and the associated sample eigenvectors (see also Theorem 13.5.1 in [2] ). Later on, similar results were established in the infinite-dimensional case (see, e.g., [6] ). Such an extension is rather straightforward provided that the "complexity of the problem" characterized by such parameters as the trace tr(Σ) of the covariance operator Σ remains fixed when the sample size n tends to infinity.
In the high-dimensional setting, when the dimension p of the space grows simultaneously with the sample size n, the problem has been primarily studied for so called spiked covariance models introduced by Johnstone and co-authors (see, e.g., [8] ). In this case, the covariance Σ has a special structure, namely,
where m < p, θ 1 , . . . , θ m are orthonormal vectors ("principal components"), λ where ξ j , η j , j ≥ 1 are i.i.d. standard normal random variables. Thus, X can be viewed as an observation of a "signal" m j=1 λ j ξ j θ j , consisting of m "spikes", in an independent Gaussian white noise. For such models, an elegant asymptotic theory has been developed based on the achievements of random matrix theory (see, e.g., the results of Paul [16] on asymptotics of eigenvectors of sample covariance in spiked covariance models and references therein). The most interesting results were obtained in the case when p n → c for some constant c ∈ (0, +∞). In this case, however, the eigenvectors of the sample covariancê Σ n fail to be consistent estimators of the eigenvectors of the true covariance Σ (see Johnstone and Lu [8] ) and this difficulty could not be overcome without further assumptions on the true eigenvectors such as, for instance, their sparsity. This led to the development of various approaches to "sparse PCA" (see, e.g., [7, 13, 15, 17, 21, 3] and references therein).
In this paper, we follow a somewhat different path. It is well known that to ensure consistency of empirical spectral projectors as statistical estimators of spectral projectors of the true covariance Σ one has to establish convergence of Σ to Σ in the operator norm. In what follows, · ∞ will denote the operator norm (for bounded operators in H), · 2 will denote the Hilbert-Schmidt norm and · 1 will denote the nuclear norm. We also use the notation tr(Σ) for the trace of Σ and set r(Σ) := tr(Σ) Σ ∞ .
The last quantity is always dominated by the rank of operator Σ and it is sometimes referred to as its effective rank. It was pointed out by Vershynin [20] that the effective rank could be used to provide non-asymptotic upper bounds on the size of the operator norm Σ − Σ ∞ with rather weak (logarithmic) dependence on the dimension and this approach was later used in statistical literature (see [5, 14] ). In our paper [10] , we proved that in the Gaussian case the size of the operator norm Σ − Σ ∞ can be completely characterized in terms of the effective rank r(Σ) of the true covariance Σ and its operator norm Σ ∞ and that the resulting non-asymptotic bounds are dimension-free (see theorems 1 and 2 below). This shows thatΣ is an operator norm consistent estimator of Σ provided that r(Σ) = o(n), which makes the effective rank r(Σ) an important complexity parameter of the covariance estimation problem. This also provides a dimension-free framework for such problems and allows one to study them in a "high-complexity" case (that is, when the effective rank r(Σ) could be large) without imposing any structural assumptions on the true covariance such as, for instance, spiked covariance models [8] . This approach has been developed in some detail in our recent papers [10] , [11] , [12] . The current paper continues this line of work by studying the asymptotic behavior of several important statistics under the assumptions that both n → ∞ and r(Σ) → ∞, r(Σ) = o(n). This includes statistical estimators of bias of spectral projectors ofΣ (empirical spectral projectors) as well as their squared HilbertSchmidt norm errors with a goal to develop "studentized versions" of these statistics that could be (in principle) used for statistical inference. Before stating our main results, we provide in the next section a review of the results of papers [10] , [11] , [12] that will be extensively used in what follows.
Throughout the paper, we write A B iff A ≤ CB for some absolute constant C > 0 (A, B ≥ 0). A B is equivalent to B A and A ≍ B is equivalent to A B and A B. Sometimes, the signs , and ≍ could be provided with subscripts: for instance, A γ B means that A ≤ CB with a constant C that could depend on γ.
Effective rank and concentration of empirical spectral projectors: a review of recent results
The following recent result (see, [10] ) provides a complete characterization of the quantity E Σ − Σ ∞ in terms of the operator norm Σ ∞ and the effective rank r(Σ) in the case of i.i.d. mean zero Gaussian observations. Theorem 1. The following bound holds:
In paper [10] , it is also complemented by a concentration inequality for Σ − Σ ∞ around its expectation: Theorem 2. There exists a constant C > 0 such that for all t ≥ 1 with probability at least 1 − e −t ,
It follows from (2.1) and (2.2) that with some constant C > 0 and with probability at least 1 − e
which, in turn, implies that for all p ≥ 1
These results showed that the sample covarianceΣ is an operator norm consistent estimator of Σ even in the cases when the effective rank r(Σ) becomes large as n → ∞, but r(Σ) = o(n) and Σ ∞ remains bounded. Thus, it becomes of interest to study the behavior of spectral projectors of sample covarianceΣ (that are of crucial importance in PCA) in such an asymptotic framework. This program has been partially implemented in papers [11] , [12] . To state the main results of these papers (used in what follows), we will introduce some further definitions and notations.
Let Σ = r≥1 µ r P r be the spectral representation of covariance operator Σ with distinct non zero eigenvalues µ r , r ≥ 1 (arranged in decreasing order) and the corresponding spectral projectors P r , r ≥ 1. Clearly, P r are finite rank projectors with rank(P r ) =: m r being the multiplicity of the corresponding eigenvalue µ r . Let σ(Σ) be the spectrum of Σ. Denote byḡ r the distance from the eigenvalue µ r to the rest of the spectrum σ(Σ) \ {µ r } (the r-th "spectral gap"). It will be also convenient to consider the non zero eigenvalues σ j (Σ), j ≥ 1 of Σ arranged in nondecreasing order and repeated with their multiplicities (in the case when the number of non zero eigenvalues is finite, we extend this sequence by zeroes). With this notation, let ∆ r := {j : σ j (Σ) = µ r }, r ≥ 1 and denote byP r the orthogonal projector onto the linear span of eigenspaces ofΣ corresponding to its eigenvalues {σ j (Σ) : j ∈ ∆ r }. It easily follows from a well known inequality due to Weyl that
, this immediately implies that the eigenvalues {σ j (Σ) : j ∈ ∆ r } form a "cluster" that belongs to the interval (µ r −ḡ r 2 , µ r +ḡ r 2 ) and that is separated from the rest of the spectrum ofΣ in the sense that σ j (Σ) ∈ (µ r −ḡ r 2 , µ r +ḡ r 2 ) for all j ∈ ∆ r . In this case,P r becomes a natural estimator of P r . It could be viewed as a random perturbation of P r and the following result, closely related to basic facts of perturbation theory (see [9] ), could be found in [11] (see Lemmas 1 and 2 there).
The following bound holds:
Moreover, denote
where
and
(2.8) Remark 1. In the case when 0 is an eigenvalue of Σ, it is convenient to extend the sum in the definition of operator C r to s = ∞ with µ ∞ = 0 (see, for instance, the proof of Lemma 5). Note, however, that P ∞ Σ = ΣP ∞ = 0 and P ∞Σ =ΣP ∞ = 0. Thus, this additional term in the definition of C r does not have any impact on L r (E) (and on the parameters A r (Σ), B r (Σ) introduced below).
This result essentially shows that the differenceP r − P r can be represented as a sum of two terms, a linear term with respect to E =Σ − Σ denoted by L r (E) and the remainder term S r (E) for which bound (2.8) (quadratic with respect to E 2 ∞ ) holds. The linear term L r (E) could be further represented as a sum of i.i.d. mean zero random operators:
which easily implies simple concentration bounds and asymptotic normality results for this term. On the other hand, it follows from theorems 1 and 2 that with probability at least 1 − e
implying that S r (E) ∞ = o P (1) under the assumption r(Σ) = o(n) and S r (E) ∞ = o P (n −1/2 ) under the assumption r(Σ) = o(n 1/2 ) (in both cases, provided that Σ ∞ gr remains bounded). Bound on the remainder term S r (E) of the order o P (n −1/2 ) makes this term negligible if the linear term L r (E) converges to zero with the rate O P (n −1/2 ) (the standard rate of the central limit theorem). A more subtle analysis of bilinear forms S r (E)u, v , u, v ∈ H given in [11] showed that the bilinear forms concentrate around their expectations at a rate o P (n −1/2 ) provided that r(Σ) = o(n) (which is much weaker than the assumption r(Σ) = o(n 1/2 ) needed for the operator norm S r (E) ∞ to be of the order o P (n −1/2 )). More precisely, the following result was proved for the operator
Theorem 3. Suppose that, for some γ ∈ (0, 1),
Then, there exists a constant D γ > 0 such that, for all u, v ∈ H and for all t ≥ 1, the following bound holds with probability at least 1 − e −t :
Condition (2.9) (along with concentration bound of Theorem 2) essentially guarantees that Σ − Σ ∞ <ḡ r 2 with a high probability, which makes the empirical spectral projectorP r a small random perturbation of the true spectral projector P r and allows us to use the tools of perturbation theory. Theorem 3 easily implies the following concentration bound for bilinear forms P r u, v : Corollary 1. Under the assumption of Theorem 3, with some constants D, D γ > 0, for all u, v ∈ H and for all t ≥ 1 with probability at least 1 − e −t ,
Moreover, it is easy to see that if both u and v are either in the eigenspace of Σ corresponding to the eigenvalue µ r , or in the orthogonal complement of this eigenspace, then the first term in the right hand side of bound (2.11) could be dropped and the bound reduces to its second term.
In addition to this, in [11] , the asymptotic normality of bilinear forms P r − EP r u, v , u, v ∈ H was also proved in an asymptotic framework where n → ∞ and r(Σ) = o(n).
Another important question studied in [11] concerns the structure of the bias EP r − P r of empirical spectral projectorP r . Namely, it was proved that the bias can be represented as the sum of two terms, the main term P r (EP r − P r )P r being "aligned" with the projector P r and the remainder T r being of a smaller order in the operator norm (provided that r(Σ) = o(n)). More specifically, the following result was proved (see Theorem 4 in [11] ). Theorem 4. Suppose that, for some γ ∈ (0, 1), condition (2.9) holds. Then, there exists a constant D γ > 0 such that EP r − P r = P r (EP r − P r )P r + T r with P r T r P r = 0 and
In the case when m r = rank(P r ) = 1 (so, µ r is an eigenvalue of Σ of multiplicity 1), the structure of the bias becomes especially simple. Let P r = θ r ⊗ θ r , where θ r is a unit norm eigenvector of Σ corresponding to µ r . Then it is easy to see that EP r − P r = b r P r + T r (2.13) with b r = (EP r − P r )θ r , θ r and T r defined in Theorem 4. Moreover,
implying that b r ∈ [−1, 0]. Thus, parameter b r is an important characteristic of the bias of empirical spectral projectorP r . It was shown in [11] that, under the assumption r(Σ) n,
Note that this upper bound is larger than upper bound (2.12) on the remainder T r ∞ by a factor r(Σ).
Let nowP r =θ r ⊗θ r with a unit norm eigenvectorθ r ofΣ. Since the vectorŝ θ r , θ r are defined only up to their signs, assume without loss of generality that θ r , θ r ≥ 0. The following result, proved in [11] (see Theorem 6) , shows that the linear forms θ r , u have "Bernstein type" concentration around √ 1 + b r θ r , u with deviations of the order O P (n −1/2 ).
Theorem 5. Suppose that condition (2.9) holds for some γ ∈ (0, 1) and also that
Then, there exists a constant C γ > 0 such that for all t ≥ 1 with probability at least
Thus, if one constructs a proper estimator of the bias parameter b r , it would be possible to improve a "naive estimator" θ r , u of linear form θ r , u by reducing its bias. A version of such estimator based on the double sample X 1 , . . . , X n ,X 1 , . . . ,X n of i.i.d. copies of X was suggested in [11] . IfΣ =Σ n denotes the sample covariance based onX 1 , . . . ,X n (the second subsample) and P r =θ r ⊗θ r denotes the corresponding empirical spectral projector (estimator of P r ), then the estimatorb r of the bias parameter b r is defined as follows:
where the signs ofθ r ,θ r are chosen so that θ r ,θ r ≥ 0. Based on estimator b r , one can also define a bias corrected estimatorθ r :=θ
(which is not necessarily a unit vector) and prove the following result, showing that θ r , u is a √ n-consistent estimator of θ r , u (at least in the case when r(Σ) ≤ cn for a sufficiently small constant c):
Under the assumptions and notations of Theorem 5, for some constant C γ > 0 with probability at least 1 − e −t , 16) and, for all u ∈ H, with the same probability
In addition to this, asymptotic normality of θ r , u was also proved in [11] under the assumption that r(Σ) = o(n).
Finally, we will discuss the results on normal approximation of the (squared) Hilbert-Schmidt norms P r − P r 2 2 for an empirical spectral projectorP r obtained in [12] . It was shown in this paper that, in the case when r(Σ) = o(n), the size of the expectation E P r − P r 2 2 could be characterized by the quantity A r (Σ) := 2tr(P r ΣP r )tr(C r ΣC r ) (which, under mild assumption, is of the same order as r(Σ)):
A similar parameter characterizing the size of the variance Var( P r − P r 2 2 ) is defined as B r (Σ) := 2 √ 2 P r ΣP r 2 C r ΣC r 2 . Namely, the following result holds (Theorem 7 in [12] ): Theorem 6. Suppose condition (2.9) holds for some γ ∈ (0, 1). Then the following bound holds with some constant C γ > 0 :
and m r are bounded and
The main result of [12] is the following normal approximation bounds for P r − P r 2 2 : Theorem 7. Suppose that, for some constants c 1 , c 2 > 0, m r ≤ c 1 and Σ ∞ ≤ c 2ḡr . Suppose also condition (2.9) holds with some γ ∈ (0, 1). Then, the following bounds hold with some constant C > 0 depending only on γ, c 1 , c 2 :
where Φ(x) denotes the distribution function of standard normal random variable.
These bounds show that asymptotic normality of properly normalized statistic P r − P r 2 2 holds provided that n → ∞, B r (Σ) → ∞ and
√ n → 0. In the case of p-dimensional spiked covariance models (with a fixed number of spikes), these conditions boil down to n → ∞, p → ∞ and p = o(n).
Main results
We start this section with introducing a precise asymptotic framework in which r(Σ) → ∞ as n → ∞. It is assumed that an observation X = X (n) is sampled from from a Gaussian distributions in H with mean zero and covariance Σ = Σ (n) . The data consists on n i.i.d. copies of
and the sample covarianceΣ n is based on (X
r , r ≥ 1 denote distinct nonzero eigenvalues of Σ (n) arranged in decreasing order and P (n) r , r ≥ 1 the corresponding spectral projectors. Let ∆
r } and letP
(n) r be the orthogonal projector on the linear span of eigenspaces corresponding to the eigenvalues
The goal is to estimate the spectral projector
rn and with spectral gapḡ (n) =ḡ
and let
Assumption 1. Suppose the following conditions hold:
Assumption 1 easily implies that
Also, under mild additional conditions,
The following fact is an immediate consequence of bound (2.18) and Theorem 7.
Proposition 2. Under Assumption 1,
In addition,
Z being a standard normal random variable.
Our main goal is to develop a version of these asymptotic results for squared Hilbert-Schmidt norm error P (n) − P (n) 2 2 of empirical spectral projector P (n) with a data driven normalization that, in principle, could lead to constructing confidence sets and statistical tests for spectral projectors of covariance operator under Assumption 1. This will be done only in the case when the target spectral projector P (n) is of rank 1 (that is, µ (n) is the eigenvalue of multiplicity m (n) = 1). This problem is also related to estimation of the bias parameter
rn of empirical spectral projectorP (n) . This parameter and its esti-
rn were introduced in Section 2. In particular, we will prove the asymptotic normality of estimatorb (n) with a proper normalization that depends on unknown covariances Σ (n) and derive the limit distribution ofb
with a data-driven normalization. Let
To define the estimatorb (n) , we need an additional independent sampleX
be its empirical spectral projector corresponding to P (n) . It will be assumed that the signs ofθ (n) ,θ (n) are chosen in such a way that θ(n) ,θ (n) ≥ 0. Definê
In order to use this asymptotic normality result for statistical inference about bias parameter b (n) , one has to find a way to estimate the normalizing factor 2n
Bn that depends on unknown covariance Σ (n) . By the first claim of Proposition 2, under Assumption 1,
Thus, equivalently, we need to estimate the variance Var( P (n) − P (n) 2
2 ). Note that
To estimate the right hand side, consider the third independent sampleX
consisting of n independent copies of X (n) and denote byΣ n the sample covariance based on (X
its empirical spectral projector corresponding to P (n) . Assume that the sign ofθ (n) is chosen in such a way that θ(n) ,θ (n) ≥ 0 and definẽ
We will use
as an "estimator" of P (n) , P (n) and
n 2 , one can try to use the statistic 2 (1 +b
. In fact, it turns out that the sequence
2 ) is asymptotically normal with mean zero and variance 
Therefore, it might be more natural to view
, x ∈ R being the standard Cauchy density. The distribution of Y α,β is a mixture of two rescaled Cauchy densities with locations ±α and with equal mixing probabilities. This distribution (with proper choices of parameters α, β) occurs naturally as the distribution of the ration ξ |η| for mean zero normal random variables ξ, η. Namely, the following (probably, well known) fact holds. Its proof is rather elementary and is left to the reader. We now state a data-driven version of Theorem 8.
where α := Quite similarly, we will determine the asymptotic distribution of statistic
2 with a data-driven normalization. First note that
(see Theorem 4 and the comments after this theorem). In the data-driven version of (3.6) we will replace E P (n) −P (n) 2 2 by its estimator −2b (n) and the standard
This yields the following result.
Theorem 10. Under Assumption 1,
where α := 
Proofs: preliminary lemmas
We start with preliminary results that will be formulated in the "non-asymptotic framework" of Section 2 and the notations of that section will be used. Recall that X 1 , . . . , X n andX 1 , . . . ,X n are two samples each of size n of i.i.d. copies of X,Σ andΣ are sample covariances based on (X 1 , . . . , X n ) and (X 1 , . . . ,X n ), respectively, and
In what follows, we will use a concentration result for P r − P r 2 2 − L r (E) 2 2 that was obtained in [12] (see Theorem 5 there) and played a crucial role in the derivation of normal approximation bound of Theorem 7.
Lemma 2. Suppose that for some γ ∈ (0, 1) condition (2.9) holds. Then, for all t ≥ 1, with probability at least 1 − e
The first new result of this section is a useful representation for (1 +b r ) 2 − (1 + b r ) 2 that will be crucial in our proofs. 
with the remainder term Υ r that, for all t ≥ 1, with probability at least 1 − e −t satisfies the bound
In view of (2.13), we also have
since P r and T r are orthogonal by definition of the latter. Thus, (4.4) can be rewritten as
We immediately get from (4.5) that
Combining the last two displays, we get that representation (4.2) holds with the remainder Υ r := ̺ r +̺ r + P r − EP r , EP r − P r + EP r − P r ,P r − EP r + T r 2 2
It remains to check that Υ r satisfies bound (4.3) .
In what follows, we frequently use bounds of Theorems 1 and 2 along with bound (2.3). Under condition (2.9), we have
This implies that r(Σ) n 1 and
n . Thus, the term
n in bounds of Theorems 1 and 2 and (2.3) could be dropped. This is done in what follows without further notice.
Our next goal is to provide a bound on the remainder term Υ r which can be done for an arbitrary multiplicity m r of µ r . To this end, first note that bound (2.10) easily implies that for any symmetric operator B of finite rank m the following bound holds with probability at least 1 − e −t :
(4.6) Indeed, it is enough to use the spectral representation B = m j=1 λ j (φ j ⊗ φ j ) of B with eigenvalues λ j and orthonormal eigenvectors φ j , to write
to use bound (2.10) with t+log(m) instead of t in order to control bilinear forms R r (E)φ j , φ j and, finally, to use the union bound.
We will use bound (4.6) to control the last three terms in the expression for the remainder Υ r . To control L r (Ẽ), R r (E) , we use (4.6) conditionally oñ X 1 , . . . ,X n with B = L r (Ẽ) (that is of rank at most 2m r ) to get that with probability at least 1 − e
This should be combined with an upper bound on L r (Ẽ) ∞ that follows from (2.3) and also holds with probability at least 1 − e −t :
(where it was also used that C r ∞ ≤ 1 gr ). As a consequence, the following holds with probability at least 1 − 2e −t :
Of course, a similar bound also holds for L r (E), R r (Ẽ) . As to R r (E), R r (Ẽ) , observe that, by (2.8), (2.3) and Theorem 1, we have that with probability at least 1 − e −t ,
Therefore, using again bound (2.10) conditionally onX 1 , . . . ,X n with B = R r (Ẽ) we get that with probability 1 − 2e
and, by the definition of T r , T r 1 ≤ EP r −P r 1 + P r (EP r −P r )P r 1 ≤ 2m r E P r −P r ∞ +m r EP r −P r ∞ ≤ 3m r E P r −P r ∞ .
Using (2.5) and Theorem 1, we get
Therefore, by bound (2.12),
We will now control P r − EP r , EP r − P r = P r − EP r , P r W r P r + P r − EP r , T r , (4.10)
where W r = EP r − P r . Recall thatP r − EP r = L r (E) + R r (E). Since L r (E) = P r EC r + C r EP r and C r P r = P r C r = 0, it is easy to see that L r (E), P r W r P r = P r EC r , P r W r P r + C r EP r , P r W r P r = 0.
Thus, P r − EP r , P r W r P r = R r (E), P r W r P r .
Note that B = P r W r P r is an operator of rank at most m r and, in view of (2.5) and Theorem 1,
Thus, bound (4.6) implies that with probability at least 1 − e −t :
t + log(m r ) n t + log(m r ) n t + log(m r ) n .
(4.11)
On the other hand, P r − EP r , T r ≤ P r − EP r 1 T r ∞ ≤ P r − P r 1 + E P r − P r 1 T r ∞ ≤ 2m r P r − P r ∞ + E P r − P r ∞ T r ∞ .
Using bounds (2.12), (2.5), (2.3) and Theorem 1, we get
It follows from (4.10) and bounds (4.11), (4.12) that with probability at least 1 − 2e
r(Σ) n r(Σ) n t + log(m r ) n t + log(m r ) n t + log(m r ) n .
(4.13)
Of course, the term P r − EP r , EP r − P r can be bounded similarly.
It remains to control ̺ r and̺ r . Note that L r (E), P r = 0, implying that
Therefore,
The following lemma provides a concentration inequality for the random variable S r (E), P r + 1 2 L r (E) 2 2 around its expectation (thus, implying a bound on ̺ r ).
Lemma 4. Suppose that condition (2.9) holds for some γ ∈ ( 23 24 , 1). Then, there exists a constant L > 0 such that for all t ≥ 1 the following bound holds with probability at least 1 − e −t :
Combining bounds (4.7), (4.8), (4.9), (4.13) and (4.14), it is easy to derive the following bound on Υ r that holds with probability at least 1 − 12e −t :
r r(Σ) n t + log(2m r ) n t + log(2m r ) n 3 t + log(2m r ) n t + log(2m r ) n .
The probability bound can be written as 1 − e −t by adjusting the constant in the inequality . For m r = 1, this yields bound (4.3) completing the proof of Lemma 3.
We now prove Lemma 4. To this end, we will use the following representations for operators S r (E). Given L ⊂ {1, . . . , k + 1}, denote m L := card(L) and
Denote by V L the set of vectors ν = (ν l : l ∈ L c ) with nonnegative integer components such that
Lemma 5. For all r ≥ 1,
proof. It follows from the proof of Lemma 1 in [11] that the following representation holds for S r (E) :
where γ r denotes the circle centered at µ r of radiusḡ r /2 with counterclockwise orientation and
denotes the resolvent of Σ. 3 Note also that the series in the above representation of S r (E) converges in the operator norm provided that E ∞ <ḡ r 4 . It follows that
We have
Using Cauchy differentiation formula, we get
In the cases when L = ∅ or L c = ∅ the integral in the left hand side is equal to 0. By generalized Leibniz rule,
It is easy to see that
and (4.15) follows.
Remark 2. By a simple combinatorics,
It is easy to check that
= P r EC r EC r +C r EP r EC r +C r EC r EP r −P r EP r EC 2 r −P r EC 2 r EP r −C 2 r EP r EP r . Using the fact that C r P r = P r C r = 0, this easily implies that
Thus, we get
The next step is to study the concentration of the random variable S r (E),
2 around its expectation. More precisely, we study the concentration of its "truncated version"
where ϕ is a Lipschitz function with constant 1 on
The value of δ > 0 will be chosen below in such a way that E ∞ ≤ δ with a high probability. The main ingredient of the proof is the classical Gaussian isoperimetric inequality that easily implies the following statement.
Lemma 6. Let X 1 , . . . , X n be i.i.d. centered Gaussian random variables in H with covariance operator Σ. Let f : H n → R be a function satisfying the following Lipschitz condition with some L > 0 :
Suppose that, for a real number M ,
Then, there exists a numerical constant D > 0 such that for all t ≥ 1
We will use Lemma 6 that will be applied to the function
With a little abuse of notation, assume for now that X 1 , . . . , X n are nonrandom vectors in H. We now have to check the Lipschitz condition for the function f.
Lemma 7. Let δ > 0 and suppose that C r ∞ δ ≤ 1/24. Then, there exists a numerical constant D > 0 such that, for all X 1 , . . . , X n , X
Then, we get
where we used the assumption that the Lipschitz constant of ϕ is 1. By symmetry, E ′ ∞ in the right hand side can be replaced by E ∞ implying that
If both E ∞ ≤ 2δ and E ′ ∞ ≤ 2δ, this implies the bound
If, in addition, E − E ′ ∞ > δ, then bound (4.20) still holds. On the other hand, if E − E ′ ∞ ≤ δ, then E ′ ∞ ≤ 3δ and we get a slightly worse bound than (4.20):
The case when E ∞ > 2δ and E ′ ∞ ≤ 2δ can be handled similarly and the case when both E ∞ > 2δ and E ′ ∞ > 2δ is trivial since function f ν,L becomes 0. In each of these cases, bound (4.21) holds.
The following bound (see Lemma 5 in [11] ) provides a control of E − E ′ ∞ :
(4.22) Substituting the last bound into (4.21), we get
In view of (4.18), the left hand side is also bounded from above by
which allows one to get from (4.23) that
In the case when
we have
It is equally easy to check that the same bound holds in the opposite case. As a consequence, (4.24) implies that
Note that
where we used the facts that
Thus, we get from (4.25)
, which, taking also into account (4.16), yields
where D is a numerical constant and we used the condition C r ∞ δ ≤ 1/24.
We return to the proof of Lemma 4.
proof. Note that, under condition (2.9), the lower bound of Theorem 1 implies that r(Σ) n. Let t ≥ 1 and define
If constant C in the above definition is sufficiently large and r(Σ) n, then it follows from Theorem 2 that E ∞ = Σ − Σ ∞ ≤ δ n (t) with probability at least 1 − e −t . Note also that, under condition (2.9),
which implies that t n. Thus, in view of the upper bound of Theorem 1,
For a random variable ξ, denote by Med(ξ) its median. Let
In what follows, we set δ := δ n (t) in the definition of function f (X 1 , . . . , X n ). Suppose that t ≥ log(4) (by adjusting the values of the constants the resulting bound can be easily extended to t ≥ 1 as it is claimed in Lemma 4). Then, we
, and
. It follows from Lemma 6 that with probability at least 1 − e
we easily obtain that with probability at least 1 − 2e
It remains to prove a similar bound in the case when δ n (t) >ḡ r 24 . By definition of δ n (t) and in view of assumption (2.9), we get
In view of (2.7), (2.8), the fact that P r 1 = m r and the trace duality inequality, we obtain
Since P{ E ∞ ≤ δ} ≥ 1 − e −t , we get that for all t ≥ 1 with probability at least 1 − e −t that
for some numerical constant D > 0. Using this bound with t = log 4, we easily get that
Combining the last two displays, we get that for some constant D > 0 and for all t ≥ 1 with probability at least 1 − e
(4.30) If δ n (t) >ḡ r 24 , then (4.29) holds and it follows from bound (4.30) that with some constant D > 0
(4.31) Of course, in the case when δ n (t) ≤ḡ r 24 , bound (4.31) also holds (it follows from bound (4.28)). By integrating tail probabilities of bound (4.31) that holds for all t ≥ 1 we easily get
for some D > 0. Thus, we can replace the median M in bound (4.31) by the expectation which yields the bound of Lemma 4.
Consider now three samples (X 1 , . . . , X n ), (X 1 , . . . ,X n ) and (X 1 , . . . ,X n ) of i.i.d. copies of X withΣ,Σ andΣ being the sample covariances based on the corresponding samples of size n. Let E :=Σ − Σ,Ẽ :=Σ − Σ andĒ :=Σ − Σ. In view of the representation of Lemma 3, to study the asymptotic behavior of (1 +b r ) 2 − (1 + b r ) 2 and other related statistics we will have to deal with random vectors 
whereΘ r is a random vector in R 5 whose distribution coincides with the distribution of Θ r and the components ξ j of the remainder ξ ∈ R 5 satisfy the following bound:
proof. Set
and note that
be the sample covariance operators based, respectively, on the "projected" samples P r X j , j = 1, . . . , n, P rXj , j = 1, . . . , n and P rXj , j = 1, . . . , n of i.i.d. centered Gaussian random variables with covariance operator P r ΣP r = µ r P r . Γ r ,Γ r ,Γ r can be viewed as symmetric positive semi-definite operators acting in the eigenspace of eigenvalue µ r and they admit the following spectral decompositions:
where γ k ≥ 0 are the eigenvalues of Γ r with associated eigenvectors φ k ,γ r ≥ 0 are the eigenvalues ofΓ r with associated eigenvectorsφ k andγ r ≥ 0 are the eigenvalues ofΓ r with associated eigenvectorsφ k . Note also that {φ k , k ∈ ∆ r }, {φ k , k ∈ ∆ r } and {φ k , k ∈ ∆ r } are three possibly different orthonormal bases of the eigenspace of µ r . Let
Given {P r X 1 , . . . , P r X n , P rX1 , . . . , P rXn , P rX1 , . . . , P rXn }, the conditional distributions of (U,Ũ ,Ū ) and (V,Ṽ ,V ) are the same. To see this note that, conditionally on {P r X 1 , . . . , P r X n , P rX1 , . . . , P rXn , P rX1 , . . . , P rXn }, U,Ũ ,Ū are independent centered Gaussian random operators and so are V,Ṽ ,V . 4 Thus, it is enough to check that conditionally on the same random variables the covariance operators of U and V coincide (of course, the same would apply to the couplesŨ andṼ ,Ū andV ). To this end, let T denote a linear mapping from
(note that T is uniquely defined). By an easy computation,
which implies the claim for U and V (see also the proof of Lemma 5 in [12] for more details on this argument).
Consequently, the distribution of n Ξ r coincides with the distribution of
For the remainder η, the following bound holds:
, which, using the independence of γ k ,γ l , C r X (k) , C rX (l) easily implies that
Observe also that
Hence, we get (using independence of Γ r ,Γ r )
Since Γ r ,Γ r are sample covariances based on n i.i.d. centered Gaussian observations with the true covariance µ r P r , we easily get
This yields the following bound on E|η| :
Similarly, we have
which implies
The following bound is immediate
where we used the independence of random variables γ k , k ∈ ∆ r and C r X (k) , k ∈ ∆ r . Applying the bound of Theorem 1 to the sample covariance Γ r , we easily get
Therefore, we can conclude that
As a consequence of (4.35), (4.36) and similar bounds for other components of vector Λ r , we get that
and ξ ∈ R 5 is a random vector with the components satisfying the following bound:
It remains to show that the distribution ofΘ r coincides with the distribution of Θ r . To this end, note that the following representation holds:
where, for all s ≥ 1, θ j , j ∈ ∆ s is an orthonormal basis of the eigenspace of Σ corresponding to the eigenvalue µ s and {η j,k } are i.i.d. standard normal random variables. Similarly, we have
where {η j,k }, {η j,k } are i.i.d. standard normal random variables (also independent of {η j,k }). Moreover, in addition {η j,k }, {η j,k }, {η j,k } are independent of the samples X 1 , . . . , X n ,X 1 , . . . ,X n ,X 1 , . . . ,X n . Denote
and set
Recall that
For a bounded linear operator W : H → H, we will denote,
Recall that, in theorems 8, 9 and 10, it is supposed that Assumption 1 is satisfied and, moreover, that µ (n) is the eigenvalue of multiplicity m (n) = 1. In this case, ∆ (n) rn = {k n } for some k n ≥ 1. Define the following sequences of random vectors with values in R 5 :
where η j,k ,η j,k ,η j,k , j, k ≥ 1 are i.i.d. standard normal random variables. Denotē
It is immediate to see that B n = 2µ (n)B n and, in view of Lemma 8,
whereΘ (n) has the same distribution as Θ (n) and the remainder ξ (n) ∈ R 5 satisfies the bound
2 r(Σ (n) ) √ n .
(where we also used the assumption that m (n) = 1). Under Assumption 1, this implies that ξ (n)
B n = o P (1) as n → ∞, and we get nΞ We need a simple lemma that will allow us to prove that the sequence of random variablesΘ 
, n ≥ 1. proof. The proof of this result is an easy application of Lindeberg version of the CLT. We will establish the convergence in distribution of ϑ n , a to a normal random variable N (0, |a| 2 ) for an arbitrary a ∈ R 5 . For a vector a = (a 1 , . . . , a 5 ) ∈ R 5 , set ϑ n (a, k) := a 1 √ 2η
Without loss of generality, assume that |a| = 1. Note that r.v. ϑ n (a, k), k ≥ 1 are i.i.d., Eϑ n (a, k) = 0 and Var(ϑ n (a, k)) = 2. Therefore, for ζ n (a) := 1 B n ϑ n , a = k≥1 λ (n) k ϑ n (a, k) B n , it holds that Eζ n (a) = 0 and Var(ζ n (a)) = 1. In textbook versions of the central limit theorem, the result is usually stated for sums of finite triangular arrays of independent random variables. In our case, the sums are infinite. However, it is easy to reduce the problem to the finite case by truncating the series to p n terms, where p n is such that k>pn λ (n) k = o(B n ). Such a reduction is rather simple and will be skipped. By the assumption of the lemma,
It remains to check that the Lindeberg condition holds. To this end, note that
and observe that the random variables involved in the maximum in the right hand side are sub-exponential. This easily implies the following bound on the tails of ϑ n (a, k) P{|ϑ n (a, k)| ≥ t} ≤ 5e −ct , t ≥ 0 that holds with some numerical constant c > 0 and for all a ∈ R 5 , |a| = 1 and all k ≥ 1. This bound also implies that E|ϑ n (a, k)| 4 ≤ C, a ∈ R 5 , a = 1 for some numerical constant C > 0. Therefore, for all τ > 0, we have
, which tends to 0 as n → ∞ (under the condition thatB n sup k≥1 λ (n) k → ∞).
Lemma 9 will be applied to the sequence of random vectors Θ (n) . Under Assumption 1, the condition of the lemma holds since
Thus, Lemma 9 implies that . This completes the proof of Theorem 10.
Proof of Theorem 9 is quite similar.
