This paper proposes a theory for understanding perceptual learning processes within the general framework of laws of nature. Artificial neural networks are regarded as systems whose connections are Lagrangian variables, namely, functions depending on time. They are used to minimize the cognitive action, an appropriate functional index that measures the agent interactions with the environment. The cognitive action contains a potential and a kinetic term that nicely resemble the classic formulation of regularization in machine learning. A special choice of the functional index, which leads to the fourth-order differential equations-Cognitive Action Laws (CAL)-exhibits a structure that mirrors classic formulation of machine learning. In particular, unlike the action of mechanics, the stationarity condition corresponds with the global minimum. Moreover, it is proven that typical asymptotic learning conditions on the weights can coexist with the initialization provided that the system dynamics is driven under a policy referred to as information overloading control. Finally, the theory is experimented for the problem of feature extraction in computer vision.
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I. INTRODUCTION
T HIS paper introduces a novel theoretical framework for learning and inference that is based on a set of differential equations that we refer to as Cognitive Action Laws (CAL). We propose an approach that parallels the principle of least action in analytic mechanics, where the potential energy is related to the loss function, while a generalized form of the kinetic energy is used to model the temporal evolution of the model parameters (weights) [1] . The intuition that drives this approach to learning is that it can be regarded as an ordering process that emerges from an appropriate energy dissipation. Basically, in such a framework, the potential, which parallels the loss function, drives the learning trajectory toward its basins of attraction. The links with mechanics are based on the idea that the potential is, in fact, time-variant, since loss functions do depend on the data being processed. In general, the mechanical counterpart is a system that is not only dissipative but also characterized by time-variant environmental interactions. Manuscript Although the proposed principle draws interesting paths to explore, there are at least a couple of remarkable issues that need to be addressed. First, unlike mechanics, it is clear that the corresponding variational index, which is referred to as the cognitive action, needs to be minimized. Betti and Gori [1] did not stress minimization issues, thus fully paralleling the approach used in mechanics, where one is only looking for stationary points of the action. Although the proposed energy balancing approach somewhat helps understanding the dynamics, there was no effort to discover the minimum of the action, which is an important requirement for deeply understanding learning processes. Second, a more serious shortcoming in [1] is that the concrete interpretation of the learning processes driven by the Euler-Lagrange equations derived from the cognitive action requires the fulfillment of boundary conditions, which are typically violated when following the inspiration from analytic mechanics, where one drives the trajectory from Cauchy's initial conditions. This is a serious problem since we need a causal dynamic computational model to provide a truly on-line update of the parameters and, at the same time, we need to satisfy the consistency with the boundary conditions. The causality of the model is, in fact, required to gain the computational tractability, since any algorithmic search for the satisfaction of the boundary conditions seems to be hopeless. The typical assumption behind learning policies is that of discovering constant weights at the end of the learning process, which corresponds with imposing that all the temporal derivatives of the weights are null.
In this paper, we address both limitations. First, we provide sufficient conditions for achieving the minimum of the cognitive action. As it will be shown, unlike mechanics, this requires to choose an action where the kinetic energy and the potential comes with the same sign. This confers kinetic energy the role of classic regularization terms in machine learning. Second, we solve the problem of making the boundary conditions consistent with Cauchy initialization, so as the Euler-Lagrange equations turn out to be a causal computational model. This is made possible by enforcing special dynamics over a manifold that corresponds with trajectories that are driven by an appropriate manipulation of the input. In particular, we give conditions such that when the input is turned to zero then all the temporal derivatives of the weights are quickly reset, thus respecting the boundary condition on the right border. Basically, the model turns out to be strongly stable, which supports the need of quick dynamics. The intuition behind this solution comes from the principle of avoiding information overload, which is somewhat similar to related ideas where the agent is expected to be exposed to the environment according to a certain teaching plan (see [2] , [3] ).
A fundamental result in this paper is that the analysis on the minimality of the action joint with the need of enforcing stability leads to a choice of the kinetic terms that yields fourth-order associated Euler-Lagrange differential equations. The fourth-order turns out to be the minimum that guarantees the above conditions, which confers a special meaning to the special structure of CAL presented in this paper.
The proposed theory offers a framework to grasp an in-depth understanding of the dynamics of learning processes that are related to stochastic gradient to which they reduce under an appropriate selection of the action parameters. After having properly framed the CAL equations into the discrete setting of computation, we carry out a preliminary experimental analysis of the theory for problems of visual feature extraction. The purpose of this analysis is not that of addressing classic computer vision benchmarks, but is that of providing an experimental assessment of the novel concepts introduced in the theory in a specific example. In particular, we introduce an unsupervised learning process that is based on the maximization of the mutual information (MI) from the video signal to a set of symbols. Basically, the MI turns out to be the potential of the action, while the kinetic term drives the temporal evolution. The results show that the theory leads to construct a consistent unsupervised scheme whose features resemble typical features extracted in convolutional neural networks. This opens the doors to a systematic adoption of the theory, where the agent is simply exposed to its own visual environment. In a sense, this is a new perspective in which one can think of learning of "living agents" whose behavior is driven by information-based laws. The idea of exploiting the temporal structure of a learning environment has been recently considered in the literature in the framework of computer vision, especially to tackle unsupervised learning problems (see [4] , [5] ). A related approach that shares with our theory the elegance of variational principles has been proposed in [6] - [8] and is referred to as slow feature analysis (SFA). However, to the best of our knowledge, none of the existing methods propose a truly temporal dynamics as a solution of the learning problem as we did by CAL. Moreover, when restricting our theory to computer vision, another crucial difference with all the above-cited works on vision (or even with methods that use SFA and deep structures to process videos like [9] ) is that we extract features at pixel instead of frame level. This means that we map a video signal, which we can regard as an RGB feature field, into another feature signal that has the same resolution. To the best of our knowledge, none of the existing methods propose a truly temporal dynamic that arises as a "neural differential equation," though the idea of extending deep learning on the continuous setting, recently proposed in [10] , seems to follow a parallel direction. A remarkable difference in our approach is that CAL emerges in the variational setting in a way that very much resembles laws of nature.
II. LEAST ACTION PRINCIPLE
We introduce the basic ideas of the proposed approach by a simple example from classic mechanics, where we show that the least action variational principle can be properly modified so as to obtain a system dynamics that shares some intriguing features with a learning process. In particular, we will see that the emergence of the process of dissipation is useful to yield a final configuration that reveals a deep feature of the problem at hand. Let us consider a mass of 1 kg attached to a spring of elastic constant 1 N/m immersed in a fluid [see Fig. 1 (left)] that exerts on the mass a drag force which is proportional to the velocity by a constant of 2 kg/s. The whole system is immersed in a gravitational field, of unknown strength, which is assumed to be approximately constant during the whole motion. We introduce a modified action for the system which is based on the Lagrangian L = e 2t (K − V ) (kinetic energy minus potential energy) and is described by
where q is the position of the mass. The corresponding Euler
As we can promptly see, the special choice of the Lagrangian also yields the friction term 2q(t) of the system. In mechanics, the boundary conditions have a clear meaning. Once they are defined [suppose q(0) =q(0) = 0], then the solution of (2) can be written explicitly as [see also
Indeed as t → ∞ the solution q(t) → g. Interestingly, the system dynamics under the influence of gravity allows the system to "learn" the local gravitational acceleration g. In the framework of learning, we need to go beyond such a simplicity since the corresponding CAL do not have a closed-form solution and, moreover, we need a different interpretation of the boundary conditions. However, this example clearly shows the importance of friction, which yields energy dissipation, that is gained, thanks to the exponential factor e 2 t . The system settles to a stable point by returning an estimation of the gravity acceleration, which is, in fact, a feature of the Lagrangian. This paper is mostly about a generalization of this idea to the case in which we need to discover cognitive features. Basically, we will see that the process of learning turns out to emerge thanks to a corresponding dissipation process.
III. COGNITIVE ACTION
Human cognitive processes do not present a neat distinction between training and test set. As time goes by, humans react surprisingly well to new stimuli, which suggests us that we should look for alternative foundations of learning by embedding the agent into its own learning environment, so that we can think of learning as the outcome of laws of nature. This view of learning relies on the principle that the acquisition of cognitive skills obeys to information-based laws, which hold regardless of biology. Based on [1] , we establish a link with mechanics by paralleling the weights of a neural network to the Lagrangian coordinates of a system of particles. For reasons that will become clear in the rest of this paper, given an agent in its own environment, the following functional, referred to as the cognitive action, will be used to drive inferential and learning processes:
Here, q : R + → R N , N ∈ N are the weights of the learning system that in this theory are function of time and they are regarded as the coordinates of a Lagrangian function composed of a regularization term 1 
In particular, we choose the following kinetic term:
with α > 0, β > 0, and γ 1 , γ 2 ∈ R that somewhat characterizes the presence of an ongoing learning process. The example the we considered in Section II can be recovered with the following choices: N = 1, θ = 2, α = 0, β = 1,
The choice of this kinetic energy is related to the one adopted in [1] . As it will be shown in the remainder of this paper, the incorporation of the second-order derivatives turns out to be useful when considering the need of minimizing the cognitive action while enforcing stability in the associated Euler-Lagrange equations. Note that the kinetic energy is a sort of temporal regularization term that, once minimized, leads to develop weights that settle to constant values, while the quadratic term k/2|q| 2 is the classic regularization term that favor solutions with small weights. The potential U depends on the function u : R + → R m , which describes the input information coming from the interactions with the learning environment (in the example described in Section II, it was a constant signal that described the local gravitational field). The underlying assumption is that U (q, u) ≥ 0. For example, in computer vision, u is the video signal from which the agent is expected to learn. The purpose of learning is that of achieving conditions under which, for t > t, we have U (q(t), u(t)) 0. Hence, according to machine learning terminology, the potential can be regarded as a loss function. It is worth mentioning that if ξ = −1, α = γ 1 = γ 2 = 0, then the cognitive action reduces to the classic action of 1 Throughout this paper, | · | is used to denote the norm in R n . analytic mechanics, where the regularization term ξ k/2|q| 2 is aggregated with the potential. Interestingly, in this case, one can look for learning processes that turn out to be a stationary point of the action, while they are not necessarily minima. Unlike [1] , here, we are mostly concerned with the extended notion of action, where we want to discover minima configurations. Overall, the Lagrangian (4) contains the factor e θt ∝ e θ(t −T ) that provides a growing weight as time goes by. The term e θ(t −T ) is equivalent under rescaling of the cognitive action and clearly prescribes that the weight 1 is gained at the end, while past information is gradually forgotten. A clear motivation for this weighing will be given in the following, but one can easily note that it is a sort of discount factor that leads to focus more on recent information. If we pose μ = α + γ 2 2 , ν = β + γ 2 1 , γ = γ 1 γ 2 , and ξ = 1, then (4) can be rewritten as
The interpretation of learning by means of functional (5) is especially interesting since, unlike the case of the classic action in mechanics, it admits a minimum under appropriate conditions. Of course, this property makes it more attractive for machine learning. Theorem 1: If the following coercivity conditions:
hold true then functional , defined by 5, admits a minimum on the set
Proof: See the Appendix. We report a few qualitative comments in order to understand this result. First, we note that, unlike mechanics, the choice ξ = 1 helps the lower boundedness of . This is immediately clear when γ = 0, but the termqq will be proven to play a fundamental role for the approximation of stochastic gradient dynamics. Its sign contributes to develop solutions that generate consistent learning trajectories while minimizing (q). Suppose the weights are growing, that is,q > 0. Then, a trajectory followingq < 0 yields a concave function that clearly contributes to minimize . Likewise, the same holds foṙ q < 0 andq > 0 acts coherently while enforcing convexity of q. At the light of these comments, the coercivity conditions (6) clearly contribute to impose a lower bound on . The reason is that the correspondent choices of μ and ν leads attribute a relevant weight to the second-and first-order kinetic terms that, unlike γqq, are positive.
In order to determine the minimum, we must impose the conditions for determining stationary points, which require the fulfillment of the Euler-Lagrange equations. We will perform the variation in in the general assumption that μ, ν, γ , k, and U have an explicit dependence on time. Although this does not change the structure of the resulting differential equation, it will turn out to be useful in the remainder of this paper.
In order to simplify the calculations of the variation, we use the following equivalent expression of :
In the analysis below, we will repeatedly use the fact that v(0) =v(0) = 0. This corresponds with the assignment of the initial values q(0) andq(0). Since we want to provide a causal computational framework for q(t), this is, in fact, the first step toward this direction. The stationarity condition for the functional is ψ (0) = 0 2
According to the fundamental lemma of variational calculus, if q is a minimum, the above expression should hold for all the allowed variations v, so as we can proceed as follows. 1) Consider only the variations such that v(T ) =v(T ) = 0. In this case, ψ (0) = 0 yields the following differential equations:
can be chosen independent one of each other, then the vanishing of the first variation also implies that
The set of triples [q(T ), q (2) (T ), q (3) (T )] that satisfy this condition is denoted by N T . Now, if we restore the explicit dependence of the coefficients on the term e θt then (8) reads
These equations are referred to as the CAL of learning, which is what we have to integrate in order to learn q(t). Note that the eventual nonlinearity in this differential equation resides entirely in the gradient term; the remaining part is a linear ordinary differential equation. When joining the result stated by Theorem 1 and the above analysis, we can state the following theorem. Theorem 2: If the weight function q ∈ K that satisfies the CAL equations (10) is consistent with the right-boundary conditions (9) then it is the argument of the minimum of (q).
Note that the two initial conditions on q(0) = q 0 , q(0) = q 1 , along with the right-boundary conditions (9) , guarantee the existence of the minimum. While this is an interesting result, unfortunately, Theorem 2 does not offer a direct computational scheme for determining the minimum. There is, in fact, the typical causality issue that arises whenever one wants to optimize over time. Basically, the additional Neumann-like conditions (9) may be in conflict with the Cauchy conditions to be used for a causal solution. As pointed out in the introduction, this was, in fact, one of the important problems left unsolved in [1] . In Section IV, however, we will show that a careful modulation of the input signal u(t), which does not change the nature of the learning and inference task, allows us to establish a causal computational scheme that verifies, with an arbitrary degree of precision, the conditions (9).
IV. BOUNDARY CONDITIONS AND DEVELOPMENTAL ISSUES
The theoretical results of Section III suggest to formulate learning and inference as the problem of determining
where the functional space Q is constructed from K with augmented left and right boundary conditions
Clearly, we cannot search in this space by a causal computational scheme, which would require to set also the values of q (2) (0) and q 3 (0). These two additional conditions lead, in fact, to an overdetermined set of equations for finding the coefficients of the CAL equations. Hence, the chosen Cauchy conditions likely violates the Neumann-like conditions (9) . It is worth mentioning that this degree of violation likely depends on T , and that if T → 0, the right-boundary conditions collapses to the Cauchy conditions (in the case of null initial conditions). An early discussion on how to make causality consistent with Neumann-like conditions (9) was given in [11] . As discussed in [12, Ch. 6] , the basic idea can be naturally framed in the context of developmental learning, according to which one does not overload the agent with all the available information but filter it properly so as to gain a causal optimization of . In other words, the environmental information is presented gradually to the agent so as to favor the acquisition of small chunks, for which the approximate satisfaction of the boundary conditions is facilitated. The gradual exposition of the agent can also benefit from an appropriate filtering of the input with the purpose of reducing the associated information.
In experimental results reported in Section VI, we will provide evidence that a suitable modulation of the input signal, which does not change the nature of the problem, allows us to solve (8) with Cauchy conditions in such a way that the boundary conditions (9) are satisfied. Now, we show that there is another way of controlling the information overloading. Intuitively, the consistency with the boundary conditions can be gained by two decoupled dynamics in (8), one of which performs a "reset" of the derivatives. Hence, the divergent dynamics that give rise from the Cauchy's initialization and from the natural rhythm of incoming information can be controlled by discharging the learning state accumulated in the weights. While such a decoupling dynamics is admissible in the general model of CAL equations, we will show that we can always choose the parameters in such a way to implement the "reset." Like in the previous discussion on the developmental issue, where the information is supposed to be gradually presented, the rationale behind this result is that learning processes are typically consistent with the temporary detachment of the input (u = 0) for arbitrarily small intervals. Consider a sequence of
Not only (8) still holds, but with this special temporal dependence, the equations turn out to be decoupled, for all times apart from t 0 , t 1 , . . . , t 2N , as follows:
and μq (4) 
We make the fundamental assumption of controlling the input by u(t) → u(t) [t ∈ A], which is to reset the input when we are outside set A. This choice comes when one bears in mind the previous discussion on the need to fulfill the boundary conditions. As a consequence, the equation that describes the temporal evolution for t ∈ B reduces to the linear equation
Now, we state two important theorems that show how the input u(t) → u(t) [t ∈ A] leads to matching the desired boundary conditions thus gaining the consistency with Cauchy initialization. Theorem 3: We can choose the system parameters of (15) in such a way that |q (k) (t 2i+1 )| = 0 up to an arbitrary precision for i = 0, 1, . . . , N regardless of the initial Cauchy conditions, which is, in fact, a special way of satisfying boundary conditions (9) .
Proof: See the Appendix. While this theorem guarantees the consistency between Cauchy's initialization and the boundary conditions, one might wonder whether the reset of the derivatives of the weights in any segment B i can also be paired with the latching of the weights developed in the previous segment A i . As stated in the following theorem, the choice of the roots of the characteristic polynomial in (15) guarantees that the values of q(t) at the beginning and at the end of any time interval B i , i = 0, . . . , 2N is the same with arbitrary degree of precision. We will show that if we choose the roots (0, λ 2 , λ 3 , λ 4 ), then the value ρ = max k |λ k | to achieve a precision depends on the Vandermonde matrix V 3 = V (λ 2 , λ 3 , λ 4 ), on the value of the derivativesq,q, and q (3) at t i on and on a suitable constant C that bounds the entries of the inverse of the Vandermonde matrix V (λ 2 /ρ, λ 3 /ρ, λ 4 /ρ)).
Theorem 4: Let = (V (λ 2 /ρ, λ 3 /ρ, λ 4 /ρ)) −1 be. For every even i = 0, . . . , 2N, consider the defined sets
. It is always possible to choose the coefficients in (15) such that ∀ > 0, if we choose
Proof: See the Appendix. This theorem enables the replacement of the solution of (15) with the enforcement of a reset as it is described in Section VI. Basically, the information overloading associated with the temporal presentation of the source can be properly controlled by resetting all derivatives of the weights, while keeping their value. The corresponding solution keeps all the discussed properties and, particularly, makes Cauchy initialization consistent with the boundary conditions, an issue that was left open in [1] . The conclusion that can be drawn from Theorems 3 and 4 is quite surprising, since the reset of the derivatives turns out to be fully consistent with the causality of the problem.
V. CAL DYNAMICS
In this section, we discuss the dynamics behind the cognitive action laws stated by (10) . This is important for the appropriate setup of the parameters in the application to any cognitive task, like the one of vision described in the following experimental section. In particular, we will focus on case in which u ≡ 0, where the free dynamics is driven by the kinetic term only. We also address the relationships of CAL dynamics with classic stochastic gradient and prove that it can be reproduced under appropriate choices of the parameters.
A. Free Dynamics
On null input, since we assume that U (q, 0) = 0, (10) becomes q (4) + bq (3) + cq + dq + eq = 0, where we assume μ = 0 and use the notation b = 2θ , c = (θ 2 μ+θγ −ν)/μ, d = (θ 2 γ −θν)/μ, and e = k/μ. The solution is fully characterized by the nature of the roots of the characteristic polynomial χ(x) = x 4 + bx 3 + cx 2 + dx + e. In particular, the behavior of the solution is mainly affected by the negativeness of the real part of the roots and by their imaginary part. The first condition ensure the asymptotic stability of the solution, while the violation of the second one prevents oscillatory behavior. 
Proof: The proof is gained by the straightforward application the Routh-Hurwitz criterion (see [13] ).
If we replace
Lemma 2: The characteristic polynomial ζ(z) with real coefficients q, r, s and with discriminant has only real roots if: 1) q < 0, 4s − q 2 < 0 and > 0 (4 distinct real roots); 2) −q 2 /12 < s < q 2 /4 and = 0 (roots real, only two equal); 3) q < 0, s = q 2 /4 and = 0 (two pair of equal real roots); 4) q < 0, s = −q 2 /12 and = 0 (all roots real, three equal); 5) q = 0, s = 0 and = 0.
Proof: See [14] .
Then, the following conditions are jointly verified. 1) admits a minimum in K . 2) The homogeneous equation associated with (10) has the following two Properties. a) It is asymptotically stable. b) It yields aperiodic dynamics (the roots of the characteristic polynomial are real). Proof: The proof follows of 1) on the admission of a minimum comes from Theorem 1 when considering that, under the given assumptions, conditions (6) hold true. As for the statements 2), the proof of i comes from Lemma 1 (stability) and from Lemma (2) (aperiodicity).
B. Reproducing Gradient Flow
Let us consider (10) with μ = ν ≡ 0 and γ = 1/θ 2 . Then, this equation reduces to
We can promptly see that as θ → ∞, the CAL equation (10) restores the classic gradient flow with potential k/2|q| 2 + U (q, u). As anticipated in Section III, gradient flow arises from the termqq, whose intuitive contribution to the system dynamics was already given. The choice of the parameters that reduces CAL dynamics to a gradient flow transforms the boundary conditions (9) intoq(T ) = 0. This is, in fact, the ordinary condition that one expects to be matched at the end of gradient-driven learning processes, namely, that the weights converge to a constant value. Clearly, for such a convergence, we tacitly assume that the learning task presents some form of regularity to be induced. A recent result in this direction is given in [15] . Note that gradient flow is also recovered from the action of analytic mechanic with strong dissipation. This corresponds with choosing ξ = −1, μ = γ = 0, and ν = 1/θ . In this case, the Euler-Lagrange equation reduces to
Like (18), as θ → ∞, also the above equation, indeed, returns a gradient flow. Thus, in both cases, the Euler approximation
The importance of the incorporation of gradient flow in CAL equations is that some of the results can be inherited also for classic gradient descent algorithms that are massively used in most applications of machine learning. On-line stochastic gradient and gradient descent on minibatches are typically given a foundation by their association with batch mode gradient to invoke a sort of overall minimization property that emerges from data redundancy. The theory herein presented offers a clear foundations of those intuitive connections in a natural framework driven by the temporal representation of the input in the context of variational calculus.
VI. CASE OF VISUAL FEATURES
In this section, we carry out an experimental analysis aimed at understanding the dynamics of CAL equations with the final purpose of exploring their behavior in learning tasks. We are mostly interested in understanding the role of different parameters in the action functional and to validate the theoretical results stated in Section V. In addition to the experimentation of the causal processing scheme, we aimed at verifying the important role of filtering the input, as well as that of properly resetting the system dynamics. More specifically, we are not interested in carrying out experiments on classic benchmarks, which are typically based on large image collections, but on checking the agent behavior on real-world visual environments. With this purpose in mind, we consider the problem of unsupervised learning of visual features from videos. It is a classic perceptual task where the role of time plays a crucial role.
Let X be the set of pixel coordinates and denote by u the input video, where u(t) is the frame at time t. We extract n convolutional features from each pixel, where the coefficients of the convolutional filters are stored into q. If the size of a filter is f × f (for each of the m input channels), then the number of components of q(t) is N = n · f 2 · m. The activations of the features on the pixel x ∈ X at a certain time t are given by (x, t) = σ (q(t)
x * u(t)), where σ : R n → R n is the softmax function and q(t) x * u(t) is the convolution of the video with the N filters computed in the pixel of coordinates x.
A possible criterion to learn the filters q(t) is to require that the MI between the input video and the extracted features is maximized [3] , [16] , [17] . Instead of using the Shannon entropy, we use the quadratic entropy − i p 2 i , and the following associated potential can be chosen which play the same role as maximizing the MI 4 :
where g x is a probability measure on the pixel coordinates, which is supposed to be uniform. For an in-depth discussion on this equation (see [11] ). Here, we follow the spirit of MaxEnt and relax the definition of MI by introducing the parameters λ E , λ C > 0 that weigh the contribution of the two entropies. We implemented a solver for the CAL of (10) that is based on the Euler method with step size h. After having reduced the CAL equations to the first order, the variables that were updated at each t are q,q,q, and q (3) . The code and data we used to run the following experiments can be downloaded at https://github.com/alessandro-betti/see, together with the full list of model parameters. We randomly selected two real-world video sequences from the Hollywood Data set HOHA2 [18] , which we will refer to as "skater" and "car" and a fixed-camera scene from the VIRAT Video Data set [19] , referred to as "carpark." We also considered a clip from the movie "The Matrix" (Warner Bros. Pictures), and a mobile-phone camera recording of the traffic activity on a gas station, which we manually acquired and named "camera." The selected clips include a variety of situations that range from fast action scenes ("The Matrix") to scenes with small variations ("carpark"). We will frequently use "skater" as a reference example, which is a video of a skateboarder that glides in the middle of a street, jumps on the sidewalk and meets some friends. The frame rate of all the videos is ≈ 25 fps, each frame was rescaled to 240 × 110 and, unless differently specified, converted to grayscale. Videos have different lengths, ranging from ≈ 10 to ≈ 40 s, and they were repeated in loop until 45, 000 frames were generated, thus covering a significantly longer time span. We randomly initialized q(0) while the derivatives at time t = 0 were set to 0. Following the developmental plan indicated in Section IV, the video was gradually presented to the system, starting from a completely null signal (all pixel intensities are zero), and slowly increasing the level of detail and the pixel intensities, in function of φ(t) ∈ [0, 1],
is the source video signal, gauss(σ 2 ) is a Gaussian filter of variance σ 2 , and δ ∈ [0, 1] is a customizable scaling factor. We start with φ(0) = 0, and then φ is progressively increased as time passes, φ(t +1) = φ(t)+η(1−φ(t)) (we set η = 0.0005). We refer to the quantity 1 − φ as the "blurring factor."
According to the indications of Section IV, we also carried out the "reset plan" according to which the video signal undergoes a reset whenever the derivatives become too large. Formally, if q(t ) 2 ≥ 1 , or q(t ) 2 ≥ 2 , or q (3) (t ) 2 ≥ 3 then we forced φ(t ) to 0, switching from the case of (13) to the one of (14) ( j = 300 · n, for all j ), and then we set to 0 all the derivatives.
We evaluated the CAL dynamics by experimenting four instances of the set of parameters {μ, ν, γ , and k}. Each instance is characterized by the roots of the characteristic polynomial that lead to stable or notstable configurations, and with only real or also imaginary parts, keeping the roots close to zero, and fulfilling the conditions of Proposition 1 when stability and reality are needed. These configurations are all based on values of k ∈ [10 −19 , 10 −3 ], while θ = 10 −4 .
We performed experiments on the "skater" video clip, setting h = 1/frame_rate, n = 5 features, and chose filters of size 5 × 5. Results are reported in Fig. 2(a) . The plots indicate that there is an initial oscillation that is due to the effects of the blurring factor, which vanish after about 10k frames. The MI portion of the cognitive action correctly increases over time, 5 and it is pushed toward larger values in the two extreme cases of "stability, reality" and "no-stability, no-reality." The latter shows more evident oscillations in the frame-by-frame MI value, due to the not-stable configuration, and roots with the imaginary part. In all the configurations, the norm of q increases over time, due to the small values of k, while the frequency of reset operations is larger in the "no-stability, no-reality" case. When moving to the second column of Fig. 2(b) , we can see that all the configurations have more difficulties in reducing the cognitive action and increasing the MI index. This is due to the faster changes in the video signal and the larger h that makes it hard to follow the dynamics of the CAL (leading to a bad solution in the case of "stability, no-reality"). Differently, when using a larger frame rate [ Fig. 2(c) ], we get better results that seem to support our intuition of slowly presenting information to the system. The system is also able to develop the MI index in a smaller number of steps.
We investigated other configurations of parameters that are characterized by larger values of k (between 10 and 20, in the not-stable configurations, and of the order of 10 −8 and 10 −15 in the last two configurations, respectively). Fig. 3 shows that the MI index is always pretty small. This is due to the stronger regularization that we enforce in the problem, so that the system has difficulties in developing good features. However, the norm of q is either small or it becomes almost constant after awhile (with the exception of one configuration, where q still grows), showing the convergence of the variables to a fixed value. We clearly observe that the unstable configurations make a wider use of the reset mechanism. We evaluated the quality of the developed features by freezing the final q of Fig. 2 and computing the MI index over a single repetition of the whole video clip, reporting the results in Table I (a). We note that, whereas in Fig. 2 , we compute the MI on a frame-by-frame basis, here we compute it over the whole frames of the video at once, thus in a batch-mode setting. The result confirms that the 100-fps case is preferable, and that the two extreme configurations "stability, reality" and "no- Fig. 2 . Comparing four configurations of the parameters, characterized by different properties in terms of stability and reality of the roots of the characteristic polynomial. The input video is reproduced (in loop) for 45k frames at three different frame rates. The plots are organized into three columns (a)-(c), associated with the different frame rates. Each plot shows the temporal behavior measured by the frame index. From top to bottom, we report the cognitive action of (5), the portion of the cognitive action that is about MI (minus the potential), the MI per frame, the norm of q(t), and the fraction of "reset" operations performed every 1000 frames. stability, no-reality" show better results, on average. While this was expected in the "stability, reality" case, we explain the performances of "no-stability, no-reality" by the effect of the reset mechanism, which allows even such unstable configuration to develop good solutions. We compared the behavior of the system on multiple video clips and using different filter sizes (3 × 3, 5 × 5, 7 × 7, and 11 × 11) and number of features (n = 5, n = 7, and n = 11) shown in Fig 4; in the caption of the figures and in the table, we will use the notation i j × j in order to refer to the setting in which n = i and the filter size is j × j . We selected the "stability, reality" configuration shown in Fig. 2 , which fulfills Proposition 1. Changing the video clip does not change the considerations we did so far, while increasing the filter size and number of features can lead to smaller MI index values, mostly due to the need of a better balancing the two entropy terms (λ E ) to cope with the larger number of features. The MI given in Table I (b) confirms this point (these results are, indeed, obtained keeping λ E fixed except for small variations in cases where we would obtain degenerate behaviors). Interestingly, the best results are obtained in the longer video clip ("The Matrix") that requires less repetitions of the video, being closer to the real online setting. On the other hand, most of the less promising results corresponds to the clip "carpark" that is an almost static video with few moving cars that are very small Fig. 6 .
We compare the cognitive laws with their special instance that resembles a stochastic gradient-based procedure (n = 10 and filters of size 5 × 5). compared to the dimension of the frame. This behavior seems to indicate that the learning process is enhanced by a nontrivial but still coherent, temporal dynamic of the input signal. As a matter of fact, "The Matrix" includes significant variations over times. In Fig. 7 , we report some of the developed filters that clearly resemble oriented edges and corners. Fig. 5 and Table I (c) show the results we obtain when using different developmental plans ("skater" clip), that is, different values of η that lead to the blurring factors reported in Fig. 5(a) . These results suggest that a gradual introduction of the video signal helps the system to find better solutions than in the case in which no-plans are used, but also that a too-slow plan is not beneficial. The cognitive action has a big bump when no-plans are used, while this effect is more controlled and reduced in the case of both the slow and fast plans.
Finally, we experimented the setting of (18), thus simulating an online gradient descent with θ = 1000. We generated an artificial video from the "skater" clip, by concatenating three instances of it, each of them using one of the R-G-B channels only. Fig. 6 and Table I (d) show that the gradientlike case leads to a smaller MI index and to an unstable evolution of it. We found that the MI is zero when reproducing the portions of video composed of shades of red or blue. This suggests that the system has focused on features that are only about the greenish portion of the video, and that it was not able to capture information from the rest of the video due to the large θ . However, since there is only one derivative involved, the number of reset operation is almost zero.
VII. CONCLUSION
In this paper, we have proven that the minimization of the cognitive action yields causal equations, referred to as the CAL. Depending on the choice of the potential, they model different tasks, while the choice of the kinetic energy characterizes the system dynamics, and nicely extends the classic gradient flow and, consequently, the stochastic gradient descent. The main results that arises from the analysis of causal optimization is that the learning process must be driven by the gradual presentation of the input that, in particular, when turned to zero, yields the reset of the dynamics. This sheds light on the video blurring process in newborns, which stimulated the preliminary validation with the task of visual feature extraction presented in this paper. While the experiments are currently exhibited on simple video, it is worth mentioning that the proposed approach is naturally suited for carrying out learning and inference by an agent which is "living in its own environment" on a continuous video stream, where there is no difference between learning and test set. The enforcing of the reset in the system dynamics might be very well suited for processing the video on the basis of the focus of attention as proposed in [20] . When considering the very nature of this unsupervised learning scheme integrated with motion invariance [11] , the proposed theory opens the doors to a new approach to learning on video streams with no supervision. This is especially interesting when considering deep convolutional architectures, which can be modeled by cognitive action laws by an opportune choice of the potential in the cognitive action.
APPENDIX PROOFS OF THEOREMS
Proof of Theorem 1: The proof can be readily adapted from [21, Lemma 2.1]. Because of the terms proportional to μ, ν, and k in (5) any minimizing sequence of this functional is bounded in H 2 ((0, T ), R n ); hence it is compact in L 2 ((0, T ), R n ). This motivates us to choose the following notion of convergence in L 2 ((0, T ), R n ): q κ → q (strongly),q κ →q (strongly),q κ q (weakly).
These arguments accounts for the coercivity of the functional (compactness of sublevels). For the lower semicontinuity, the only adjustment we have to do is to show that the term γ T 0 e θtq ·q dt is lower semicontinuous with respect to (21) . This, however, can be deduced from a well-known result that states that in a separable Hilbert space H with v n v and w n → w and v n limited, the scalar product
This being done we can conclude as in [21] . where = (V (λ 2 /ρ, λ 3 /ρ, λ 4 /ρ)) −1 , and C > 0 is such that | kj | ≤ C for all k and j = 1, 2, 3.
