Abstract. We define the notion of stability for a monotone property of set systems. This phenomenon encompasses some classical results in combinatorics, foremost among them the Erdős-Simonovits stability theorem. A triangle is a family of three sets A, B, C such that A ∩ B, B ∩ C, C ∩ A are each nonempty, and A ∩ B ∩ C = ∅. We prove the following new theorem about the stability of triangle-free set systems.
Introduction
Throughout this paper, X is an n-element set. For any nonnegative integer r, we write X r for the family of all r-element subsets of X. In this paper, we explicitly formulate the notion of stability for monotone properties of set systems. A Property P is an infinite family of set-systems closed under isomorphism. The property P is monotone if G ∈ P and G ⊂ G imply that G ∈ P. One can characterize monotone properties by properties not containing forbidden subsystems. More precisely, if F is a family of set-systems, and P F is the infinite class of set-systems containing no (isomorphic copies of a) set-system from F, then P F is a monotone property. On the other hand, given any monotone property P, define F as the collection of set-systems not contained in any member of P. Then clearly P ⊂ P F , and the other inclusion also holds, since if G ∈ P F \ P, then G is not contained in any member of P. The definition of F implies that G ∈ F, which contradicts the fact that G ∈ P F . In the case that P consists of r-uniform set systems, we write P r .
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The property P n (P r n ) is the subfamily of P (P r ) consisting of those set systems on n elements. The classical extremal problem in this regard is to determine ex(n, F) = max{|G| : G ∈ P n } or ex r (n, F) = max{|G| : G ∈ P r n }, where F is a forbidden family for a monotone property P. In most cases, there are only a few extremal structures G that achieve this maximum. For example, one of the first results of this type is Mantel's theorem from 1907 (a precursor to Turán's theorem), which states that the maximum number of edges in an n vertex graph containing no triangle is n 2 /4 , and equality holds only for K n/2 , n//2 . Perhaps the historical second to Mantel theorem is Sperner's 1928 theorem, that if G ∈ 2 [n] contains no two sets A ⊂ B, then |G| ≤ n n/2 , with equality only for
. The third theorem we mention in some sense forms the starting point of our investigation. The transversal number τ (A) of the set system A is the minimum size of a set that has nonempty intersection with every member of A. Define a star to be any set system A with τ (A) = 1. Upon obtaining the extremal result, and (hopefully) the extremal structures, one can go a step further, and ask whether the families in P of size close to ex(n, F) have structure close to the structure of one of the extremal examples (although sometimes the order of these discoveries is reversed; see the discussion that follows). Another way of viewing this picture is that we are asking for the "continuity" of the discrete F-free structures whose size is close to the maximum. The seminal result in this regard is the Simonovits stability theorem, proved independently by Erdős and Simonovits. The Turán graph T l (n) is the complete l-partite graph on n vertices with part sizes as equal as possible. [21] ). Fix l ≥ 2. For every δ > 0, there exists > 0 and n 0 = n 0 ( ) such that the following holds for every n > n 0 : if G is an n vertex graph containing no copy of K l+1 with |G| > (1 − )|T l (n)|, then G can be transformed to T l (n) by adding and deleting at most δn 2 edges.
Theorem 1.2 (Erdős, Simonovits
Thus while Turán's theorem determines the structure of the extremal K l+1 -free graph, Theorem 1.2 proves the continuity of the structure of K l+1 -free graphs whose size is close to |T l (n)|. Put plainly, a stability result usually tells us more about the problem under study than just the extremal result. However, apart from this intrinsic value, it also yields unexpected new consequences. We mention two such examples.
A basic result of Erdős-Kleitman-Rothschild [6] determines the number of labelled graphs on n vertices containing no copy of K l+1 . We denote the set of these graphs by Forb(n, l + 1). Since any subgraph of T l (n) is in Forb(n, l + 1), we immediately obtain |Forb(n, l + 1)| ≥ 2 |T l (n)| . The result of Erdős-Kleitman-Rothschild states that this is sharp asymptotically in the exponent, namely, that
The question of whether the o(1)|T l (n)| = o(n 2 ) term could be replaced by a term of the form O(n 2−γ ) for some positive γ was open since 1976. Recently, a striking theorem of Balogh-Bollobás-Simonovits [1] proves this assertion (for a much larger class of forbidden subgraphs), and one of the main tools in the proof is a strengthening of Theorem 1.2.
Another approach first used by Simonovits [21] for graphs, and more recently by several authors [11, 13, 14, 16, 19] for hypergraphs, is to prove an exact result using a stability result. More precisely, one can determine ex r (n, F) exactly by first determining the asymptotic value, then using a stability theorem to prove that any structure with the extremal number of sets is the unique extremal structure. This is especially valuable in extremal hypergraph theory, where exact results are rare, and any new approach gives insight to the governing phenomenon of the problems.
Here we provide a common formulation for these and other problems. In what follows, we write G n for a set system whose underlying set has size n. The formulation below applies as well to P r even though we write it only for P. Recall that the forbidden family for P is the collection F of set-systems not contained in any member of P.
Definition. Let t > 0 be an integer, let P be a monotone property of set systems, and let F be a forbidden family for P. The property P is t-stable if there exists m 0 = m 0 (F) and set systems H 
then G n can be transformed to some H i n by adding and removing at most δ|G n | sets. Say that P is stable if it is 1-stable.
Our interest is in developing stability results in extremal set theory. Perhaps the first such result is the theorem of Hilton and Milner [12] , which determines the maximum size of an intersecting family G ⊂
[n] r with τ (G) > 1. An easy consequence of their result is that if r is fixed, n > n 0 (r), and |G| > cn r−2 for some constant c depending only on r, then τ (G) = 1 (it is likely that this was also known to Erdős-Ko-Rado). We prove a stability result for set systems where the forbidden configuration is a generalization of that in Mantel's theorem.
A triangle is a family of three sets A, B, C such that A ∩ B, B ∩ C, C ∩ A are each nonempty, and A ∩ B ∩ C = ∅. Let f (r, n) denote the maximum size of a family A ⊂ X r containing no triangle. Mantel's theorem states that f (2, n) = n 2 /4 , and this motivated Erdős [4] to ask for the determination of f (r, n) for r > 2. He conjectured that
(Actually, in [4] it is stated more as a question, and n ≥ 3r/2 is not explicitly mentioned, but later, e.g., in [3, 8] , (1.1) is referred to as a conjecture of Erdős.) This conjecture attracted quite a few researchers, including Chvátal, Bermond, Frankl and Füredi [3, 2, 7, 8, 9] , whose work resulted in its solution for 3r/2 ≤ n ≤ 2r, and n > n 0 (r), where n 0 (r) is an unspecified but exponentially growing function of r. Recently, the author and Verstraëte [18] proved (1.1) for all n ≥ 3r/2 using a new combinatorial method. We take this one step further and prove that the property of being triangle-free is stable, with the unique extremal configuration being a star with the maximum number of sets. The following is an equivalent formulation, and is the main result of this paper. Frankl and Füredi [9] proved Conjecture 1.4 for n > n 0 (r), where n 0 (r) is exponential in r. It would be very surprising if the property of containing no ddimensional simplex was not stable. Nevertheless, we lack the tools to settle the following conjecture at present. In Section 2 we provide additional notation for set systems. The main combinatorial lemmas are proved in Section 3, where a bipartite version of Erdős' question is considered. Section 4 contains two technical lemmas, and the proof of Theorem 1.3 is completed in Section 5. In Section 6 we list a host of open problems, where stability results could be obtained.
Notation
. When Y = {y}, we write A − y instead of A − {y}. The following six definitions and associated notations will be used repeatedly throughout the paper. 
Sum of families. The sum of families
A 1 , A 2 , . . . , A t , denoted i A i ,
Trace of a set. The trace of a set
We define tr(A) = x∈X tr(x).
Degree. The degree of a vertex
The families S x and L x . Let A be an r-uniform family of sets in X and x ∈ X. Then we define
and
Paths and connectivity.
A path in A is a family P of sets Shadow. The shadow ∂G of a set system G ⊂ X r is defined by
Throughout the paper, the Greek letters , δ, etc. are real numbers, and m, n, r, s, t, etc. are integers.
Combinatorial lemmas and a bipartite formulation
The proof techniques of this paper rely on carefully counting various subsets in a set system. Many of the crucial ideas that will be used repeatedly are presented in this section.
r be triangle-free, and z ∈ X. Suppose that
, and let C be the set on P immediately following A.
form a triangle in G. This contradiction implies that K i is an intersecting family.
Lemma 3.2. Let n > r ≥ 3, and G ∈
X r be triangle-free. Then every z ∈ X satisfies
r−1 , and again this is at most n i r−2 . Therefore, convexity of binomial coefficients yields
where the last inequality holds since i n i ≤ n − 1.
The crux of our method in this paper is that we relate z |L z | to |G| by counting the contribution to the sum from the (r − 1)-sets in ∂G. This is illustrated in Proposition 3.3 below, which can be viewed as a bipartite version of the extremal problem for triangle-free families. This is one of the crucial new steps needed to prove Theorem 1.3, and a variant of the counting argument in its proof will be used again later. Proof. Since each set in G contains at least two elements in B,
The condition of the theorem also implies that if E ∈ ∂G, then |E ∩ B| ≥ 1. Since S B = x∈B S x ⊂ ∂G, the same conclusion holds for sets in S B . For every E ∈ S B , there is exactly one x for which E ∈ S x . Therefore
Since G is triangle-free, Lemma 3.2 implies that |L x | ≤ n−1 r−2 for every x ∈ B which yields
This gives the required bound on |G|.
Two more lemmas
The following lemma follows from a result of Hilton and Milner [12] . We present our own proof for the sake of completeness. It includes a proof of the Erdős-KoRado Theorem (Theorem 1.1) for large n. 
a contradiction. We may therefore assume that there exists some x ∈ V (G) and distinct sets E, E ∈ G such that E ∩ E = {x}. Suppose that x ∈ F for some F ∈ G. Since G is an intersecting family, {E, E , F } forms a triangle, and therefore every set in G contains at least two elements from E ∪ E ∪ F . Consequently,
a contradiction. Hence x ∈ F for every F ∈ G, and therefore G is a star.
Lemma 4.2.
For t ≥ 4 and any 0 < < 1/2t, let
If n > n 0 and n 1 ≥ n 2 ≥ · · · ≥ n s ≥ t with i n 1 ≤ n − 1 and
Proof. First observe that < 1 yields
and the choice of n 0 implies that
Using these two bounds in (4.1) we obtain
We interpret
, with equality only if x ∈ X i and n i = n 1 . Suppose, for a contradiction, that
By (4.2), this is at most (1 − 2 )
n−2 t−2 , which is a contradiction.
Proof of Theorem 1.3
In this section we complete the proof of the Main Result.
Proof of Theorem 1.3. Fix r ≥ 3 and δ as in the theorem. When r ≥ 4, let
When r = 3, let
In both cases, we can think of the flow of constants as
although in the case r ≥ 8, it is possible for > . In particular, for all r ≥ 3, we can let
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Let G ⊂ X r be a triangle-free family with |G| > (1 − ) n−1 r−1 . Our strategy is to obtain the (n − 1)-set S in the conclusion of the theorem in three steps: 1) Find a vertex w with |L w | very large.
2) Study the structure of |L w |, in particular, show that it contains a large star with center x. In the case r ≥ 4, this follows from Lemma 4.1. However, when r = 3, |L w | can possibly consist of disjoint (graph) triangles. Consequently, the proof of this step for r = 3 is more lengthy and difficult.
3) Define S = X \{x} and show that S satisfies the requirements of the theorem, since otherwise we obtain a triangle in G (this is the most lengthy and difficult part of the proof for r ≥ 4).
Step 1. We begin with the following equation which is an easy double counting exercise:
where the last inequality follows from a short calculation and the fact that n > n 0 . This concludes Step 1. We now separate the cases r = 3 and r ≥ 4, since the arguments are quite different.
Step 2 (r ≥ 4). As in Lemma 3.2, let K 1 , K 1 , . . . , K s be the components of L w . Then by Lemma 3.1 each K i is an intersecting family, and (5.1) and (3.2) give
,
We may now apply Lemma 4.2 with t = r to (5.2) and conclude that
Moreover, convexity of binomial coefficients yields (5.4)
r−2 , we have by (5.4) and n > n 0 ≥ 5r 3 ,
Since K 1 is an intersecting family of (r −1)-sets, (5.6) and Lemma 4.1 with t = r −1 imply that K 1 is a star. Let x be the center of K 1 . This concludes Step 2.
Step 3 (r ≥ 4). The rest of the proof is devoted to proving that
Proof. Let t be the number of (r − 3)-sets
This implies that
By (5.5), this is at least
where the second-to-the-last inequality holds since ≤ /4 and the last inequality holds since n > 2r. Thus the Erdős-Ko-Rado theorem (Theorem 1.1) applies to give the sets S 1 and S 2 .
Define, for i ∈ {1, 2},
and let
It now follows that
where
Since G 2 is triangle-free, it satisfies the conditions of Proposition 3.3 with 3 playing the role of , and therefore
We now focus on G 1 . Note that
Proof. Suppose, for a contradiction, that E ∈ G 1 − w. Since |E ∩ B| ≤ 1 and
Furthermore, by Claim 1 we know that S 1 and S 2 are disjoint. Therefore E has an empty intersection with at least one S i , say S 1 . Since at least r − 1 elements of E lie in A and since r ≥ 3, there exist distinct elements y, y ∈ A ∩ E. By the definition of A, we know that
Since E ∩ (S 1 ∪ {w, x}) = ∅, these two sets together with E form a triangle in G, which is a contradiction.
Note that Claim 2 says that all sets of G 1 contain w. This implies that 
and |E ∩ B| ≥ 1, we conclude that
Proof. Clearly tr
We have already argued that K 1 is a star with center x, thus tr G−x (w) ∩ L w = ∅. Now suppose that E ∈ tr 0 G−x (w) ∩ S w . Then E ∩ B = ∅, and hence by definition of B we get E ∩ V (K 1 ) = ∅. Therefore E ∈ K 1 , where K 1 is defined as in Lemma 3.1. By Lemma 3.1, K 1 is intersecting, and thus every F ∈ K 1 satisfies F ∩ E = ∅. Since F also contains x, and x ∈ E, we obtain
which contradicts (5.5). This completes the proof of the claim.
Claim 3, (5.10) and (5.9) imply that
Now (5.11) and (5.8) together yield
where the last inequality holds since ≤ δ/5r. Thus (5.7) holds, and the proof is complete in the case r ≥ 4.
Step 2 (r = 3). Recall that w was chosen to maximize |L w |, and therefore |L w | ≥ (1 − 2 )(n − 2). By Lemma 3.1, each component of L w is an intersecting family. Consequently, the graph spanned by the edges of a component is either K 2 (an edge), K 3 (a triangle), or K 1,p for p ≥ 2 (a nontrivial star). LetK 1 , . . . ,Kŝ be the components isomorphic to K 2 , letK 1 , . . . ,Ks be the components isomorphic to K 3 , and let K 1 , . . . , K s be the components isomorphic to some nontrivial star. Set n i = n(K i ) and assume that n 1 ≥ n 2 ≥ · · · ≥ n s .
Our approach is to prove that n 1 ≥ (1 − )n. Let
Since the number of edges in each component of L w is at most its number of vertices,
, and we obtain (5.12)
By Proposition 3.3,
We now focus on G 0 ∪ G 1 . In what follows we use the notation "G-component" to mean a component isomorphic to G.
Claim 4. Every
Proof. Suppose, for a contradiction, that both E∩V (K) and E∩V (H) are nonempty for some two components K, H of L w . Then there exist (2-element) sets E K ∈ K and E H ∈ H such that both E ∩ E K and E ∩ E H are nonempty. Since w ∈ E and
For 1) assume that there are two leaves l, l ∈ E ∩ K i , and x i ∈ E. Then the sets
then the first part of the claim implies that the third vertex of E is in B 1 . Thus
Claim 4 allows us to estimate the size of G 1 .
is a set of some component of L w . This yields
since n > 7, completing the proof of the claim.
Now we turn to
A set in G either contains or omits w. Therefore (5.13), Claim 5 and n > n 0 give
2 , we conclude from n > n 0 that
Given E ∈ G 0 , Claim 4 implies that either E ⊂ V (K i ) for some i, and x i ∈ E, where x i is the center of the star 
\ ∂ G 0 . Then Claim 6, (5.14), and the discussion before Claim 6 imply that
Together with (5.15) and n > n 0 , this implies that
Proof. We will show that the number of vertices in K 2 -and K 3 -components, namelŷ s+3s, is small. We will also show that ifŝ+3s ≥ 10 w ∩ ∂ G 0 . Suppose that E is a 2-element set contained in the union of the vertex sets of the K 2 -and K 3 -components of L w , with at least one element in some K 3 -component. Then Lemma 3.1 and the definition of ∂ G 0 imply that E ⊂ S 0 w ∩ ∂ G 0 . Putting these observations together and using n > n 0 yields
This is the contradiction we desired.
Let
Then Claim 7, (5.12) and n > n 0 imply that
, where
Therefore, since n > n 0 ,
, we may apply Claim 4 to E. Either |E ∩ B 2 | = 1, and the remaining two points of E form a set in a nontrivial star component of L w , or |E ∩ B 2 | = 0 and
, where x i is the center of some K i . Consequently,
where the last inequality is implied by (5.17) and n > n 0 . We thus obtain from (5.18) that
Lemma 4.2 with t = 4 now implies that
since ≤ ( /114) 2 . Let x be the center of K 1 . This concludes Step 2.
Step 3 (r = 3). We are now in a position to finish the proof. We will show that |G − x| < δ n−1
Then (5.19) and n > n 0 imply that
and On the other hand,
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Proof.
On the other hand, if w ∈ E, then E \ {w} ∈ L w ∪ S w , and in particular, E \ {w} ∈ K 1 . Lemma 3.1 now implies that K 1 ∪ (E \ {w}) is an intersecting family. Since n 1 ≥ 4, this implies that E \ {w} ∈ K 1 (i.e., E \ {w} is a 2-element set of K 1 ), and in particular, that x ∈ E. This again contradicts the definition of G If S = X \ {x}, then |S| = n − 1, and the number of edges of G contained in S is at most δ n−1 2 , as required by the theorem.
Concluding remarks and open problems
As described in the Introduction, studying the stability of monotone properties, apart from shedding more light on the extremal problem being investigated, sometimes leads to unexpected consequences. It also provides a common framework for several classical results. Nevertheless, the theory is in its incipient stages. A noteworthy aspect that makes these questions more interesting is that it is likely that many classical extremal problems are not t-stable for any fixed t. We present two examples.
Example 1.
The most basic of all results in extremal set theory is that if G ⊂ 2 [n] is an intersecting family, then |G| ≤ 2 n−1 . It is well known that there are many extremal examples, since every intersecting family of size less than 2 n−1 can be augmented to one of size 2 n−1 . Nevertheless, this does not a priori prohibit this property from being t-stable for some t. In particular, there are two canonical extremal examples for this problem when n is odd:
and H 2 which is a star of size 2 n−1 . One could ask whether this property is 2-stable, with respect to these two structures. However, the following example shows this to be false. Let G 1 consist of all sets of the form S ∪ {n}, where S ⊂ [n − 1] with n/2 − √ n < |S| < n/2 − 2. Let G 2 consist of all sets of size at least n/2 + √ n + 2. Then it is clear that G = G 1 ∪ G 2 is an intersecting family, and it can be augmented to one of size 2 n−1 . But G also shows that this property is not stable with respect to H 1 and H 2 . One can modify this construction and in fact argue that this property is not t-stable for any t.
Example 2. Sperner's theorem, stating that every maximum antichain in 2
[n] is either , but cannot be transformed to by adding or deleting a small proportion of its sets. This argument can be extended to show that this property is not stable and in fact not t-stable for any t > 1.
In light of the two examples above, it would be very interesting to find a nontrivial problem in extremal set theory dealing with nonuniform systems that is t-stable for some t. Perhaps one candidate is the nonuniform analogue of the problem considered in this paper. A result of Erdős and Milner (see Lossers [15] ) states that if G ⊂ 2
[n] \∅ is triangle-free (meaning G contains no three sets A, B, C with pairwise
