We give an elementary proof of Kelley's theorem based on a minimax argument. Some applications to related problems are also developed.
Introduction and notation.
The well known problem launched decades ago by Dorothy Maharam [12] of whether a Boolean algebra admits a strictly positive, additive set functions defined thereon -the so called Maharam problem -has motivated a long lasting stream of mathematical research, see [10] for a comprehensive review. In much of this literature the focus has been on complete (or σ complete) Boolean algebras and countably additive set functions. One of the first papers on this topic was that of Kelley [11] and it was also one of the few treating the case of finitely additive set functions. His approach in terms of intersection numbers is still one of the few results characterizing the situation of a finitely additive, strictly positive set function. Another one was obtained much later by Jech et al [2] .
In this paper we present a very simple proof of this important result based on the minimax theorem. Another simple proof was obtained in recent years by Aversa and Bhaskara Rao [1] using linear programming (see other references quoted therein). We also develop a number of implications that justify interest for the method proposed here.
In this paper terms such as measure or probability will always refer to finitely additive set functions.
Kelley's Theorem.
Let A be an algebra of subsets of some non empty set Ω and A + = A \{∅}. P(A ) designates the family of (finitely additive) probabilities defined on A and, for each m ∈ P(A ), let m(f ) indicate
For given B ⊂ A + write the set of finite sequences from B as S 0 (B). With each β ∈ S 0 (B) 1 we can associate the following function on Ω:
where |β| designs the length of the sequence β. Kelley [11] defined the intersection number of B as 
Under (3) each n ∈ N admits m n ∈ P(A ) satisfying inf B∈Bn m n (B) > I(B n )/2. Then, n 2 −n m n ∈ P(A ) is strictly positive.
Since each B with I(B) > 0 can contain at most finitely many, pairwise disjoint sets, it follows from (3) that a family of pairwise disjoint sets in A + must be countable. This is the well known CC (countable chain) necessary condition formulated by Maharam and long conjectured to be sufficient until Gaifman [7] counterexample of a Boolean algebra possessing the CC property but lacking a strictly positive measure.
Aversa and Bhaskara Rao [1] make use of Tychonoff Theorem to prove Kelley's Theorem. This is also important in our proof, although indirectly, via Sion's lemma.
Some Related Results
The relative advantage of our proof, apart from simplicity, is the great ease of generalization.
Denote by L (A ) the vector space spanned by the indicators of sets in A and for each ρ :
Theorem 2. Let π be a monotone, sublinear functional on L (A ). There exists a π dominated and strictly π positive m ∈ ba(A ) + if and only if A may be written in the form
Moreover, the set function m may be chosen to be a probability if and only if π(1) ≥ 1 ≥ −π(−1).
Proof. The proof of Theorem 1 remains true after replacing I with I π provided we can show that
and that set
is convex and weak * compact. Both claims are, however, obvious: the former follows from Hahn Banach Theorem and the representation of linear functionals on L (A ) (see [3, Chapter 3] and ultimately [9] ); the latter from Tychonoff Theorem. If m(Ω) = 1 then necessarily π(1) ≥ 1 ≥ −π(−1); conversely, if π(1) ≥ 1 ≥ −π(−1) then, by well known arguments, the functional on L (A ) defined by lettingπ(f ) = inf a∈R π(a + f ) − a is monotone, sublinear and additive with respect to constants so thatπ(1) = 1 = −π(−1). Clearly, π ≥π. Ifm ∈ ba(A ) + isπ-dominated it is then a probability.
As in Theorem 1, the decomposition (6), although necessary and sufficient, is not very handy to
use. An easier condition is obtained by imposing a constraint on the degree of non linearity of π.
Lemma 1. Let π be a monotone, sublinear functional on L (A ) satisfying the property
the supremum being over all convex combinations of elements of L (A ) + such that π N i=1 a i f i > 0. Then there exists a strictly π-positive m ∈ ba(A ) + which is π-dominated.
.
Thus, the decomposition (6) holds.
Considering the role played in (6) by the collection N (π), one may invert the perspective adopted We can modify definition (2) into the following:
GIANLUCA CASSESE
The proof of the following Corollary may be given in terms of quotient algebras, as clearly remarked by Gaifman [7, p. 61 ], but ours is much simpler 2 . An ideal of sets is of course a collection closed with respect to union and to subsets. If π is as in Theorem 2 and π(1) > 0, then N (π) is a proper ideal and Corollary 1 may be used to determine the existence of a strictly π positive probability, not necessarily π-dominated. 
A.s. Rankings
Following the intuitions of de Finetti [6] , probability should be deduced endogenously from some decision problem. In this final section we investigate whether an a priori given partial order ≥ * for some reference probability m. Given our interest for finite additivity, justified by the preceding results the exact meaning of the expression almost surely requires some care. We shall use the expression f ≥ g, m-a.s. as short for the condition
When the partial order ≥ * satisfies (14) in the above defined sense, we shall say that ≥ * admits a probabilistic representation, or, if m is known, that ≥ * is represented by m. We observe that if ≥ * indeed admits a probabilistic representation then it will surely satisfy, among other properties, the following ones:
(i). 0 > * 1;
(ii). f ≥ * 0 and a > 0 imply f ∧ a ≥ * 0; 
Proof. Assume (a). By (iii) and (iv) if f ≥ * 0 and t > 0 we have 0
In other words, (a) implies that I * = I N * (see (10) ) and, by (i) and (iv), that N * is a proper ideal. Therefore, under (a) and (b) Corollary 1 guarantees that N * = N (m) for some m ∈ P(2 Ω ):
m represents ≥ * . In fact, f ≥ * 0 implies sup t>0 m(f < −t) = 0 while {f < −t} ∈ N * leads first to (f ∨ −c)1 {f <−t} ≥ * 0 for all c > 0 (by (iv)), then to f 1 {f <−t} ≥ * 0 (by (ii)), hence to f + ε ≥ * (f + ε)1 {f ≥−ε} ≥ * 0 for all ε > 0 and, eventually, to f ≥ * 0, (by (v)). On the other 4 The symbol ≥ will be be reserved for pointwise order. This last result has a subjective probability interpretation: a decision maker following a choice criterion that satisfies the above conditions (a) and (b) may be said to take his decisions on a probabilistic basis. This means that in principle a probability may be deduced from his behaviour.
We highlight that condition (a) would be enough to imply that N * is a proper ideal -and therefore that N * ⊂ N (m) for some m ∈ P(2 Ω ) -but this would not be enough to guarantee that such m is unique (and thus inferable from his decisions). Uniqueness indeed requires that (16) is satisfied, although this appears as a rather difficult condition to establish in practical problems.
