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I. INTRODUCTION
O VER the past two decades, there has been an increasing desire among broadcasters and film studios to commercially exploit their archives. Due to the often poor condition of these archives and the modern expectation for high-quality digital video, a demand exists for automatic archive restoration [21] . This demand has resulted in much research into algorithms for the digital restoration of archived media among the image and video processing community. Much of the research effort has focused on commonly occurring impairments 1 such as film-grain noise [33] , [35] , film unsteadiness [11] , [18] , [30] , [36] , film flicker [12] , [26] , [27] , line scratches [7] , [17] , [24] , and dirt and sparkle [3] , [20] , [22] , [28] . This paper deals with film tear; the automatic correction of which has not been addressed previously in the community. A tear is caused by the physical ripping of the film material, which divides the film into two (see Fig. 1 ). The two main problems resulting from film tear are the relative displacement of the regions at either side of the tear and the destruction of image data along the tear boundary. The destruction of image data requires a missing-data treatment solution that is similar to the restoration of film degraded by dirt and sparkle. However, applying a missing-data treatment algorithm such as that in [22] to a torn frame would still result in a visible impairment as relative displacement would cause a spatial discontinuity in the edges that cross the tear boundary. Previously, tear has been restored by manually joining film sections using a transparent adhesive tape [31] (a process known as splicing) or by using image-editing software to manually realign the two regions. These methods can be painstaking and are prone to failures such as subsequent stretching and damage to the splice. Since manual digital correction tends to ignore the temporal context of the torn frame, it is unable to resolve tear displacement accurately in cases where the edges crossing the boundary have predominantly one orientation. Furthermore, such manual techniques do not address the problem of data loss along the tear boundary. Therefore, there is a demand for digital restoration that could perform the film realignment with greater reliability and less user intervention.
Unlike artifacts such as noise and dirt, tear occurs infrequently in archive sequences if at all. Consequently, the computational efficiency demands are not as great for tear restoration as they are for the restoration of other artifacts. It is proposed that tear restoration can proceed as an offline process under user supervision. For example, the detection of torn frames can be performed via a visual inspection of the sequence. Therefore, in order to digitally restore a detected torn frame, the following tasks must be performed: 1) tear delineation, when detected torn frames are segmented into two regions divided by the tear boundary; 2) displacement correction, when the relative displacement between the segmented regions is corrected; 3) recovery of the damaged image data. In this paper, we present algorithms to solve the first and the second of these tasks. The algorithm for the segmentation of torn frames is derived from interactive graph-cut methods used Steps involved in the restoration of torn frames. The stages highlighted inside the dashed squares represent the novel tear-delineation (see Section III) and displacement-correction (see Section IV) stages outlined in this paper.
for still-image segmentation [5] , [32] . To adapt this framework for tear delineation, we introduce new energy functions to describe both the region and boundary properties of the desired segmentation. The tear-delineation algorithm has a degree of flexibility built into it that allows user interaction to correct delineated frames when automatic processing fails.
After tear delineation, the relative displacement between the regions is estimated using a modified global-motion estimation technique, which estimates the global motion of each region with respect to an unimpaired reference frame. Once the relative displacements are corrected, the third task becomes a standard missing-data problem and can be solved using many of the existing dirt-and-sparkle removal algorithms.
The remainder of this paper is divided into two main parts that describe both the tear-delineation and displacement-correction algorithms. This is followed by an evaluation of the algorithms, which contains both a ground-truth analysis as well as results from real sequences. However, before the algorithms are introduced, a brief description is given for the tear corruption model.
II. TEAR CORRUPTION MODEL
As previously mentioned, the artifacts resulting from tear are the induced displacement and also the missing data along the tear boundary. Adopting the terminology of [20] and [22] , we say that the missing data are obliterated by the replacement noise process governed by the binary switching process , which has a value of 1 in the missing regions and 0 if otherwise. The tear displacement model assumes that the additional displacement is applied to a region of the image. In this paper, we assume that is translational, although it is possible to adopt a more complex model if necessary. To define this region, the second binary field is useful to denote the two regions on either side of the tear.
will vary either side of the tear boundary; therefore, it is expressed as a function of . This results in a model for the observed frame as follows:
( 1) where is the clean image and is assumed to be a Gaussian noise process. To perform the restoration, estimates for , , and are required. Estimating these fields corresponds roughly to tasks 1, 2, and 3, respectively, as described in Section I, and the stages involved in the restoration are depicted in Fig. 2 . The next section describes the method for estimating , i.e., a process called tear delineation.
III. TEAR DELINEATION
Previous work on tear delineation [8] envisaged a two-stage approach with an initial segmentation of the tear boundary region used to divide the frame into two regions. It proposed a Bayesian framework to detect the tear boundary, i.e., based on the detecting regions of high temporal discontinuity. However, when applied to real torn sequences, the detected boundary was incomplete [see Fig. 3(c) ]; therefore, it was insufficient to allow the frame to be divided into two regions.
The main contribution of this paper therefore is to do away with the two-stage process and to recognize that the information on temporal intensity differences is more useful as a confidence measure on the spatial smoothness of the desired segmentation. This is demonstrated in Fig. 3(b) , which shows the motion-compensated difference between a torn frame and a clean neighbor. The large difference values at the tear boundary are clearly visible. Intuitively, the ideal segmentation boundary can be considered to be the ridge line in the difference image. When the difference is small, the spatial smoothness of the segmentation should be strong, whereas high difference values coincide with the region boundary.
In order to take advantage of this observation, we adopt a graph-cut framework similar to that in [5] for segmenting still images. The main advantage of using graph cuts over other techniques such as ICM [2] or simulated annealing [14] is that it finds the global minimum of the defined energy function for a two-label problem with reasonable computational efficiency Fig. 3 . The DFD between the torn frame shown on the left and the previous (unimpaired) frame in the sequence. The DFD is calculated using the motion estimation algorithms described in [19] . The right image shows the results from the delineation algorithm in [8] , which detects the binary tear boundary as a guide to the division of the frame using connected component analysis for example. However, the gaps in the detected boundary make this problematic. The novelty of the method presented in this paper is that it uses the DFD as a measure of spatial smoothness rather than trying to detect the boundary directly. (a) Torn frame. (b) Backward DFD of the torn frame. (c) Binary result of tear delineation in [8] . [16] . The aim is to find the segmentation field that minimizes the following energy function: (2) where is a log data likelihood function describing the cost of assigning the label value and is a scalar weight biasing the data likelihood. The function describes the cost of assigning label values to a pair of pixels and , where is in a spatial neighborhood of , . is often used to enforce a spatial smoothness constraint on . For the tear-delineation algorithm, the four-pixel first-order neighborhood is adopted.
As stated previously, the spatial smoothness energy is dictated by the motion-compensated frame difference. In traditional interactive segmentation algorithms, the log likelihood is derived from a mixture of hard constraints provided by the user and a probabilistic model based on color statistics. However, a fully automated segmentation is preferred; therefore, a technique to estimate the hard constraints is required. This allows the user to revert to interactive segmentation should the automatic segmentation fail. In addition, unlike color-based segmentation applications, there can be no a priori difference in the color distribution of the two regions in a torn frame. Therefore, a different method of specifying a probabilistic model for the likelihood is required.
The solution becomes apparent when the motion field of a torn frame is observed (see Fig. 4 ). Assuming that the tear displacement is predominantly translational, the motion distribution over the image contains two significant modes corresponding to the motion of the regions divided by the tear. Therefore, we define the probabilistic model by measuring the distance in motion space from the motion of each pixel to the rough estimates of the global motions of the two regions. These estimates are given by the locations of the two most significant peaks of the histogram. Further advantage is taken from this observation to automatically define hard constraints for the tear delineation. Using a technique proposed in [10] for the motion-based segmentation of MPEG streams, the watershed algorithm [37] is used to identify the two most significant peaks in the 2-D motion histogram, and this forms the basis for estimating the hard constraints.
To provide the hard constraints, it is necessary to estimate the ternary segmentation field (or trimap) for the torn frame. Each pixel is assigned as either belonging to one of the two regions (i.e., an "assigned" pixel) or as having the unknown membership (i.e., an "unassigned" pixel). Robustness, rather than accuracy, is the key requirement as it is crucial that pixels are not assigned to the wrong region since that will cause subsequent failures in the final delineation.
Motion Histogram Segmentation: The first estimate of the trimap is obtained through a coarse motion-based segmentation of the torn frame. By looking again at the torn frame in Fig. 4 , it is clear that the two peaks of the motion vector histogram loosely correspond with the motion distribution at either side of the tear. A watershed transform applied to the motion histogram can yield a rough definition of the dominant modes of motion. This is shown in Fig. 5(a) , where the two dominant modes are marked with light and dark colors. The gray region corresponds to the other modes of the histogram as well as the watershed lines. The watershed algorithm has the advantage of giving a stable and accurate segmentation as well as being unsupervised. However, the output is an oversegmentation as the histogram contains peaks corresponding to various local motions as well as the regional motions of interest. Hence, the two most significant peaks of the histogram must be isolated. This can be decided by a number of criteria, including the size of the maxima (i.e., choosing the two highest peaks) or the number of vectors contributing to a segment (i.e., choosing the two peaks greatest number of vectors). The positions of these two maxima are also noteworthy as they form the approximate estimates of the global motion of each region. For our algorithm, the size of the maxima is chosen as the criterion for selecting the segments. Backprojecting these label assignments from histogram space into motion space gives the initial trimap for the torn frame, as shown in Fig. 5 
(b).
Trimap Refinement: Additional processing is required to get a suitable set of hard constraints. A cursory glance at Fig. 5(b) shows that there are a number of isolated blocks that have been assigned to the wrong region. Furthermore, the true boundary (along the tear) between the two regions is defined coarsely and imprecisely. The graph cut segmentation will not change these labels since they are hard constraints. Hence, it is necessary to create a buffer between the two regions so that the graph-cut segmentation can define the boundary precisely. Therefore, a two-stage erosion operation is performed on the trimap that ensures that no pixels are assigned to the incorrect region. The first stage is a partial erosion intended to create the buffer along the tear boundary. The second erosion stage is a conventional erosion and is designed to remove mislabeled blocks. This is a conservative strategy to denoising and means that more blocks in the trimap are classed as unassigned. These unassigned regions are resolved during the graph-cut segmentation stage. Fig. 5(c) shows the hard constraints after the erosion operation is applied. This is the version of the trimap that forms the hard constraints for the full resolution segmentation.
A. Estimating the Hard Constraints 1) Implementation Details:
When performing the motionbased segmentation, it was generally found easier to work with a downsampled motion field rather than a full-resolution motion field. The main advantage is that it reduces the amount of computation required to estimate the histogram and perform the erosion operation. In theory, a broad range of motion estimation algorithms can be employed. For the results shown in this paper, the gradient-based algorithm described in [19] generates the motion fields. It uses a 17 17 block of pixels as the support per motion vector and, due to a two-pixel horizontal overlap between blocks, the resolution of the motion field is approximately 1/15th of the full image resolution. Consequently, the resolution of the trimap will also be at 1/15th resolution.
When populating the histogram, the main consideration is to compute a histogram whose two highest local maxima correspond to the global motion of the two regions. The histogram is computed directly from either the backward or forward motion fields, as estimated in [19] . It is preferable to choose the direction with the "cleanest" target frame; therefore, for example, if the next frame in the sequence is also torn, then the backward motion field should be chosen. The choice of the histogram bin area is important in computing the histogram. A relatively large bin area should be chosen to prevent spurious multiple local maxima being associated with the motion of one region. Again, robustness is more critical than having accurately delineated peak boundaries. A typical bin area used is 0.5 0.5 motion vector units (pixels). The smoothness of the histogram is increased further by filtering with a low-pass Gaussian filter with a kernel size of 15 15 and a variance of 2.5.
The watershed algorithm is then applied on the filtered histogram. As the standard implementation of the watershed algorithm [37] segments troughs rather than peaks, the histogram is first subtracted from its maximum before the watershed algorithm is applied. Once the initial trimap has been estimated, the two-stage trimap refinement is applied. The first stage creates a buffer along the tear boundary using partial erosion operation. Neighbouring assigned (i.e., or 1) sites with opposing labels are marked as unassigned. For example, if a site has the hard-constraint label and its neighbor has label , then both sites are labeled as unassigned (i.e., ). The second erosion stage is designed to remove any remaining noise. It is a conventional erosion operation that uses a 3 3 square structuring element on a binary field of unassigned and assigned sites to erode the assigned regions. This operation can be iterated a number of times depending on the level of noise. If very few iterations are performed, some blocks may be assigned to the wrong region, whereas choosing too many iterations would shorten the perimeter of the seeded regions to the extent where "shrinking" [4] , [5] , [23] occurs in the graph-cut segmentation. Testing on the examples of tear shows that one iteration of the second erosion stage is generally appropriate for motion fields generated from the images of 720 576 pixels at 1/15th resolution.
B. Torn Frame Segmentation Using Graph Cuts
Revisiting (2), the goal is to find segmentation that minimizes an energy function over all possible segmentations . The Spatial Smoothness Energy is chosen to penalize neighbors whose label values are different. This relationship is described by (3) where is the cost of and having different values. For to encourage smoothness, must be greater than or equal to 0. The value of is given by the size of the motion-compensated (or displaced) frame difference (DFD) and is designed to encourage smoothness where the DFD is small. Therefore, high DFD values should correspond to the low values of and vice versa. The DFD is given by where and are the intensity functions of the current and neighboring frames 2 and is the motion between them. The boundary weights are then defined by (4) which is the difference between the maximum absolute value of the DFD over the entire image and the mean absolute DFD of pixels and . Here, the maximum operator acts to invert the smoothness energy so that high values indicate high smoothness while ensuring that the energy is always positive. Therefore, as the mean absolute DFD of the two neighbors increases, the boundary weight decreases.
The Data Likelihood is formed by fusing the hard constraints provided by trimap with the probabilistic model. We design the probabilistic model to penalize sites where the estimated motion diverges far from the global motions of the two regions. Rough estimates for the global motions are given by the locations of the two most significant maxima in the motion histogram (see Section III-A). If the motion field between the current frame and the neighboring frame at is given by , then the model energy term is given by (5) 2 I is either the previous or next frame depending on which direction the motion field is estimated, i.e., k = n 0 1 or n + 1.
where is the probability distribution encapsulated by the model and the model energy is a truncated Euclidean distance given by (6) is the global motion of a given region, and is the distance between the two regional motions and . Therefore, the model energy is proportional to the Euclidean distance of the local motion vector to the global motion of each region. The maximum value on the energy ensures that the likelihood energy values of sites with spurious motion vectors are uninformative. It also defines a range for the model energy values. This range is then scaled to the same range as the boundary energy values, which is 0 to 255 for 8-bit grayscale images. The fusion of the hard and soft constraints results in a region energy function given by (7) (8) where are the scaled hard constraints. When a hard constraint exists ( or 1), we are certain about the region membership of the pixel, and the likelihood energy values are set accordingly. Otherwise, the value of region energy is provided by the soft constraints.
To apply graph cuts to these energy functions, we must construct a graph with nodes corresponding to the pixels of the torn frame and that has edge weights based on the smoothness and likelihood energy values. Details of how such a graph is constructed are given in [5, Sec. III] and are not reproduced here. Once the graph is constructed, there are numerous algorithms [6] , [13] , [15] that could give an exact solution for . The augmenting path algorithm in [6] is used in our algorithm and gives good computational performance. The solution defines completely the delineation of the torn frame and is used for the displacement-correction phase of the tear restoration algorithm. Some delineation examples are shown in Fig. 13 .
IV. TEAR DISPLACEMENT CORRECTION
Tear displacement correction reduces to an estimation of the relative displacement between the two regions of the delineated frame. We define the tear displacement model as follows: (9) where is the observed motion vector (as calculated by a motion estimator) at , is the foreground motion at the current location, is the true global motion of the frame, and is the displacement of each region resulting from the tear. Assuming that we can achieve global-motion estimates robust to local motion, the observed global motion of a region is given by (10) It follows that any difference between the observed global motion of the two regions is caused by the tear displacement. Consequently, we calculate the relative tear displacement by estimating the difference between the global translational motions of each region.
Separate histograms of the motion field for each region are used to estimate global motion. The advantage of using histograms is that such methods are more robust to local motion than IRLS methods [25] , [34] . However, there is a tradeoff in the precision of the estimate, which is constrained by the bin width of the histogram and the precision of the motion field. Each histogram is computed from the motion field and the segmentation map given by the tear-delineation algorithm. The precision of the estimate is more important here than for tear delineation; therefore, a smaller bin area is used. A typical size is 0.125 0.125 motion vector units. In order to discriminate against vectors calculated from ill-conditioned image data, each vector is assigned a weight based on the texture information of the block. The weighting discriminates against blocks with flat or noisy textures and encourages the motion vector to be similar in phase to the spatial gradient to mitigate against the aperture effect. The expression for the weight at pixel belonging to block is given by (11) where is the mean intensity gradient vector of block , represents the vector phase, and otherwise.
is a threshold (a typical value of is 2). is a product of two terms.
weighs out the blocks with flat or noisy textures since the magnitude of the mean gradient vector will be small. The second term assigns low weights to motion vectors, which are approximately perpendicular to the mean gradient vector, and high weights when the vectors are parallel.
The global-motion vector of the regions is given by the mode of their histograms. The tear displacement is corrected by moving one of the regions by the relative displacement . Global unsteadiness might be introduced in the sequence around the torn frame. This can be corrected simply by using an image stabilization algorithm. We use the algorithm in [11] that gives real-time performance for translational stabilization. Examples of frames with corrected displacements are shown in Fig. 6 .
Restoring Tears With Rotational Displacements: We assume that both the global motion of the frame and tear displacement are purely translational. This corresponds to our experience Fig. 6 . The torn frame shown in Fig. 1 with compensated displacement. The close-up on the right shows that the edge alignment across the tear is fixed after displacement correction. Missing-data treatment is then required to remove the remaining tear feature.
of the tear examples that we have seen; however, rotational displacements induced by tearing may also be possible. In such cases, rotational displacement could be estimated easily by making use of the algorithm proposed in [9] . This paper outlines a method for estimating an affine model for global motion from a motion vector field using a histogram-based approach. Separate histograms are used to estimate the four first-order coefficients of the affine model. These parameters are used to compensate the motion field from zooms and rotations, and a further histogram is then used to estimate the translation parameters. Furthermore, it would be possible to estimate the hard-constraint parameters by performing the watershed segmentation described in Section III-A on the histogram of rotation parameters rather than on the translation histogram.
V. MISSING-DATA TREATMENT
The final task in the tear restoration process is to recover the image data damaged by the tearing of the film. This is a conventional missing-data problem as the true image data can be said to have been replaced by some random replacement noise. Therefore, any conventional missing-data treatment algorithm can be used to recover the damaged data. However, spatial inpainting techniques [1] , [3] , [29] are not suitable for this task since there will be poor temporal consistency in the restored sequence. However, in many cases, sequences that contain a tear will also contain many other impairments such as unsteadiness, intensity flicker, and blotches. Therefore, tear displacement correction should be considered as part of the overall restoration workflow rather than as a standalone restoration task. In such circumstances, it may make more sense to treat the displacement correction as a single stage of the workflow and to recover the tear-damaged data as part of the blotch-removal part of the restoration workflow. For the results in this paper (see Fig. 20) , we use the missing-data treatment algorithm outlined in [22] , which provides an integrated Bayesian approach to both the missing-data treatment and the additive noise removal.
VI. RESULTS
There are three important aspects of the restoration system for the purposes of evaluation: the accuracy of the segmentation of the torn frame, the accuracy of the tear displacement estimate, and the image quality after the missing-data treatment. Of these aspects, only the first two are specific to tear restoration as both are necessary for accurate tear displacement compensation. Inaccurate segmentation could cause parts of the frame to be displaced in error. In addition, it would have a knock-on effect on the estimate for the relative displacement. A poor displacement estimate would leave a visible misalignment of edges across the tear boundary.
Like many tasks in restoration, assessing the quality of a tear restoration system is essentially a matter of human perception. Ultimately, tear displacement correction will be judged on the alignment of edges across the tear boundary and whether there are any visible missing-data artifacts along the tear boundary. However, perception will vary depending on the content of the images. For example, it is easier to perceive tear displacement if there are numerous edges crossing the tear boundary. Therefore, an objective analysis is also important.
The results of a ground-truth evaluation are outlined in the next section. This objective analysis focuses on the tear-delineation and displacement estimation processes. The second part of the evaluation is a subjective analysis based on real sequences damaged by tearing and contains examples of the missing-data treatment.
A. Ground-Truth Experiments
A ground truth is created by digitally "tearing" a sequence. This involves displacing a region of a number of frames by a predefined displacement using a predefined segmentation mask. Two sequences are used for this purpose. The first is the "mobile and calendar" sequence, which is a clean sequence without blotches or noise, has plenty of texture detail, and therefore is a good sequence for accurate motion estimation. The second sequence, which is referred to here as the "jumper" sequence, is a more typical example of an archive film that might contain a tear artifact and contains high levels of noise and missing data.
Five nonconsecutive frames from each sequence are torn. The frames and predefined segmentation masks are shown in Fig. 7 , and the displacements are shown in Table I . The same displacements and masks are used for both sequences. It is easy to quantify the accuracy of the estimated displacement as it can be compared with the ground-truth displacement. However, quantifying the performance of the delineation algorithm is not as straightforward. The main constraint on the segmentation is that all pixels on the same side of the tear boundary should belong to the same region. However, the tear boundary has a width and is not an immediate transition between the two regions. Therefore, any segmentation boundary, which is located within the tear boundary region, will satisfy the quality constraint. Consequently, the ground truth for tear delineation is specified by a trimap for each frame [see Fig. 7(c) ], which contains labels for the two regions (dark and light colors) as well as a label for 
This score ranges from 0% to 100%. The quality is 0% if the delineation result is completely uninformative of the groundtruth trimap. This occurs when the relative frequency of each label in the two ground-truth regions is the same (e.g., all the pixels are assigned the same label, or the labels are distributed randomly). At the other end of the scale, a result of 100% implies that the result is fully informative. It also allows the labels in the result to be flipped compared with the trimap; in which case, the values of the fractional components of (13) are both 0.
1) Tear Delineation:
It is desirable at this stage to decide on a set of parameters that would allow the segmentation algorithm to achieve good performance over the widest variety of frames. The main choices are the value of the region weight , the number of erosion operation, the choice of bin size, and the direction in which the motion field is estimated. Suggestions for values of the latter three have already been made in Section III-A1. is a scalar value that represents the influence of the soft constraints in the region energy term. A sample of the evolution of segmentation quality with are shown in Fig. 8 .
By looking in Fig. 8 , one can notice that the quality score reduces as increases. The most notable explanation for this is that, since a block-based motion field is used, block artifacts are introduced to the segmentation. Furthermore, artifacts in the motion field caused by phenomena such as the aperture effect or even strong local motions could also affect the accuracy of the soft constraints and therefore affect the quality of the result. Consequently, a value of 0 is used for in all the experiments outlined in the remainder of this paper. This implies that there are large portions of the image where there is no bias toward either tear region. This would adversely affect the quality of a conventional color-based image segmentation algorithm; however, the results clearly show that this is not the case for the tear-delineation algorithm. The reason for this is the quality of the smoothness energy function derived from the DFD. Unlike image-based segmentation algorithms (in which the smoothness energy values are derived from image gradients), there are no false edges caused by clutter in the background or foreground. Therefore, when , the segmentation is effectively a weighted morphological dilation from the region hard constraints where the smoothness energy controls the rate of dilation. We choose to operate the segmentation in this manner because the region energy derived from the motion field is much noisier. Instead, we leverage the motion fields to estimate the hard constraints, which provide the seed regions for the controlled dilation. Table II shows the quality measurements for all the torn frames in both test sequences using this configuration. For eight out of the ten frames, a high-quality segmentation is obtained (see Fig. 9 ), including all of the frames from the "mobile and calendar" sequence. However, there are significant errors in two of the frames in the "jumper" sequence (see Fig. 10 ). The frame with the worst quality is the second torn frame of the "jumper" sequence. Errors in the hard constraints (see Fig. 10 ) are the cause for the failure in this frame. This is the result of motion estimation failures caused by a lack of texture in the top-right region of the frame. Consequently, blocks in this area are mislabeled. The other frame that gives a bad result is the fifth frame of the "jumper" sequence. This example exhibits the shrinking bias [4] , [5] , [23] caused by the inherent bias in graph cuts for shorter contours between the two segments, and unlike the second frame of the "jumper" sequence, no block is mislabeled in the seeding function [see Fig. 10(b) ]. However, a solution presents itself in both examples by allowing the user to edit the hard constraints. Such a workflow is similar to interactive image segmentation techniques (e.g., [5] , Fig. 10 . The two frames from the "jumper" sequence that have a lower quality score are highlighted. The left images are the two trimaps, and on the right, the segmentation result is superimposed on the frames. In the top example, failure occurs because of mislabeled blocks in the top right corner of the trimap. In the bottom sequence, failure occurs due to the shrinking effect. This can be seen particularly along the bottom edge of the segmentation mask, where the estimated boundary takes a shorter path to the bottom edge than the true boundary. [32]). A new delineation is then estimated from the edited trimap (see Fig. 11 ), and this shows that slight user adjustments to the hard constraints can give a high-quality delineation.
2) Displacement Estimation: Table III lists the estimated displacements of the ground-truth sequences and compares them to the "mobile and calendar" and "jumper" sequences. For all of the frames in the ground truth, the estimated displacement is accurate to within a pixel of the true displacements. The estimates are more accurate for the "mobile and calendar" sequence, which has a mean estimate distance of 0.23 pixels compared with 0.38 pixels for the "jumper" sequence. This is unsurprising, given the superior image quality and texture content of the "mobile and calendar" sequence.
B. Real Examples
The segmentation algorithm was tested on four torn frames in three sequences (see Fig. 12 ). The first "BBC" sequence contains two consecutive torn frames. In fact, the tear in both frames is caused by a single tear of the physical film. The boundary of this tear spans the film from left to right and can be seen to pass through the bottom of the first frame to the top of the second frame before following a path to the right of the frame. Consequently, the relative tear displacement is the same in both frames and appears to be roughly vertical. The second "scissors" sequence consists of a single torn frame. In this sequence, the relative displacement is approximately horizontal, as can be seen from the misalignment of the vertical edges across the tear boundary. The final sequence is referred to here as the "singer" sequence in which one frame is torn.
1) Tear Delineation:
The delineation results for the corrupted sequences are shown in Fig. 13 . For the "BBC" and "scissors" sequences, the segmentation agrees well with the perceived correct segmentation. However, some shrinking occurs near the edge of the first "BBC" frame and the torn frame from the "scissors " sequence (see Fig. 14) . Instead of following the tear boundary, the segmentation boundary follows the shortest path to the perimeter of the frame.
As stated previously, the motion estimator used [19] produces motion fields with respect to the previous or next frame in the sequence. This choice is restricted when two or more consecutive frames are torn, as is the case in the "BBC" sequence. A problem occurs because the displacement introduced by the tear in the first-frame biases the backward motion field of the second torn frame (i.e., a motion with respect to the first torn frame). This results in the failure of the hard constraints estimation (see Fig. 15 ). This problem can be overcome in a number of ways. One method is the use of the backward motion field for the first torn frame and the forward motion field for the second torn frame, as in Fig. 13 . Another possible method is to first segment and correct the displacement in the first torn using the backward motion field and to recompute the motion before restoring the next torn frame.
Tear delineation for the third "singer" sequence (see Fig. 16 ) fails when the motion-based hard constraints are used. Failure occurs because the two largest peaks in the 2-D motion histogram do not correspond to the regions divided by the tear, Fig. 15 . The second torn frame from the "BBC" with the backward motion field superimposed. Due to the tear on the previous frame, there is a knock-on shift in the distribution of the backward motion field in that frame (circle). If the hard-constraint estimation technique is applied to this field, then that part of the frame is labeled incorrectly (right image). which in turn causes the graph-cut segmentation to fail. Neither the forward nor the backward motion fields for this frame, shown in Fig. 17 , are well behaved. Once more, a better segmentation can be obtained with user-defined seeding hard constraints (see Fig. 18 ).
2) Displacement Correction: The estimated displacements are shown in Table IV , and the corresponding compensated images are shown in Fig. 19 . As expected, the displacements for the two frames in the "BBC" sequence are similar. The torn frame from the "scissors" sequence [see Fig. 19(c) ] gives a good visual indication of the correctness of the displacement estimate for the frame. The edges that cross the tear are now visibly aligned. The results for the "singer" sequence do not fare so well. Unsurprisingly, it is not possible to obtain an accurate estimate of the regional motion from the estimated motion field. 
TABLE IV ESTIMATED RELATIVE TEAR DISPLACEMENTS FOR THE LISTED FRAMES
A zero relative displacement is estimated using the forward motion field. Likewise, the backward motion field does not give a result [see Fig. 19(d) ] as the edges are not aligned correctly across the tear.
3) Frame Restoration: As an example of a completed restoration, the frames from the "BBC" and "scissors" sequences are fully restored by recovering the lost image data along the tear using the missing-data treatment algorithm introduced in [22] .The summaries of the restoration of these frames are given in Fig. 20 . In general, the restoration is of high quality, with few visible artifacts present along the tear boundary.
C. Computational Complexity
As mentioned in the introduction, as tear is a relatively infrequent artifact, computational efficiency is less of a consideration. The tear-delineation and displacement-correction stages can be performed offline under user supervision. The most burdensome aspect of these algorithms is the graph-cut optimization used for tear delineation. The optimization algorithm in [6] has a reported polynomial computational complexity of , where is the number of nodes in the graph, is the number of edges, and is the cost of the cut. However, for a binary segmentation at PAL resolution, the optimization is completely tractable, and the computation time is under 1 s on modern personal computers. The other stages of the algorithms (e.g., motion-based segmentation, erosion, and displacement estimation) all have linear complexity with respect to the number of pixels and take a fraction of the overall time for the tear-delineation and displacement-correction algorithms. However, when considering the entire restoration workflow, the missing-data treatment algorithm in [22] is the most intensive stage, with computation taking about 20 s per frame at PAL resolution. The motion estimator is also quite computationally intensive and takes approximately 0.5 s per frame. It is possible to use less computationally intensive missing-data treatment and motion estimation algorithms. This may require some tweaking of tear-delineation and displacement-correction parameters to achieve the optimal results.
VII. FINAL REMARKS
This paper has outlined a method for the digital restoration of torn films. It has described algorithms for the delineation of a torn frame along the tear boundary and for the correction of tear-induced displacements in the digital sequence. The delineation algorithm was shown to perform optimally when the region bias was 0. Thus, the segmentation operates as a weighted morphological operation. Furthermore, the interactive nature of the delineation makes it an immensely practical solution as errors can be corrected easily. It has also shown how standard blotch-removal algorithms, in conjunction with the algorithms for delineation and displacement correction, can be used to recover tear-induced image data damage. Although the assumed tear model in this paper is translational, the algorithms can be extended easily to deal with cases of affine motion if necessary. Another related degradation that is not considered here Fig. 19 . Each torn frame is compensated for tear displacement. The segmentation masks computed from the estimated trimaps are used for the "BBC" and the"scissors" sequence, and the segmentation mask estimated from the manually edited hard constraints (see Fig. 18 ) is used for the frame in the "singer" sequence. She has ongoing projects in audio-visual speech recognition, speech processing for hearing aids, and biometrics. Her research interests include signal processing for enhanced human-to-human and human-to-computer interactions.
Dr. Harte was a recipient of various awards, including the British Council Glen Dimplex Chevening Scholarship and the IEE Leslie Paddle Award.
