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Abstract. We prove that critical percolation has no infinite clusters almost surely on any uni-
modular quasi-transitive graph satisfying a return probability upper bound of the form pn(v, v) ≤
exp
[−Ω(nγ)] for some γ > 1/2. The result is new in the case that the graph is of intermediate
volume growth.
1 Introduction
In Bernoulli bond percolation, each edge of a connected, locally finite graph G is either deleted
or retained at random with retention probability p ∈ [0, 1], independently of all other edges. We
denote the random graph obtained this way by ωp. Connected components of ωp are referred to
as clusters. Percolation theorists are primarily interested in the geometry of the open clusters
and how this geometry varies as the parameter p is varied. We are particularly interested in
phase transitions, where the geometry of ωp changes abruptly as we vary p through some special
value. The first basic result about percolation, without which the model would not be nearly as
interesting, is that for most infinite graphs (excluding e.g. one-dimensional counterexamples such
as the infinite line graph Z), percolation undergoes a non-trivial phase transition, meaning that
the critical probability
pc(G) = inf{p ∈ [0, 1] : ωp has an infinite cluster almost surely}
is strictly between zero and one. Indeed, a very general result to this effect has recently been
proven by Duminil-Copin, Goswami, Raoufi, Severo, and Yadin [12], which implies in particular
that 0 < pc < 1 for every quasi-transitive graph of superlinear volume growth.
Once we know that the phase transition is non-trivial, the next question is to determine what
happens when p is exactly equal to the critical value pc. This is a much more delicate question.
Indeed, the best known open problem in percolation (and arguably in probability theory) is to
prove that critical percolation on the d-dimensional hypercubic lattice Zd does not contain any
infinite clusters almost surely for every d ≥ 2. This problem was solved in two dimensions by
Russo in 1981 [36], and for all d ≥ 19 by Hara and Slade in 1994 [22]. More recently, Fitzner
and van der Hoftstad [17] sharpened the methods of Hara and Slade to solve the problem for all
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d ≥ 11. It is expected that this method can in principle, and with great effort and ingenuity, be
pushed to handle all d ≥ 7, while dimensions 3, 4, 5, and 6 are expected to require new approaches.
Similar results for other Euclidean lattices have been obtained in [5, 6, 13].
In their highly influential paper [10], Benjamini and Schramm proposed a systematic study of
percolation on general transitive graphs, that is, graphs for which the action of the automorphism
group on the vertex set has a single orbit (i.e., graphs for which any vertex can be mapped to
any other vertex by a symmetry of the graph), and more generally on quasi-transitive graphs,
for which there are only finitely many orbits. Prominent examples of transitive graphs include
Cayley graphs of finitely generated groups. The following is among the most important of the
many outstanding conjectures that they formulated.
Conjecture 1.1 (Benjamini and Schramm 1996). Let G be a quasi-transitive graph. If pc(G) < 1
then critical Bernoulli bond percolation on G has no infinite clusters almost surely.
Aside from the previously mentioned results in the Euclidean setting, previous progress on
Conjecture 1.1 can briefly be summarised as follows. Benjamini, Lyons, Peres, and Schramm [8]
proved that Conjecture 1.1 holds for every unimodular, nonamenable transitive graph. Here,
unimodularity is a technical condition that holds for every Cayley graph and every amenable
quasi-transitive graph; see Section 2 for further background. Tima´r [39] later showed that critical
percolation on any nonunimodular transitive graph cannot have infinitely many infinite clusters.
Both results are easily generalised to the quasi-transitive setting. In [24], the second author of
this article showed that critical percolation on any quasi-transitive graph of exponential growth
cannot have a unique infinite cluster. Together with the aforementioned results of Benjamini,
Lyons, Peres, and Schramm and Tima´r, this established that Conjecture 1.1 holds for every quasi-
transitive graph of exponential growth. An alternative proof of this result in the unimodular
case was recently given in [26]. All of these proofs have elements that are very specific to the
exponential growth setting, and completely break down without this assumption.
In this paper, we build upon the ideas of [26] to develop a new method of proving that there
are no infinite clusters at criticality. This new method applies in particular to certain transitive
graphs of intermediate growth, for which the volume |B(v, r)| of a ball of radius r grows faster than
any polynomial in r but slower than any exponential of r. (In notation, a graph has intermediate
growth if rω(1) ≤ |B(v, r)| ≤ eo(r) as r → ∞.) No such graph had previously been proven to
satisfy Conjecture 1.1. The hypotheses of our results are most easily stated in terms of the n-step
simple random walk return probabilities pn(v, v). Given c > 0 and 0 < γ ≤ 1, we say that a
graph satisfies (HKγ,c) if
pn(v, v) ≤ exp [−cnγ ] for every v ∈ V and n ≥ 1. (HKγ,c)
We can now state our main theorem.
Theorem 1.2. Let G be a unimodular quasi-transitive graph satisfying (HKγ,c) for some c > 0
and γ > 1/2. Then critical Bernoulli bond percolation on G has no infinite clusters almost surely.
See Section 5 for a discussion of some variations on this result. Examples of groups of inter-
mediate growth whose Cayley graphs satisfy the hypotheses of Theorem 1.2 can be constructed
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as piecewise automatic groups [15, Corollary 1] or using the notion of diagonal products [28]. (An
analysis of the heat kernel on diagonal products will appear in a forthcoming work of Amir and
Zheng.) Further examples can easily be constructed by, say, taking products of these groups
with other groups of subexponential growth. For further background on groups of intermediate
growth see [20] and references therein. Further works concerning probabilistic processes on groups
of intermediate growth include [16,33,35].
Note that Theorem 1.2 also implies that pc < 1, so that we obtain an independent proof of
the recent result of [12] in the special case of the class of graphs we consider. We also remark that
Theorem 1.2 implies that there is no percolation at pc on any quasi-transitive graph satisfying an
isoperimetric inequality of the form |∂K| ≥ c|K|/ logδ |K| for c > 0 and 0 < δ < 1/2, see [32] and
Remark 3.3.
The proof of Theorem 1.2 is quantitative, and also yields explicit bounds on the tail of the
volume of a critical cluster. In particular, we obtain the following bound in the transitive setting.
The corresponding bound for quasi-transitive graphs is given in Theorem 4.1. We write Pp and
Ep for probabilities and expectations taken with respect to the law of ωp and write Kv for the
cluster of v in ωp.
Theorem 1.3. Let G = (V,E) be a unimodular transitive graph with maximum degree at most
M satisfying (HKγ,c) for some c > 0 and γ > 1/2. Then for every 0 ≤ β < (2γ − 1)/γ there
exists C(β) = C(β, γ,M, c) such that
Ep exp
[
logβ |Kv|
]
≤ C(β)
for every p ≤ pc.
We expect these bounds to be very far from optimal. Indeed, it is widely believed that critical
percolation on any quasi-transitive graph of at least seven dimensional volume growth should
satisfy Ppc(|Kv| ≥ n)  n−1/2 as n→∞. See e.g. [23,25,27] and references therein for a detailed
discussion of what is currently known regarding such bounds.
An immediate corollary of Theorem 1.3 is that Schramm’s locality conjecture [9, Conjecture
1.2] holds in the case of graph sequences uniformly satisfying (HKγ,c) for some γ > 1/2.
Corollary 1.4. Let (Gn)n≥1 be a sequence of infinite unimodular transitive graphs converging
locally to a transitive graph G, and suppose that there exists c > 0 and γ > 1/2 such that Gn
satisfies (HKγ,c) for every n ≥ 1. Then pc(Gn)→ pc(G) as n→∞.
See [9,26] for a detailed discussion of this conjecture and for the definition of local convergence
of graphs. The proof of Corollary 1.4 given Theorem 1.3 is very similar to the proof of [26,
Corollary 5.1] and is omitted.
Proof overview The proof of Theorems 1.2 and 1.3 applies several of the ideas developed in
the second author’s recent paper [26], which we now review. Briefly, the methods of that paper
allow us to convert bounds on the two-point function τp(u, v), defined to be the probability
that u and v are connected in ωp, into bounds on the tail of the volume of a cluster whenever
0 < p < pc. This is done as follows. For each set K ⊆ V , we write E(K) for the set of edges of G
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that touch K, i.e., have at least one endpoint in K. For each edge e of G and n ≥ 1, let Se,n be
the event that e is closed and that the endpoints of e are in distinct, finite clusters each of which
touches at least n edges. The following universal inequality is proven in [26] using a variation on
the methods of Aizenman, Kesten, and Newman [2]. It is a form of what we call the two-ghost
inequality.
Theorem 1.5. Let G = (V,E) be a unimodular transitive graph of degree d. Then
Pp(Se,n) ≤ 82d
[
1− p
pn
]1/2
for every e ∈ E, p ∈ [0, 1] and n ≥ 1.
Next, an insertion-tolerance argument [26, Equation 4.2] is used to relate the two-point func-
tion, the tail of the volume, and the probability ofSe,n as follows. Let κp(k) = inf{τp(u, v) : u, v ∈
V, d(u, v) ≤ k}, where d(u, v) denotes the graph distance, and let Pp(n) = infv∈V Pp(|E(Kv)| ≥
n).
Lemma 1.6. Let G be a connected, locally finite graph. Thenk−1∑
i=0
p−i
[Pp(n)2 − κp(k)] ≤ sup
e∈E
Pp(Se,n)
for every 0 ≤ p < pc, n ≥ 1 and k ≥ 1.
Combining Theorem 1.5 and Lemma 1.6 allows us to convert bounds on κp(k) into bounds on
Pp(n) when G is transitive and unimodular. For graphs of exponential growth, this was enough
to conclude a bound of the form Ppc(n)  n−δ using the exponential two-point function bound
κpc(k) ≤ gr(G)−k that was proven in [24].
In our setting, however, we do not have any non-trivial a priori control of the rate of decay
of κpc(k). (Indeed, if we had such control we would already know that there is no percolation at
pc!) We circumvent this issue using the following bootstrapping procedure. We first prove via
classical random walk techniques that if a transitive graph satisfies (HKγ,c) for some c > 0 and
0 < γ ≤ 1 then there exists c′ > 0 such that the estimate
PµA(Xk ∈ A) ≤ exp
[
−c′min
{
kγ ,
k
logα |A|
}]
holds for every finite set A ⊂ V and k ≥ 0, where α = (1− γ)/γ and PµA denotes the law of the
random walk (Xk)k≥0 started from a uniformly random vertex of A. This is done in Section 3.
Taking expectations, this gives in the transitive unimodular case that
κp(k) ≤ Ep
[
Pρ(Xk ∈ Kρ)
]
= Ep
[
PµKρ (Xk ∈ Kρ)
]
≤ Ep exp
−c′min{kγ , k
logα |Kρ|
} ,
where the central equality follows from the mass-transport principle. Thus, we now have methods
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Figure 1: Schematic illustration of the bootstrapping procedure used (implicitly) in the proof of
Theorem 1.3.
both for converting bounds on κp into bounds on Pp and vice versa, so that in particular we can
convert one bound on Pp(n) into another via an intermediate bound on κp(k).
On the other hand, we know by sharpness of the phase transition [1,14,31] that Ep|Kρ| <∞
for every 0 ≤ p < pc, and consequently that for each 0 ≤ p < pc there exists a constant Cp
such that Pp(n) ≤ Cpn−1 for every n ≥ 1. To conclude the proof, it suffices to show that if
we start with this bound and iteratively obtain new bounds on Pp(n) using the above method,
then in the case γ > 1/2 we obtain in the limit a bound on Pp(n) that decays as n → ∞ and
holds uniformly on the whole range 0 ≤ p < pc, as the same bound must then hold at pc by an
elementary continuity argument. See Figure 1 for a schematic outline. Rather than carrying out
such a procedure explicitly, we instead use a similar method to prove a bound of the form
Ep exp
[
logβ |Kρ|
]
≤ Cβ
√
1 + Ep exp
[
logβ |Kρ|
]
for each pc/2 ≤ p < pc and 0 ≤ β < (2γ−1)/γ, which conveniently encapsulates this bootstrapping
scheme and easily allows us to conclude the proof.
2 Background on unimodularity and the mass-transport principle
We now briefly review the notion of unimodularity and the mass-transport principle, referring the
reader to [30, Chapter 8] for further background. Let G = (V,E) be a connected, locally finite
graph and let Aut(G) be the group of automorphisms of G. We write [v] = {γv : v ∈ Aut(G)} for
the orbit of a vertex v ∈ V under Aut(G) and say that G is unimodular if |Stabu v| = |Stabv u|
for every u, v ∈ V with [u] = [v], where Stabu = {γ ∈ Aut(G) : γu = u} is the stabilizer of u in
Aut(G) and Stabu v = {γv : γ ∈ Stabu} is the orbit of v under Stabu. Every Cayley graph and
every amenable quasi-transitive graph is unimodular [38].
Suppose that G is a connected, locally finite, transitive unimodular graph. Then G satisfies
the mass-transport principle, which states that for every F : V 2 → [0,∞] that is diagonally-
invariant in the sense that F (γu, γv) = F (u, v) for every u, v ∈ V and γ ∈ Aut(G), we have
that ∑
v∈V
F (ρ, v) =
∑
v∈V
F (v, ρ)
whenever ρ is an arbitrarily chosen root vertex of G. More generally, suppose that G is a
connected, locally finite, quasi-transitive unimodular graph, and let O ⊆ V be a set of orbit
representatives of the action of Aut(G). That is, O is such that for every v ∈ V there exists a
unique o ∈ O such that [v] = [o]. Then there exists a unique probability measure µ on O such
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that the identity ∑
o∈O
∑
v∈V
F (o, v)µ(o) =
∑
o∈O
∑
v∈V
F (v, o)µ(o)
holds for every diagonally invariant F : V 2 → [0,∞]. In other words, if we choose a root ρ ∈ V
according to the measure µ then (G, ρ) is a unimodular random rooted graph in the sense of [4].
Similarly, if we choose ρ according to the degree-biased probability measure defined by
µ˜(o) =
µ(o) deg(o)∑
o′∈O µ(o′) deg(o′)
o ∈ O.
Then the random (G, ρ) is a reversible random rooted graph in the sense of [7] (we will not
make substantial use of these notions so we omit the definition). This gives rise to the following
generalization of the two-ghost inequality to the quasi-transitive case, see [26, Remark 6.1].
Theorem 2.1. Let G = (V,E) be a connected, locally finite, unimodular quasi-transitive graph.
Then ∑
o∈O
µ(o)
∑
e−=o
Pp(Se,n) ≤ 82
∑
o∈O
µ(o) deg(o)
[1− p
pn
]1/2
for every p ∈ [0, 1] and n ≥ 1.
3 Random walk analysis
The goal of this section is to prove the following inequality regarding simple random walk on
graphs satisfying (HKγ,c), which will play an important role in the proof of our main theorems.
Given a locally finite graph G = (V,E) and a finite set D ⊆ V , we write µD for the uniform
measure on D. For each probability measure µ on V , we also write Pµ and Eµ for probabilities
and expectations taken with respect to the law of a simple random walk (Xk)k≥0 started at a
vertex drawn from the measure µ.
Proposition 3.1. Let G = (V,E) be an infinite, connected, locally finite graph satisfying (HKγ,c)
for some c > 0 and 0 < γ ≤ 1, and let α = (1 − γ)/γ. Then there exists a positive constant
c1 = c1(γ, c) such that
PµD
(
Xk ∈ D
) ≤ [max
u,v∈D
deg(u)
deg(v)
]1/2
exp
[
−c1 min
{
k
logα |D| , k
γ
}]
(3.1)
for every finite set D ⊂ V and every k ≥ 0.
We expect that much of the content of this section will have been known as folklore by experts
in random walks, but Proposition 3.1 has not, to our knowledge, previously appeared in the
literature. Indeed, Proposition 3.1 will be deduced from a more general estimate, Corollary 3.8,
which is a direct analogue in the infinite-volume setting of the L∞ mixing time bounds of Goel,
Montenegro, and Tetali [18].
The proof of Proposition 3.1 will apply the notion of the spectral profile, which we now
introduce. Let G = (V,E) be an infinite, connected, locally finite graph, and let P be the
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transition matrix of the simple random walk (Xk)
∞
k=0 on G. For each finite set A ⊂ V we define
PA to be the substochastic transition matrix of the random walk that is killed upon exiting A,
which is given explicitly by PA(u, v) = P (u, v)1(u, v ∈ A), and define λ(A) to be the smallest
eigenvalue of IA − P 2A, where IA(u, v) = 1(u = v, u ∈ A) and where we write P iA for (PA)i. Let pi
be the measure on V which assigns each v mass deg v. We define the spectral profile of G to
be the function Λ : N→ (0, 1] given by
Λ(L) := inf
{
λ(B) : B ⊂ V such that pi(B) ≤ L}
if L ≥ minv∈V pi(v) and Λ(L) = 1 otherwise. Given c > 0 and α ≥ 0, we say that a graph satisfies
(SPα,c) if
Λ(x)−1 ≤ 1
c
logα
[
x
maxv pi(v)
]
for every x ≥ 2 max
v
pi(v). (SPα,c)
(The normalization by the maximal degree has been included in order to simplify various calcu-
lations below.)
Remark 3.2. We remark that our definition of the spectral profile is slightly non-standard. Indeed,
when considering the continuous-time random walk, one considers the smallest eigenvalue of
IA − PA rather than of IA − P 2A as we do here. It turns out however that using IA − P 2A is more
natural in the discrete-time setting. A simple application of the Perron-Frobenius theorem shows
that the two definitions differ by at most a factor of two.
Remark 3.3. Many readers will be more familiar with the isoperimetric profile than with the
spectral profile. We now briefly recall the relationship between these two profiles for their con-
venience; we will not apply the isoperimetric profile in the subsequent analysis. Let G be an
infinite, locally finite graph. Its isoperimetric profile (Φ∗(x))x≥1 is defined to be
Φ∗(x) = inf
{ 1
pi(A)
∑
a∈A,b∈V \A
pi(a)P (a, b) : A ⊂ V, pi(A) ≤ x
}
.
A simple variation on Cheeger’s inequality yields that
1
4
Φ2∗(x) ≤ Λ(x) ≤ Φ∗(x) (3.2)
for every x ≥ minv∈V pi(v); see the proof of [18, Lemma 2.44]. (Here we have a 1/4 rather than
the usual 1/2 in the first inequality due to our nonstandard definition of Λ.)
The next proposition states that if α = (1− γ)/γ then (HKγ,c) and (SPα,c) are equivalent to
within a controlled change of the constant c.
Proposition 3.4. Let 0 < γ ≤ 1 and let α = (1− γ)/γ. Then for every c > 0 and M <∞ there
exists c2 = c2(γ, c,M) such that the following hold for every connected, locally finite graph G with
maximum degree at most M :
1. If G satisfies (HKγ,c), then G satisfies (SPα,c2).
2. If G satisfies (SPα,c), then G satisfies (HKγ,c2).
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Proof. The first item is a special case of [37, Lemma 2.5], while the second item follows from [11,
Proposition II.1]; see also [34, Section 2].
In light of this equivalence, it suffices to prove the following variation on Proposition 3.1.
Proposition 3.5. Let G be an infinite, connected, graph satisfying (SPα,c) for some α ≥ 0 and
c > 0. Then there exists a positive constant c1 = c1(α, c) such that
PµD [Xk ∈ D] ≤
[
max
u,v∈D
pi(u)
pi(v)
]1/2
exp
[
−c1 min
{
k
logα |D| , k
1/(1+α)
}]
(3.3)
for every finite set D ⊂ V and every t ≥ 0.
Proposition 3.5 will in turn be deduced as a special case of the following proposition. We
prove two variations on the same inequality: One of these bounds concerns random walk started
at a uniform point of D, which is what arises in our analysis of percolation, while the other
concerns random walk started at a point of D chosen according to the probability measure
piD(v) = pi(D)
−1pi(v)1(v ∈ D). This second bound is more natural from the random walk
perspective, and we include it for future use since the proof is the same.
Proposition 3.6. Let G = (V,E) be a connected, locally finite graph with spectral profile Λ, and
let D ⊆ V be finite. If `, k ≥ 0 satisfy
k ≥ `+ 1 +
∑`
i=1
2 log 4
Λ(4i+1 maxv∈D pi(v)|D|) then PµD(Xk ∈ D) ≤
[
max
u,v∈D
pi(u)
pi(v)
]1/2
2−`. (3.4)
Similarly, if `, k ≥ 0 satisfy
k ≥ `+ 1 +
∑`
i=1
2 log 4
Λ(4i+1pi(D))
then PpiD(Xk ∈ D) ≤ 2−`. (3.5)
We begin by introducing some basic notation. We identify each function φ ∈ RA with its
extension to RV obtained by setting φ ≡ 0 on V \ A. For i > 0 and φ ∈ RV let P iAφ ∈ RA be
given by
P iAφ(u) :=
∑
v
P iA(u, v)φ(v) = Eu
[
φ(Xi)1
(
TV \A > i
)]
,
where TV \A = inf{k ≥ 0 : Xk ∈ V \A} denotes the first time that the walk visits V \A. Similarly,
for each signed measure µ on V and i > 0 let µP iA be the signed measure supported on A given
by
µP iA(u) :=
∑
v∈A
µ(v)P iA(v, u) =
∑
v∈A
µ(v)Pv
(
Xi = u, TV \A > i
)
.
We also define 〈φ, ψ〉pi =
∑
v∈V pi(v)φ(v)ψ(v) for each φ, ψ ∈ RV , and define ‖φ‖22,pi = 〈φ, φ〉pi and
‖φ‖1,pi =
∑
v∈V pi(v)|φ(v)| for each φ ∈ RV . Similarly, for each pair of signed measures µ, ν on
V we define 〈µ, ν〉1/pi =
∑
v∈V µ(v)ν(v)/pi(v) and define ‖µ‖22,1/pi = 〈µ, µ〉1/pi. The Dirichlet form
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EA : RV → R is defined by setting
EA(φ) :=
〈
(IA − P 2A)φ, φ
〉
pi
for every φ ∈ RV . It is a standard fact that λ(A) can be expressed alternatively in terms of the
Dirichlet form as
λ(A) = inf
{
EA(φ)
‖φ‖22,pi
: φ ∈ RA+, φ 6≡ 0
}
. (3.6)
Indeed, this follows from [3, Theorem 3.33].
We note that the reversibility of P is inherited by P kA, so that for every k ≥ 0 we have that
pi(u)P kA(u, v) = pi(v)P
k
A(v, u) for every u, v ∈ V and k ≥ 0. This is easily seen to imply that
〈µP tA, ν〉1/pi = 〈P tA µpi , νpi 〉pi = 〈µpi , P tA νpi 〉pi = 〈µ, νP tA〉1/pi (3.7)
for every pair of signed measures µ and ν, where µpi and
ν
pi denote the functions
µ
pi (u) = µ(u)/pi(u)
and νpi (u) = ν(u)/pi(u) respectively.
The first step in the proof of Proposition 3.6 is the following key lemma, which is an analogue
of [18, Lemma 2.1].
Lemma 3.7. For every non-zero φ ∈ RA+ we have that
EA(φ)
‖φ‖22,pi
≥ 1
2
Λ
(
4‖φ‖21,pi/‖φ‖22,pi
)
.
Proof. Let β := ‖φ‖22,pi/4‖φ‖1,pi, and consider B := {v ∈ A : φ(v) ≥ β}. By Ho¨lder’s inequality
and the fact that φ ≥ 0 we have that supv φ(v) ≥ ‖φ‖22,pi/‖φ‖1,pi, so that in particular the set B is
not empty. On the other hand, we clearly have that pi(B) ≤ ‖φ‖1,pi/β = 4‖φ‖21,pi/‖φ‖22,pi. Defining
the function ψ := (φ− β)1B, we have that
‖ψ‖22,pi ≥
(
‖φ‖22,pi − ‖φ21A\B‖1,pi
)
−2β‖φ1B‖1,pi ≥ ‖φ‖22,pi−β‖u1A\B‖1,pi−2β‖φ1B‖1,pi ≥ 12‖φ‖22,pi,
where we used φ21A\B ≤ βφ1A\B and 2β‖φ‖1 = 12‖φ‖22,pi. Finally, since we clearly have that
EB(ψ) = EA(ψ) ≤ EA(φ), we deduce that
EA(φ)
‖φ‖22,pi
≥ 1
2
EB(ψ)
‖ψ‖22,pi
≥ 1
2
Λ
(
4‖φ‖21,pi/‖φ‖22,pi
)
,
where in the second inequality we used (3.6) and the fact that pi(B) ≤ 4‖φ‖21,pi/‖φ‖22,pi.
Corollary 3.8. Let µ be a measure on V with µ(V ) ≤ 1. If `, k ≥ 0 satisfy
k ≥ `+ 1 +
∑`
i=1
2 log 4
Λ(4i+1‖µ‖−22,1/pi)
then ‖µP k‖2,1/pi ≤ 2−`‖µ‖2,1/pi.
Proof. The claim holds vacuously if µ(V ) = 0, so suppose not. Let A ⊂ V be finite with µ(A) > 0,
let µ0 := µIA be the restriction of µ to A, let µk := µ0P
k
A for each k ≥ 1, and let φk := P kA µpi ∈ RA+
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for each k ≥ 0. By (3.7) we have that
‖µk‖22,1/pi − ‖µk+1‖22,1/pi = ‖φk‖22,pi − ‖φk+1‖22,pi = 〈φk, φk〉pi − 〈P 2Aφk, φk〉pi = EA(φk). (3.8)
Let r0 = 0 and for each ` ≥ 1 let r` be maximal such that ‖φr`‖22,pi > ‖φ‖22,pi/4`. Using the fact
that the L2 norm of φk is non-increasing in k, as well as (3.8) and Lemma 3.7, we deduce that
‖φk+1‖22,pi ≤ ‖φk‖22,pi
[
1− 1
2
Λ
(
4‖φk‖21,pi/‖φk‖22,pi
)]
≤ ‖φk‖22,pi
[
1− 1
2
Λ
(
16/‖φr`−1‖22,pi
)]
≤ ‖φk‖22,pi
[
1− 1
2
Λ
(
4`+1/‖φ0‖22,pi
)]
for every ` ≥ 1 and r`−1 ≤ k ≤ r`, where we also used that ‖φk‖1,pi = µk(A) ≤ 1 for every k ≥ 1
in the second inequality. Thus, we have that
‖φr`−1+1‖22,pi4−1 ≤ ‖φ‖22,pi4−` < ‖φr`‖22,pi ≤ ‖φr`−1+1‖22,pi
[
1− 1
2
Λ
(
4`+1/‖φ0‖22,pi
)]r`−r`−1−1
for every ` ≥ 1. We deduce by an elementary calculation that r`−r`−1−1 < (2 log 4)/Λ(4`+1/‖φ0‖22,pi).
It follows immediately that if k, ` ≥ 0 satisfy
k ≥ `+ 1 +
∑`
i=1
⌊
2 log 4
Λ(4i+1‖µIA‖−22,1/pi)
⌋
then ‖µP kA‖2,1/pi ≤ 2−`‖µIA‖2,1/pi.
The claim follows since the finite set A was arbitrary.
We are now ready to prove Proposition 3.6.
Proof of Proposition 3.6. Let µ be a measure on V with µ(V ) ≤ 1, let D ⊆ V be finite, and
suppose that k, ` ≥ 0 are such that
k ≥ `+ 1 +
∑`
i=1
2 log 4
Λ(4i+1‖µ‖−22,1/pi)
. (3.9)
Observe that for any measure µ on V we have by Cauchy-Schwarz that µ(D)2 = 〈pi1D, µ〉21/pi ≤
pi(D)‖µ‖22,1/pi, and applying Corollary 3.8 we deduce that
µP k(D)2 ≤ pi(D)‖µ‖22,1/pi4−`
for every measure µ on V with
∑
v∈V µ(v) ≤ 1. We conclude by applying this estimate to the
uniform distribution µD on D and the normalized stationary measure piD on D and noting that
‖µD‖−22,1/pi ≤ [maxv∈D pi(v)]|D|, that pi(D)‖µD‖22,1/pi ≤ maxu,v∈D pi(u)/pi(v), and that ‖piD‖22,1/pi =
pi(D)−1.
We now perform the calculation required to deduce Proposition 3.5 from Proposition 3.6.
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Proof of Proposition 3.5. By Proposition 3.6 and the assumption that G satisfies (SPα,c), we have
that if k, ` ≥ 0 satisfy
k ≥ F (`) := `+ 1 +
∑`
i=1
2 log 4
c
logα
[
4i+1|D|
]
then PµD(Xk ∈ D) ≤
[
max
u,v∈D
pi(u)
pi(v)
]1/2
2−`.
Moreover, we clearly have that
F (`) ≤ (`+ 1)
[
1 +
2 log 4
c
logα(4`+1|D|)
]
≤ C max{(`+ 1)1+α, (`+ 1) logα |D|}
for some constant C = C(c, α), and hence that if k, ` ≥ 0 satisfy
k ≥ C max{(`+ 1)1+α, (`+ 1) logα |D|} then PµD(Xk ∈ D) ≤ [max
u,v∈D
pi(u)
pi(v)
]1/2
2−`.
The result now follows by an elementary calculation.
Proof of Proposition 3.1. This follows immediately from Propositions 3.4 and 3.5.
4 Proofs of the main theorems
In this section we deduce Theorems 1.2 and 1.3 from Theorem 2.1, Lemma 1.6, and Proposi-
tion 3.1. We first formulate a generalization of Theorem 1.3 to the quasi-transitive case, which
will then imply both Theorems 1.2 and 1.3. The statement of this generalization will employ
the following quantitative notion of quasi-transitivity. Let G = (V,E) be a unimodular quasi-
transitive graph, let O be a complete set of orbit representatives for the action of Aut(G) on V ,
and let µ be as in Section 2. Given r <∞ and ε > 0, we say that G satisfies (QTr,ε) if
µ(o) ≥ ε for every o ∈ O, and for every u, v ∈ V
there exists w ∈ [u], z ∈ [v] such that d(w, z) ≤ r. (QTr,ε)
Every unimodular transitive graph trivially satisfies (QTr,ε) with r = 0 and ε = 1, while every uni-
modular quasi-transitive graph satisfies (QTr,ε) for some r <∞ and ε > 0, so that Theorems 1.2
and 1.3 both follow immediately from the following theorem.
Theorem 4.1. Let G = (V,E) be a unimodular quasi-transitive graph of maximum degree at
most M satisfying (HKγ,c) and (QTr,ε) for some r < ∞, c, ε > 0 and γ > 1/2. Then for every
0 ≤ β < (2γ − 1)/γ there exists a constant K(β) = K(β, γ, c, C, r, ε,M) such that
Ep exp
[
logβ |Kv|
]
≤ K(β)
for every v ∈ V and p ≤ pc.
Given a unimodular quasi-transitive graph G = (V,E), we let ρ be a random root vertex of G
chosen according to the measure µ, and write Pp and Ep for probabilities and expectations taken
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with respect to the joint law of ωp and ρ. Recall that we also write Pv for the law of a simple
random walk on G started at the vertex v, and for each finite set D ⊂ V we write PµD for the
law of a simple random walk started from a uniform point of D. (The two uses of µ should not
cause confusion.)
Lemma 4.2. Let G = (V,E) be a unimodular quasi-transitive graph satisfying (HKγ,c) for some
c > 0 and 0 < γ ≤ 1, and let α = (1 − γ)/γ. Then for every β ∈ (0, 1] there exists a constant
c2(β) = c2(β, α, c), such that
Ep
[
Pρ(Xk ∈ Kρ)
] ≤ [max
u,v∈V
deg(u)
deg(v)
]1/2(
1 + Ep exp
[
logβ |Kρ|
])
exp
[
−c2(β)kβ/(α+β)
]
.
for every k ≥ 1 and 0 ≤ p ≤ 1.
Proof. The claim is trivial if p is such that |Kρ| = ∞ with positive probability, so suppose not.
Let c1 = c1(γ, c) be the constant from Proposition 3.1. Applying the mass-transport principle to
the function f : V 2 → [0,∞] defined by
f(u, v) = Ep
[
1(v ∈ Ku)
|Ku| Pu[Xk ∈ Ku]
]
,
we deduce that
Ep
[
Pρ(Xk ∈ Kρ)
]
= E
∑
v∈V
f(ρ, v) = E
∑
v∈V
f(v, ρ) = Ep
[
PµKρ (Xk ∈ Kρ)
]
,
and we deduce from Proposition 3.1 that
Ep
[
Pρ(Xk ∈ Kρ)
] ≤ [max
u,v∈V
deg(u)
deg(v)
]1/2
Ep exp
−c1 min{ k
logα |Kρ| , k
γ
}
≤
[
max
u,v∈V
deg(u)
deg(v)
]1/2 Ep exp[−c1 k
logα |Kρ|
]
+ e−c1k
γ
 . (4.1)
Using the inequality Ep[g(|Kρ|)] ≤ supx≥1[g(x)/h(x)]Ep[h(|Kρ|)], which holds for every g, h : N→
R+, we deduce that
Ep exp
[
−c1 k
logα |Kρ|
]
≤ sup
x≥1
exp
[
− logβ x− c1 k
logα x
]
Ep exp
[
logβ |Kρ|
]
.
A direct and elementary calculation shows that the minimum of logβ x + c1k log
−α x is attained
when logα+β x = αc1k/β, and we deduce that there exists a constant c = c(α, β, c1) such that
Ep exp
[
−c1 k
logα |Kρ|
]
≤ Ep exp
[
logβ |Kρ|
]
exp
[
−ckβ/(α+β)
]
. (4.2)
Taking c2 = min{c1, c}, the proof is now easily concluded by combining (4.1) and (4.2) and noting
12
that γ = 1/(α+ 1) ≥ β/(α+ β).
Proof of Theorem 4.1. Let α = (1 − γ)/γ and let 0 < β < (2γ − 1)/γ = 1 − α. Note that such
a β exists precisely when γ > 1/2. Recall that M is a constant satisfying maxv∈V deg(v) ≤ M .
Theorem 2.1 immediately implies that there exists a constant C = C(M, r, ε) such that
sup
e∈E
Pp(Se,n) ≤ C
[
1− p
pn
]1/2
. (4.3)
for every p ∈ [0, 1] and n ≥ 1, where the eventSe,n is defined as in the introduction. Recall that we
define Pp(n) = infv∈V Pp(|E(Kv)| ≥ n) and κp(k) = inf{τp(u, v) : d(u, v) ≤ k} for each p ∈ [0, 1]
and n, k ≥ 1. Note also that we have the elementary bound pc ≥ 1/(maxv∈V deg(v)−1) > 1/2M .
We have trivially that κp(k) ≤ Ep[Pρ(Xk ∈ Kρ)] for every 0 ≤ p ≤ 1 and k ≥ 1. Thus,
applying Lemmas 4.2 and 1.6 and rearranging, we obtain that
Pp(n)
2 ≤ C
k−1∑
i=0
p−i
[1− p
pn
]1/2
+ κp(k)
≤ C
k−1∑
i=0
p−i
[1− p
pn
]1/2
+
[
max
u,v∈V
deg(u)
deg(v)
]1/2(
1 + Ep exp
[
logβ |Kρ|
])
exp
[
−c2(β)kβ/(α+β)
]
for every 0 ≤ p < pc and k, n ≥ 1. Taking k = kn = d14 log1/2M ne and using that
∑k−1
i=0 p
−i ≤
2(2M)k for 1/2M ≤ p ≤ 1, we deduce by elementary calculation that there exist positive constants
C1, C2 and c3 depending only on c, α, β, r, ε, and M such that
Pp(n)
2 ≤ C1n−1/4 + C1
(
1 + Ep exp
[
logβ |Kρ|
])
exp
[
−c3 logβ/(α+β) n
]
≤ C2
(
1 + Ep exp
[
logβ |Kρ|
])
exp
[
−c3 logβ/(α+β) n
]
for every 1/2M ≤ p < pc and n ≥ 1. On the other hand, for each u, v ∈ V and n ≥ 1 we have
that
Pp(|E(Ku)| ≥ n) ≥ Pp
({|E(Kv)| ≥ n} ∩ {u↔ v})
≥ τp(u, v)Pp(|E(Ku)| ≥ n) ≥ pd(u,v)Pp(|E(Ku)| ≥ n),
and we deduce that there exists a constant C3 = C3(M, r) such that
sup
v∈V
Pp(|Kv| ≥ n) ≤ sup
v∈V
Pp(|E(Kv)| ≥ n) ≤ C3Pp(n)
for every 1/2M ≤ p ≤ 1 and n ≥ 1. Putting this all together, it follows that there exists a
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constant C4 = C4(c, α, β, r, ε,M) such that
sup
v∈V
Pp
(|Kv| ≥ n) ≤ C4(1 + Ep [logβ |Kρ|])1/2 exp [−c3
2
logβ/(α+β) n
]
(4.4)
for every 1/2M ≤ p < pc and n ≥ 1, and hence that
sup
v∈V
Pp
(
exp
[
logβ |Kv|
]
≥ x
)
≤ sup
v∈V
Pp
(
|Kv| ≥ exp
[
log1/β x
])
≤ C4
(
1 + Ep
[
logβ |Kρ|
])1/2
exp
[
−c3
2
log1/(α+β) x
]
for every 1/2M ≤ p < pc and x ≥ 1. We integrate this bound to obtain that, since |Kv| ≥ 1,
sup
v∈V
Ep
[
logβ |Kv|
]
≤
∫ ∞
1
sup
v∈V
Pp
(
exp
[
logβ |Kv|
]
≥ x
)
dx
≤ C4
(
1 + Ep
[
logβ |Kρ|
])1/2 ∫ ∞
1
exp
[
−c3
2
log1/(α+β) x
]
dx
for every 1/2M ≤ p < pc. Since α+β < 1 this integral converges, and we obtain that there exists
a positive constant C5 = C5(c, α, β, r, ε,M) such that
Ep
[
logβ |Kρ|
]
≤ sup
v∈V
Ep
[
logβ |Kv|
]
≤ C5
(
1 + Ep
[
logβ |Kρ|
])1/2
(4.5)
for every 1/2M ≤ p < pc. If p < pc then we have by sharpness of the phase transition [1, 14, 31]
that Ep|Kρ| < ∞ and consequently that Ep exp
[
logβ |Kρ|
]
≤ Ep|Kρ| < ∞. Thus, we may safely
rearrange (4.5) and deduce that there exists a constant C6 = C6(c, α, β, r, ε,M) such that
Ep
[
logβ |Kρ|
]
≤ sup
v∈V
Ep
[
logβ |Kv|
]
≤ C6
for every 1/2M ≤ p < pc. Coupling ωp for different values of p in the standard monotone fashion
(see e.g. [21, Page 11]) and applying the monotone convergence theorem implies that this bound
continues to hold at pc, completing the proof.
Proof of Theorems 1.2 and 1.3. Both results are immediate consequences of Theorem 4.1.
5 Closing remarks
Remark 5.1. Suppose that G is a quasi-transitive graph satisfying (HKγ,c) for some c > 0 and
γ > 0, and suppose that the simple random walk on G satisfies a bound of the form P(d(X0, Xn) ≤
Cnν) ≥ c for some 1/2 ≤ ν ≤ 1, c > 0 and C < ∞. (A theorem of Lee and Peres [29] implies
that such an inequality cannot hold for ν < 1/2.) Then the proof of Theorem 1.2 can easily be
generalized to show that critical percolation on G has no infinite clusters under the assumption
that (1 − γ)ν < γ. We have not included the proof of this stronger result since we do not know
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of any examples which we can prove satisfy this condition but do not satisfy the hypotheses of
Theorem 1.2. However, Tianyi Zheng has informed us that this stronger theorem might apply to
Cayley graphs of the first Grigorchuk group, for which the optimal values of γ and ν are unknown.
Remark 5.2. More generally, a similar analysis to that discussed in Remark 5.1 shows the fol-
lowing: Suppose that G is a quasi-transitive graph for which there exists a symmetric stochastic
matrix on G that is invariant under the diagonal action of Aut(G) and for which the associated
random walk X satisfies (HKγ,c) for some c > 0 and γ > 0 and satisfies P(d(X0, Xn) ≤ Cnν) ≥ c
for some 1/2 ≤ ν < ∞, c > 0 and C < ∞. (One may need to take ν > 1 if the walk takes
long jumps.) If (1− γ)ν < γ then critical percolation on G has no infinite clusters almost surely.
Long-range random walks have been a powerful tool for analyzing specific examples of groups of
intermediate growth, see e.g. [16].
Remark 5.3. We expect that with a sufficiently delicate analysis one can push our method to
handle all quasi-transitive graphs satisfying a return probability bound of the form pn(v, v) ≤
exp
[−ω(n1/2)], as well as all quasi-transitive graphs satisfying pn(v, v) ≤ exp[−Ω(n1/2)] and for
which the random walk has zero speed in the sense that d(0, Xn)/n → 0 a.s. as n → ∞. Since
Conjecture 1.1 is already known in the exponential growth case and the random walk on any
graph of subexponential growth has zero speed, this would allow one to extend Theorem 1.2 to
the case γ = 1/2. (The fact that the random walk on a graph of subexponential growth has zero
speed is an immediate consequence of the Varopoulos-Carne bound, see [30, Theorem 13.4].) On
the other hand, it seems that a new idea is needed to handle the case γ < 1/2, and a solution to
the following problem would be a promising next step towards Conjecture 1.1.
Problem 5.4. Extend Theorem 1.2 to quasi-transitive graphs satisfying a return probability
estimate of the form pn(v, v) ≤ exp
[−Ω(nγ)] for some 0 < γ < 1/2.
The methods of [34] may be relevant. Note that if Grigorchuk’s gap conjecture [19] is true,
then a solution to this problem for all 0 < γ < 1/2 would settle Conjecture 1.1 for all Cayley
graphs of intermediate growth. Indeed, if the strong version of the conjecture is true then it
would suffice to consider the case γ ≥ 1/5.
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