Abstract. We show that the absolutely normalized, symmetric Birkhoff sums of positive integrable functions in infinite, ergodic systems never converge pointwise even though they may be almost surely bounded away from zero and infinity. §0 Introduction Pointwise ergodicity.
§0 Introduction
Pointwise ergodicity.
Pointwise ergodicity for infinite measure preserving transformations fails. Let (X, B, m, T ) be a conservative, ergodic , measure preserving transformation with m(X) = ∞ then (see [2] ) for any sequence of constants a n > 0 either lim n→∞ S n (1 A ) a n = 0 a.e. ∀ A ∈ B, m(A) < ∞ or ∃ n k → ∞ so that S n k (1 A ) a n k → k→∞ ∞ ∀ A ∈ B, m(A) > 0.
This is for the one-sided Birkhoff sums S n (1 A )(x) ∶= ∑ n−1 k=0 1 A (T k x). For an invertible (X, B, m, T ), and the one-sided Birkhoff sums replaced by the two-sided Birkhoff sums where for eventually positive sequences a n , b n , a n ≍ b n means existence of M > 1 so that M −1 < an bn < M ∀ n large.
An early hint of this possibility can be found in [12] where an example (X, B, m, T ) is given for which the forward sums are not comparable to the backward sums, namely: for A ∈ B, 0 < m(A) < ∞ and a.e. x ∈ X,
Indeed, in view of , is a consequence of , which is in turn satisfied by the [12] example (see theorem 3 below).
Our main result (theorem 2 in §2) is that can never be upgraded to the convergence:
a n → n→∞ m(A) ∀ A ∈ B, 0 < m(A) < ∞.
Í
For larger groups the situation is different. Example of actions of large groups satisfying Í analogues for compactly supported, integrable functions are given in Theorem 1.1 of [15] . In this context (example 5.1 in §5) we show that certain infinite Z 2 actions satisfy the Í analogue for all integrable functions. We also discuss the various possibilities for infinite ergodic Z 2 actions in terms of the recurrence of the generators.
We also consider among two natural classes of infinite, ergodic examples:
• cutting and stacking constructions with bounded cutting numbers, which all satisfy (theorem 3 in §3), and • transformations admitting generalized recurrent events where is characterized by a "trimmed sum" type small tail condition of the first return time functions to generalized recurrent events (theorem 5 in §4).
Bounded rational ergodicity (see §1) is necessary for . In theorem 4, we show (inter alia) that the return sequences of boundedly rational ergodic transformations admitting generalized recurrent events have a certain extended regular variation property. This is also needed for the proof of theorem 5 and is contrast to the rank one, boundedly rational ergodic transformations considered.
The ratio ergodic theorem holds for Z d actions (see [17] for d = 1 and [16] for d ≥ 2) and shows that for an ergodic Z d action, if any of these statements holds for some A ∈ B, 0 < m(A) < ∞, then it holds ∀ A ∈ B, 0 < m(A) < ∞. Thus the properties are invariant under similarity (see [2] ). §1 Preliminaries Bounded rational ergodicity.
As in [1] , the conservative, ergodic, measure preserving transformation (X, B, m, T ) is called boundedly rationally ergodic (BRE) if ∃ A ∈ B, 0 < m(A) < ∞ so that
where a n (A) ∶=
In this case ( [1] ), (X, B, m, T ) is weakly rationally ergodic (WRE), that is, writing a n (T ) ∶= a n (A) (where A is as in (a)), there is a dense hereditary ring
(including all sets satisfying (a)) so that
and in particular,
For invertible transformations, the one sided properties (RE & BRE) are equivalent to their 2-sided analogues: (X, B, m, T ) is:
and • two-sidedly, weakly rationally ergodic, if there is a dense hereditary
(including all sets satisfying (a')) so that
In case T is weakly rationally ergodic,
and T is boundedly rationally ergodic if and only if α(T ) < ∞.
Since bounded rational ergodicity of an invertible (X, B, m, T ) implies that of T −1 we have that α(T ) < ∞ ⇒ α(T −1 ) < ∞.
Proposition 1
Let (X, B, m, T ) be an invertible, conservative, ergodic , measure preserving transformation. (i) If T satisfies wrt some sequence of normalizing constants, then T is boundedly rationally ergodic, (hence weakly rationally ergodic).
(ii) If T is boundedly rationally ergodic, then
Proof of (i) Suppose that Σ n (1 A ) ≍ a(n) for some and hence all A ∈ B, 0 < m(A) < ∞.
On the other hand, ∃ ǫ > 0 so that
whence, by Fatou's lemma
To see bounded rational ergodicity, for n ≥ 1 large and x ∈ B,
Proof of (ii) Using Egorov's theorem we can, given ǫ > 0, find B ∈ F , m(B) > 0 and N ǫ ≥ 1 so that
No absolutely normalized convergence of two-sided Birkhoff sums.
Theorem 2
Let (X, B, m, T ) be an infinite, invertible, conservative, ergodic , measure preserving transformation, then Í fails.
Proof Suppose otherwise, that
By proposition 1(i), T is boundedly rationally ergodic, hence weakly rationally ergodic. We claim first that a(n) ∼ a n (T ). To see this, let A ∈ R(T ) and let B ∈ B(A), m(B) > 0 so that
It follows that
On the other hand, since A ∈ R(T ),
showing that indeed a(n) ∼ a n (T ).
We claim next that α(T ) = 2.
Indeed by , α ≥ 2 and by ♣, α ≤ 2. Thus
The rest of this proof is on a "single orbit" which we proceed to specify.
•
• Call a point x ∈ B admissible if
and ∃ K ⊂ N, an x-admissible subsequence in the sense that
An admissible pair is (x, K) ∈ B × 2 N where x is an admissible point and K is an x-admissible subsequence.
Note that if (x, K) is an admissible pair, then by A(iv) and A(i),
Lemma 0 Almost every x ∈ B is admissible.
Proof
By Í,α(T)=2andtherati o theorem, almost every x ∈ B satisfies
Evidently K ′ is infinite and satisfies A(iv). To check A(v):
Lemma 2 Let (x, K) ∈ B × 2 N be an admissible pair, then
Proof We show first that
Next, we show:
By (a), { n 3 ∶ n ∈ K} satisfies the preconditions of lemma 0 and so 1 2a(
We claim that a(J n ) ∼ a(
we have by lemma 1 that
and L ∶= {L n ∶ n ∈ K} is x-admissible.
To obtain (c) from this, it suffices to show that
Proof of By lemma 1,
This completes the proof of lemma 2.
Proof Firstly we claim that as n → ∞, n ∈ K,
To see , note that as n → ∞, n ∈ K,
To prove the lemma, note that, as n → ∞, n ∈ K,
Proof of the theorem
Fix an admissible pair
For n ∈ K, let
We claim that J ≤
This contradiction shows that indeed J ≤ 8 9 .
Finally, since
This last contradiction contradicts Í.
Remark on quantitative estimates.
The proof of theorem 2 can be adapted to show that ∃ ∆ > 0 so that for any (X, B, m, T ) satisfying , we have
The question of estimating the best ∆ > 0 arises. For the examples appearing in this paper, ∆ ≥ 1 2 . §3 Rank one towers These are CEMPTs constructed by cutting and stacking as in [13] , [14] , [8] , Ch. 7 of [22] .
Let c n ∈ N, c n ≥ 2 (n ≥ 1) and let S n,k ≥ 0, (n ≥ 1, 1 ≤ k ≤ c n ). The rank one transformation with construction data {(c n ; S n,1 , . . . , S n,cn ) ∶ n ≥ 1}
is an invertible piecewise translation of the interval J T = (0, S T ) where
This is defined as the limit of a nested sequence of Rokhlin towers (τ n ) n≥1 of intervals where τ 1 = [0, 1] and τ n+1 is constructed from τ n by
• cutting τ n into c n columns,
• putting S n,k spacer intervals above the k th column (1 ≤ k ≤ c n );
• and stacking.
The transformation T constructed, being an invertible, piecewise translation of J T , preserves Lebesgue measure. It is conservative and ergodic.
Theorem 3
Let (X, B, m, T ) be the conservative, ergodic measure preserving transformation with construction data {(c n ; S n,1 , . . . , S n,cn ) ∶ n ≥ 1}.
If sup n≥1 c n < ∞, then T satisfies .
Proof Let c n ≤ J (n ≥ 1) and let q n be the height of τ n (n ≥ 1). For x ∈ I ∶= [0, 1] and n ≥ 1 we have
Finally lim n→∞
are T -invariant whence constant by ergodicity and we have .
Remark. Bounded rational ergodicity was established in [9] . §4 Weakly pointwise dual ergodic transformations As in [6] , the conservative ergodic measure preserving transformation
This property entails WRE and the return sequence a n (T ) ∼ a(n).
Our next result shows that the return sequence of bounded rationally ergodic, weakly pointwise dual ergodic transformation must be large. This is in contrast with the rank one transformations considered in theorem 3 whose return sequences can grow arbitrarily slowly.
Theorem 4
Let (X, B, m, T ) be weakly pointwise dual ergodic with return sequence a(n) = a n (T ).
Remark. The property (J) is called extended regular variation (ER) with Karamata indices 1 in [7] .
Proof of (J)
Fix Ω ∈ B, m(Ω) = 1 a limited set in the sense of [6] , that is satisfying
whereÛ s ∶= ∑ n≥0 e −snT n 1 Ω and u(s) ∶= ∑ n≥0 e −sn u n .
For s > 0, set
=∶ u(s).
We claim first that for
Proof of (L)
Firstly, by convexity,
whence
So far, by (a), (A) and (G), we have
Thus, to finish the proof of (L), it suffices to show that
To this end, using (M) and (G), we see that
We'll need to know that
is weakly sequentially compact in L 2 (Ω) and for (C), it suffices to show that
To see this note that
where T Ω is the induced transformation on Ω defined by T Ω x ∶= T ϕ(x) x where ϕ(x) ∶= min {n ≥ 1 ∶ T n x ∈ Ω} (aka the first return time function).
As is well known, (Ω, B(Ω), m Ω , T Ω ) is an ergodic probability preserving transformation where m Ω (A) ∶= m(A Ω) .
It follows from ( ‡) that
where E p,s ≤ 2 p . Thus
and by
It follows that Ψ = Ψ ○ T Ω . By ergodicity, Ψ ≡ ∫ Ω Ψdm = 1. So the only weak limit point of Φ s as s → 0 is the constant 1.
(C)
Proof of (H) Suppose that (H) fails and let ǫ > 0 and let s j → 0 be sequence so that
By (a) and Egorov's theorem, there is a subsequence t k → 0 and
Proof of (X):
We now use the assumption α = α(T ) < ∞. Since u s ≲ s→0+ αu(s) a.e., by Egorov's theorem, ∃ A ∈ B(Ω) so that u s ≲ s→0+ αu(s) uniformly on
A.
Using this and (C), we have
Fixing c > 0 so that
This proves (X).
Using (X), we can now apply the de Haan-Stadtmüller theorem (theorem 1 in [10] and theorem 2.10.2 in [7] ) that ∃ I > 1 so that
thus obtaining (J).
Interarrival stochastic processes and generalized recurrent events.
Let (X, B, m, T ) be a conservative, ergodic measure preserving transformation.
The induced transformation on Ω ∈ F + is the probability preserving transformation
where
The (one-sided) interarrival (stochastic) process of Ω is the stochastic process (ϕ ○ T n Ω ) n≥0 defined on Ω. It corresponds to a factor induced transformation on Ω corresponding to the sub-invariant factor factor algebra B 0 ∶= σ({T −n Ω ∶ n ≥ 0}).
As in [5] , a stochastic process
Here, σ N k denotes the σ-algebra generated by the random variables
We'll call Ω ∈ F + a generalized recurrent event for T if its interarrival stochastic process (ϕ Ω ○ T n ) n≥0 is continued fraction mixing with coefficients satisfying ∑ ∞ n=1 ϑ(n) n < ∞. Remarks. (i) Any recurent event (as in 5.2 of [2] ) has an independent, interarrival stochastic process whence is a generalized recurrent event.
(ii) Examples are also obtained by noting that (as shown in [4] ) any stationary stochastic process driven by a mixing Gibbs-Markov map and with observable measurable with respect to the Markov partition is continued fraction mixing with exponentially decaying coefficients. (iii) By lemma 3.7.4 in [2] , a transformation admitting a generalized recurrent event has a factor where the generalized recurrent event is a Darling-Kac set (and is hence pointwise dual ergodic).
For Ω ∈ F + , set
Theorem 5
Let (X, B, m, T ) be a conservative, ergodic measure preserving transformation equipped with a generalized recurrent event Ω ∈ F + , then (X, B, m, T ) satisfies if and only if
In this case
Remark. As shown in [5] the condition Q characterizes the "trimmed sum" convergence property:
(see the earlier [19, 20] for the independent case and [11] for the case of continued fraction partial quotients).
and define
where b = a −1 , a(n) = a n (T ).
Following the ideas in the proof of lemma 1.2 in [5] , we claim that
Proof of ( ) Evidently,
For the other inequality, choose κ ≥ 1 so that ϑ(κ)
It follows that
Moreover
( ) It follows from ( ) and continued fraction mixing that
The Borel Cantelli lemmas now ensure (as in [5] & [19, 20] ) that
If, in addition, b is weakly regularly varying in the sense that
then the convergence of T for some t > 0 implies its convergence for every t > 0; a situation characterized by Q (for more details, see [5] ).
To continue, we pass to the one-sided factor
is slowly varying (see [7] ) and by the asymptotic renewal equation (3.8.6 in [2]) a n (T ) ∝ n L(n) is 1-regularly varying and, in particular, weakly regularly varying.
Moreover, L(n log log n) ∼ L(n) whence (see [3] ) α(T ) = 1. By proposition 1,
In addition, it follows that a.s., 1 a n (T ) S
Proof that ⇒ Q It follows from α(T ) < ∞ via theorem 4 that b is weakly regularly varying.
If Q fails, then as above, for every
Example 5.1. Let (X, B, m) be R equipped with Borel sets and Lebesgue measure. Let α, β ∈ R be linearly independent over Q and define
We claim that
We have that W = [0, 1) is a maximal wandering set for τ 0,1 in the sense that
Here κ(ℓ, Next define S ∶ W → W by S(x) ∶= τ (1,κ(1,x)) , then S(x) = x + α mod 1.
Thus τ is ergodic and for f ∶ X → R, supported and continuous on W , we have on W :
The proposition follows from this via [16] .
It is not hard to show that • the above action T is uniquely ergodic in the sense that the only T -invariant Radon measures on R are multiples of m; and • the convergence (Í) is uniform on compact subsets for bounded continuous functions f .
Example 5.2.
Let f ∈ P(N), and let Ω ∶= N Z and P = P f ∈ P(Ω) be product measure defined by P ({ω ∈ Ω ∶ ω k+i = n i ∀ 1 ≤ i ≤ N}) = Let u = (u 0 , u 1 , . . . ) be the renewal sequence with lifetime distribution f and let a u (n) ∶= ∑ n k=1 u k .
By R and theorem 5, we have that the following conditions (on f ∈ P(N)) are equivalent:
∃ a n > 0 so that Ξ (ψ)
(1 Ω×{0} ) ≍ a n ( )
In this case (Í) fails.
The above examples show that a conservative, ergodic, infinite measure preserving Z 2 action having a dissipative generator with a maximal wandering set of finite measure can
• satisfy (Í); • satisfy ( ) while not satisfying (Í),
• not satisfy ( ).
It follows from theorem 2 that a a conservative, ergodic, infinite measure preserving Z 2 action having a dissipative generator with a maximal wandering set of infinite measure cannot satisfy (Í), the other two possibilities being available.
Question.
There are conservative, ergodic, infinite measure preserving Z 2 actions with both generators conservative. We do not know which of the above possibilities are available for such an action.
