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In this paper we shall give existence and uniqueness theorems for differen- 
tial equations of the form 
u”(x) = f (X, +>, +g), x E [a 11 (1) 
40) = %I 3 U(1) = Ur . (2) 
Here u. and ur are given real numbers and f(x, y, Z) is a given continuous 
function for x f [0, I] and y, z E R (the real line) such that for each x and a, 
f(~, y, Z) is nondecreasing in y. 
Equations of this form have been studied recently by Lees [I], Fountain 
and Jackson [2], and Bebernes [3]. Lees, via a finite difference method, 
proved existence under the assumption of a uniform Lipschitz condition in z. 
Bebernes has generalized this result by requiring only a local Lipschitz 
condition in z and imposing a certain growth condition onf as 1 x 1 becomes 
infinite. His method employed the theory of subfunctions developed by 
Fountain and Jackson [2]. It is to be noted that each of these methods depend 
upon the uniqueness of solutions and thus the Lipschitz condition cannot 
be significantly relaxed. However, by employing the Schauder-Leray theory 
of degree, where uniqueness is not needed, existence can be guaranteed by 
only imposing certain growth conditions on f in Z. 
To be more precise, we shall say that a continuous function F(x, Z) defined 
for x E [0, l] and x E R satisfies the growth condition (G,) in z if there exists 
a non-negative locally integrable function h(z) such that 
s 
*m h(z) dz = f co 
and if there exists a function i(x) in L,(O, 1) such that 
44 I w% 4 I d &w, x E ro, 11, ZER. 
Our main interest will center on the cases p = 1 and p = co. 
1 This paperwas presented tothe AmericanMathematicalSocietyon January25,1965. 
2 Most of the work on this paper was done while the author was employed as a 
Member of Technical Staff at Bellcomm, Inc., Washington, D.C. 
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The basic results can then be stated: 
THEOREM I. Assume there exists M,, 3 0 such that f (x, f M,, , z) satisfy 
growth conditions (GJ in z and such that for each y with 1 y 1 3 M, , 
f(x, y, z)/(l + 1 z I) satisjies a growth condition (G,) in z. Then (I)- (2) 
has a solution for every u,, and u1 . 
REMARK. The growth conditions used here are slightly weaker than those 
imposed by Bebernes. 
THEOREM 2. Assume there exists an M,, > 0 such that for each y with 
1 y 1 >, M0 , f (x, y, z) satisfies growth condition (GJ in z. Then (l)-(2) has 
a solution for every u0 and u1 . 
The method of proof for these theorems consists in deriving a priori 
estimates for the solutions of (l)-(2) considered as elements of certain Banach 
spaces. In particular, for any non-negative integer It, we shall let C”[O, l] 
denote the space of all functions u which have n continuous derivatives on 
[0, I] furnished with the norm 
However, before giving the proofs we shall need a few lemmas. The first 
is a comparison theorem. 
LEMMA 1. Let u, v E C2[0, 11 be such that 
- u”(x) +f(x, u(x), u’(x)> > - v”(x) +f(x, fJ(x), 4x)), 
fbrO<x<l,and 
u(O) > f@), u(1) > s(1). 
Then u(x) > w(x), x E [0, 11. 
Proof. Let p)(x) = U(X) - V(X) and let y  E [0, l] be such that y(y) < v(x) 
for x E [0, 11. Assuming the result to be false, we must have that v(y) < 0. 
Since ~(0) and ~(1) are positive, it follows that y  E (0, 1) and hence y  is a 
local minimum for IJJ. Since q~ E C2[0, 11, p’(y) = 0 and p”(y) > 0. But then, 
d(y) = w’(y) and 
P’“(Y) = U”(Y) - W”(Y) 
<f (Y, U(Y)* U'(Y)) -f (Ys W(Y), V'(Y)) 
Gf (Y, U(Y), U'(Y)) -f (Y, 4Yh U'(Y)) 
< 0, 
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since u(y) < v(y) and f  is nondecreasing in its second argument. But this 
contradicts the fact that v”(y) 3 0 and we have the desired result. 
Next we shall prove an auxiliary existence theorem. 
LEMMA 2. Let F(x, y) be a continuous function for x E [0, l] and y  E R 
which satisjes growth condition (Gl) in y. Then given any OL, there exists 
u E Cl[O, l] such that 
u’(x) = F(x, u(x)), XE[O, 11 (3) 
and 
U(l) = OL. (4) 
Proof. Let g and h be the functions given in condition (G,), and let 
y  = Jig(x) dx. Also let H(y) = jz h(T) d7. Since h 3 0, His a nondecreasing 
function of y. Further, H(y) -+ & co as y  + f  co. Thus, for each real 01, 
there exists a positive R(a) < co such that 1 H(y) - H(ol) 1 < y  implies that 
j y  1 < R(a). We claim that if u E Cr[O, l] and 
u’(x) = qx, u(x)), XE[O, 11 (5) 
for some X E [0, l] and u(l) = 01, then 1 U(X) / < R(a), x E [0, 11. Indeed, 
multiplying (5) by h(u(x)) and integrating, we have that 
fW4) - H(a) = fW4) - H(4)) 
= h j; W(5)) F(f, u(t)) d5. 
But 
Hence, by the definition of R(m), 1 u(x) / < R(a), x E [0, 11. Now consider 
the mappings TA : CO[O, I] + CO[O, l] given by 
Let 
T,(u) b-9 = a+ h j:F(E, u(f)) d5. 
Q = {u E CO[O, l] : II u /lo < R(U) + l}. 
Then T,, is a family of completely continuous mappings which is continuous 
in h uniformly on Q. Further, if u - T,(u) = 0, then u is in Cl, satisfies (5) 
and u(l) = ol; hence u 6 X2. Now, since T,(u) = (Y for every u, the Schauder- 
Leray degree of I - To at 0 relative to !2 is + 1 (here I is the identity map on 
CO[O, I]). Thus, the degree of I - TA at zero relative to Q is + 1 for every 
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h E [0, l] (see Cronin [4], pp. 134-140). Therefore, for every X E [0, l] there 
is a u E CO[O, l] such that 
44 = 01 + h j2W, 49 @. 
1 
But then it is clear that u E P[O, l] an d in the particular case of h = 1, u is 
a solution of (3)-(4). 
We are now in a position to derive part of the a priori estimate needed. 
LEMMA 3. Assume there exists an MO 3 0 such that f  (x, f  MO , z) 
satisfy condition (Gl) in z. Then there exists a constant M = M(u, , ul), 
depending only on u. and u1 , such that if u E C2[0, l] and 
u”(x) = hf(x, u(x), u’(x)>, x E ro, 11 (6) 
u(O) = uo 2 u(1) = ur (7) 
for some h E [0, 11, then 11 u Ijo < M. 
Proof. Since f  (x, & MO , x) satisfies growth condition (Gr) in z, there 
exist locally integrable non-negative functions h+(z), z E R, and integrable 
functions g+(x), x E [0, 11, such that 
s 
ia, 
h+(z) dz = * c0 0 
s 
*co 
h-(z) dz = & co 
0 
and 
b(z) I f  (2, f Mo > 4 I < g&h x E [O, 11, z E R. 
We first note that we may assume that h*(z) is bounded for bounded a. For 
if not, we may replace h*(z) by the measurable function &r) which, for 
zE[n,n+l],somen=O,fl,&I:;**,isgivenby 
A*(x) = [;;t’9 ;;;; p;;; 2 ;; 
where y,,* > 0 is chosen sufficiently large so that 
O< s 
%+’ [h*(z) - &z)] dz < 2-1”1. (8) 
?a 
(Note that this is possible since h* is locally integrable.) Now, it is clear 
that I%+ is non-negative and locally bounded (and, in particular, locally 
integrable). Moreover, since &(a) < h+(z), z E R, 
h,(z) If  (x, 41 MO ,.4 I < h+(z) If  (x, f  M, , z) I <g&4, 
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x E [0, 11, z E R. Finally, from (8) it follows that 
and that 
j,” h+(z) dz < jb” h,(z) dx + 2 2-” = - co. 
n=l 
Therefore, & can be used in place of h* and we shall henceforth assume 
h*(z) is bounded for bounded z E R. 
Next, let q*(z) be the positive continuous functions defined by taking 
1 
__ = 1 + sup (h*(z) : 0 d 1 .a 1 d 1 n ( + l} 
44 
and taking q+ to be linear on [n, n + 11, n = 0, f 1, f 2, ..* . Note that 
T* is then an even function and is nonincreasing on (0, co). Thus, for each 
It = 0, 1,2, *** and each z such that n < I z I < n + 1, we have that 
71*(4 h*(z) G q*(n) sup (h*(a) : 0 < I z I =G n + 1) < 1. 
Taking 
we have that 
W) I F&(X, z) I < g&) + 1, x E [O, 11, z E R. 
Therefore F+(x, a) satisfies growth condition (GJ in z. By Lemma 2, there 
then exist U* E Cl[O, I] such that 
u*‘(x) = T If@, It MO 3 e(x)) I P rli(“&)) (9) 
x E [0, l] and u*(l) = 0. Note that since u+’ < 0 and u+( 1) = 0, we have 
that U+(X) 3 0, x E [0, 11, and since u-’ > 0, and U-(I) = 0, we have that 
u-(x) < 0, x E [O, 11. 
Next let us define 
W+(X) = 1 + Max {u. , u1 , MO) + j' u+(5‘) d5 
0 
and 
W-(X) = - 1 + Min (u. , ur , - MO) + j; W-) dt (11) 
Note that W+(X) > Max {u. , u1 , MO} and W-(X) < Min (~1~ , ur , - MO}, 
x E [O, I]. 
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Therefore, for any h E [0, 11, and x E [0, 11, we have that 
- w+“(x) + hf(x, w+(x), w+‘(x)> 
= rl(“+(XN + If@, MO > u+(x)) I + Af(x, w+(x), U+(X)) 
3 rl(u+W + If& MO 3 U+(X) I + hf(x, MO 7 u+(x)> > 0, 
and w+(O) > u. , w+(l) > u1 . But then by Lemma 1, if u is a solution of 
(6)-(7) for some h E [0, 11, U+(X) > u(x), x E [0, 11. Similarly, for h E [0, 11, 
- w-“(x) + hf(x, w-(x>, w-‘(x)> < - rl(u-(x)) - If@, - MJ , u-(x)) I 
+ hf(% - MO , K(X)> < 0 
and w-(O) < us , w-(l) < ur . Therefore we also have that w-(x) < U(X), 
x E [0, 11. Letting 
Mi = SUP {I w*(x) I : x E [Oo, 11) 
and M = Max {M+ , M-}, we have that /I u Ilo < M. Finally, the fact that M 
depends only on u,, and ur follows from the fact that U+ are fixed functions 
and w+ depend only on us , ur , M,, , and U* . (Note that M 3 M,,.) 
Next, we shall use this result to derive an apriori estimate for the deriva- 
tives of solutions of (6)-(7). 
LEMMA 4. Assume there exists un M0 3 0 such that for each y with 
I y 1 2 M,, , f (x, y, x) satisjes condition (Gl) in z. Then there exists an 
Nl = wuo > UJ such that if u E C2[0, I] and is a solution of (6)-(7) for 
some h E [0, I], then II u Ill < IV1 . 
Proof. For each y with 1 y 1 > Mr , let h(y, z) be a non-negative locally 
integrable function of x and let g(x, y) be an integrable function of x on [0, I] 
such that 
and 
s 
fm h(y, z) dz = h co 
0 
h(y, 4 If  6, Y> 4 I < &> ~1, x E [(I 11, ZER. 
Further, let 
and let 
Y(Y) = @x, Y) dr 
H(Y, 4 = sz h(y, l) dl. 
0 
Then for each y(l y I > M,), H(y, z) is a non-decreasing function of s which 
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tends to & co as z tends to f  co, respectively. Therefore, letting 
y  = M = M(u, , ui), which exists by Lemma 3, there exists Ki > 0 such 
that 
H(M, 4 < y(M) + fV> ~1 - uo) implies x < Kl. 
Similarly, there exist K, , K3 , K4 all non-negative such that 
H(M, 4 > - y(M) + ff(M, ~1 - uo) implies ~2 -K,, 
H(- M 4 < Y(- M) + ff- M, *I- uo) implies .z < KS, 
H( - M, 4 > - Y( - M) + ff(- M, ~1 - uo) implies z > - K4. 
We claim that it suffices to take Nr = M + K, where 
K=Max{K,,K,,K,,K,}. 
Indeed, it is clear that Nr depends only on u,, and ui . Let u E Cz[O, l] be a’ 
solution of (6)-(7) for some h E [0, 11. Then by Lemma 3, - M < U(X) < M, 
x E [0, 11, and thus by multiplying (6) by h(M, U’(X)), we have that 
Wf, u’(4) u”(x) d WK u’(x)) I.+, M, u’(4) I 
< Mx, W 
< g(x, M) (12) 
Moreover, since u E C2[0, 11, and (7) holds, there exists x,, E [0, I] such that 
11’(q) = ur - q, . Thus, integrating (12) from x,, to X, we have 
WK u’(4) - H(M, ~1 - ~0) < I :odt, M) d4 < Y(M), x 2 x0 
and 
5 
fJ(M, u’(x)) - H(M, ul - u,,) b I g(& M) dt > - y(M), 
x < x0. 
4 
Therefore, U’(X) < K, x > x0, and U’(X) > - K, x < x0. Similarly, 
h( - M, u’(x)) u”(x) 3 - xh( - M, u’(x)) If@, - M, u’(x)) / 
2 -Ax, - M), x E [O, 11, 
and thus 
H(- M, u’(x)) - H(- M, u1 - uo) 3 - y(- M), x 2 x0 
and 
H( - M, u’(x)) - ff(- M, ~1 - uo) < Y(- Ml, x < x0. 
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Therefore, u’(x) 3 - K, x > x,, , and u’(x) < K, x > x0 . Combining these 
results we have that / u’(x) 1 < K, x E [0, I] and thus [I u j/i < iV1 as was 
desired. 
Using the other growth condition, we can derive a similar estimate as 
follows: 
LEMMA 5. Assume there exists an M, > 0 such that f (x, & MO, z) 
sutisjes condition (GJ in z and such that for each y with 1 y 1 3 M, , 
f(x, y, x)/(1 + 1 z I) satisjes condition (G,) in z. Then there exists an 
N, = N,(u, , UJ such that if u E C2[0, l] and is a solution of (6)-(7) for 
some h E [0, 11, then II u II1 < N, . 
Proof. For each y  (I y  j > M,,) let h(y, z) be a non-negative locally 
integrable function of z such that 
and 
I *mh(y,z)dz= f co 0 
hh4 If&r, 4 I <Y(Y) (1 + I z I)> x E co, 11, ZER, 
where r(y) is some constant depending on the choice of y. Further, let 
To derive the necessary estimate for any solution u of (6)-(7), we shall 
consider two cases. In the first case, let us assume that u’ has a zero in [0, 11. 
As m Lemma 4, we note that H(M, z) --+ f  co as z + f  co and thus there 
are non-negative constants L, , L, , L, , and L, such that 
fV& 4 < y(M) (1+ 2M) implies X<Ll 
f@f, 4 2 - y(M) (1 + TM) implies z>-L, 
H(- M, 4 < Y(- M) (1 + 244) implies z <Lo 
ff(-MM,4 2 -A-M)(l +2M) implies 23 -LL,. 
We claim that 1 u’(x) I < Max {L, , L, , L, , L4}. (Note that L, , L, , L, and 
L, depend only on M = M(u, , ui).) Indeed we have that 
h(M, u’(x)) u”(x) < WK u’(x)) If@, M, u’(x) I 
< b4W 11 + I 44 II 
< y(M) 11 + I U’(X) II (13) 
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and that 
A(- M, u’(x)) u”(x) 2 - hh(- M, u’(x)> If(X, - M u’(4) I 
2 - M- M) [l + I G4 II 
3 - y(- M) [l + I 44 II- (14) 
Now, for each x E [0, 11, let p(x) be some zero of U’ such that U’ does not 
change sign between x and p(x). Then when x < p(x), we can integrate (13) 
and (14) from x to p(x) and obtain 
- fqM u’(x)) < y(M) [l + I G44) - 44 II 
<y(M)[l +2w 
- H(- M, q4) 2 - Y(- M) [l + I 449) - 44 II 
3 - Y(- M) [l + 2M1, 
and thus -L, < U’(X) <L, . Similarly, when p(x) < X, we can integrate 
(13) and (14) from p(x) to x and obtain 
WMu'(x)) <Y(M) P + 2J41 
and 
fq - M, u’(x)> 3 - Y(- q [l + 2J47 
and thus -L, < u’(x) <L, . Therefore, when u’ has a zero in [0, 11, 
11 u’ Ilo < Max {L, , L, , L3 , L4}. In the case where U’ has no zero in [0, 11, 
we let L5 , L, , L, , L, be non-negative constants such that 
WM 4 d r(M) [l + 2Ml+ fqM, % - ql) implies z < L, 
WM,z) > -y(Jq[l+w+H(M,u, -240) implies z > -LB 
H( - M, a) < y( - M) [l + 21M] + H( - M, u1 - ~a) implies x < L, 
W--M,4 3 -~(-M)[1+2W+H(-%uu, -uo> 
implies z 3 -L, . 
(Again note that L, , L, , L, , L, depend only on ua , u1 and M = M(u, , q).) 
Now, by the Mean Value Theorem, there is an x0 such that ~‘(x,,) = ur - u,, , 
and since u’ is of one sign in the whole interval, we may proceed as above and 
in Lemma 4 to obtain 
Letting 
---&I <u’(x) <J&i, x b x0 
- Lo < u’(x) d L, , x < x0. 
N&o 5 4 =M(u,,uJ +Max{Ll,L2,-~,LJ, 
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we have that whenever u is a solution of (6)-(7) for some h E [0, 11, 
I! u /iI = sup 1 U(X) I + sup I u’(x) I d N, , 
xe[O.l] XE[O.l] 
as was desired. 
Proof of Theorem 1. We shall proceed as in the proof of Lemma 2. For 
h E [0, l] and u E C1[O, I], we define 
TM lx> = (1 - x) luo - X j," 5f(4,u(0, u'(tN dtl 
++--hj: (1 .-- Of(5, 4% 40) @j - 
Further, let 
Q = {u E Cl[O, l] : I/ u !jr < 1 + Ns}, 
where the existence of Na is given by Lemma 5. Then, for each X E [0, I], 
T,(u) is a completely continuous mapping from D in Cl[O, 11, and T,(u) 
is continuous in h, uniformly on Sz. Moreover, when u -- T,(u) = 0, u is 
in C2 and is a solution of (6)-(7). Thus by Lemmas 3 and 5 it would follow 
that I/ u ]I1 < N, , and thus u $ &Q. Hence the Schauder-Leray degree of 
I - TA at zero is independent of h. But, when h = 0, T,,(u) = u,, + x(ul - uJ 
for every u and thus the degree of I --- T,, at zero is one. Hence it follows that 
the equation u = T,(u) has a solution which is clearly the desired solution 
of (l)-(2). 
Proof of Theorem 2. This proof is the same as the above proof when 
N2 is replaced by Nr and Lemma 4 is invoked in place of Lemma 5. 
For uniqueness of solutions we have the following: 
THEOREM 3. Solutions of (l)-(2) are unique when either f is (strictly) 
increasing in y, or when for every M > 0 there exists a positive continuous 
function giM on (0, 00) such that 
s 1 o+gM(~)-l dr := 03 
and 
for x E [0, 11, I y  I < M and all z, f .  
Proof. Let f be increasing in y. Let u, v E C2[0, I] be two solutions of 
(l)-(2) and let v = u ---- v. Assume that v is negative somewhere. Let 
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y E [0, 11 be a point where v takes its minimum. Then y E (0, 1) and 
p’(y) = u’(y) - w’(y) = 0. 
Since v(y) < 0, 
F”(Y) = f4Y) - VU(Y) 
=f(Y, U(Y), U’(Y)) - f(Y, fJ(Y)Y V’(Y)) 
=f(Y, U(Y), U’(Y)) -f(Y, 4Y), U’(Y)) 
< 0. 
This last inequality would imply that y is a point of maximum, which is a 
contradiction. Therefore, p)(x) > 0, x E [0, 11; that is, U(X) >, V(X), x E [0, 11. 
Since we can interchange the roles of u and ZI in this argument, u 3 =ZA Let us 
now consider the second case of the Theorem where f is not necessarily 
strictly increasing and let u, w be two solutions of (l)-(2) and let 
Define 
M = Max {I U(X) / , I V(X) I : x E [0, l]}. 
Then G is an increasing continuously differentiable function from (0, 1) 
onto (- co, 0). Let 0 < E < 1. Then G(E) < 0 and the function 
G-~(G(E) - 2x) is a well defined continuously differentiable function of X, 
x E [0, 11, with values in (0, c). Next, let 
w,(x) = E + j-= G-l(G(c) - 25) df. 
0 
Then E G WJX) < c( 1 + x), x E [0, l] and thus w, - 0 uniformly on [O, 11. 
Moreover, w, E C2[0, l] and 
w;(x) = - 2g&Jwc’(x)), x E [O, 11. 
Letting v = u + w, > u, we have 
- P”(X) + f (x9 &>a 9w) 
= - w: - f 6% 44,~‘(4) + f 6% 9-w ~‘W 
z k&L’(x)) - f 6% 443 I’ + f (x9 44, dxN 
2 ka.f(w~‘(x)) - gAAI 9w - +> I) 
3 gMb%Yx)) > 0. 
505/2/3-4 
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Also q(O) > u(0) = u0 and ~(1) > ~(1) = u1 . Applying Lemma 1, we have 
that q(x) > V(X), x E [0, 11; that is, V(X) - U(X) < w,(x), x E [0, 11. Inter- 
changing the roles of u and v  in the above argument then yields 
x E [0, I]. Letting E --+ 0, it follows that u E v  and solutions are unique. 
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