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MinireviewThe Operation of the Visual SystemMichael F. Land
Neurophysiologists studying the visual representation of
the world in the parietal lobe generally find that it is based
in a gaze-centred (retinotopic) frame. Students of orienta-
tion, however, find that the brain also contains a more
panoramic egocentric representation that allows appro-
priate motor actions to take place independent of the
orientation of the eyes and head. This representation can
operate temporarily without visual input, but is updated
from the vestibular system and from other modalities. In
thisminireview, I shall consider how these two representa-
tions are kept aligned with each other, and how they relate
to the organisation of motor actions and to the phenom-
enal world that we see.
Introduction
For foraging monkeys, or humans working in fields or work-
shops, the main function of vision is to guide actions while
the body is in almost continuous motion. This involves eye,
head and body movements, which are concerned not only
with stabilizing gaze, but directing it to the sources of infor-
mation needed for the ever-changing requirements of the
task in hand [1].
The world we see — the phenomenal world — is based in
the brain, even though it seems to be ‘out there’. It has the
property that it does not move when we rotate out eyes,
head and body, or when we move through it. It is devoid of
the saccadic dislocations that characterise the retinal image.
Objects in it can be ignored or attended to, depending on
their relevance to current actions. None of this looks much
like the retinotopic representations found in the early stages
of the cortical visual pathway. We will thus need to look
elsewhere for a complete account of the phenomenal visual
world.
Our actions involve orientation movements of eyes, head,
body and limbs to objects whose locationsmay bewithin the
current field of vision — roughly the frontally directed hemi-
sphere — or may be outside it, but accessible from short-
term or long-term memory. It is, for example, unproblematic
to point, without turning or with eyes closed, to a door or
window that is currently in the hemisphere behind us. In
this review I will propose an arrangement that attempts to
satisfy the major requirements of a visual system that is
capable of guiding action from the moving platform of the
body, andwhich at the same time generates a representation
of the world that is more like the one we experience visually.
Given the presumption that the way we see the world
evolved to make the control of action as straightforward as
possible, it is likely that our phenomenal perception of the
world is closely related to the mechanisms we use to act
upon it.
At present there are two research approaches to the
ancient problem of why the phenomenal world remains
stationary in spite of the motions of the eyes, head andSchool of Life Sciences, University of Sussex, Brighton, BN1 9QG, UK.
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sented to the retina, and the other with the more extensive
three-dimensional space around us. Over 20 years ago,
students of eye movement control discovered that when
the eyes make saccades, the pattern of excitation in the
lateral intraparietal area (LIP) is ‘remapped’ before move-
ment occurs, to coincide with the disposition of features in
the image after each saccade [2,3]. These and other authors
have taken this to mean that this remapping of image
features provides at least a partial explanation for why
saccades do not disrupt the appearance of the visual scene.
This remapping is now known to occur inmany cortical areas
as well as the superior colliculus [4], and is linked to an effer-
ence copy of the eyemovement signal itself which originates
in the colliculus [5].
Over much the same time period, students of human
orientation and navigation have examined the ways that
the representation of the world, on which our motor actions
are based, is ‘spatially updated’ as we move through it.
Even when vision is not available, actions such as pointing
can be made with reasonable accuracy after a number of
rotational and translational body movements. This, they
argue, requires an internal model that is kept aligned with
the external world by inputs from the vestibular system,
path integration, and, when vision is available, from optic
flow and visible landmarks. This representation is referred
to as the egocentric representation [6–8], spatial image
[9,10], or parietal window [11]; I will use ‘egocentric memory’
in this review. These authors maintain that it is the updating
of this model that keeps the perceived world congruent with
the external world. I will assume here that these two quite
different traditions of inquiry are both valid, and that each
has something to contribute to the question of the stability
of the phenomenal world.
I will begin by looking at the problem from the standpoint
of the requirements of the motor system, since this, from
an evolutionary perspective, is where visual function has its
origins. Initially I will only consider rotations in the horizontal
plane, but it is quite possible to extend the arguments given
here to the changes that result from translational movements
and I will return briefly to this towards the end. The problems
of fully representing coordinate transformations in three-
dimensional space are considerable, and are discussed
in [12].
Representations for Action
To point in the direction of an object in the surroundings, the
visual signal, in the form of the location of the object on the
retina, needs to go through a number of transformations
(Figure 1). Ultimately the retinotopic location (a) must be con-
verted into the direction of the arm relative to the trunk axis
(d), but for this to happen the eye-in-head angle (b) and the
head-on-body angle (g) have to be added in. In the case
shown in Figure 1, the pointing angle d is simply a + b + g.
This formulation is not exact, because eye, head, trunk and
arm do not revolve around a common axis, but it is adequate
for present purposes.
The angle b can be obtained either from an efference copy
of the signal to the eye muscles or from eye muscle proprio-
ceptors, and similarly the neck angle g can come from
Figure 1. The information required when
pointing to a target at X.
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calculation of d these additions must be made, and there is
general agreement that the posterior parietal cortex is crucial
for these transformations. Directional information provided
by the parietal cortex is then passed to the premotor and
motor cortices for the formulation of limb movements. In
their seminal review, Colby and Goldberg [13] presented
extensive evidence that the parietal cortex contains multiple
representations of space that are linked to spheres of action
that involve the eye, head or hand. Attention seems to be
crucial in these transformations: parietal cells respond not
simply to the presence of a stimulus, but only if the stimulus
is relevant to the current task.
What is not entirely clear is the coordinate frame in which
these transformations take place, and inwhich the armdirec-
tion is represented. Theymight take place through a series of
transformations representing sequentially each of the addi-
tions implied by Figure 1, to arrive finally at the arm angle
d. In fact, much of the evidence from single-unit studies in
the parietal and premotor areas indicates that the opposite
occurs, with the arm direction being converted into gaze-
centred coordinates by an inverse transformation, so that
dR, now in retinotopic coordinates, is equal to d – b – g
[14–16]. There are some advantages to this apparently para-
doxical way of doing things. If a and dR are represented in
the same frame then they can be compared with each other,
and the angle between them— the ‘pointing error’ — can be
obtained directly from the difference. Furthermore, this error
will be insensitive to eye movements, because the target
image and arm direction will shift together in the retinal
image. Also, if the hand is visible, its location can be coded
in the same frame. From this, it seems that a retinotopic
(gaze-centred) representation can provide an ideal theatre
in which the visual control of the actions of the arm and
hand can be played out.
Of course to move the arm to a new direction the opposite
transformation must be reapplied: a new value of d must be
constructed from its components, as in Figure 1. Presumably
both reverse and forward transformations take place at least
in part in the regions of the parietal cortex identified with
reaching: in monkeys this is the parietal reach region (medialintraparietal area; MIP). Some recent
studies of MIP have suggested that
this does not involve a straightforward
translation between reference frames,
and that neuronscanemploy spatial en-
codings with a range of idiosyncratic
representations [17]. The premotor
and motor cortices are also involved
in the formulation of appropriate
movements of the limbs, and some
information is available about the
relative roles of individual cells and
cell populations during reaching behav-
iour [18,19].
How these transformations are
brought about is still far from clear.
Whilst the representations in most pari-
etal areas have a retinotopic frame, thegain ofmany parietal neuronswith retinotopic fields ismodu-
lated by the positions of the eyes, head or limbs, in a way that
could provide the basis for coordinate transformations
[20,21], (reviewed in [22]). As Crawford et al. [16] put it: gain
fields can do this ‘‘by tweaking the individual contributions
of units so that the overall population vector rotates’’. For
example, in this way the addition of an eye position signal
can turn the retinotopic location of an object into a cranio-
topic location.
In what follows, I will assume that some kind of head-
centred (craniotopic) mapping of visual space does indeed
exist. Clearly a gain-fieldmodified retinotopic representation
can perform this function. The reason for choosing to deal
with a head-centred (rather than a gaze-centred or body-
centred) representation will become apparent later, but
has to do with the fact that the vestibular system measures
motion of the head.
Vision and Memory in Pointing and Reaching
In this section, I consider the way the visible and invisible
worlds map onto the motor system that enables pointing. I
assume that there exists inmotor areas of the cortex a region
that formulates the limb movements required for making
pointing or reaching movements relative to the trunk, and
that for each pointing direction there are neurons or neuron
populations with fixed loci in the brain [23]. In Figure 2, their
distribution is represented by the circle M, and it is assumed
that they connect directly or indirectly with the muscles of
the arm.
Such direction-tuned cells certainly exist in the dorsal
pre-motor cortex, where their activity and the tightness of
their directional tuning is related to the probability of their
engagement in a particular task [18]. In both the premotor
and motor cortices, direction is likely to be coded in popula-
tion responses rather than single units [24]. Thus, although
the details of the mapping are likely to be complex, a repre-
sentation of direction in motor space (M) does exist. In
Figure 2A, this mapping receives an input from the (head-
centred) visual representation V, and at some point the angle
g is added (Figure 1), possibly in the ventral premotor cortex
[25], to take account of the varying angle between head and
Figure 2. Target representations for action.
Representations of the location of a target (d)
onto a head-based visual representation (V)
and a motor map responsible for pointing
or reaching (M). In (A,B) the target is within
the field of vision. In (C,D) the target is out-
side this field in egocentric spatial memory
(dashed line E).
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addition and assume that head and
trunk axes are in line, and locations on
V map directly onto M. Then, if the
head rotates 45 right (Figure 2B), the
image of the target will move across
V, and the mapping onto P will move
in line with this to establish a new point-
ing direction relative to the head (and
hence the trunk).
It is also possible, without difficulty,
to point to objects that are outside the
current field of vision. With eyes closed
you can rotate to face the window, and
then point to the door or computer
screen, and so on for several such rota-
tions with little loss of accuracy. This
can all be done on a revolving chair
without the feet making contact with
the ground. It indicates that there
must be a representation of the sur-
roundings that can be independent of
immediate visual input, and is updat-
able by the vestibular system, the only
other source of head rotation informa-
tion in this situation. This egocentric
memory representation (E) is shown
by the dashed circle in Figure 2C,D.
The visual representation V and the
egocentric memory representation E
differ in one very important respect.
When the head rotates, the image of
an object moves across V, but there is
no equivalent mechanism for this to occur on E, as there is
no image. However, if the location of an object in memory
simply remained in the same place relative to the head
when the head rotated, then the position signal it sent to
the motor area M would be wrong (open circles in
Figure 2D). It seems that the locations of object traces within
E must counter-rotate relative to the head as the head
rotates, so that they continue to provide M with the appro-
priate coordinates. Such a rotation is implicit in the parietal
window model of Byrne et al. [11], and was explicitly
proposed in [26]. How this is achieved is not known, but it
might make use of a gain-field mechanism, as in other pari-
etal transformations.
Such a rotational updating mechanism would have two
interesting consequences. First, the object memories repre-
sented in E would always remain in alignment with the
surroundings, a point to which I shall return later. Second,
that following a head rotation part of the E representation
would move into or out of the visual representation V, so
that the visual and unseen worlds would interchangecontinuously to varying degrees. It is probably sensible to
regard the E representation as continuous over 360, as in
Figure 2C,D, with the V representation sliding over it.
Rotational Updating of the Egocentric Memory
Representation
In its normal operation the rotating spatial memory E
provides coordinates for action, but with eyes closed we
do not sense a rotation of the surroundings in the vivid way
that we do when the visual image rotates. However, such a
rotation can become subjectively apparent when the vestib-
ular signal is disturbed, and vision is not available. If you
induce mild dizziness by rotating in an office chair for three
or four revolutions, then briefly fixate a convenient object
such as a doorknob and close your eyes, you will feel your-
self rotating in the opposite direction to the original rotation
for 10 seconds or more, during which time you will feel that
you have rotated through an angle of perhaps 90. (It is im-
portant to have your feet off the ground during this phase,
to remove all except vestibular cues). Without opening your
Current Biology Vol 22 No 18
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opening your eyes you will then find that you have pointed
90 away from the actual direction of the knob, whose loca-
tion has, of course, not changed [27].
The reason for this mislocation is that during the initial
rotation the fluid in the semi-circular canals catches up
with the lumen, so that when the rotation stops the hair cells
attached to the cupolae provide an erroneous signal indi-
cating rotation in the opposite direction. This continues to
update the egocentric memory representation until the canal
fluid stops rotating. Then, when pointing, you accept the new
orientation of the memory representation, and act as you
would in accordance with Figure 2C,D. A similar pointing
mislocation can be induced by caloric stimulation of the
labyrinths [28]. With the eyes open this post-rotation updat-
ing does not occur. Vision overrides the vestibular input to E,
even though the erroneous vestibular signal is still apparent
as a transient vestibulo-ocular after-nystagmus.
These observations can be taken to demonstrate that the
egocentric memory representation can indeed be updated
by the vestibular system, and that the connection between
this representation and the motor system for pointing
(Figure 2C,D) continues to function. Normally there will be
no conflicts between vestibular and visual updating mecha-
nisms. If the memory system is updated as described in
Figure 2D, then the locations of objects represented in it
will always coincide with those in the head-centred visual
representation. Of interest here is that cells in area MSTd in
monkeys have inputs that are both visual and vestibular,
and their outputs correlate well with the animals’ perceptual
judgements of shifts in heading direction [29]. A situation in
which conflict between vision and the vestibular system
does occur is during vertigo, a feeling that the head is turning
in a stationary world that occurs as a result of damage to the
semi-circular canals. This results in an imbalance between
the outputs of the two sets of canals, and a persisting sensa-
tion of turning results, which can occur with the eyes open or
shut [30]. Under normal circumstances, the relation of the
memory representation to the surroundings can be reset
by vision. As noted above, if you keep your eyes open, vision
can override the vestibular rotation of egocentric memory. It
has also been shown that vision alone can be sufficient to
update the egocentric memory representation [31].
The egocentric memory representation is almost certainly
both sparse in terms of its content, and not particularly accu-
rate. Pointing experiments under conditions where the target
is not visible and the subject not deliberately disoriented
tend to come up with accuracy estimates of between 5 and
25 [32–34]. Similarly, large (> 90) saccadic turns to objects
required for a task, involving rotations of eye, head and body,
and accompanied by a blink preventing vision, tend to miss
the intended target by about 10, and are followed by a
second small saccade once vision becomes available [26].
Attempts to reconstruct even familiar places from immediate
or long-term memory typically summon up only small
numbers of objects, and very little detail. Thus, the egocen-
tric memory is not a high-acuity representation.
Overlap of Visual and Memory Representations
If the memory representation is panoramic, as suggested
earlier, then onemight expect that within the visual field itself
the information needed for action might come from either
vision or memory. There is evidence that this is the case.
Brouwer and Knill [35] devised a visually guided reachingtask, using virtual reality, in which vision and memory were
pitted against each other. Two virtual objects had to be
picked up and placed in a trash bin. In some trials the posi-
tion of the second object wasmoved by a small amountwhile
the first was being moved to the trash. Participants never
noticed this, but it did have a measurable effect on their
behaviour. In some cases the arm moved in the direction of
the current location of the second object, but in others it
went to the object’s previous location. Thus, the arm was
sometimes guided by vision, and sometimes by memory. It
turned out that the relative weighting of vision and memory
in the reach to the second target depended on its visibility.
For high-contrast objects vision was favoured, whereas
low-contrast objects produced more memory guidance.
This implies that the brain can choose between sources of
information depending on their relative reliability. In these
studies the distance in visual space from the objects to the
trash can was only about 30, so the actions all took place
well within the peripheral visual field.
In a study which led to much the same conclusion, Aivar
et al. [36] used a virtual version of a block-copying task [37]
to determine whether saccades to blocks seen in peripheral
vision were guided primarily by vision or by memory.
Changes were made to the layout of the blocks used to
make the copy while the subject was looking elsewhere,
but with the blocks still visible in peripheral vision. When
gaze returned to the blocks, saccades were normally
launched to their old locations rather than to the new, visible,
locations. Taken with the Brouwer and Knill [35] result, this
confirms that visual and memory representations overlap
each other, certainly in peripheral vision, and perhaps
throughout the visual field, and both can be used in the
formulation of actions, whether these are shifts of gaze or
of reaching movements by the arm.
Another conclusion that can be drawn from these studies
is that visually attended objects can be temporarily attached
to and detached from the egocentric representation. It is
always possible that this involves another, special kind of
working memory, but there seems no need to assume this.
Allocentric and Egocentric Frames of Reference
If we move from one familiar environment to another, the key
objects represented in egocentric memory must change.
Students of spatial cognition have long accepted that spatial
memory is supported by at least two representations: the
egocentric representation, discussed here, which is con-
cernedwith the orientation of an individual within their imme-
diate surroundings, and an allocentric representation which
is more map-like, and independent of the current orientation
of the head and body. The former is certainly based in the
parietal lobe, possibly the precuneus [38], and the latter in
the hippocampus and medial temporal lobe [7].
The two representations interact. The allocentric repre-
sentation is fed from information that comes from vision via
the succession of egocentric viewpoints, and the egocentric
representation can be updated from stored information
contained in the allocentric archive. It is, for example, easy
to imagine oneself facing in a variety of directions in a
room of one’s house or place of work. The retrosplenial
cortex and parieto-occipital sulcus appear to be the loca-
tions where allo-egocentric representations interact [8,11].
In rodents these conversions may involve the ‘head direction
cells’ found inmany areas of the brain [39], and the ‘grid cells’
of the entorhinal cortex which are involved in updating
Figure 3. Relations between the external
world, the retinocentric representation pro-
vided by the visual cortex, and the egocentric
representation.
Between Figure 3A and 3B the head rotates
45 right, and the contents of the egocentric
frame rotate 45 left. Between 3A and 3C the
eye rotates 20 right relative to the head.
Between 3C and 3D the retinocentric frame
is rotated 20 right, converting it to a cranio-
centric frame, and bringing it into line with
the egocentric frame. These two different
mechanisms keep the retinocentric and
egocentric representations in line with each
other and the external world. It is assumed
here that such an alignment is the precondi-
tion for seeing a stable world.
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during path integration [40]. For pre-
sent purposes the allocentric repre-
sentation is only important in that it
provides a further source of updating
for egocentric memory, in addition to
visual and vestibular inputs. This allows
the fairly minimal contents of egocentric memory to be
changed in an anticipatory way as we move from one part
of the environment to another.
The Roles of Eye Movements
As Gordon Walls pointed out: ‘‘Their origin (eye movements)
lies in the need to keep an image fixed on the retina, not in
the need to scan the surroundings’’ [41]. The saccade and
fixate system we have inherited from early vertebrates is
really a consequence of the slow response time of photore-
ceptors (w20 ms for cones), and the consequent need to
stabilize gaze to prevent high-spatial frequency information
loss due to motion blur. (The consequences of motion blur
can easily be appreciated by observing what happens to
the background while tracking a moving finger.) As ‘letting
the eyes wander’ is not an option, the use of saccades to
shift gaze is a necessary evil, and their disruptive conse-
quences need to be dealt with. Viewed in this light, the
multiple arrangements for minimizing the disruption caused
by saccades, which include saccadic suppression, and
the neural shifting of image-related excitation from current
receptive fields to those that will see the same objects
after a saccade [2,13], are perhaps best regarded as the
editing processes that remove saccades from what we
actually see.
This remapping process may ease the transition from
the pre-saccadic to post-saccadic retinal image, but as the
receptive field movement is in the same direction as the
saccade rather than the opposite (compensatory) direction
[42] it is not easy to see how this would help to site the
post-saccadic image in relation to external panoramic
space. In any event, a purely gaze-centred representation,
remapped or not, cannot deal with objects outside the field
of view, to which we can still point or orient. Based partly
on change blindness studies, some argue that no such pano-
ramic framework exists, or is minimal at best [43]. I argue
here that even though its contents are sparse, the egocentric
representation is essential for the coordination of a variety of
motor tasks.How Is the Rotatable Egocentric Representation Related
to What We See?
Bridgeman [43] has pointed out that we do not have
anywhere in the brain ‘‘a panoramic high-acuity representa-
tion that corresponds to visual experience’’. What is pro-
posed here is that there exists a low acuity representation
which is kept in register with our immediate surroundings,
and onto which each high acuity snapshot can be tempo-
rarily indexed.
The world we see at any instant has the characteristics of
the retinotopic representation provided by immediate vision:
colour, motion, detail and so on—all the sub-components of
vision provided by the first few stages of the cortical analysis
that begins in V1. At the same time it has properties that are
much more like the egocentric memory representation dis-
cussed above: the absence of saccadic dislocations and
the apparent smoothness of movement of gaze when we
look around a scene, the evident stability of the seen world
and the apparent continuity between currently seen and
unseen parts of the surroundings. In addition, there is the
requirement for a proper correspondence of the location of
seen objects and the motor actions required to deal with
them: a correspondence that cannot easily be maintained
by a representation that relocates its coordinate system
three times a second.
The question then becomes: how is it possible to have the
benefits of both types of representation, not only for the guid-
ance of action but for visual experience itself? The scheme in
Figure 3 is an attempt to specify the needs of a system that
will allow this to happen. It contains two elements, a retino-
centric representation that corresponds to the view of the
scene represented by the activity in the primary visual cortex
and subsequent extra-striate areas, and an egocentric frame
that corresponds to the memory representation in Figure 2.
This counter-rotates when the head rotates, maintaining
a constant relationship with the external world. Figure 3A
shows the situation when the eye axes are in line with the
head. The retinocentric representation centred on C is in
line with the egocentric representation. In Figure 3B the
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representation by the same amount, so that it is now centred
on G. If the egocentric representation remained in the same
orientation relative to the head, G in the retinocentric repre-
sentation would remain aligned with C in the egocentric
frame.Wemust therefore assume that the locations of object
traces in the egocentric representation have rotated 45 to
the left relative to the head, in part as a result of vestibular
input, meaning that the retinocentric and egocentric repre-
sentations remain aligned, and there is no mismatch.
The situation when the eyes move relative to the head is
different (Figure 3C). Here the direction of gaze has been
shifted by an eye movement so that, relative to Figure 3A,
the retinocentric representation is centred on E, 20 to the
right of C, and is no longer in line with the head axis or the
egocentric frame. This mismatch cannot be dealt with by
the vestibular system rotating the egocentric frame because
there is no head rotation, and in any case the orientation of
the egocentric representation needs to remain in line with
the external world so that actions can be properly organized.
Because it is observationally true that eye movements have
a minimal disruptive effect on our ability to point, some other
mechanism is required to bring the retinocentric frame in line
with the head-based arrangement in Figure 3A, which would
otherwise still be centred on C.
The extra information to do this is certainly available, in the
form of cortical eye-position signals [44]. Such signals are
found in a number of cortical areas, including the intra-pari-
etal areas LIP and VIP, the middle temporal area MT and
medial-superior temporal area MST. If such signals can be
used to re-position the retinocentric frame with respect to
the egocentric frame, then again the two representations
can be brought into line, as in Figure 3D. A head-centred
representation of image space does exist in the ventral intra-
parietal area (VIP), in which the receptive fields of the
neurons are modified by eye-position signals so that they
remain aligned with points in space as the eyes move [45].
There is also evidence from functional magnetic resonance
imaging (fMRI) studies that in the motion area MT attended
stimuli are mapped in a spatial rather than a retinotopic
frame [42,46]. Although it is good to know that such retino-
topic to craniotopic conversions do take place, it is not clear
whether either VIP or MT is actually the site of the reposition-
ing implied by Figure 3D.
As mentioned earlier, spatial updating is not limited to
rotation. There is ample evidence, reviewed in [8,9], that
translational movement through the world, with the eyes
closed, can be accomplished as effectively as rotation.
Memory traces of small numbers of objects can be internally
relocated during motion, and their positions can be used to
control locomotion, be pointed to, or stopped in front of.
Such traces are not limited to those initially stored visually,
but can be auditory or haptic in origin, or derived from spatial
instructions. These mental images differ from ‘pictorial
images’, which tend to be detailed and located in forward
space, in that they are sparse but panoramic, and reflect
the parallax changes between objects that occur during
locomotion, as would have been perceived with the eyes
open. In terms of the formalism for the egocentric frame
shown in Figure 3, the ground plane can be represented by
radial coordinates in the ring that currently represents only
directions. Motion through the world will then change both
the directions and distances of objects represented within
the mapping. This representation is essentially the same asthat proposed for the ‘parietal window’, as in Figure 3 of
Byrne et al. [11].
Returning to the question of what constitutes the phenom-
enal visual world, the proposal here is that it is indeed a
combination of the series of vivid images provided by the
retinocentric frame, and the spatial continuity provided by
the egocentric frame. For this combination to work, the two
representations must stay at least roughly in register, and
for this the twomechanisms outlined in Figure 3 are required.
The first rotates the contents of the egocentric frame, so that
it maintains congruity with the external world (Figure 3B),
and the second compensates the retinocentric frame for
eye movements, so that it effectively becomes craniocentric
(Figure 3D). What we see is the view presented to our eyes,
aligned with the appropriate point in an internal model that
represents outside space.
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