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ABSTRACT
Here, we explore the low-level statistics of images generated by state-of-the-art deep generative
models. First, Variational auto-encoder (VAE [19]), Wasserstein generative adversarial network
(WGAN [2]) and deep convolutional generative adversarial network (DCGAN [24]) are trained on
the ImageNet dataset and a large set of cartoon frames from animations. Then, for images generated
by these models as well as natural scenes and cartoons, statistics including mean power spectrum, the
number of connected components in a given image area, distribution of random filter responses, and
contrast distribution are computed. Our analyses on training images support current findings on scale
invariance, non-Gaussianity, and Weibull contrast distribution of natural scenes. We find that although
similar results hold over cartoon images, there is still a significant difference between statistics of
natural scenes and images generated by VAE, DCGAN and WGAN models. In particular, generated
images do not have scale invariant mean power spectrum magnitude, which indicates existence of ex-
tra structures in these images. We also find that replacing deconvolution layers in the deep generative
models by sub-pixel convolution helps them generate images with a mean power spectrum closer to the
mean power spectrum of natural images. Inspecting how well the statistics of deep generated images
match the known statistical properties of natural images, such as scale invariance, non-Gaussianity,
and Weibull contrast distribution, can a) reveal the degree to which deep learning models capture the
essence of the natural scenes, b) provide a new dimension to evaluate models, and c) allow possible
improvement of image generative models (e.g., via defining new loss functions).
c© 2018 Elsevier Ltd. All rights reserved.
1. Introduction and Motivation
Generative models are statistical models that attempt to ex-
plain observed data by some underlying hidden (i.e., latent)
causes [16]. Building good generative models for images is
very appealing for many computer vision and image process-
ing tasks. Although a lot of previous effort has been spent on
this problem and has resulted in many models, generating im-
ages that match the qualities of natural scenes remains to be a
daunting task.
There are two major schemes for the design of image gen-
erative models. The first one is based on the known regu-
larities of natural images and aims at satisfying the observed
statistics of natural images. Examples include the Gaussian
∗∗Corresponding author: Tel.: +86-411-84708971; fax: +86-411-84708971;
e-mail: lhchuan@dlut.edu.cn (Huchuan Lu)
MRF model [22], for the 1/ f -power law, and the Dead leaves
model [33] for the scale invariant property of natural images.
These models are able to reproduce the empirical statistics of
natural images well [21], but images generated by them do not
seem very realistic. The second scheme is data-driven. It as-
sumes a flexible model governed by several parameters, and
then learns the parameters from training data. Thanks to large
image datasets and powerful deep learning architectures, the
second scheme has been adopted in most of the recent im-
age generation models. Typical examples include variational
autoencoders (VAE)[19] and generative adversarial networks
(GAN)[14]. Utilizing convolutional neural networks [20], as
building blocks, and training on tens of thousands of images,
deep generative models are able to generate plausible images,
as shown in the second row of Figure 1.
On the one hand, despite the promise of deep generative
models to recover the true distribution of images, formulat-
ing these models usually involves some sort of approximation.
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2Fig. 1: Top: training images from ImageNet dataset [5]. Bottom: images gen-
erated by DCGAN [24].
For instance, the variational auto-encoder (VAE)[19] aims at
estimating an explicit probability distribution through maxi-
mum likelihood, but the likelihood function is intractable. So a
tractable lower bound on log-likelihood of the distribution is
defined and maximized. The generative adversarial network
(GAN)[14] can recover the training data distribution when op-
timized in the space of arbitrary functions, but in practice, it is
always optimized in the space of the model parameters. There-
fore, there is basically no theoretical guarantee that the distri-
bution of images by generative models is identical to that of
natural images. On the other hand, images generated by deep
generative models, hereinafter referred to as deep generated im-
ages, indeed seem different from natural images such that it is
easy for humans to distinguish them from natural images [6].
Please see the first and the second rows of Figure 1. It remains
unclear whether deep generative models can reproduce the em-
pirical statistics of natural images.
Driven by this motivation, we take the generative adversarial
networks and variational auto-encoders as examples to explore
statistics of deep generated images with respect to natural im-
ages in terms of scale invariance, non-Gaussianity, and Weibull
contrast distribution. These comparisons can reveal the degree
to which the deep generative models capture the essence of the
natural scenes and guide the community to build more efficient
generative models. In addition, the current way of assessing
image generative models are often based on visual fidelity of
generated samples using human inspections [30]. As far as we
know, there is still not a clear way to evaluate image genera-
tive models [17]. We believe that our work will provide a new
dimension to evaluate image generative models.
Specifically, we first train a Wasserstein generative adver-
sarial network (WGAN [2]), a deep convolutional generative
adversarial network (DCGAN [24]), and a variational auto-
encoder (VAE [19]) on the ImageNet dataset. The reason for
choosing ImageNet dataset is that it contains a large number
of photos from different object categories. We also collect the
same amount of cartoon images to compute their statistics and
to train the models on them, in order to: 1) compare statistics
of natural images and cartoons, 2) compare statistics of gen-
erated images and cartoons, and 3) check whether the genera-
tive models work better on cartoons, since cartoons have less
texture than natural images. As far as we know, we are the
first to investigate statistics of cartoons and deep generated im-
ages. Statistics including luminance distribution, contrast dis-
tribution, mean power spectrum, the number of connected com-
ponent with a given area, and distribution of random filter re-
sponses will be computed.
Our analyses on training natural images confirm existing
findings of scale invariance, non-Gaussianity, and Weibull con-
trast distribution on natural image statistics. We also find non-
Gaussianity and Weibull contrast distribution in VAE, DCGAN
and WGAN’s generated natural images. However, unlike real
natural images, neither of the generated images have scale in-
variant mean power spectrum magnitude. Instead, the deep
generative models seem to prefer certain frequency points, on
which the power magnitude is significantly larger than their
neighborhood. We show that this phenomenon is caused by the
deconvolution operations in the deep generative models. Re-
placing deconvolution layers in the deep generative models by
sub-pixel convolution enables them to generate images with a
mean power spectrum more similar to the mean power spec-
trum of natural images. The spiky power spectrum is related to
the checkerboard patterns reported in [23]. However, Odena et
al.only give a qualitative discussion on individual image in spa-
tial domain. We are the first to find the spiky power spectra
of the generated images and provide a quantifiable measure of
them.
2. Related Work
In this section, we briefly describe recent work that is closely
related to this paper, including important findings in the area of
natural image statistics and recent developments on deep image
generative models.
2.1. Natural Image Statistics
Research on natural image statistics has been growing
rapidly since the mid-1990s[16]. The earliest studies showed
that the statistics of the natural images remains the same when
the images are scaled (i.e., scale invariance)[28, 33]. For in-
stance, it is observed that the average power spectrum magni-
tude A over natural images has the form of A( f ) = 1/ f −α, α ≈ 2
(See for example [7, 4, 3, 9]). It can be derived using the scaling
theorem of the Fourier transformation that the power spectrum
magnitude will stay the same if natural images are scaled by
a factor [34]. Several other natural image statistics have also
been found to be scale invariant, such as the histogram of log
contrasts [25], the number of gray levels in small patches of
images [11], the number of connected components in natural
images [1], histograms of filter responses, full co-occurrence
statistics of two pixels, as well as joint statistics of Haar wavelet
coefficients.
Another important property of natural image statistics is the
non-Gaussianity [28, 33, 31]. This means that marginal distri-
bution of almost any zero mean linear filter response on vir-
tually any dataset of images is sharply peaked at zero, with
heavy tails and high kurtosis (greater than 3 of Gaussian dis-
tributions) [21].
In addition to the two well-known properties of natural im-
age statistics mentioned above, recent studies have shown that
the contrast statistics of the majority of natural images follows
3a Weibull distribution [13]. Although less explored, compared
to the scale invariance and non-Gaussianity of natural image
statistics, validity of Weibull contrast distribution has been con-
firmed in several studies. For instance, Geusebroek et al. [12]
show that the variance and kurtosis of the contrast distribution
of the majority of natural images can be adequately captured by
a two-parameter Weibull distribution. It is shown in [26] that
the two parameters of the Weibull contrast distribution cover
the space of all possible natural scenes in a perceptually mean-
ingful manner. Weibull contrast distribution also has been ap-
plied to a wide range of computer vision and image process-
ing tasks. Ghebreab et al.[13] propose a biologically plausible
model based on Weibull contrast distribution for rapid natural
image identification, and Yanulevskaya et al.[32] exploit this
property to predict eye fixation location in images, to name a
few.
2.2. Deep Generative Models
Several deep image generative models have been proposed in
a relatively short period of time since 2013. As of this writing,
variational autoencoders (VAE) and generative adversarial net-
works (GAN) constitute two popular categories of these mod-
els. VAE aims at estimating an explicit probability distribution
through maximum likelihood, but the likelihood function is in-
tractable. So a tractable lower bound on log-likelihood of the
distribution is defined and maximized. For many families of
functions, defining such a bound is possible even though the ac-
tual log-likelihood is intractable. In contrast, GANs implicitly
estimate a probability distribution by only providing samples
from it. Training GANs can be described as a game between
a generative model G trying to estimate data distribution and
a discriminative model D trying to distinguish between the ex-
amples generated by G and the ones coming from actual data
distribution. In each iteration of training, the generative model
learns to produce better fake samples while the discriminative
model will improve its ability of distinguishing real samples.
It is shown that a unique solution for G and D exists in the
space of arbitrary functions, with G recovering the training data
distribution and D equal to 12 everywhere [14]. In practice, G
and D are usually defined by multi-layer perceptrons (MLPs) or
convolutional neural networks (CNNs), and can be trained with
backpropagation through gradient-based optimization methods.
However, in this case, the optimum is approximated in the pa-
rameter space instead of the space of arbitrary functions. Cor-
respondingly, there is no theoretical guarantee that the model’s
distribution is identical to the data generating process [14].
Generally speaking, image samples generated by GANs and
VAEs look quite similar to the real ones, but there are indeed
some differences. Figure 1 shows samples of training images
from ImageNet, and images generated by a popular implemen-
tation of GANs, termed as DCGAN [24]. As humans, we can
easily distinguish fake images from the real ones. However, it is
not so easy to tell how different deep generated images are from
the real ones, and whether deep generative models, trained on
a large number of images, capture the essence of the natural
scenes. We believe that answering how well the statistics of the
deep generated images match with the known statistical proper-
Fig. 2: Examples of natural images from the ImageNet dataset [5] (top row),
and our collected cartoon images (bottom row).
ties of natural images, reveals the degree to which deep gener-
ative models capture the essence of the natural scenes. Insights
can be gained from this work regarding possible improvements
of image generative models.
3. Data and Definitions
In this section, we introduce data, definitions, and symbols
that will be used throughout the paper.
3.1. Natural Images, Cartoons and Generated Images
We choose 517,400 out of 1,300,000 pictures of Ima-
geNet [5] dataset as our natural image training set. These im-
ages cover 398 classes of objects, and each class contains 1,300
images. The cartoon training images include 511,460 frames
extracted from 303 videos of 73 cartoon movies (i.e., multiple
videos per movie). These two sets are used to train the deep
generative models to generate natural images and cartoons. All
training images are cropped around the image center. Each im-
age has 128× 128 pixels. Figure 2 shows some examples of the
natural and cartoon training images.
Several variants of deep generative models have been pro-
posed. Since it is nearly impossible to consider all models, here
we focus on three leading models including VAE, DCGAN and
WGAN for our analysis. DCGAN refers to a certain type of
generative adversarial networks with the architecture proposed
by Radford et al. [24] and the cost function proposed by Good-
fellow et al. [14]. WGAN refers to the model with the archi-
tecture proposed by Radford et al. [24] and the cost function
proposed by Arjovsky et al. [2]. VAE approach, proposed by
Kingma et al. [19], consists of fully connected layers which
are not efficient in generating large images. Therefore, we re-
place the architecture of the original VAE with the convolu-
tional architecture proposed by Radford et al. [24]. In short, the
DCGAN, WGAN and VAE models used in this paper have the
same architecture. Their difference lies in their loss functions.
The generated images considered in this work have the size of
128 × 128 pixels. Examples of images generated by VAE, DC-
GAN and WGAN are shown in Figures 3, 4 and 5, respectively.
3.2. Kurtosis and Skewness
Kurtosis is a measure of the heaviness of the tail of a prob-
ability distribution. A large kurtosis indicates that the distri-
bution has a sharp peak and a heavy tail. Skewness mea-
sures asymmetry of a probability distribution with respect to
4Fig. 3: Examples of natural (top) and cartoon images (bottom) generated by the
VAE model [19].
Fig. 4: Examples of natural (top) and cartoon images (bottom) generated by the
DCGAN model [24].
the mean. A positive skewness indicates the mass of the distri-
bution is concentrated on the values less than the mean, while
a negative skewness indicates the opposite. The kurtosis and
skewness of a random variable X are defined as:
K = E[(X − µ)
4]
σ4
, (1)
S = E[(X − µ)
3]
σ3
, (2)
where µ is the mean, σ is the standard deviation, and E[·] de-
notes the mathematical expectation.
3.3. Luminance
Since training and deep generated images are RGB color im-
ages, first we convert them to grayscale using the formula as for
CCIR Rec. 601, a standard for digital video, as follow:
Y = 0.299R + 0.587G + 0.114B. (3)
It is a weighted average of R, G, and B to tally with human per-
ception. Green is weighted most heavily since human are more
sensitive to green than other colors [18]. The grayscale value
Y(i, j) of the pixel at position (i, j) is taken as its luminance.
Following [10], in this work, we deal with the normalized lu-
minance I within a given image which is defined by dividing the
luminance Y(i, j) at each pixel by the average luminance over
the whole image:
I(i, j) =
Y(i, j)
1
HW
∑
i, j Y(i, j)
, (4)
where H and W are the height and width of the image, respec-
tively. Averaging the luminance histograms across images gives
the distribution of luminance.
Fig. 5: Examples of natural (top) and cartoon images (bottom) generated by the
WGAN model [2].
As a fundamental feature encoded by biological visual sys-
tems, luminance distribution within natural images has been
studied in many works. It has been observed that this distri-
bution is approximately symmetric on a logarithmic axis and
hence positively skewed on a linear scale [10]. In other words,
relative to the mean luminance, there are many more dark pixels
than light pixels. One reason is the presence of the sky in many
images, which always has high luminance, causing the mean
luminance to be greater than the luminance of the majority of
pixels.
3.4. Contrast Distribution
Distribution of local contrast within images has been mea-
sured using various definitions of contrast. In this work, we use
the gradient magnitude calculated by Gaussian derivative filters
to define local contrast of an image, as in [26, 13, 32]. These
contrast values have been shown to follow a Weibull distribu-
tion [13]:
p(x) =
γ
β
(
x
β
)γ−1e−(
x
β )
γ
. (5)
Images are firstly converted to a color space that is optimized
to match the human visual system color representation [32]:E1E2E3
 =
0.06 0.63 0.270.3 0.04 0.350.34 0.6 0.17

RGB
 , (6)
where R,G, and B are the intensity of a pixel in the red, green
and blue channels, respectively. The gradient magnitude is then
obtained by,
||∇E(i, j, σ)|| =
√
E21x + E
2
1y + E
2
2x + E
2
2y + E
2
3x + E
2
3y, (7)
where Ekx, Eky are the responses of the k-th channel to Gaussian
derivative filters in x and y directions given by the following
impulse responses:
Gx(x, y) =
−x
2piσ4
exp(
−(x2 + y2)
2σ2
), (8)
Gy(x, y) =
−y
2piσ4
exp(
−(x2 + y2)
2σ2
). (9)
The resulting gradient magnitude ||∇E(i, j, σ)|| in eqn.7 is
considered as local contrast of an image. Figure 6 shows several
examples of local contrast maps of training images and deep
generated images.
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Fig. 6: Local contrast maps of (a) natural images, (b) natural images generated
by DCGAN, (c) natural images generated by WGAN, (d) natural images gen-
erated by VAE, (e) cartoon images, (f) cartoon images generated by DCGAN,
(g) cartoon images generated by WGAN, and (h) cartoon generated by VAE.
Fig. 7: An example image and its four homogeneous regions.
3.5. Filter Responses
It has been observed that convolving natural images with al-
most any zero mean linear filter results in a histogram of a sim-
ilar shape with heavy tail, sharp speak and high kurtosis [34]
(higher than kurtosis of Gaussian distribution, which is 3). That
is called the non-Gaussian property of natural images.
Since it is impossible in this work to consider all these fil-
ters, we avoid inspecting responses to any specific filter. In-
stead, without loss of generality, we apply random zero mean
filters to images as introduced in [15] to measure properties of
images themselves. A random zero mean filter F is generated
by normalizing a random matrix F0 with independent elements
sampled uniformly from [0, 1]:
F =
F0 − mean(F0)
||F0 − mean(F0)|| . (10)
3.6. Homogeneous Regions
Homogeneous regions in an image are the connected compo-
nents where contrast does not exceed a certain threshold. Con-
sider an image I of size H ×W and G gray levels. We generate
a series of thresholds t1, ..., tN , in which tn is the least integer
such that more than nHWN pixels have a gray value less than tn.
Using these thresholds to segment an image results in N homo-
geneous regions. Figure 7 illustrates an example image and its
homogeneous regions.
Alvarez et al.[1] show that the number of homogeneous re-
gions in natural images, denoted as N(s), as a function of their
size s, obeys the following law:
N(s) = Ksc, (11)
where K is an image dependent constant, s denotes the area,
and c is close to -2. Suppose image I1 is scaled into I2, such
that I1(ax) = I2(x), a > 0. Let N1(s) = K1sc denote the number
of homogeneous regions of area s in I1. Then, for I2, we have
N2(s) = N1(as) = K2sc, so the number of homogeneous regions
in natural images is a scale-invariant statistic.
3.7. Power Spectrum
We adopt the most commonly used definition of power spec-
trum in image statistics literature: “the power of different fre-
quency components”. Formally, the power spectrum of an im-
age is defined as the square of the magnitude of the image FFT.
Prior studies [7, 3, 9] have shown that the mean power spec-
trum of natural images denoted as S ( f ), where f is frequency,
is scale invariant. It has the form of:
S ( f ) = A f −α, α ≈ 2. (12)
4. Experiments and Results
In this section, we report the experimental results of lu-
minance distribution, contrast distribution, random filter re-
sponse, distribution of homogeneous regions, and the mean
power spectrum of the training images and deep generated im-
ages. We use Welch’s t-test to test whether the statistics are
significantly different between generated images and training
images (ImageNet-1 and Cartoon-1 in the tables). The larger
p-value is, the more similar the generated images to training
images. Therefore, the models can be ranked according to t-
test results. To make sure that our results are not specific to the
choice of training images, we sampled another set of training
images (ImageNet-2 and Cartoon-2 in the tables), and use t-test
to measure difference between the two sets of training images.
All experiments are performed using Python 2.7 and OpenCV
2.0 on a PC with Intel i7 CPU and 32GB RAM. The deep gen-
erative models used in this work are implemented in PyTorch1.
4.1. Luminance
Luminance distributions of training images and deep gener-
ated images are shown in Figure 8. Average skewness values
are shown in Table 1.
Results in in Figure 8 show that luminance distributions of
training and generated images have similar shapes, while those
of cartoons are markedly different from natural images. From
in Table 1, we can see that the luminance distributions over
natural images, cartoons, generated natural images and gener-
ated cartoons all have positive skewness values. However, the
difference of skewness values between training and generated
images is statistically significant (over both natural images and
cartoons). The difference between skewness values over each
image type (i.e., ImageNet-1 vs. ImageNet-2 or Cartoon-1 vs.
Cartoon-2) is not significant, indicating that our our findings are
general and image sets are good representatives of the natural or
synthetic scenes. According to Table 1, we rank the models in
terms of luminance distribution as follows. For natural images,
WGAN > DCGAN > VAE, and for cartoons, VAE > DCGAN
> WGAN.
1https://github.com/pytorch
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Fig. 8: Luminance distribution. The distributions are all averaged over 12,800
images. (a) natural images and generated natural images, (b) cartoons and gen-
erated cartoon images.
Table 1: Skewness of the luminance distributions of the deep generated images
and natural images. All values are averaged over 12,800 images. I: ImageNet,
C: Cartoons.
- I-1 I-2 I-DCGAN I-WGAN I-VAE C-1 C-2 C-DCGAN C-WGAN C-VAE
Skew 0.11 0.11 0.08 0.14 0.15 0.29 0.30 0.23 0.49 0.25
t-stat - 0.30 3.45 -2.75 -4.25 - -0.51 3.65 -10.78 3.26
p-value - 0.76 0.00 0.00 0.00 - 0.60 0.00 0.00 0.00
4.2. Contrast
It has been reported that the contrast distribution in natural
images follows a Weibull distribution [12]. To test this on our
data, first we fit a Weibull distribution (eqn. 5) to the histogram
of each of the generated images and training images. Then,
we use KL divergence to examine if the contrast distribution
in deep generated images can be well modeled by a Weibull
distribution as in the case of natural images. If this is true, the
fitted distributions will be close to the histogram as in training
images, and thus the KL divergence will be small.
Figure 9 shows that contrast distributions of training and gen-
erated images have similar shapes, while those of cartoons are
markedly different from natural images. Parameters of the fitted
Weibull distribution and its KL divergence to the histogram, as
well as the corresponding t-test results are shown in Table 2. We
find that the contrast distributions in generated natural images
are also Weibull distributions. However, the difference of pa-
rameters between training and generated images, in both cases
of natural images and cartoons, is statistically significant. We
also observe that the KL divergence between contrast distribu-
tion and its Weibull fit of natural images and generated natural
images is small, while the KL divergence between contrast dis-
tribution and its Weibull fit of cartoons and generated cartoons
is larger. According to Table 2, WGAN gets the largest p-value
for both natural images and cartoons. DCGAN and VAE are
of equally small p-value. Therefore, for both natural images
and cartoons, WGAN > DCGAN ≈ VAE in terms of contrast
distribution.
4.3. Filter Responses
We generate three 8 × 8 zero mean random filters as in [15],
and apply them to ImageNet training images, VAE generated
images, DCGAN generated images and WGAN generated im-
ages. Averaging the response histograms over training images,
VAE images, DCGAN images and WGAN images gives the
distributions shown in Figure 10 (in order). The distributions of
responses to different random filters have similar shapes with
Table 2: Average Weibull parameters and KL divergence of training images and
generated images. β and γ are parameters in eqn. 5. All values are averaged
over 12,800 images. I: ImageNet, C:cartoons.
- I-1 I-2 I-DCGANI-WGAN I-VAE C-1 C-2 C-DCGANC-WGANC-VAE
KLD 1.68 1.67 1.50 1.63 1.49 2.54 2.49 2.29 2.13 1.63
t-stat - 1.62 26.66 6.86 31.90 - 1.67 8.35 13.97 31.71
p-val - 0.10 0.00 0.00 0.00 - 0.09 0.00 0.00 0.00
γ 1.15 1.16 1.23 1.16 1.17 1.01 1.01 1.02 1.00 1.13
t-stat - -1.70 -31.14 -2.64 -10.57 - -0.23 -11.21 9.74 -91.82
p-val - 0.08 0.00 0.00 0.00 - 0.81 0.00 0.00 0.00
β 1251.861257.05 1055.32 1241.86 518.401262.241270.16 1198.82 1247.14 588.88
t-stat - -1.11 46.98 2.03 216.72 - -1.40 11.69 2.83 162.88
p-val - 0.26 0.00 0.04 0.00 - 0.16 0.00 0.00 0.00
a sharp peak and a heavy tail, which is in agreement with
Huang et al.’s results [15]. Average kurtosis of the filter re-
sponse distributions over the training images and deep gener-
ated images are shown in Table 3.
Figure 10 shows that generated images have similar filter re-
sponse distributions to training images, while those of cartoons
looks different from natural images. Table 3 shows that the av-
erage responses kurtosis of generated natural images and real
natural images are all greater than 3 of Gaussian distribution.
As a result, we draw the conclusion that the generated natu-
ral images also have similar non-Gaussianity as in natural im-
ages. However, there is a statistically significant difference of
the filter response kurtosis between deep generated images and
training images, in both cases of natural images and cartoons
(except ImageNet-WGAN and Cartoon-DCGAN). For natural
images, WGAN gets the largest p-value of filter 1, 2 and 3.
DCGAN and VAE are of similar p-value. Therefore for natu-
ral images, WGAN > DCGAN ≈ VAE. For cartoons, WGAN
gets the largest p-value of filter 3, and DCGAN gets the largest
p-value of filter 1, and 2. Therefore, for cartoons, DCGAN >
WGAN > VAE.
Table 3: Kurtosis of the distributions of responses to three zero mean random
filters. I: ImageNet, C: Cartoons.
- I-1 I-2 I-DCGAN I-WGAN I-VAE C-1 C-2 C-DCGAN C-WGAN C-VAE
filter 1 5.93 5.91 6.70 5.87 11.36 7.97 7.97 7.97 8.21 11.32
t-stat - 1.42 -16.43 1.26 -101.32 - 0.05 0.00 -2.16 -31.14
p-val - 0.67 0.00 0.20 0.00 - 0.95 0.99 0.03 0.00
filter 2 5.77 5.67 7.11 5.95 15.77 7.39 7.46 7.43 7.17 12.01
t-stat - 1.08 -29.00 -3.94 -175.08 - -0.64 -0.33 2.72 -56.42
p-val - 0.03 0.00 0.00 0.00 - 0.51 0.73 0.00 0.00
filter 3 5.79 5.74 6.17 5.77 11.98 5.12 5.19 5.33 5.19 8.43
t-stat - 1.05 -8.45 0.33 -110.72 - -0.48 -1.73 -0.69 -35.58
p-val - 0.29 0.00 0.73 0.00 - 0.62 0.08 0.48 0.00
4.4. Homogeneous Regions
We compute distribution of homogeneous regions as stated
in Section 3.6. The number of homogeneous regions (N in Sec-
tion 3.6) is set to 16. Figure 11 shows the distribution of the
number of the homogeneous regions of area s in the training
images and deep generated images. We use eqn. 11 to fit the
distribution of homogeneous regions of each image. Table 4
shows average parameters K and c in eqn. 11 evaluated through
maximum likelihood (only regions of area s < 90 pixels are
considered in the evaluation).
7(a) (b) (c) (d)
Fig. 9: Contrast distributions of training images and generated images. The plots are all averaged over 12,800 images. Top: natural images, bottom: cartoons. (a)
training images, (b) images generated by DCGAN, (c) images generated by WGAN, (d) images generated by VAE.
(a) (b) (c) (d)
Fig. 10: Distribution of zero mean random filters responses, averaged over 12,800 images. Top: natural images, bottom: cartoons. (a) training images, (b) images
generated by DCGAN, (c) images generated by WGAN, and (d) images generated by VAE.
Over real natural images and generated natural images, the
relationship between the number and the area of regions is lin-
ear in log-log plots, thus supporting the scale invariance prop-
erty observed by Alvarez et al.[1]. This is also reflected from
the small fitting residual to eqn. 11 shown in the first column
of Table 4. We also find this property holds over cartoons and
generated cartoons. However, the differences between the pa-
rameters of deep generated images and training images, in both
cases of natural images and cartoons, are statistically signifi-
cant (except ImageNet-WGAN). For natural images, WGAN
has the largest p-value. DCGAN and VAE are of equally small
p-value. Therefore, we rank the models for natural images as
follow: WGAN > DCGAN ≈ VAE. For cartoons, three models
have similar p-value, therefore, WGAN ≈ DCGAN ≈ VAE.
4.5. Power Spectrum
Figures 12(a), and 13(a) show the mean power spectrum of
training images. We use eqn. 12 to fit a power spectrum to
each image. The evaluated parameters of eqn. 12 and the corre-
Table 4: Parameters K and c in eqn. 11 computed using maximum likelihood.
I: ImageNet, C: Cartoons.
- I-1 I-2 I-DCGAN I-WGAN I-VAE C-1 C-2 C-DCGAN C-WGAN C-VAE
c -1.54 -1.55 -1.60 -1.54 -0.65 -1.25 -1.25 -1.37 -1.44 -0.73
t-statistic - 2.26 23.16 0.96 -387.72 - -0.49 52.89 82.67 -220.13
p-value - 0.02 0.00 0.33 0.00 - 0.62 0.00 0.00 0.00
K 2.91 2.92 3.02 2.91 1.21 2.36 2.36 2.91 2.75 1.36
t-statistic - -2.03 -25.21 -0.89 411.37 - 0.62 -51.35 -83.14 212.51
p-value - 0.04 0.00 0.36 0.00 - 0.53 0.00 0.00 0.00
residual 3.87 3.88 3.82 3.89 3.98 4.24 4.22 4.39 4.11 3.85
t-statistic - -0.41 4.49 -1.55 -8.94 - 1.24 -13.29 11.60 34.12
p-value - 0.68 0.00 0.11 0.00 - 0.21 0.00 0.00 0.00
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Fig. 11: The number of homogeneous regions of area s in training and generated images (both axes are in log units). The plots are all averaged over 12,800 images.
Top: natural images, bottom: cartoons. (a) training images, (b) images generated by DCGAN, (c) images generated by WGAN, and (d) images generated by VAE.
sponding fitting residual, averaged over all images, are shown
in Table 5. The results of t-test show that differences between
the parameters of deep generated images and training images,
in both cases of natural images and cartoons, are statistically
significant. For natural images, WGAN has the largest p-value.
DCGAN and VAE are of similar p-value, therefore, for natural
images, WGAN > DCGAN ≈ VAE. For cartoons, WGAN has
the largest p-value of αh and Av. VAE has the largest p-value
of residual-v. DCGAN has the largest p-value of residual-h.
Therefore, for cartoons, WGAN > DCGAN ≈ VAE.
Scale invariant mean power spectrum of natural images with
the form of eqn. 12 is the earliest and the most robust discovery
in natural image statistics. Our experiments on training images
confirm this discovery and aligns with the prior results in [7, 4,
3, 9]. This can be seen from the linear relationship between log
frequency and log power magnitude shown in Figure 13(a), and
the small fitting residual to eqn.12 in the first column of Table 5.
We also observe a similar pattern over cartoons.
However, unlike training images, the generated images seem
to have a spiky mean power spectrum. See Figure 12(b)(c)
and Figure 13(b)(c). It can be seen from the figures that there
are several local maxima of energy in certain frequency points.
Without frequency axis being taken logarithm, it can be read
from Figure 12(b)(c) that the position of each spike is the inte-
ger multiple of 4128 cycle/pixel.
5. Discussion
It is surprising to see that unlike natural images, deep gener-
ated images do not meet the well-established scale invariance
property of the mean power spectrum. These models, how-
ever, well reproduce other statistical properties such as Weibull
contract distribution and non-Gaussianity. Specifically, mean
power magnitude ||A( f )|| of natural images falls smoothly with
frequency f of the form ||A( f )|| ∝ 1/ f α, but mean power spec-
tra of the deep generated images turns out to have local en-
ergy maxima at the integer multiples of frequency of 4/128
(i.e., 4/128, 8/128, etc). In spatial domain, this indicates that
Table 5: Fitted parameters of eqn. 12 from the mean power spectra (averaged
over 12800 images in horizontal and vertical directions). Ah, αh, residual-h:
the parameters and fitting residual of horizontally averaged power spectrum;
Av, αv, residual-v: parameters and fitting residual of vertically averaged power
spectrum. I: ImageNet, C: Cartoon.
- I-1 I-2 I-DCGAN I-WGAN I-VAE C-1 C-2 C-DCGAN C-WGAN C-VAE
Ah 9.23 9.24 8.97 9.21 8.83 9.16 9.16 9.07 9.20 8.94
t-statistic - -0.75 57.96 6.01 105.71 - 0.61 14.17 -6.17 43.96
p-value - 0.45 0.00 0.00 0.00 - 0.53 0.00 0.00 0.00
αh -1.97 -1.97 -1.88 -1.95 -2.33 -1.98 -1.97 -1.94 -1.98 -2.32
t-statistic - 0.02 -26.64 -5.71 111.16 - -1.22 -9.81 1.68 102.43
p-value - 0.97 0.00 0.00 0.00 - 0.22 0.00 0.09 0.00
residual-h 1.53 1.55 2.57 1.41 2.18 2.00 2.02 2.06 1.73 1.81
t-statistic - -1.27 -61.28 10.67 -52.32 - -0.56 -2.96 18.14 12.78
p-value - 0.20 0.00 0.00 0.00 - 0.57 0.00 0.00 0.00
Av 9.29 9.28 9.00 9.28 8.97 9.28 9.27 9.18 9.27 9.13
t-statistic - 0.57 67.42 0.54 86.95 - 0.16 16.27 0.22 29.44
p-value - 0.56 0.00 0.58 0.00 - 0.87 0.00 0.82 0.00
αv -1.95 -1.95 -1.81 -1.97 -2.33 -2.03 -2.02 -1.98 -2.01 -2.42
t-statistic - -0.88 -45.61 5.03 105.75 - -0.91 -14.52 -4.21 96.76
p-value - 0.37 0.00 0.00 0.00 - 0.36 0.00 0.00 0.00
residual-v 1.45 1.46 1.74 1.48 2.13 1.98 1.98 1.84 1.89 1.99
t-statistic - -0.63 -21.24 -2.00 -49.10 - 0.12 8.01 5.46 -0.66
p-value - 0.52 0.00 0.04 0.00 - 0.89 0.00 0.00 0.50
there are some periodic patterns with period of 32, 16, ..., 4, 2
pixels superimposed on the generated images. Averaging the
deep generated images gives an intuitive visualization of these
periodic patterns. Please see Figure 14.
One reason for the occurrence of the periodic patterns might
be the deconvolution operation (a.k.a transposed or fractionally
strided convolutions). Deep image generative models usually
consist of multiple layers. The generated images are progres-
sively built from low to high resolution layer by layer. The
processing of each layer includes a deconvolution operation to
transform a smaller input to a larger one.
Figure 15 provides an intuitive explanation of deconvolution
operations. In a deconvolution operation using s×s strides, s−1
zeros are inserted between input units, which makes the output
tensors s times of the length of the size tensors [8].
Inserting s − 1 zeros between input units will have the effect
of superposing an impulse sequence with period of s pixels on
the output map. Meanwhile, if the input itself is an impulse se-
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Fig. 12: Mean power spectrum averaged over 12800 images. Magnitude is in logarithm unit. Top: natural images, bottom: cartoons. (a) training images, (b) images
generated by DCGAN, (c) images generated by WGAN, and (d) images generated by VAE.
(a) (b) (c) (d)
Fig. 13: Mean power spectrum averaged over 12800 images in horizontal and vertical directions. Both magnitude and frequency are in logarithm unit. Top: natural
images, bottom: cartoons. (a) training images, (b) images generated by DCGAN, (c) images generated by WGAN, and (d) images generated by VAE.
(a) (b) (c) (d)
Fig. 14: Average images of training and generated images (each of them are
averaged over 12,800 images). The average generated images show periodic
patterns. (a) training images, (b) images generated by DCGAN, (c) images
generated by WGAN, and (d) images generated by VAE.
quence, the period will be enlarged s times. Figure 16 shows
a demonstration of how the generation process with deconvo-
lution operations gives rise to the periodic patterns. Consider a
deep generative model with L deconvolution layers with 2 × 2
strides, similar to the models used in this work. When this
model builds images from 1×1×c tensors, the first layer outputs
the weighted sum of its kernels. The output maps of the second
layer are superposed on an impulse sequence with a period of
2 pixels. Each of the subsequent layers doubles the period of
Figure 4.4: The transpose of convolving a 3⇥ 3 kernel over a 5⇥ 5 input using
full padding and unit strides (i.e., i = 5, k = 3, s = 1 and p = 2). It is equivalent
to convolving a 3 ⇥ 3 kernel over a 7 ⇥ 7 input using unit strides (i.e., i0 = 7,
k0 = k, s0 = 1 and p0 = 0).
Figure 4.5: The transpose of convolving a 3⇥ 3 kernel over a 5⇥ 5 input using
2⇥ 2 strides (i.e., i = 5, k = 3, s = 2 and p = 0). It is equivalent to convolving
a 3⇥ 3 kernel over a 2⇥ 2 input (with 1 zero inserted between inputs) padded
with a 2⇥ 2 border of zeros using unit strides (i.e., i0 = 2, i˜0 = 3, k0 = k, s0 = 1
and p0 = 2).
Figure 4.6: The transpose of convolving a 3⇥3 kernel over a 5⇥5 input padded
with a 1 ⇥ 1 border of zeros using 2 ⇥ 2 strides (i.e., i = 5, k = 3, s = 2 and
p = 1). It is equivalent to convolving a 3 ⇥ 3 kernel over a 2 ⇥ 2 input (with
1 zero inserted between inputs) padded with a 1⇥ 1 border of zeros using unit
strides (i.e., i0 = 3, i˜0 = 5, k0 = k, s0 = 1 and p0 = 1).
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Fig. 15: Deconvolving a 3×3 kernel over a 3×3 input padded with a 1×1 zero-
padding using 2 × 2 strides. It is equivalent to convolving a 3 × 3 kernel over a
3 × 3 input (with 1 zero inserted between inputs) padded with a 1 × 1 border of
zeros using un t strides. This figure is borrowed from [8] with permission.
the input, meanwhile superposes a new impulse sequence with
a period of 2 on the output. Finally, there will be a periodic pat-
tern consisting of impulse sequences of different intensities and
periods of 2, 4, 8, ..., 2L−1 pixels, which corresponds to spikes
at positions 1/2, 1/4, ..., 1/2L−1 in the frequency domain. Fig-
ure 17 shows this periodic pattern when L = 5 (as in the models
used in this work) and its power spectrum (averaged over hor-
izontal direction). As it can be seen, the spikes shown in the
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Fig. 16: A demonstration of how the generation process with deconvolution
operations gives rise to the periodic patterns. The second deconvolution layer
using stride 2 superposes an impulse sequence with a period of 2 (the white
dashed squares) on the output. The third deconvolution layer using stride 2
doubles the period of the existing impulse sequence (the gray solid squares),
meanwhile superposes a new impulse sequence with period of 2 (the white
dashed squares) on the output.
(a) (c)
Fig. 17: (a) a periodic pattern consisting of impulse sequences of different in-
tensities and periods of 2, 4, 8, ..., 2L−1 pixels, where L is the number of layers,
and L = 5 in this case. (b) the power spectrum of this pattern (averaged over
horizontal direction) matches exactly the power spectrum of the deep generated
images shown in 12, which experimentally shows that the spiky power spectra
of deep generated images is caused by the deconvolution operation.
power spectrum of this periodic pattern match exactly the power
spectrum of the deep generated images shown in 12, which ex-
perimentally shows that the spiky power spectra of deep gener-
ated images is caused by the deconvolution operation.
Apart from causing the spikes of the power spectrum of the
generated images as stated above, other drawbacks of the de-
convolution operation have also been observed. For instance,
the zero values added by the deconvolution operations have no
gradient information that can be backpropagated through and
have to be later filled with meaningful values [29]. In order
to overcome the shortcomings of deconvolution operations, re-
cently, a new upscaling operation known as sub-pixel convolu-
tion [27] has been proposed for image super-resolution. Instead
of filling zeros to upscale the input, sub-pixel convolutions per-
form more convolutions in lower resolution and reshape the re-
sulting map into a larger output [29].
Since filling zeros is not needed in sub-pixel convolution,
it is expected that replacing deconvolution operations by sub-
pixel convolutions, will remove periodic patterns from the out-
put. Thus, the power spectrum of the generated images will
be more similar to natural images, without the spikes shown in
Figure 17 and Figure 12. To confirm this, we trained a WGAN
Fig. 18: Examples of images generated by WGAN with all deconvolution layers
replaced by sub-pixel convolutions.
model with all of its deconvolution layers replaced by sub-pixel
convolutions. Examples of images generated by this model are
shown in Figure 18. The corresponding mean power spectrum
is shown in Figure 19. As results show, replacing deconvolution
operations by sub-pixel convolutions removes the periodic pat-
terns caused by deconvolution operations and results in images
with more similar mean power spectrum as in natural images.
6. Summary and Conclusion
We explore statistics of images generated by state-of-the-art
deep generative models (VAE, DCGAN and WGAN) and car-
toon images with respect to the natural image statistics. Our
analyses on training natural images corroborates existing find-
ings of scale invariance, non-Gaussianity, and Weibull con-
trast distribution on natural image statistics. We also find non-
Gaussianity and Weibull contrast distribution for generated im-
ages with VAE, DCGAN and WGAN. These statistics, how-
ever, are still significantly different. Unlike natural images, nei-
ther of the generated images has scale invariant mean power
spectrum magnitude, which indicates extra structures in the
generated images. We show that these extra structures are
caused by the deconvolution operations. Replacing deconvo-
lution layers in the deep generative models by sub-pixel convo-
lution helps them generate images with mean power spectrum
closer to the mean power spectrum of natural images.
Inspecting how well the statistics of the generated images
match natural scenes, can a) reveal the degree to which deep
learning models capture the essence of the natural scenes, b)
provide a new dimension to evaluate models, and c) suggest
possible directions to improve image generation models. Cor-
respondingly, two possible future works include:
1. Building a new metric for evaluating deep image genera-
tive models based on image statistics, and
2. Designing deep image generative models that better cap-
ture statistics of the natural scenes (e.g., through designing
new loss functions).
To encourage future explorations in this area and assess the
quality of images by other image generation models, we share
our cartoon dataset and code for computing the statistics of im-
ages at: https://github.com/zengxianyu/generate
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Fig. 19: Mean power spectrum of images generated by WGAN with all deconvolution layers replaced by sub-pixel convolutions. Compared with Figure 12,
Figure 12, and Figure 13, mean power spectrum of these images is less spiky. (a) mean power spectrum averaged over 12,800 images; (b) mean power spectrum
averaged over 12,800 images as well as horizontal or vertical direction, the magnitude axis is in log unit; (c) mean power spectrum averaged over 12,800 images as
well as horizontal or vertical direction, both the magnitude axis and the frequency axis are in log unit.
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