Modern power systems are highly complicated and nonlinear in nature. Accurate estimation of the power system states (voltage-magnitude and phase-angle) is required for the secure operation of the power system. The presence of bad-data measurements in meters has made this estimation process challenging. An efficient estimator should detect and eliminate the effect of bad data during the estimation process. Least measurement rejected (LMR) is a robust estimator that has been found successful in dealing with various categories of bad data. The performance of LMR depends upon the proper selection of a tolerance for each measurement. This paper presents a novel approach for tolerance value selection to improve the capability of handling different single and multiple bad-data scenarios successfully.
Introduction
State estimation (SE) is the process of estimating the values of state variables (voltage magnitudes and phase angles) of buses based on some redundant measurements, such as voltage magnitudes and power injections on buses, as well as power and current flows in branches [1] . It is an imperative process that ensures power system security by monitoring the network precisely. A conventional supervisory control and data acquisition (SCADA) system utilizes these measurements collected by remote terminal units (RTUs) installed at various substations in order to estimate the system states. For normally distributed errors, least squares or the weighted version of it are able to provide the optimal solution. Currently, postprocessed weighted least squares (WLS) is very widely used in power utilities but suffers from the long time requirement to complete the estimation task [2, 3] .
Several robust estimators are presented in the literature that can withstand bad-data presence. Algorithms with nonlinear objective functions like quadratic constant (QC), quadratic root (QR), and quadratic square root are proposed [4] [5] [6] . They try to minimize the function of measurement errors. Equivalent linear programming (LP) based on the least absolute value (LAV) estimator and its reweighted version is displayed in the literature [7] [8] [9] . Least median squares (LMS) and least trimmed squares (LTS) are updated versions of the * Correspondence: mshoaib@uhb.edu.sa LS algorithm [10, 11] . LMS has the drawback of rejecting several good measurements along with the outliers.
LTS considers the sum of squared errors for (m-K) smallest residuals only. Mixed integer linear programming (MILP) of a robust estimator is formulated in [12] , which uses CPLEX as the solving tool and it is found to be time efficient for larger systems. Another robust estimator is exhibited in [13] , which is designed from the concept of normal measurement rate (NMR) and the theory of uncertainty of measurements. Recently, a robust estimator is demonstrated in [14] based on maximum exponential absolute value (MEAV) and solved by the primal-dual interior-point method. One of the useful robust estimators using MILP is the least measurement rejected (LMR) algorithm, which was first proposed by Irving [15, 16] . Comparison between the estimators is presented by different authors. Habiballah [17] and Caro et al. [18] compared LMR with other robust estimators. In LMR, a tolerance value needs to be provided to each measurement and in all these papers a fixed value is chosen as tolerance. In [19] , the tolerance is chosen in an iterative procedure, while [20] proposes the tolerance values by relating with standard deviation values. In [21] 3% of the measurement is proposed as tolerance for measured values. The authors of [22] selected the tolerable range from the quality of the meter.
The present paper presents the regression-based estimator LMR as a robust solution to power system state estimation with an original approach of selecting the tolerance values of measurements. The developed robust estimator is compared with weighted least squares (WLS), weighted least absolute value (WLAV), and two versions of LMR from the literature. Single, multiple interacting and multiple noninteracting bad-data cases were simulated in the present work to check the robustness of the proposed technique. IEEE 30-bus and 118-bus power systems are used to prepare the test cases.
The rest of the paper is organized as follows. Different aspects of tolerance value selection are discussed in Section 2. Section 3 gives details of the proposed updated-LMR estimator. Section 4 describes the strategies of test cases preparation. Section 5 provides the simulation results and comments on them. Section 6 concludes the paper.
Aspects of tolerance selection
LMR tries to reduce the number of rejected measurements in each iteration and the nonrejected measurements take part in the regression process to estimate the states of the power system. As the meter readings are mixed with errors like SCADA, it needs to be given an appropriate tolerance that suits its accuracy level. Some special features of LMR and the tolerance value selection are presented below:
• During the estimation process, the estimated value tries to fit itself within the tolerable range. Failure to do so will result in rejection of the measurement from the regression process.
• A rejected measurement in LMR does not always mean that the measurement is bad.
• High value of T may cause the rejection of a lower number of measurements during the estimation process.
• Lower value of T may cause the rejection of a higher number of measurements during the estimation process.
• T could be as low as zero for highly accurate measurements only (such as PMUs).
• Voltage magnitude meters, being the most sensitive and accurate measurements, should be provided with lower tolerance values than power flow and injection meters.
Based on the above considerations, the next section explains the method that has been devised to ensure proper selection of tolerance.
Proposed state estimation procedure

Initial estimation using initial tolerance (T ini )
After preparing the test cases, the measurements should be used to carry on the initial estimation with LMR that minimizes the total number of rejected values ( p i ) [16] :
where P i is the 0/1 binary variable for measurement i.
Each of the measurements provided with tolerance can be modeled by inequality constraints and with binary 0/1 values that represent the status of the measurement, whether it is rejected or not:
where z i is the SCADA measurement vector.
h i (x) corresponds to a nonlinear function vector that relates measurements to states.
t + i and t − i are the upper and lower limit obtained from the ith element in vector T added to and subtracted from the ith measurement z i , respectively. x is the state vector.
N is the arbitrarily large positive scalar value. The value of N was selected large enough to avoid any kind of influence by the rejected values.
For the "good" measurements, which are within the tolerance limit, the p i value is 0. Whenever it is needed to ignore or switch off a measurement, the value of p i becomes 1.
The problem formulation of LMR described above is then converted into a mixed integer linear program (MILP) problem formulation to deal with it. Thus, the problem becomes like this:
n is the number of buses and q represents meter locations.
The following matrices represent the inequality constraints of the problem:
is the residue, which means the difference between measurement and estimated values. SCADA meter measurements are given as input to the initial estimator to run the initial estimation. At this stage of estimation, there are no bad data present and all the measurements are subjected to white noise only.
In selecting the tolerance ( T ini ) for the initial estimation, the idea of the standard deviation of different meter types is used. Minimum values are given to voltage magnitude meter readings. Power flows will have maximum values and the injections are in between.
Finding intermediate tolerance (T inter )
The estimated values by the initial estimation are used to find out the difference between estimated and measured values for each meter. Each meter is assigned a unique and new tolerance equal to the corresponding ( |Estimated-Measurement |) value. This is considered the intermediate tolerance ( T inter ) for the meters. The value of ( |Actual i -Measurement i |) reflects the accuracy of ith measurement, which is very close to the value of 
Sorting the measurements
In this stage, the available measurements will be sorted according to their corresponding values of intermediate tolerance in a descendent way. The purpose of the sorting is to identify the "better" meter locations in terms of accuracy.
Let the total number of available measurements be "p". Select the "q" number of measurements in accordance with the following conditions:
• q is equal to 2N -1, where N is the number of buses available in the system. The selected number of measurements must make the system observable.
• The q measurements should be among the lowest corresponding ( | estimated-measurement |) values.
Selecting new tolerance (T new )
Force the tolerance of the "q" meters in step "b" to be zero. This enforcement is done due to the fact that the selected "q" meters are the best among the "p" available meters. The remaining meters will keep the intermediate tolerance ( T inter ) as the ones obtained in step "a". Both the revised "q" and remaining "p-q"
tolerances are referred to T new .
T new is a vector with a dimension of (p×1) that contains all the revised tolerances for each meter reading.
Final estimation
After the proper selection of the tolerance values, the final estimation will be carried out by LMR with T new .
The problem formulation is like the initial estimation but the new values of tolerances ( T new ) will be used in this step. Eqs. (2) and (3) used for initial estimation are updated as follows:
Since the measurements now have properly chosen tolerance, the sorted "better" measurements will take part in the regression and will improve the accuracy of the estimation. For a specific meter arrangement of the power system, steps ( a-c) should be done only once. Whenever there is a change in the meter configuration, the process of initial estimation, sorting, and determination of T new (steps a − −c) will be repeated once again to get the revised T new . Otherwise, the estimator will directly go to step e and run the estimation with T new .
Test case preparation
To examine the validity of the proposed LMR estimator, several bad-data cases are considered along with the white noise (WN) mixed measurement case. Simulation is carried out on IEEE 30-and 118-buses to investigate the performance of the estimators with different bad-data scenarios.
In the cases of simulating bad data for power-flow meters or power-injection meters, the value is selected to have the opposite sign of the original one. For the case of voltage-magnitude meters, five times the sigma value is added to or subtracted from the meter reading such that it could easily be considered an outlier. Specific locations of the bad data for each of the test cases are listed in Table 1 below. Table 1 shows three single bad-data (SBD) scenarios: power-injection, power-flow, and voltage-magnitude.
Five bad-data meters are simulated in the 30-bus system for both multiple noninteracting (MNI) and multiple interacting (MI) cases. A total of seven bad-data meters are simulated in the 118-bus system for both MNI and MI cases. The values of the standard deviation for WLS and WLAV need to be chosen carefully. Since the weight applied to a meter measurement is the inverse of the corresponding sigma value, it is required to assign the maximum value of standard deviation to reactive values and then to real values, and the minimum values are assigned to the voltage magnitudes [1] . The tolerance values for the initial estimation were chosen using the same pattern. The values of sigma in WLS and T ini are taken from [22] .
Simulation is carried out in MATLAB. All test cases are performed on a laptop with Intel Core i5, 2.30 GHz CPU, and 8 GB RAM. The value of N for the LMR estimator is taken as 50,000. This value is large enough to guarantee that there will be no effect of the rejected values during the estimation process. The estimators of references [16] and [20] are considered for the purpose of comparison and denoted as LMR-1 and LMR-2, respectively.
The performance of the estimators is evaluated based on the cumulative estimated error (CEE) indicator, which is the summation of all the absolute difference between actual values and estimated values. Moreover, the error indicator for two state variables: voltage-magnitude ( V m ) and phase-angle ( V a ), are provided for the 118-bus system. V m indicator and V a indicator are calculated by summation of all the differences between the true values and the estimated values of the voltage-magnitudes and phase-angles, respectively. The lower the CEE, V m , or V a indicator is, the better the performance of the estimator and vice versa.
Simulation results
Results of CEE error indicator
IEEE 30-bus and 118-bus systems are used to investigate the performance of the proposed robust estimator. For performance under white noise measurements, three scenarios of single and two of multiple bad data are investigated. Tables 2 and 3 show the performance of the proposed ULMR estimator against four estimators in terms of CEE indicator. It is seen that for each type of scenario, whether the bad data are applied or not, the proposed ULMR shows better performance than the other approaches. WLS fails to perform well in most of the bad-data cases. WLAV, LMR-1, and LMR-2 show superior performance over WLS for almost all bad-data cases as they are robust in nature. CEE indicator values of those are still very high compared to the ULMR. It outperforms the other four approaches with an extremely robust nature.
Estimation of the state variables
Better estimation of the state variables (voltage-magnitude and phase-angle) reflects the better estimation of all the power system variables. Tables 4 and 5 show the error indicator values for two state variables of the 118-bus system. It is seen from the tables above that the proposed estimator results in a lower V a indicator among all for all the cases. For the V m indicator, WLS outperforms the proposed estimator for the WN case only but the situation changes completely in the presence of bad data.
Estimation of the bad-data locations
It is observed that the WLS estimator is very sensitive to the presence of bad data. Robust estimators (WLAV, LMR-1, LMR-2), on the other hand, performed better in most of the bad-data cases. Table 6 shows the details of a multiple bad-data occurrence case for the 118-bus system and reflects clearly how the estimators behave in the bad-data locations.
A total of 7 bad data are applied in interacting locations and it is encouraging to see that the proposed ULMR can estimate the values for all of them. WLS failed in several cases. WLAV successfully estimated the bad-data locations except for the case of QF 12-13. The failure cases are highlighted in Table 6 . LMR-1 and LMR-2 showed better performance than WLAV but were outperformed by ULMR. 
Comparison with postprocessed WLS (WLS-PP)
None of the five approaches of state estimation presented above has any postprocessing feature. WLS, because of not having any bad-data cleaning module within itself, fails badly in the bad-data cases.
This section gives the results of WLS with a separate module for removing bad data from the measurement set. By checking the normalized residuals of the measurements, bad-data existence is detected, eliminated, and then used for estimation in the further step [1] . Table 7 shows the comparison of the proposed method with WLS-PP in terms of CEE indicator. It is clear from the table above that the ULMR outperforms the WLS-PP in every case. Because of removal of the bad measurements in a separate module, the performance of WLS-PP does not deteriorate with bad-data presence like normal WLS. However, the proposed approach of robust estimation still performed better with a lower error indicator.
Though it is not fair to compare a single module estimator like ULMR with the double module approach of WLS-PP, it is still chosen for comparison as most of the current-day power systems are using this feature of estimation. The comparison has clearly proven the effectiveness of the ULMR, which does not have any separate bad-data processing module but still results in superior performance.
Required CPU time analysis
Computational efficiency is one of the basic concerns in the field of state estimation as the estimators are required to be suitable to work with online systems. Table 8 shows the time requirements for all the estimators for a single bad-data case. WLAV shows the most efficient performance in terms of CPU time, while WLS takes the longest time. WLS with its postprocessing step has the biggest drawback of requiring a long time for estimation as it needs to check and clean the bad data present manually before doing the estimation. Moreover, in the case of multiple bad data presence, it requires a sequential approach to clean those one after another, and thus results in a very poor computational efficiency [21, 22] . The proposed ULMR, along with the other two versions of LMR, showed fair performance in terms of time.
Conclusion
This paper presented a robust estimator capable of handling bad measurements efficiently during the estimation process. Estimation results of the proposed robust estimator are compared with those of the most frequently used conventional estimator WLS, the well-established robust estimator WLAV, and the two versions of LMR from the literature. The robustness is checked based on the criteria of error indicator, bad-data estimation accuracy, and computational efficiency. Comparison is made with the postprocessed WLS as well with different bad-data scenarios. It was found that the proposed ULMR outperforms other estimation approaches in every aspect. In selecting the tolerance values of measurements, a new approach has been established, and all the results demonstrate its efficacy. Results for IEEE 30-and 118-bus power systems confirm the effectiveness of the proposed method irrespective of the power system size. In the practical scenario of bad-data occurrence, where most of the traditional estimators fail to cope, a robust estimator like the updated LMR will be an excellent choice as it can play a major role in power system management to protect the system from any blackouts.
