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The purpose of this paper is to explore some intriguing connections 
between Lie theory, relative homological algebra, invariant theory, and 
representations of finite dimensional algebras. In the process some results 
of Hilbert [20], Cartan and Eilenberg [7], Hochschild [21], Gelfand 
[ 171, and others are generalized, and a question of [Zl] is partly answered 
in Theorem 1.5. (Duflo seems to have stronger, unpublished, results on this 
problem.’ Sections 1 to 3 take place in a fairly general setting, whereas 
Section 4 focuses on semisimple Lie groups. 
The problem considered here goes back, in some sense, to Hilbert [20] 
(this paper was published 102 years ago!). To explain this, let me start by 
singling out two (out of many) fundamental contributions of the great 
mathematician. The first one is invariant theory, namely the study of the 
algebra (SV)n consisting of those polynomial functions on a finite dimen- 
sional vector space V* which are invariant under the action of a group H 
of linear transformations. The second one is the so-called syzygy theorem, 
which asserts, in today’s language, that the global dimension of the full 
symmetric algebra SV is dim V. This prompts the question: is there an 
algebra D, attached to V as naturally as SV is, on which H acts by 
automorphisms, such that the global dimension of the algebra B = DH of 
invariants is dim V? The most natural candidate is 
D=SV@EndA V, 
where @ is the field of complex numbers, which, here and in the sequel, 
is the ground field (@=@e, Hom=Hom,, V*=Hom(V,C), End= 
End,), and /j V is the exterior algebra over V. If G denotes the semidirect 
product of V by H, then (SV)n is the algebra of G-invariant differential 
operators acting on functions on V, whereas B = DW is the algebra of 
G-invariant differential operators acting on differential forms on V. 
The next step is to remember that “absolute” homological algebra is 
nothing but relative homological algebra in disguise. Thus one should look 
’ See Note added in proof at the end of Section 4. 
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for a subalgebra B, of B. Again try first the most obvious candidate, 
namely 
B, = End, A V, 
the subalgebra of order 0 elements in B. (The corresponding subalgebra for 
(SV)H is C; and absolute homological algebra for an algebra is just relative 
homological algebra with respect to the ground field.) 
Now the question is: when does the global dimension of the pair B I B,, 
as defined by Hochschild [21], coincide with the naive dimension of V? 
(Since the pair B 2 B, is self-opposite, there is no need to distinguish the 
left and right global dimensions.) 
The first part of this paper discusses a generalization of the above ques- 
tion. The second part can be summarized as follows (see Sect. 4 for more 
details). Let G/K be a semisimple Riemannian symmetric space with G cen- 
ter free. Harish-Chandra observed that to each “reasonable” representation 
of G one can attach a compatible (g, K)-module, called nowadays a 
Harish-Chandra module, which captures all important features of that 
representation. The following are two major problems about semisimple 
Lie groups: what does the (abelian) category of Harish-Chandra modules 
look like?, which irreducible Harish-Chandra modules correspond to 
unitary G-modules? For each maximal ideal J of Z(g), the center of the 
enveloping algebra, one can form the subcategory consisting of those 
Harish-Chandra modules which are killed by some power of J. Then the 
category of all Harish-Chandra modules is the “direct sum” of the sub- 
categories corresponding to the various J’s. Thus the two problems above 
can be restricted to these subcategories. A fundamental theorem of 
Beilinson and Bernstein [4] describes, in terms of Q-modules, the category 
of all Harish-Chandra modules V such that JV = 0. A classical result of 
Harish-Chandra shows that this category is equivalent to the category of 
finite dimensional modules over some (highly nonunique) finite dimen- 
sional algebra ZY Thus one of the most basic questions in this connection 
is: can one describe this algebra r? Beilinson and Bernstein’s theorem does 
not provide any such description, and it is not even clear that this question 
is reasonable in this generality. One can, however, restrict to some 
particular J. The most important and interesting one is the annihilator I in 
Z(g) of the trivial module @. In that case a surprisingly simple answer 
works for many groups (Theorem 4.1), and there are no known examples 
where it fails. This answer is just r= B/ZB, where B be is (as before!) the 
Z(g)-algebra of G-invariant differential operators acting on differential 
forms on G/K. Theorem 4.1 relies heavily on Proposition 4.2, which was 
proved (but not stated in such a simple way) by Bore1 and Wallach, 
Fomin, Speh, and, in most of the cases, by Vogan. 
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A further surprise, at least for the nonexpert, is that, in view of results 
of Vogan [32 J and Wallach [35], this equivalence of categories, whenever 
it holds, provides a classification of all unitary Harish-Chandra modules V 
such that ZV=O. It should be mentioned, however, that a conjecture 
providing such a classification for any regular infinitesimal character 
already existed (see Salamanca Riba [28]). 
1. INVARIANT SYZYGIES: MAIN RESULTS 
Let M = M” be a (real Cm) n-manifold, let 0 be a fixed point of A& let 
g be a Lie algebra of (complex) vector fields on M such that 
(w4 I XE g> = T&f, and let H be a group of diffeomorphisms of M which 
fix 0 and preserve g. 
Attach to these data a first pair A =J A0 of C-algebras defined as follows. 
Denote by Ad the action of H on g, and form the universal algebra A(g, H) 
generated by the enveloping algebra of g and the group algebra of H, sub- 
ject to the relation ZzXZz-’ = Ad(h) X, h E H, XE g. Set h = (Xe g 1 X(0) = 0}, 
A = A(g, H), and A0 = A(h, H), the definition of A(h, H) being similar to 
that of A(g, H). 
To define a second pair B 1 B, of C-algebras, consider the A-module 
C = A ga, A TJ4 formed by the de Rham currents on M supported on 0 
(see Lemma 2.1 below), set B= End, C, and put B, = End,, A T&c B. 
Then B consists entirely of differential operators (Lemma 2.2), and B0 is 
precisely the subalgebra of order 0 operators. 
Recall the following notions introduced by Hochschild [21] (adopting 
the convention that “R-module” means “left R-module”). Let R 2 S be a 
pair of (say complex) associative algebras with 1 (the inclusion SG R being 
unital). A sequence fk: Vk --t V,, r, kE Z, of R-module homorphisms is 
(R, S)-exact if, in addition to being exact in the usual sense, it is S-split, 
meaning that Im fk = Ker fk + 1 admits some S-invariant linear complement 
in V,,,. An R-module P is (R, S)-projective if the functor Hom,( P, -) 
transforms (R, S)-exact sequences into exact sequences. An (R, S)-exact 
sequence . . . -*Pk+Pk-,-+ a** -+ P, --, V -+ 0 is an (R, S)-projective 
resolution of V if it is (R, S)-exact and if each Pk is (R, S)-projective. If 
there is a nonnegative integer k such that any R-module V admits some 
projective resolution with P, = 0 for all m > k, and if k is minimal for this 
property, then one says that the left global dimension d(R, S) of (R, S) is 
k. If no such number k exists, set d(R, S) = co. If S is semisimple, then 
obviously d(R, S) = d(R, C), and this number, denoted d(R), is called the 
left global dimension of R. The right global dimensions are defined in an 
analogous way. 
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The pairs (A, A,) and (B, B,) both have a natural anti-automorphism 
(Lemma 2.3). In particular their left and right global dimensions coincide. 
Question 1.1. When does cne have 
(a) d(A, A,) = n? 
(b) d(B, B,) = n? 
As will be explained very soon, (a) is a mild generalization of a question 
raised by Hochschild [21]. 
An important example of the setting described here is a Lie 
homogeneous space G/H, with 0 = eH, and g = Lie(G) = (right invariant 
complex vector fields on G}. (For all Lie homogeneous spaces G/H con- 
sidered here, I will assume that gx = x for all x E G/H implies g = e.) In this 
case, B is isomorphic to the algebra of G-invariant differential operators 
acting on differential forms on G/H (Proposition 2.4). In the general situa- 
tion B contains the pair (/i, A,), where A, is the semisimple algebra 
generated by the projections ep, p = 1, . . . . n, onto the component of dimen- 
sion p, and n is the algebra generated by /i, and the boundary operator 
8 = C ep ~ i de,. The natural anti-automorphism of B maps ep to e, _ p, and 
e p--l &, to &en--paen--p+l (Lemma2.3). 
THEOREM 1.2. The equality d(B, B,) = n holds in particular in the 
following cases: 
(a) M= GJH is a Lie homogeneous space and the image of H in 
GL(g/h) = GL(T,M) under the natural representation is either O(Q) or 
SO(Q), for some nondegenerate symmetric bilinear form Q on g/h; 
(b) M= GJH is a sphere, and G is either the group of all conformal 
transforms or the connected component of that group; 
(c) M is arbitrary, g is the Lie algebra of all vector fields on M, H is 
the group of all dtffeomorphisms of M which fix 0. 
As examples of (a) one can take M to be a constant curvature complete 
simply connected Riemannian manifold acted on by the full isometry 
group, or by the connected component of this group. 
THEOREM 1.3. Assume that C is A,-semisimple (this happens whenever g 
is A,-semisimple). Then d(A, A,) = n, and d(B, B,) = d(B) 2 n. 
THEOREM 1.4. Let q be a diffeomorphism of M which fixes 0 and whose 
action on C commutes with that of B (for instance q~ E H), and let (2,) . . . . n,> 
be the set of (distinct) eigenvalues of cp acting on T,M. Suppose cp can be 
chosen in such a way that log( Inil), . . . . log( )A,1 ) are linearly independent over 
the rationals. Then B is finite dimensional, and d( B, B,) < n. 
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Of course, when Theorems 1.3 and 1.4 both apply, one gets d(B, B,) = n. 
A typical example of this is M= KY’, g = {aftine vector fields on R”}, 
H= GL(n, W). 
If g is the (abelian) Lie algebra of constant vector fields on M= [w” and 
H is the trivial group, then A = SC”, A,, = C, C = SC” @ A C”, B = A 8 B,,, 
B,, = End A C”. Thus (a) is just Hilbert’s syzygy theorem. Since B0 is semi- 
simple, one has d(B, B,) = d(B). Since B, is a matrix algebra, B is Morita 
equivalent to A i.e., the categories of modules are equivalent), and (b) is 
obvious. More generally, if A4 is a Lie group G, g = Lie(G), and H is the 
trivial group, then (a) reduces to the equality d( V(g)) = dim g, proved by 
Cartan and Eilenberg [7], and (b) follows from (a) as in the abelian case. 
Finally if M is a Lie homogeneous space G/S and H is trivial, then 
A = V(g), A, = U(s), s = Lie(S). If in addition g is s-semisimple, then (a) 
follows easily from results of Hochschild [21], and is covered by the first 
statement in Theorem 1.3. 
Hochschild [21] asked if the complex C. of de Rham currents on M 
supported on 0 admits a U(s)-splitting (and is, therefore a (U(g), U(s))- 
projective resolution of C) even if g is not s-semisimple. The following 
theorem partly answers this question.’ 
THEOREM 1.5. Such a splitting does not exist ifg is the Lie algebra of 
conformal vector Bela3 on an even sphere of dimension at least six (and s is 
the stabilizer of some point). 
More precisely, the existence of such a splitting implies that the 
Chevalley and Eilenberg [9] relative cohomology groups W(g, s; C) 
vanish for p < n. These groups are computed explicitly for conformal vector 
fields on even spheres (Proposition 2.9). 
The simplest example I found where d( B, B,) # d(B) (but still d( B, B,) = n) 
is the following: G is the Lie transformation group of lR2 = M generated by 
the translations and linear isomorphisms of the form 
1 P 
( > 0 1’ 1,/LElR,2#0. 
In this case d(B) = CO. 
Using the proof of 1.7.10 in [lo], [22, p. 1111, and Lemma 2.6 below, 
one easily shows that B is finitely generated whenever TOA4 is 
A,-semisimple. Nagata [27] gave an example of a group H of linear trans- 
forms of a finite dimensional vector space V such that (SV)” is not finitely 
generated. Since this algebra is a quotient of B = (SF@ End A V)“, this 
shows that B is not finitely generated either. 
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2. PRWF OF THEOREMS 1.3, 1.4, AND 1.5 
Return to the setting for Questions 1.1(a) and (b), and recall some 
standard facts. A linear form c on the space 52 of (Cm) differential forms 
on M is called a de Rham current supported on XE A4 if there is a non- 
negative integer k, called the order of c, such that c(w) = 0 whenever w has 
a zero of order k + 1 at x. 
LEMMA 2.1. The space C of all de Rham currents on M supported on 0 
can, and will, be identified to A ga, /j T,M. 
Proof. View Sz as a right A-module. The pairing a x (A @ A0 /\ T,,M) --) 
C, (w, a@ A) I-+ (@a)(l) defines a map A Oa, A T,,M+ C. By the 
Poincare-Birkhoff-Witt theorem, A, as a right A,-module, is isomorphic to 
SV@ A,. From this point it is easy to conclude. 1 
There is a vector bundle g(k) over M whose fiber at x is the space of 
order k de Rham currents supported on x. Let D be a section of the vector 
bundle Hom(A TM, g(k)). Then D acts on differential forms o on M by 
(Dw)(A)= (D(x) n)(o), AE/\ T,M. Such an operator is called an order k 
differential operator acting on forms. Let D be the algebra formed by those 
operators. Then D is generated by exterior products, interior products, 
and Lie derivatives. As a result there is a unique anti-automorphism a 
of D such that j Da A fl= 1 a A a(D) fi for all forms a and /3 compactly 
supported on oriented open subsets. In particular a is invariant under 
diffeomorphisms. Moreover if D has a zero of order k at x, then so does 
a(D). The opposite algebra Dop acts on C. 
LEMMA 2.2. Any b E B is given by a differential operator. 
Proof Note B = End, C = Hom,(C, C) s Hom,,(A T,M, C). Let b be 
in B. Then b(l\ T,,M) is contained into the space C(k) of order k currents 
in C, provided k is large enough. It is easy to see that there is a DE D”P 
such that (b - D)(A T,M) c C(k - 1). An obvious induction completes the 
proof. 1 
The kernel of the action of DoP on C is precisely the two-sided ideal con- 
sisting of those differential operators which have a zero of infinite order at 
0. This ideal is clearly invariant under the anti-automorphism a. Thus: 
LEMMA 2.3. There is an anti-automorphism of B, still denoted a, such 
that a(e,)=e,-, anda(e,-,ae,)= +en--p&=n--p+l. 
If I’ is an A-module (or an A,-module) then so are the linear dual of V, 
the tensor algebra, the symmetric algebra, and the exterior algebra over V. 
Moreover A and A0 have a natural anti-involution. 
INVARIANT SYZYGIES 33 
PROPOSITION 2.4. If M is a Lie homogeneous space GfH, then B is 
isomorphic to the algebra of G-invariant dtfferential operators acting on 
differential forms on G/H. 
Proof B = End, C s Horn,& T&f, C) = Hom,(/\ ToM, C) = 
Hom(A T&I, C)nz U,C”(Hom(// TM, %(k))G. 1 
Let C. bethecomplexke,+,C+e,C,p=l,...,n-1. 
LEMMA 2.5. (a) HJC.) is Q: for p=O and 0 otherwise. 
(b) HP(Hom,(C., C)) z H,-,(Hom,(C, C. )). 
(c) Hom,(C, a=) # 0 because it contains the pairing against the 
constant function 1. 
(d) If g is A,-semisimple, so is C. 
(e) If C is A,-semisimple, then C. is A,,-split, and it is an (A, A,)- 
projective resolution of @ (see [21]). In particular ExtP,,A,,(@, V)Z 
HP(Hom,(C., V)). 
The latter vector space is called the relative pth [9] cohomology group. 
Suppose now that C. admits an A,-homotopy. 
(f) The functor F: A-mod --) mod -B, VI+ Hom,(C, V) is exact. 
(g) ExtP,,,,(@, C) z HP(Hom,(C., C)) z H,-,(F(C.)) z 
F( H, _ r( C. )) is equal to P(C) g 0 zfp = n, and is zero otherwise. 
(h) ExtP,(F(‘(C), B) z HP(Hom,(F(C. ), F(C))) g HP(Hom,(C., C)). 
Proof (a) See [21]. (b) follows from Lemma 2.3. (c) is clear. To prove 
(d) one can assume that all vector fields in II are complete, and that the 
corresponding flows are in H. Then one can deal with @H instead of AO, 
and the result follows from [21, proof of Theorem 4; 22, p. 1111. Now (e) 
is obvious. Parts (f), (g), and (h) follow from the previous statements 
together with [21]. 1 
Proof of Theorem 1.3. Lemma 2.5(d) implies that B, is a semisimple 
algebra. Thus d(B, B,) = d(B). Now Theorem 1.3 is an immediate conse- 
quence of Lemma 2.5(g) and (h). 1 
Note that if G/H is a Lie homogeneous space, then li(@) z Hom,(C, @) 
is isomorphic to the space SZG of G-invariant forms on G/H. Indeed: 
Hom,(C, @) z HomAO(/j T,M, C) = Hom,(A T,M, @) r (A TdM)” z SC. 
LEMMA 2.6. The graded algebra associated to B injects into (ST,M@ 
End A T,M)Ao. 
Proof Use symbol calculus. 1 
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LEMMA 2.7. The assumptions in Theorem 1.3 imply that B is finite 
dimensional, and that 
e,Be,=O for q>pandB,=@,e,Be,. (*I 
Proof. One can, and will, assume that cp is in H. The assumptions 
imply that (ST,,M@l\P* @A”)” is 0 for q > p, equal to (AP* @A”)” for 
q = p, and finite dimensional for all p and q. 1 
Proof of Theorem 1.4. I must prove d(B, B,) <n. Let V be a left 
B-module and let p be a nonnegative integer. Suppose that e, V= 0 for 
q > p. Because of (*), the kernel W of the (B, B,)-projective presentation 
B Oe, V + I/ (see [Zl J ) satisfies e4 W = 0 for q > p - 1. An obvious induc- 
tion completes the proof. [ 
Suppose, as in Theorem 1.5, that M is the n-sphere S”, where n = 2k is 
an even integer, g is the Lie algebra of conformal vector fields, and s c g 
is the stabilizer of some point 0 E S”. Write ek = e+ + e- using the 
eigenspaces of the star operator on Ak T,SzA. Let /1 be the @-algebra 
generated by e,, . . . . e,, e+, e-, and a. 
PROPOSITION 2.8. There is an operator b E B such that B is generated by 
A and b, subject to the sole relations e,be, = 0 unless k + 2 < p d n and 
q=n-p, ab=O=ba. 
Proof. This is an immediate consequence of Lemma 2.7 and [ 13, 
Theorem 51. 1 
PROPOSITION 2.9. The Chevalley and Eilenberg relative cohomology 
groups of (U(g), U(s)) with coefficients in C satisfy 
i 
0 for pdk+l, 
HP(Hom,(C., C)) = C for k+26p<n-1, 
C2 for p=n. 
Proof of Theorem 1.5. Now Theorem 1.5 follows from Lemma 2.5(g) 
and Proposition 2.9. i 
3. PROOF OF THEOREM 1.2 
The assumptions of Theorem 1.2 are now in force. First suppose that the 
image of H in GL( T,M) is O(Q). In view of Proposition 2.4, I can, and 
shall, view B as the algebra of invariant differential operators acting on dif- 
ferential forms on G/H. The projections on the homogeneous components 
will still be denoted by e,, . . . . ep, and the exterior differential will be 
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denoted unsurprisingly by d = C ep+ I de,. One also has the adjoint d * 
of d with respect to the invariant pseudo-riemannian metric on G/H 
extending Q. 
Let r be the associative algebra with 1 generated by the symbols 
a,, -*., a,, b, and b* with the relations: u: = ui, uiuj= 0 if i#J C ui= 1, 
b’=O=b*=, b=Cu,+, bu,, d*=Cu,-,d*u,. Denote by cp the unique 
algebra homomorphism from r to B such that &a,) = ei, cp(b) = d, and 
cp(b*) = d*. 
THEOREM 3.1. cp is an isomomorphism. 
In other words a B-module is a diagram of vector spaces and linear 
maps of the form 
d d d 
v-...-y- -fJ 
17 7 
n 17 1 
The quotient algebra elBe, has been computed independently in the 
preprint [2]. 
Clearly it suffices to show that the graded algebra Gr rz r associated to 
r is isomorphic, via Gr cp, to Gr B. In view of Lemma 2.6, Gr B 
is isomorphic to (Sg/h 8 End A g/l~)~ g (SC” @ End A C”)“(p9n--p) g 
(SC”@EndA C ) . * Ocn) Therefore one is left with proving that the latter 
graded algebra, denoted B’, is isomorphic to r. 
Set K= O(n), and S= SC”. Let 9 (resp. A?) be the space of K-invariants 
(resp. harmonics) in S, and recall that S= 9@ 2. One has 9 g @[Q], 
where Q is the standard inner product on C”‘. Put A = AC”. 
LEMMA 3.2. B’=9@(&‘@EndA)K 1 
Identify C” and C”‘. Let /iP be the space of p-vectors on C”, and let Xk 
be the space of harmonic polynomials of degree k on C”. The following fact 
is well known (see Boerner [S] for instance). 
LEMMA 3.3. 
dim (AP@Aq)K= 
1 if p=q, o 
oherwise. 
LEMMA 3.4. If O< p, q < n, then 
(2 if O-Ep=q<n, 
if P=qE {O,n}, 
if IP-ql= 1, 
otherwise. 
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Proof: Set M = O(n - l), and identify 2 to the space of polynomial 
functions on the (n - l)-sphere. By Frobenius reciprocity one has 
Since np is M-isomorphic to ApCn-’ @A”- ‘en- ‘, this lemma follows 
from the previous one. 1 
LEMMA 3.5. If Odp<n- 1, then 
If p = 0, n, then 
Proof: Again this lemma follows from the preceding one. m 
Let C[ T] act on r by TX = (bb* + b*b) x, and on B by Ty = dy, where 
A = dd * + d *d = +Q @ 1 E 9’ @ (End n )” c B. Plainly cp commutes with 
the actions of T. 
LEMMA 3.6. There are numbers A,, p, , . . . . A,, _ 1, pL, _ I E C - (0) having 
the following property. Suppose 0 < p < n, and set D, = A,bb* + pc,b*b. Then 
(a) cp(D,) E (X2 @ Ap @ AP)K - (0) and (SF 0 Ap 0 II~)~ = 
Q= CD ‘WD,), 
(b) 98 = a,, . . . . a,,, a,ba,, . . . . a,ba,-,, a,b*a,, . . . . a,-,b*a,, D,, . . . . 
D, _ 1} generates r over C [ T]. 
Proof. First check that (b) holds for any A,, pi, . . . . I,- i, pL,- i E @ - 
(0). Therefore, because of the decomposition S* = @Q@&?* and the 
previous lemma, it suffices to show that dd* is not in CQ, which is easy 
using explicit expressions for d and d*. 1 
Proof of Theorem 3.1. By Lemmas 3.3 to 3.6, q(g) is a @-basis of 
(X @ End n)Kc B’. Thus Lemma 3.2 implies that ~(49) is a C[ T]-basis of 
B. Thus, &I is a C[ T]-basis of ZY Therefore cp is bijective. 1 
The rest of this section is dedicated to the proof that d(B) = n. By 
“B-module” I shall mean “left B-module” (remember that B is self-opposite 
(Lemma 2.3)). 
Recall that the homological dimension dh I/ of a module V is the 
supremum of all those numbers k such that there is a projective resolution 
Pk H . . . + P, + V of I’ (or infinity if no such numbers exist). 
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THEOREM 3.7 (Auslander [ 11). The global dimension of B is the 
supremum of the homological dimensions of all cyclic modules (i.e., modules 
generated by a single vector). 
Therefore, in view of Theorem 1.3, I am left with showing dh V,<n for 
any cyclic module I’. 
LEMMA 3.8. The homological dimension of Bde, and Bd*e, is less than n. 
Proof The right multiplication by d provides a projective resolution 
Be,* Be,-, + ... -+ Be,+, --D Bde,, 
of length n - p - 1. There is a similar fact for Bd *ep. 1 
Define the modulus V,, . . . . V,, Wo,n, . . . . W,, _ l,A, 1 E @ - {0}, as follows. 
As a vector space Vi= Cv, v # 0, and Wi,i = @wi@ @wi+ 1, wi, wi+ 1 #O. 
The B-module structures are given by ejv = ativ, ek wj = 6,wj, dwi = 
Wi+l>d*wi+l = Iwi. (Here 6 is the Kronecker symbol.) 
LEMMA 3.9. The module described above are simple, and any simple 
module is isomorphic to exactly one of them. 
Proof: Let V be simple, let p be the smallest integer such that e,, V# 0, 
and pick some nonzero, v in eP V. Then V= Bv= @v + Bdv. If dv=O, 
vg VP. Thus suppose dv # 0. Again V = B dv = @ dv + Bd* dv, and 
v E eP Bd* do = @[d*d] d* dv. In particular the latter space is finite dimen- 
sional, and contains an eigenvector w for d *d corresponding to some non- 
zero eigenvalue 1. Then V = Bw = @w @ @ dw z Wp,A. 1 
LEMMA 3.10. Let V be a simple module. Then dh V,<n. 
Proof: First assume V= V,. Then Vr Be,/(Bde, 0 Bd*e,), and this 
lemma follows from the previous one. Thus suppose V= Wp,A. In this case 
VE Be,/B(dd* -A) ep. But B(dd* - A) eP is isomorphic, via right multi- 
plication by dd* - 1, to the projective module Be,. m 
The first part of the next lemma is well known, and follows from the 
appropriate long exact sequence for Ext. The second statement is obtained 
by coupling the first one with the above lemma. 
LEMMA 3.11. (a) Let V c W be B-modules. Then dh W < max { dh V, 
dh W/V}. 
(b) If V is finite dimensional, then dh V < n. 
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Proof of Theorem 1.2(a) in the Case when the Image of H in GL(T,M) 
Is O(Q). Let V = Bu be a cyclic B-module. The claim is dh V< n. 
Set I, = Bde,, . . . . I,, = Bde, _ r, I, + i = Bd*e, , . . . . I,, = Bd*e,, and Z= C Ij. 
Since Z has finite codimension in B, so does Iv in V. By Lemma 3.11 one 
is reduced to the case V= Iv. First note that Zju is either isomorphic to Zj 
or finite dimensional. Thus dh Zjudn by Lemmas 3.8 and 3.11(b). Now 
write V= (Zr + . .. + Zk) u, with k minimal, and argue by induction on k. 
If k = 1, either I/z I,, and Lemma 3.8 applies, or, as is readily seen, 
V is finite dimensional, and Lemma 3.1 l(b) can be invoked. If k > 1, 
put W = V/Z,v. Then W can be written as (Zi + . . . + Zk- I ) w, and 
Lemma 3.1 l(a) provides the desired conclusion. 1 
Proof of Theorem 1.2(a) in the Case when the Image of H in GL(T&) 
Is SO(Q). This proof is very similar to the previous one. I will be content 
to describe B in this case, leaving the remaining verifications to the 
reader. 1 
THEOREM 3.13. If n = 2k for some integer k, then a B-module is given by 
a diagram 
* 
of vector spaces and linear maps satisfying the relations 
O=d2=da=ad=d8=8d=&?+8a, 
*2e,=(-1)Pep. 
If n = 2k + 1 for some integer k, then a B-module is given by a diagram 
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I_, 
vo d - v,A . ..- A+ vk+l -.--d, &,a, vzk+, 
1 ? ] * 
of vector spaces and linear maps satisfying the relations 
d==O, *== 1. 
In view of Proposition 2.8 it s&ices, in order to describe B, to consider 
the following cases: 
(a) M is the n-sphere S”, G is the full conformal group (g is the Lie 
algebra of G), and H is the stabilizer of some point. 
(b) Same assumptions, except for the fact that G is the group of 
orientation preserving conformal transforms, and n is odd. 
(c) M is an arbitrary n-manifold, g is the Lie algebra of all vector 
fields on M, and H is the group of all diffeomorphisms of M which fix some 
point 0 E M. 
THEDFUZM 3.13. In these three cases B contains only the idempotents 
e,, . . . . e, and the differential d. 
ProoJ: Follows from Lemma 2.5(f) and a close inspection of Theorem 5 
and its proof in Gaillard [ 131. 
Proof of Theorem 1.2, Parts (b) and (c). One easily checks d(B, B,) = 
d(B)=n. 1 
4. SEMISIMPLE LIE GROUPS 
For the rest of this paper, the setup will be as follows: G is a connected 
semisimple Lie group with finite center Z(G) and maximal compact sub- 
group K. A direct sum of smooth K-modules is called a (g, K)-module if it 
is equipped with an action of g which extends that of k (the Lie algebra of 
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K). A (g, K)-module of finite length (i.e., containing no infinite chain of sub- 
modules) is called a Hurish-Chandra module. By [34, Lemma 2.101, such 
a module T/ satisfies dim Hom,(X, V) < co for any finite dimensional 
K-module X. This condition is known as admissibility. Let Z(g) be the 
center of the enveloping algebra of G, CZ(G) the group of Z(G), and set 
2 = @Z(G) @Z(g). Any Harish-Chandra module T/ can be written in a 
unique way as Q1 T/(Z), where Z ranges over the space of maximal ideals 
in 2, and I’(Z) denotes the space of thoses vectors of V which are killed by 
some power of I. Moreover Horn, K( I’(Z), I’(J)) =0 for Z#J. From now 
on fix Z to be the annihilator in Z(g) of the trivial module @, let 
C= U(g)@,(,, A g/k be the space of de Rham currents on G/K supported 
on eK, and set B = End,,(C). Since B is a Z(g)-algebra, one can form the 
quotient algebra B, = B/ZkB. If a Harish-Chandra module I’ satisfies 
ZkV= 0, then F( I’) = Hom,,( C, V) is a right B,-module. Since V is 
admissible, F(V) is finite dimensional. Let dk be the category of those 
Harish-Chandra modules V such that Zk I’= 0 and zu = u for all u E V and 
z in the center of G. 
THEOREM 4.1. Suppose G belongs to any of the following classes of 
groups: rank one groups, complex groups, groups whose Cartan subgroups 
are all connected, groups having a discrete series, SO,(p, q) with p + q odd, 
SU(p, q), SL(3, R), SL(4, W), or G= GZ. Then the functor F induces an 
equivalence from &k onto the category of finite dimensional right B,-modules. 
Gelfand [ 171 observed, for SL(2, [w) and SL(2, C), that &k is equivalent 
to the category of modules for a finite dimensional algebra which he 
described explicitly, and which is essentially B,. Later Khoroshkin [23, 241 
was able to compute more examples, and Soergel [30] came up with a 
very nice interpretation of the algebra corresponding to SL(2, C). 
However, any general interpretation of those algebras seems to have been 
missing. 
The main ingredient in the proof of Theorem 4.1 will be: 
F'ROWSITION 4.2 (Bore1 and Wallach, Fomin, Speh, Vogan, Zuckerman). 
Let G be as in Theorem 4.1, and let V be a simple object in &k (thus V is 
actually in dI). Then Hom,(/\ g/k, V) # 0. 
Proof. For SL(3, W) (resp. SL(4, IX), the rank one groups, the groups 
with discrete series, the remaining groups) the result follows from [12] 
(resp. [31, p. 115; 6, pp. 60, 186, 190; 36; 331). 
Suppose again that G is an arbitrary connected semisimple Lie group 
with finite center. An element of Horn, (A g/k, V) z Horn&C, V) = F(V) 
is called a (g, K)-cochain, and the corresponding cohomology is called a 
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(g, Qcohomology. Obviously if the cohomology of some V is nonzero, so 
is its cochain complex. This is the way the proposition is proved for all the 
above groups but X(3, W) and SL(4, W). For these two groups, simple 
modules in -plz with zero cohomology do exist. The same can be said about 
SL(n, W) for higher values of n, and to many more groups. A conjecture in 
[28] proved in many cases, predicts (among other things) that the 
proposition holds whenever V is unitary. In that case all cochains are 
closed [6]. 
LEMMA 4.3. One has the following adjunction relation: Hom,(C/ZkC, V) 
z Hom,,( C, V). In particular C/Ik is dk-projective. 
LEMMA 4.4. Bk r Ends,, C/ZkC. 
Proof: 
End, K C/IkC 
= Hom,,,(C/ZkC, C/ZkC) 
E Horn&C, C/ZkC) 
= Hoq,,W, C)/Homg,,(C, ZkC) 
by the previous lemma 
because C is projective 
= B/Hom,,(C, ZkC). 
Since Bk = B/ZkB, it is enough to show Ik Horn&C, C) z 
Hom,,(C, ZkC). Clearly Zk Hom,,(C, C) c Horn&C, ZkC). To prove 
the other inclusion, let zl, . . . . z, be generators of Ik, that is 
zkc=z,c+ **. + z, C. In other words the (g, K)-morphism cp : C” --) Z’C, 
(C 1, ***, c,) H C zici is onto. Let a be in Hom,,,((C, ZkC). Since C 
is projective, there exists b = bl x . . . x b, in Hom,,,(C, Cm) z 
Hom,,,(C, W such that a = rpo b, that is a(c) =C zjbi(c). Therefore 
a=C z,b, is indeed in Zk Hom,,,(C, C). 1 
hto~sITIoN 4.5. (a) c/zkc is in cpl’kk, 
(b) B, is finite dimensional and self-opposite. 
Proof (a) For any pair X, Y of K-modules, denote by Y[X] the image 
of the natural map from Hom,(X, Y)@X into Y. (If X is irreducible, 
Y[X] is called an isotypic component.) 
Since finitely generated admissible (g, K)-modules have finite length (see 
[19, Sect. 2.6]), it is enough, in order to prove (a), to show that C/ZkC is 
admissible. Let X be any finite dimensional K-module. It suffices to prove, 
using the notation introduced above, that (C/ZkC)[X] is finite dimen- 
sional. But this is clear in view of the isomorphism (C/ZkC)[X] = C[X]/ 
ZkC[X] and of Theorem 1 in [18], which implies that C[X] is finitely 
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generated over Z(g). Thus C/Z? is admissible. This proves (a). Now (b) 
follows from (a), Lemma 4.4, and Lemma 2.3. 1 
Proof of Theorem 4.1. Let Fk be the restriction of F to J&. In view of 
Lemmas 4.4, 4.5, and Gabriel-Mitchell’s theorem (see [3, p. 541 for 
instance), it suffices to show that C/ZkC is a progenerator of &$!k, i.e., that: 
(a) Fk is exact, (b) Fk (when extended to the cocompletion of J;4k) preserves 
direct sums, (C) any F in d:, iS a quotient Of a direct sum Of Copies Of 
C/ZkC. Statement (a) is contained in Lemma 4.3. Part (b) is clear since 
Fk r Hom,(/j g/k, -). Plainly (c) follows from Proposition 4.2. 1 
Recall that a vector in a K-module is said to be K-finite if it is contained 
into a K-invariant finite dimensional (continuous) K-module. Let Gk be the 
space of those K-finite forms o (of all degrees) on G/K which satisfy 
Zko =O. For any Harish-Chandra module V, denote by DV the space of 
K-finite linear forms on V. Then DV is again a Harish-Chandra module, 
called the dual of V. Plainly D is an anti-involution of the category of all 
Harish-Chandra modules, and DsQk = &. 
PROPOSITION 4.6. CfZkC and Qk are dual. In particular Q, is an injective 
object in dk. Moreover End,, 51, is isomorphic to B,. 
Proof Set U = D(C/ZkC). I must show Ug Qk. Observe that U comes 
with a natural K-morphism E into A (g/k)* defined by s(u)(A) = u(n + ZkC). 
Moreover U is characterized by the universal property that for any K-map 
cp from any VE&‘,, to A (g/k)* there is a unique (g,K)-map Qi from V to 
U such that E@ = cp. (Note C/ZkC E ( U(g)/ZkU(g)) 0 u(k) A g/k.) It suffices 
to show that 8, has the same property (for E = evaluation at eK). To do 
that, let V and cp be as above. Using [25, Thm S.lO] one easily checks that 
V embeds into some G-module W in such a way that the formula 
@(w)(gK)=a(g) cp(g-‘w), where a(g) denotes the action of G on the 
vector bundle of forms on G/K, provides the desired @. 
The duality between the modules C/ZkC and 0, implies that their 
endomorphism algebras are opposite, and the last statement follows from 
Proposition 4.5(a). 1 
In the remainder of this paper G will be a connected semisimple rank one 
Lie group with finite center. Let A be the Casimir operator. 
LEMMA 4.1. CfAkC is a Harish-Chandra module. In particular the 
algebra B/AkB is finite dimensional. Moreover BfAkB is self-opposite. 
Proof: As in the proof of Proposition 4.5(a), it sufftces to show the 
admissibility. All the spaces in this proof will be viewed only as K-modules. 
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The space C/AkC can also be written as 
,I=‘, C(m)/AkC(m - 2k) z u C(m)/C(m - 2k), 
m12k 
where C(m) denotes the space of order m currents in C (see Sect. 1). Let 
S (resp. A) be the symmetric (resp. exterior) algebra over g/k, denote by 
S(m) the space of elements of degree at most m in S, and observe the 
K-isomorphisms 
CZS@A, C(m) g S(m) @I A, 
C(m)/C(m - 2k) s (S(m)/S(m - 2k)) @I A 
r(sP@2P-2@ -** @sf”-2k+2)@A, 
where Xp is the space of degree p harmonics in S. Thus C/AkC is 
K-isomorphic to the direct sum of k copies of the space #@A, which is 
(isomorphic to) the space of polynomial functions on the unit sphere 
of g/k. Let it4 be the stabilizer in K of some point of this sphere, and 
let X be a finite dimensional K-module. By Frobenius reciprocity, one 
has dim Hom,(X, %? &I A) = dim Hom,(X, A) < co. This completes the 
proof. 1 
Define the category 
Recall that, for any Harish-Chandra module V and ideal Jc Z= Z(g) @ 
@Z(G), the submodule {u E VI J”u = 0 for some m} is denoted V(J). Set 
Bb = End,,(C/AkC)(Z). 
PROPOSITION 4.8. (a) F induces an equivalence from &; onto the 
category of finite dimensional right Bk-modules. 
(b) Zf G either the group of all isometries of the real hyperbolic 
n-space, or the connected component of that group, then (C/AkC)(Z) = 
C/AkC. In particular B; = End,, C/AkC g B/AkB. As a result a presentation 
of Bk is just obtained from the presentation of B given in Theorems 3.1 and 
3.12 by adding the relation (dd* + d*d)k = 0. 
This presentation was already given by Khoroshkin [23,24]. 
Proof: The proof of (a) is analogous to that of Theorem 4.1. To prove 
(b), recall the decomposition (C/AkC)(Z) = eJ (C/AkC)(J), J maximal 
ideal in Z. The description of the Harish-Chandra module dual to C/AkC 
given in [14] implies the first statement. The proof that End,, C/AkCr 
B/AkB is similar to the proof of Lemma 4.4. 1 
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Suppose now that G is the group of biholomorphic transforms of the 
unit sphere in C”. Modify the definition of C, and consequently the defini- 
tions of &c4; and &-but still keep the same notation-by setting 
C = {primitive de Rham currents on G/K supported on eK}. 
PROPOSITION 4.9. The analog of Proposition 4.8(b) holds in this new 
setting (with A defined as below). A module for the new algebra B; is 
precisely given by a diagram 
V 0.n 
6 6* II 
vo,, + Vl,n-1 
II 6 6’ II 6 6. 
6 II L-P 6 II 
6. 
vo.1 + v1.1 + LV “‘7 n- 1.1 
6 II 68 6 II iJ* 6 6. 




. ..- D’ v n- 1.0 -V D’ PT.0 
of vector spaces and linear maps, the latter being subject to the relations 
02=o,DD= -DD,A=DD*+D*D+ 
bd* 
n + 1 - IPI 
, Ak=O, 
,pyIF! 1 DO* = D*D, 
as well as the “conjugate” and “adjoint” relations, when restricted to V,. 
(Here P = (ply P*), lpl = p1 + p2.) 
Proof The proof is similar to the one given for the real case. The 
algebra Bb above is computed in [14]. i 
Compare with Khoroshkin [23, 241. 
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