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Abstract--We consider a class of controllers which assure that, for a specific lass of uncertain dynamical 
systems, the system state avoids a prescribed region. Each controller is a combination of a memoryless 
controller and an adaptive controller. The utilization of these controllers is demonstrated by application 
to two examples, a linear system with a bounded avoidance set and a planar pursuit-evasion problem. 
Numerical simulations illustrate the results. 
1. INTRODUCTION 
For a given class of uncertain dynamical systems we consider the problem of obtaining controllers 
which assure that the state of the system avoids a prescribed region of the state space; that is, every 
state motion which starts outside the region remains outside. 
The uncertain elements may be due to the imperfectly known actions of other agents (e.g. 
pursuers) or an uncertain environment, or both. 
A class of such problems is treated in Refs [1] and [2] employing memoryless controllers. With 
these controllers, the present control depends only on the present ime and state. Here, we follow 
Ref. [3] in which each of the controllers considered is a combination of a memoryless controller 
and an adaptive controller. The adaptive controllers generate controls which depend on the 
previous history of the state; they are dynamic ontrollers. By considering adaptive controllers, we 
assure avoidance for a larger class of systems than that considered in Ref. [1]. 
Sufficient conditions are given for the existence of these avoidance controllers. An explicit 
characterization f  the adaptive controllers in terms of appropriate Lyapunov-type functions is also 
presented. 
These conditions are utilized to obtain avoidance controllers for a general class of uncertain 
linear systems. 
We also apply the results to obtain evasion strategies for planar pursuit-evasion problems in 
which the only knowledge available on the pursuer's peed is that it is bounded; not even the bound 
is known. 
The above applications are illustrated with numerical simulations. 
2. GENERAL PROBLEM STATEMENT 
Consider an uncertain system described by 
Yc(t) = k(t, x(t), u(t), v(t)), (2.1) 
where t 6 R is the "t ime"; x( t )6A  is the state with A c [~" and int(A)6: ~b~ 
Fu'(t)l 
u(t) = mu~(t)_]E u 
is the control input with U = U 1 x U 2 c II~"J x Rm'; v(t) ~ V ~ R p is an uncertain input; and the 
system function k: • x A x U x V--, R ~ is uncertain. 
tBased in part on research supported by the U.S. National Science Foundation and the U.S. Air Force Office of Scientific 
Research under Grants ECS-8602524 and MSM-8706927. 
~/int(A) denotes the interior of A. 
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The uncertain elements v and k may be due to an imperfectly known opponent (pursuer) and 
an uncertain environment. 
We consider the uncertain input v(t) to be given by 
v(t) • q(t, x(t)), q • Q, (2.2) 
where Q is a known, non-empty, set of functions which map R × A into P(V).I" 
Also, we suppose that 
k e R, (2.3) 
where/~" is a known class of functions which map R x A x U x V into R n. 
We suppose that for some known matrix-valued function B: R x A --- R n × m2 each k • R can be 
expressed as 
k(t, x, u, v) =f(t ,  x, u, v) + B(t, x)g(t, x, u, v) (2.4) 
wberef: R x A x U x V ~ R ~ and g: R x A x U x V ~ R m:. Let F and G be the sets of suchfs and 
gs, respectively. Thus, for each k •g" there exist f•  F and g • G such that (2.4) holds and (2.1) 
can be written as 
Yc(t) =f(t ,  x(t), u(t), v(t)) + B(t, x(t))g(t, x(t), u(t), v(t)). (2.5) 
In what follows, we shall consider u l(t) to be given by a set-valued, memoryless state feedback 
controller; that is, 
u ~(t) •p  ~(t, x(t)), (2.6) 
where p '•  Pt, a prescribed class of functions which map R x A into P(U~). 
We shall consider uS(t) to be given by a set-valued, adaptive state feedback controller described 
by 
uS(t) • pS(t, x(t), fl(t)), 
j~(t) = h(t, x(t)), (2.7) 
with/~(t) • (0, oo), p2 • ps, and h • H, where p2 and H are prescribed classes of functions which 
map R x A x (0, oo) and R x A into /~(U s) and R, respectively. 
Thus, subject o an uncertain input given by (2.2) and control given by (2.6) and (2.7), the system 
under consideration can be described by 
Yc(t) • K(t, x(t), l~(t)), 
fl(t) = h(t, x(t)), (2.8) 
with 
K(t, x,/~) A_ {k(t, x, u, v)lu • p'(t, x) x p2(t, x, ~), v • q(t, x)}. (2.9) 
Conditions (2.8)-(2.9) describe a generalized ynamical system [4, 5]. By a solution of (2.8)-(2.9) 
we mean an absolutely continuous function (x(.),/~(.)): [to, t~)~ A x (0, oo), to < t~, which satisfies 
(2.8)-(2.9) almost everywhere (a.e.) on [to, tO. 
We introduce now two definitions for any subset N of A. 
Definition 2.1 
System (2.8)-(2.9) avoids N iff, for each solution (x(.), ~(.)): [to, t~)~ A x (0, oo) of (2.8)-(2.9), 
X(to) q~ N=~x(t) ¢ N Vt • [to, tt). 
Definition 2.2 
N is avoidable by (2.1)-(2.3) iff there exist functions pl • p,, p2 • ps, and h • H such that, for 
all (q, k) ¢ Q x/~, system (2.8)-(2.9) avoids N. 
tiS(V) is the collection of non-empty subsets of V. 
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Now suppose one is given a set T = A (hereafter called the antitarget) for which it is desirable 
that (2.8)-(2.9) avoid T. The antitarget may be such that it is not avoidable by (2.1)-(2.3),t or 
it may be difficult to synthesize an avoidance controller for T. Thus, we introduce another set A = A 
(hereafter called the avoidance set) which is closed:l: and for which 
T=A,  
and we consider the problem of obtaining functions p m, p2, and h which assure that A is avoidable 
by (2.1)-(2.3). 
Of course, if (2.8)-(2.9) avoids A and (x(.),/~(-)): [to, t t )~A x (0, ~)  is any solution of  
(2.8)-(2.9) with x(to)¢ A, then x(t)¢ T for all t e [t 0, tO. 
We introduce now a notion which is useful in the problem solution. 
Definition 2.3 
S ~ A is a safety zone for A iff (i) S n A = 0 and (ii) dA ~ int(S u A ).§ 
As an example, suppose S ~ A is open and dA ~ S, then ~\A is a safety zone for A. 
Note that (ii) of Definition 2.3 is equivalent to 
8.4 c~O(S u.4) =O 
or 
A = int(S w A). 
It can be shown readily that a safety zone S has the property that if x(.): [to, t2] --* A is any 
continuous function with X(to) ¢ A and x(h) e A, then there exist h, t4 e [to, t2] with t3 < t4 such that 
x(t) e S for all t e [h, t4) and x(t4) e OA. Thus, every continuous x(.) which enters A from A\A must 
pass through S. 
3. SUFF IC IENT CONDIT IONS FOR THE EXISTENCE 
OF AVOIDANCE CONTROLLERS 
Here, we present wo conditions which, if satisfied by system (2.1)-(2.3), assure the existence of 
avoidance controllers; see Theorem 4. I. Recall that we assumed (2.1) could be written in the form 
of (2.5) for some functions feF  and g e G. 
Condition C1 (on Q and F) 
There exists a function p t v PI and a C ~ function V: O --, R where O is an open subset of R x R", 
such that (i) O ~ R x S I where S t is some safety zone for A; (ii) if (tt, x~)¢R x 0A, then 
lim V(t, x) -- o¢; (3.1) 
(t, x)-~ (tl, x I ) 
and (iii) for each q eQ, feF ,  and ( t ,x )e~ x S t , 
0V 
OV(t ,x)+ ( t ,x ) f ( t ,x ,u ,v )~O (3.2) 
8--7 
for all u I ~pt(t,x), u26 U 2, and v ~q(t,x). 
Condition C2 (on Q and G) 
There exists a safety zone S 2 for A such that, for each q e Q and g e G, there are scalars fl0 > 0 
and fl f> 0, possibly dependent on q and g, such that for all (t, x) e R x S 2, 
(u2)rg(t, x, u, v) i> flo II ,2 II t 11,2 II - a]  (3.3) 
for all u e U and v ¢ q(t, x). 
tFor example, see the problem treated in Section 7. 
:~In the sequel, unless stated otherwise, all topological notions for subsets of A are defined relative to the topology for A 
which is induced by the regular topology for R". In this induced topology, a set N ~ A is open iff N = M c~ A where 
M c 0t" is open relative to the regular R" topology. 
§DA denotes the boundary of A, that is, ~A =.~\int(A) where ~ is the closure of A. 
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4. AVOIDANCE CONTROLLERS 
In this section, we present avoidance controllers for a system described by (2.1)-(2.3) which 
satisfies Conditions C1 and C2. 
Choose any p~ and V which assure satisfaction of Condition C1 and define 
dV 
or(t, x) = B(t, x) r ~x (t, X) T. (4.1) 
Let p2 e p2 and h ¢ H by any functions which, for some 1 > 0, satisfy 
p2(t ,x ,~)= {-l~[l~t(t,x)H-l~(t,x)} if ~(t ,x)¢O,  (4.2) 
h(t, x) = 1 H ~(t, x)II (4.3) 
for all (t, x,/~) ¢ R x S 2 x (0, ~).  A proposed avoidance controller is given by 
ul(t) e pl(t, x(t)), (4.4) 
uS(t) E p~(t, x(t ), ~(t )), (4.5) 
~(t) = h(t, x(t)); /~(t0) > 0. (4.6) 
Remark 4. l 
Note that the functions p~, p2, and h do not have to satisfy any requirements (other than 
belonging to pi, p2, and/4, respectively) outside the regions R × S l, R x S 2 × (0, oo), and R x S 2, 
respectively. 
We have now the following result. 
Theorem 4. I 
Suppose pJ and V assure satisfaction of Condition C1, Condition C2 is satisfied, and p~ and h 
are as specified above. Then system (2.8)-(2.9) avoids A for all q a Q and k e/f.  Hence, C1 and 
C2 imply that A is avoidable by (2.1)-(2.3) provided p~ ~P '  and h ~ H. 
Proof. Ref. [3] contains a proof. 
5. L INEAR SYSTEMS 
In this section, we apply the preceding results to problems in which the system is linear and the 
antitarget is bounded. 
Consider an uncertain linear system described by 
Yc(t) = Ax(t) + Blut(t) + B2u2(t) + Clvl(t) + C2v2(t), (5.1) 
where t ¢ R, x(t) ¢ R", um(t) e R mr, and ue(t) e Rm2; the functions o1('): R --* R p' and v2('): R --. R~ 
are unknown and A, B t, C ~, i -- 1, 2, are known matrices of appropriate dimensions. 
We make the following assumptions. 
(i) The pair ( -A ,  -B )  is stabilizable where 
B __A [B 1 B2]; (5.2) 
i.e. there exists a matrix E such that all the eigenvalues of - (A  + BE) have negative real parts. 
(ii) There exist matrices D ~ and D 2 such that 
C t=BIDI;  C ~=B2D ~. (5.3) 
(iii) There exist a known scalar p~ and an unknown scalar p[ such that 
IIv'(t)ll (5.4) 
for all t ~ R. 
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Suppose the antitarget T is a bounded subset of R". To obtain an appropriate avoidance set A, 
choose any matrix E such that all the eigenvalues of - (A  + BE) have negative real parts; choose 
any symmetric positive definite matrix Q • R n x n; and solve the matrix Lyapunov equation 
P(A + BE) + (A + BE)Tp - Q = 0 (5.5) 
for P • R "×". Since the eigenvalues of - (A  + BE) have negative real parts, (5.5) has a unique 
symmetric positive definite solution [e.g. 9]. Since T is bounded, there exists a e R+ such that T c A 
where 
A ~- {x • R"lxrPx <~a}. (5.6) 
If Assumptions (i)-(iii) are satisfied, one can readily obtain a system description in which 
Conditions C1 and C2 are satisfied [3]. Also, choosing any e > 0, letting 
S 1 a {x • R"la <xrPx  < a +e}, (5.7) 
an avoidance controller is given by (4.4)-(4.6) where p': R x R" ~ ff(Rm'), 
p:: R X R"X (0, ~)  ~/~(Rm2), and h: R x R"--+ R+ are any functions which satisfy 
p'(t,x) = {g'x +p, IIB'TPx I[-IBITpx} if B'TPx ~0, (5.8) 
p2(t,x,l~) = {E2x + g IlBZrPx []-'B2"Px} if B2rPx ~0, (5.9) 
h(t, x) = ltxXpx - a] -2 II B2T px I[, (5.10) 
for all (t,x,~)•ff~ x S l x (0, ~);  
and p,, I are chosen to satisfy 
see Ref. [3]. 
Example 5.1 
LE~J 
p,~ IID'IIp~; l>0; (5.12) 
Consider an uncertain linear system described by 
~,(t) = x:(t) + u2(t) + v2(t), 
~2(t) = u'(t) + v~(t), 
where x~ (t), x:(t)• R, v~(t) is an uncertain element which satisfies 
vl(t) • [ -  1, 1]c  
and v2(.) is an unknown bounded function with unknown bound. 
The antitarget is the unit square 
T= {x •R~I [x,I ~< 1, [x:[ ~< 1}. 
Clearly (5.13) is given by (5.1) with 
Assumptions (ii) and (iii) are shown to hold by letting D '= D~= 1, p~' = 1, and 
o~ = sup{ Iv~(t)l It e R}. 
Assumption (i) is satisfied. In particular, we take 
(5.13) 
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and solving (5.5) for P yields 
Noting that 
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P = - I /2 
max{xXPx Ix e T} = 7/2, 
we consider the avoidance set to be given by 
A = {x ~ R:l 3/2x~ - x~x2 + x~ <<. 7/2} 
and, for some E e (0, ~], we consider the safety zone S' to be given by 
S' = {x ~ R217/2 < 3/2x~ - XlX 2 + x~ < 7/2 + E}. 
Utilizing (5.9)-(5.10) and letting p~ = 1, we take pl, p2, h to be any functions which, for some 
l > 0, satisfy 
p'(t, x) = { -x l  + x2 + sgn(-x l  + 2x2)} if x, ~ 2x:, 
p:(t, x,/~) = {8 sgn(3x, - x:)} if 3x~ # x:, 
h(t, x) = l[xXex - 7/2]-:13/2x,-  1/2x2[, 
for all (t, x,/~) ~ R x S ~ x (0, ~),  where 
{-, 
sgn(~/ )  = 1 
Numerical simulation results 
In numerical simulations 
controllers we let 
if r /<0,  
if t />0"  
of the above system subject to one of the proposed avoidance 
pl(t, x) = {0}, 
p2(t, x, 8) = {0}, 
h(t, x) = O, 
whenever x was outside the safety zone S I. All simulations were carried out with parameters 
E=l/2,  1=1/2, 
and initial conditions 
x,(0) = 1.05, x2(0) - -- 1.05, ~(0) = 0.01. 
Figures 1 and 2 illustrate the results obtained with disturbances 
and 
v~(t) = I, c:(t) = -5  
v I(t) = COS(2nt) v: (t) = - 5cos(2nt), 
respectively. In each case, the state starts close to the antitarget but never enters it. 
--1 
X 2 - -2  
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x]A-r, x2A--~, u'A-an/V~, U2A--VE, VA--Vp, A-A(0,00)×[--n,n],  U2---(0,00). 
Then 
6. EVADING A PURSUER OF UNKNOWN SPEED 
Here we treat the problem of evasion from a pursuer whose speed, vp(t), is unknown and has 
an unknown bound, #~,. We consider the situation in which the pursuer's trategy is one of pure 
pursuit, that is, the pursuer's velocity is directed along the line of sight. This is illustrated in Fig. 3. 
From kinematical considerations we obtain 
f=VECOS~b--vp, rO=vEsinq~, a,=VE(0+~) ,  
where vE is the evader's peed and a, is the normal component of the evader's acceleration. 
Let 
f 
.~] = U 2 COS X 2 - -  t), 
X2 = -- (u2/xl)sin x2 + u2u i. 
Choosing any k e (0, 1), we rewrite (6.1) as 
:~1 = u2( cos x2 - k) + ku 2 - v, 
x2 = - (u  2/x I)sin x2 + u 2u l, 
which is in the form of (2.5) with 
oo, x, ] ['0] 
_ ( l /xOs inx2+ul  ; B ( t ,x )= ; 
We shall consider 
for some given fi] > 0. 
U I = [ -a l ,  a 1] 
E 
~O Reference Line 
Fig. 3. Pure pursuit. 
(6.1) 
g(t, x, u, v) = ku ~ - v. 
-3  ] I I [ I I -3  [ I I I 
- ,  -3  -2  -1  0 t 2 - -4  -2  0 2 
X 1 X| 
Fig. 1. Linear system with constant disturbances, v,(t) = 1; Fig. 2. Linear system with periodic disturbances, v,(l) = 
v2 ( t ) = -5 .  cos(2m); v2 ( t ) = -5cos(2nt).  
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Now, suppose that the evader wishes to assure that the distance r from the pursuer emains 
greater than a specified length a; that is, for some a > 0, the antitarget T is given by 
T={x~alx l  <~a}. 
Choosing any 6 > 0, we let the avoidance set 
where 
see Ref. [3] and Fig. 4. 
Consider V: O ~ R where 
7(x~) = a + n + 6 - [(re + 6) 5 - x~]~/:; (6.2) 
o = u × {x a: l  Ix21 < ,: + > 
V(t, x) = Ix, - 7(x2)]-'. (6.3) 
Then, taking any ~ ~ (0, ~]  and letting 
S' = {x ~ A[v(x2) < xl < as + E} (6.4) 
where 
as = a + ~ + 6 - (2n6 + 62) 1/2, (6.5) 
it can readily be verified that (i) and (ii) of Condition C1 hold. 
Consider now any function pl: R x A--,fi(U I) which satisfies 
p~(t ,x )={-a  ~} if x2>0. 
p~(t ,x)={5 ~} if x :<0,  (6.6) 
for all (t, x) ~ R x S I. If 
ff~ >i s u~ [ - (x2/x, ) sin x~ + [(n + 6 )5 _ x ~]'/5 (k - co s x~)][ x2 ]- ', (6.7) 
x2~0 
then (iii) of Condition C1 is satisfied. For example, since x~ ¢ [ -n ,  n] for all x ~ S ~, (6 .7)  holds if 
a j I> (k + 1)[(n + 6) 2 - (COs-lk)2]l/2(COS-I k) -). 
Thus, utilizing (2.6) and (6.6), the controllers proposed for generating u~(t) assure that 
u ' ( t )  = _il l  sgn(x2(t)) if x:(t) ~ 0, (6.8) 
whenever x(t) ¢ S~. 
If we let S 2 ffi S ~, then for all (t, x) s R x S:, 
(u2)Tg(t, X, U, V) ffi u2(ku 2 -- v) ~ k I.:1(I.51- o0k-'); 
that is, (3.3) is assured with ~0 ffi k and ~ ffi p~k -~. Hence, Condition C2 is satisfied. 
Fig. 4. Avoidance set and safety zone. 
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3.5 
2.5 
1.5 
x2 
m 3.5  - 
2.5 
1.5 
0.5 
X2 
-0 .5  
- 1.5 
-2 .5  
-3 .5  
4 
--1.5 
--2.5 
-3"o -4  ' I I , I , , , , 
4.5 5.0 5.5 6,0 6,5 7.0 7.5 5 6 
Xl X 1 
Fig. 5. Constant pursuer speed, v(t) = 8. Fig. 6. Periodic pursuer speed, v(t) = 411 + sin(20~tt)]. 
Thus, employing (2.7), (4.2), and (4.3), the controllers proposed for generating U2(/) are those 
which, for some 1 > 0, assure that 
li2(t) = l[x~ (t) - ~ (x2(t))] -2, (6.9) 
whenever x(t)  ~ S ~. Note that zi2(t) is the tangential component of the evader's acceleration. Also, 
(6.9) requires that zi2(t) become unbounded as x(t)  approaches c~A. 
Numerical simulation results 
In each simulation of this example, we let 
u](t) = O, 
u2(t) =0,  
whenever x(t)  was outside of the safety zone S ~, i.e. Xl(t)>>, as + E. We let 
•l = (k + 1)[(n + 6) 5 - (cos -l k)2]t/2(cos -t k)-]; 
the parameters were 
a=4,  k=l /2 ,  6=1,  E---l/2, !=1/2;  
and the initial conditions were 
xl (O)=a2+l/16,  x2(0)=rr, u2(0)=0.01. 
Figures 5 and 6 illustrate the results obtained with pursuer speeds 
v(t) = 8 
and 
v(t) = 411 + sin(20nt)], 
respectively. In each case, the distance between the pursuer and evader is always greater than a. 
Acknowledgements--The numerical simulations were performed by Salah Zenieh and Javier Benavente. 
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