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A Higher Order Unscented Transform ∗
Deanna Easley † and Tyrus Berry‡
Abstract. We develop a new approach for estimating the expected values of nonlinear functions applied to
multivariate random variables with arbitrary distributions. Rather than assuming an particular
distribution, we assume that we are only given the first four moments of the distribution. The
goal is to summarize the distribution using a small number of quadrature nodes which are called
σ-points. We achieve this by choosing nodes and weights in order to match the specified moments of
the distribution. The classical scaled unscented transform (SUT) matches the mean and covariance
of a distribution. In this paper, introduce the higher order unscented transform (HOUT) which
also matches any given skewness and kurtosis tensors. It turns out that the key to matching the
higher moments is the rank-1 tensor decomposition. While the minimal rank-1 decomposition is
NP-complete, we present a practical algorithm for computing a non-minimal rank-1 decomposition
and prove convergence in linear time. We then show how to combine the rank-1 decompositions
of the moments in order to form the σ-points and weights of the HOUT. By passing the σ-points
through a nonlinear function and applying our quadrature rule we can estimate the moments of
the output distribution. We prove that the HOUT is exact on arbitrary polynomials up to fourth
order. Finally, we numerically compare the HOUT to the SUT on nonlinear functions applied to non-
Gaussian random variables including an application to forecasting and uncertainty quantification for
chaotic dynamics.
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1. Introduction. A fundamental problem in uncertainty quantification is to approximate
the expectation a function f applied to a random variable X sampled from a probability
measure dp, namely
(1.1) E[f(X)] =
∫
f(x) dp.
Even when everything is known this can be a challenging computation in high dimensions,
and the problem is often compounded by uncertain or incomplete knowledge of f and dp.
Moreover, in most problems of interest f has an extremely complex form, for example f may
encapsulate the solution of a differential equation and the computation of some feature of
interest on the solution. So we may not be able to assume that f is known in an explicit form,
but instead that f or an approximation to f is available only as a black-box computational
scheme which can take inputs x and produce outputs f(x). Similarly, the type of partial
knowledge of the probability measure can vary widely, we may have an explicit expression for
a density function p(x) = dp/dx (if it even exists), or we may only have some samples of dp
or estimates of some of the moments.
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In any of the above circumstances, the problem of approximating (1.1) can be approached
as a problem of numerical quadrature (also known as cubature when x has dimensionality
greater than one, we will use the term quadrature for both). A quadrature is an approximation
of the form
(1.2) E[f(X)] ≈
N∑
i=1
wif(xi)
where xi are called nodes and wi are called weights. The goal is to find a small number
of nodes and weights that accurately represent the probability measure for a large space of
functions f ∈ C. A common strategy in quadrature methods is to choose nodes and weights
so that the above approximation is actually an equality for all f in some finite dimensional
subspace C˜ ⊂ C (such as a space of polynomials up to a fixed degree). For f outside of C˜ we
can then attempt to bound the error in the approximation (1.2) if we can control the error
between f and its projection into C˜. When f is sufficiently smooth and dp is concentrated in
a small region, then it is reasonable to approximate f using the space of polynomials up to
a fixed degree. In this case, ensuring that (1.2) holds with equality for all polynomials up to
degree k leads to the so-called moment equations,
(1.3) mj1,...,jn = E
[
Xj11 X
j2
2 · · ·Xjnn
]
=
N∑
i=1
wix
j1
1 x
j2
2 · · · xjnn
for all j1 + j2 + · · · jn ≤ k. In other words we are asking that the empirical moments of the
nodes xi, weighted by discrete probabilities wi, exactly agree with the true moments mj1,...,jn
of the distribution. When k = 2 the moment equations specify that weighted nodes must
match the mean vector and covariance matrix of the true distribution, and this is achieved
with the so-called Scaled Unscented Ensemble (SUT) [15] (see Section 2.1 for details).
The quadrature approach is an alternative to stochastic quadrature methods such as
Monte-Carlo quadrature as is commonly used in particle filtering. Stochastic quadratures
use random variables Xi to build quadrature rules such that
(1.4) E[f(X)] ≈ E
[
N∑
i=1
wif(Xi)
]
however, the computed value
∑N
i=1 wif(Xi) will be stochastic. This means that in addition to
possible approximation error in (1.4), we also have an error due to the variance of the random
variable
∑N
i=1wif(Xi). While it is often easier to design stochastic quadrature methods
where the approximation error in (1.4) is small or even zero, for many problems controlling
the variance error requires a large number of random variables Xi and hence a large number of
function evaluations. When f is very complex is can be beneficial to have a small deterministic
ensemble and accept the quadrature error in (1.2) in order to avoid the variance error of a
stochastic quadrature.
The problem (1.1) is often part of a larger problem such as filtering [17], particle filtering
[27], adaptive filtering [3], smoothing [25], parameter estimation [28, 29, 9] and even model-free
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filtering [10]. In all these applications it can be beneficial to have deterministic approximation
of (1.1) to improve the stability of the overall algorithm. For example, filters built on random
ensembles can fail catastrophically since they generate many such ensembles can generate
realizations that would normally have very low probability but lead to perverse behavior
[11, 1]. Similarly, gradient based optimization method for parameter estimation will need
to carefully account for any stochasticity in the objective function, so replacing a stochastic
quadrature with a deterministic quadrature can be desirable in certain applications.
The highly successful Uscented Kalman Filter (UKF) [17] is based on the SUT along with
the many other algorithms mentioned above. A closely related technique called Cubature
Kalman Filters (CKF) [2] follow a similar strategy and are typically designed to achieve a high
degree of exactness under a Gaussian assumption on the distribution. In this paper we avoid
any assumptions on the distribution and instead achieve a high degree of exactness based
purely on moment matching. Whereas the UKF (and implicitly most CKFs) only require
the rank-1 decomposition of the covariance matrix, the Higher Order Unscented Transform
(HOUT) requires the rank-1 decomposition of higher order tensors such as the skewness and
kurtosis. The rank-1 tensor decomposition of a k-tensor is defined by vectors vi such that,
(1.5) T =
p∑
i=1
v⊗ki .
The minimal value of p such that the above decomposition exists is the called the rank of T .
Ideally, we would like an exact rank-1 tensor decomposition (1.5) with the minimum
possible number of vectors, however this turns out to be an NP-complete problem [8, 12].
Instead, we will use an effective algorithm for obtaining an approximate rank-1 decomposition
up to an arbitrary tolerance. The algorithm was originally suggested by [20], and it works
by repeatedly subtracting the best rank-1 approximation to a tensor until the norm of the
residual is less than any desired tolerance. Many methods have been developed based on
this idea (see [7] and citations therein) and in [6] it was proven to converge but without any
convergence rate. In Section 3 we give the first proof that this algorithm converges linearly
and we derive an upper bound on the convergence rate. While the approximate decomposition
typically requires many more vectors than the minimal rank-1 decomposition, it avoids the
NP-completeness of that problem and gives us an effective algorithm.
In Section 2 we briefly review the SUT and some tensor facts and notation including the
Higher Order Power Method (HOPM) [4] that we will use for finding tensor eigenvectors.
Based on the HOPM, we prove the convergence of the approximate rank-1 decomposition
algorithm in Section 3. This proof also requires some new inequalities relating the maximum
eigenvalue of a tensor to the entries of the tensor, and these inequalities are likely to be
of independent interest. In Section 4 we introduce the Higher Order Unscented Transform
(HOUT) which generalizes the SUT in order to match arbitrary skewness and kurtosis tensors.
The HOUT gives a quadrature rule with degree of exactness four that is applicable to arbi-
trary distributions. Finally, we demonstrate the HOUT on various non-Gaussian multivariate
random variables on complex nonlinear transformations in Section 5 and briefly conclude in
Section 6.
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2. Background. We start by reviewing the Scaled Unscented Transform (SUT) in Section
2.1 which has degree of exactness two. We then briefly introduce our tensor notation in Section
2.2 and tensor-vector products and tensor norms in Section 2.3. Finally, in Section 2.4 we
review tensor eigenvectors and eigenvalues and the Higher Order Power Method (HOPM) [4]
for finding them.
2.1. Scaled Unscented Transform. The Scaled Unscented Transform (SUT) was intro-
duced by Julier and Uhlmann in [15] and further developed in [19, 16, 13, 14, 18]. The
fundamental goal of this paper is to generalize their method to higher order moments. This
work was started in [13] which worked on matching the skewness, and below we show that
rank-1 tensor decompositions are the key to generalizing their approach.
The SUT uses the mean and covariance of a distribution to choose quadrature nodes and
weights such that the quadrature rule has degree of exactness 2. Degree of exactness k means
that a quadrature rule is exact for computing the expectation of polynomials up to degree
k. The fundamental insight of Julier and Uhlmann is that achieving degree of exactness 2
is equivalent to matching the first two moments of the distribution. Moreover, they showed
that this can be efficiently accomplished using a matrix square root of the covariance matrix
(which is a rank-1 decomposition of the covariance matrix).
Definition 2.1 (ith column of the symmetric matrix square root of A). Let A be a d × d
matrix. We define the ith column of the symmetric matrix square root of A, denoted√
Ai, by
d∑
i=1
√
A
⊗2
i =
d∑
i=1
√
Ai
√
A
⊤
i = A.
The notation v⊗k will be defined below. Note that the following definition can use any matrix
square root but we have found empirically that the unique symmetric matrix square root has
the best performance.
Definition 2.2 (The Scaled Unscented Transform (SUT) [15]). Let dp be a probability measure
with mean µ ∈ Rd and the covariance C ∈ Rd×d. Then for some β ∈ R the σ–points are
defined by
σi =


µ if i = 0
µ+ β
√
Ci if i = 1, . . . , d
µ− β√Ci−d if i = d+ 1, . . . , 2d
and the corresponding weights are defined by
wi =
{
1− d
β2
if i = 0
1
2β2 if i = 1, . . . , 2d
We note that the choice of β can have significant impact on the effectiveness of the transform.
Remark 2.3. The absolute condition number of the Scaled Unscented Transform is
bounded above by
2d∑
i=0
|wi| =
∣∣∣∣1− dβ2
∣∣∣∣+ dβ2 .
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If β ≥
√
d, then
2d∑
i=0
|wi| = 1. If β <
√
d, then
2d∑
i=0
|wi| = 2d
β2
− 1.
Theorem 2.4 (Empirical mean and Empirical covariance [15]). For an arbitrary β, we have
µ = E[X] =
2d∑
i=0
wiσi and C = E[(X − µ)(X − µ)⊤] =
2d∑
i=0
wi(σi − µ)(σi − µ)⊤
and if q : Rd → R is a polynomial of degree at most 2, we have, E[q(X)] =∑2di=0wiq(σi).
We should note that if the distribution has zero skewness, such as a Gaussian distribution,
then the symmetry of the nodes yields degree of exactness 3, and, in the specific case of a
Gaussian distribution the choice β =
√
3 acheives degree of exactness 4 [15, 14, 18]. The
choice β =
√
d is often called the unscented transform and sets w0 = 0 so that only 2d of the
σ-points are required. The ability of the SUT to match the first four moments of the Gaussian
distribution has led some to associate the SUT with a Gaussian assumption, however this is
not required and degree of exactness 2 is acheived for arbitrary distributions. Our goal is to
generalize the unscented transform to higher moments, which are tensors.
2.2. Tensors. Tensors are essentially multidimensional matrices, which will be used to
conveniently express the notions of covariance, skewness and kurtosis in a similar fashion.
Definition 2.5 (k-order tensor). For positive integers d and k, a tensor T belonging to Rd
k
is called a k-order tensor or simply a k-tensor.
In particular, a vector in Rd can be viewed as a first order tensor and a d× d matrix as a
second order tensor. Let x ∈ Rd. We note that the outer product xx⊤ yields a d× d matrix
whose ij-entry can be represented as
(xx⊤)ij = xixj = (x⊗ x)ij = (x⊗2)ij .
We generalize this process of forming higher order tensors from vectors with following defini-
tion.
Definition 2.6 (kth-order tensor product). Let v ∈ Rd and k be a positive integer then the
kth-order tensor product is a k-tensor denoted
v⊗k = v ⊗ v ⊗ · · · ⊗ v︸ ︷︷ ︸
k times
,
the elements are given by (v⊗k)i1,...,ik = vi1 . . . vik .
Definition 2.6 immediately connects tensor products to the moments of a distribution since
we can represent the covariance as C = E[(X−µ)⊗2] = ∫ (x−µ)⊗2 dp(x) so that the skewness
S and kurtosis K can be defined as
S =
∫
(x− µ)⊗3 dp(x) K =
∫
(x− µ)⊗4 dp(x),
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so that, for example,
Sijk =
∫ (
(x− µ)⊗3)
ijk
dp(x) =
∫
(x− µ)i(x− µ)j(x− µ)k dp(x).
The following definition generalizes the notion of a rank-1 matrix to tensors. We will return
to the general notion of tensor rank in a later section.
Definition 2.7 (Rank-1 Tensor). Let T ∈ Rdk then T is called a rank-1 tensor if there
exists a v ∈ Rd such that
v⊗k = T.
For tensors that are not rank-1, one may seek a rank-1 decomposition of the form,
T =
p∑
ℓ=1
v⊗kℓ
and the minimum p for which such a decomposition exists is called the rank of the tensor T .
This notion of rank agrees with the classical notion of matrix rank in the case of second order
tensors but many of the properties of matrix rank do not generalize to higher order tensors
[22, 8, 12, 26, 21].
2.3. Tensor Multiplication and Tensor Norms. To discuss how tensor multiplication
works, let us first look at the simplest case where we multiply a 2-tensor with a 1-tensor.
Recall that for a matrix A ∈ Rd×d and v ∈ Rd, the matrix-vector multiplication Av is given
by (Av)i =
∑d
j=1Aijvj so we define two natural tensor-vector products
(A×1 v)i =
d∑
j=1
Ajivj = (A
⊤v)i and (A×2 v)i =
d∑
j=1
Aijvj = (Av)i
Analogously, for a 3-tensor S ∈ Rd×d×d and a vector v ∈ Rd, the tensor-vector multiplication
is carried out as follows
(S ×1 v)ik =
d∑
j=1
Sjikvj , (S ×2 v)ik =
d∑
j=1
Sijkvj, (S ×3 v)ik =
d∑
j=1
Sikjvj,
each case resulting in a d× d matrix. For example, if S ∈ R3×3×3 and v ∈ R3 such that
S =
S111 S121 S131
S211 S221 S231
S311 S321 S331




S112 S122 S132
S212 S222 S232
S312 S322 S332




S113 S123 S133
S213 S223 S233
S313 S323 S333




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then
S ×1 v =

S111v1 + S211v2 + S311v3 S112v1 + S212v2 + S312v3 S113v1 + S213v2 + S313v3S121v1 + S221v2 + S321v3 S122v1 + S222v2 + S322v3 S123v1 + S223v2 + S323v3
S131v1 + S231v2 + S331v3 S132v1 + S232v2 + S332v3 S133v1 + S233v2 + S333v3

 .
Generalizing this to arbitrary order tensors yields the following definition.
Definition 2.8 (n-mode product of a tensor). The n-mode product of a k-order tensor
T ∈ Rdk with a vector v ∈ Rd, denoted by T ×n v, is defined elementwise as
(T ×n v)i1,...,in−1,in+1,...,ik =
d∑
j=1
Ti1,...,in−1,j,in+1,...,ikvj.
Note that T ×n v ∈ Rdk−1, so the order of the resulting tensor is decreased by 1.
The above definition can also be generalized for tensor-matrix multiplication [22]. Finally
we note that the Frobenius norm for matrices can be generalized to tensors in the following
way.
Definition 2.9 (Tensor Frobenius Norm [22]). The Frobenius norm of a tensor T ∈ Rdk
is the square root of the sum of the squares of all its elements
‖T‖F =
√√√√ d∑
i1=1
· · ·
d∑
ik=1
Ti1,...,ik
2.
Moments of a distribution have the special property in that they are symmetric in the
following sense.
Definition 2.10 (Symmetric Tensor). A tensor T ∈ Rdk is symmetric, if the tensor is
invariant to permutations of the indices, i.e.
Ti1···ik = Tp(i1···ik)
for any permutation p.
Remark 2.11. If a tensor is symmetric then the n-mode product is independent of the
mode, i.e. if T ∈ Rdk is symmetric then
T ×n v = T ×m v
for any 1 ≤ n,m ≤ k.
The next lemma shows that the tensor Frobenius norm has a particularly simple formula
for rank-1 tensors.
Lemma 2.12. Let v ∈ Rd and k be a positive integer then the tensor Frobenius norm of the
kth-order tensor product is the same as the Euclidean norm of v raised to the k, i.e.
‖v⊗k‖F = ‖v‖k.
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Proof. By the definition of the tensor Frobenius norm,
‖v⊗k‖2F =
d∑
i1=1
· · ·
d∑
ik=1
[(v⊗k)i1,...,ik ]
2
and since (v⊗k)i1...ik = vi1vi2 · · · vik , we have ‖v⊗k‖2F =
∑d
i1=1
· · ·∑dik=1 v2i1 · · · v2ik , so
‖v⊗k‖2F =
d∑
i1=1
v2i1
d∑
i2=1
v2i2 · · ·
d∑
ik=1
v2ik = ‖v‖2‖v‖2 · · · ‖v‖2︸ ︷︷ ︸
k times
by definition of ‖v‖ so
‖v⊗k‖F = ‖v‖k.
2.4. Tensor Eigenvectors and Normalized Power Iteration. The key to our approximate
rank-1 decomposition is rank-1 approximation which is based on tensor eigenvectors which
can be found with the Higher Order Power Method (HOPM) which we review in this section.
Definition 2.13 (Tensor Eigenvectors and Eigenvalues). Let T ∈ Rdk be a symmetric tensor
then v ∈ Rd is an eigenvector and λ ∈ R is the corresponding eigenvalue of T if
(((T ×1 v)×1 v) · · · ×1 v) = λv.
Note that since T is symmetric, the choice of n-mode product does not affect the definition
of a tensor eigenvector. The next lemma shows that an eigenvalue-eigenvector pair provides
a rank-1 approximation of a tensor in the Frobenius norm.
Lemma 2.14. Let T be a k-order symmetric tensor with dimension d, i.e. T ∈ Rdk and
v ∈ Rd be a unit eigenvector of T with eigenvalue λ 6= 0. Then
‖T − λv⊗k‖2F = ‖T‖2F − λ2
and ‖T‖F ≥ λ.
Proof. We first wish to show that ‖T − λv⊗k‖2F = ‖T‖2F − λ2.
‖T − λv⊗k‖2F =
d∑
i1=1
· · ·
d∑
ik=1
[(T − λv⊗k)i1,...,ik ]2 =
d∑
i1=1
· · ·
d∑
ik=1
[Ti1,...,ik − λ(v⊗k)i1,...,ik ]2
=
d∑
i1=1
· · ·
d∑
ik=1
(T 2i1,...,ik − 2λTi1,...,ikvi1vi2 · · · vik + λ2v2i1v2i2 · · · v2ik)
= ‖T‖2F − 2λ
d∑
i=1
vi(T ×2 v ×3 v ×4 · · · ×k v)i + λ2‖v⊗k‖F
Since ‖v‖ = 1 and by Lemma 2.12, ‖v⊗k‖F = 1, hence
‖T − λv⊗k‖2F = ‖T‖2F − 2λ〈v, λv〉 + λ2 = ‖T‖2F − 2λ2‖v‖22 + λ2 = ‖T‖2F − λ2
Since ‖T − λv⊗k‖F ≥ 0, ‖T‖2F − λ2 ≥ 0 so ‖T‖2F ≥ λ2 and taking square roots, ‖T‖F ≥ |λ|.
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It immediately follows from Lemma 2.14 that the eigenvector with the largest eigenvalue will
achieve the best rank-1 approximation among the eigenpairs. In fact, it has been shown
that the eigenpair with the largest eigenvalue achieves the best possible rank-1 approximation
of the tensor [20, 5]. This fact will form the basis for an effective algorithm for finding an
approximate rank-1 decomposition in the next section.
Finally, an effective algorithm for finding the eigenvector associated to the largest eigen-
value in absolute value is the Higher Order Power Method (HOPM) originally developed in
[4] and further analyzed in [24, 5]. In the case of symmetric tensors the Symmetric-HOPM
(S-HOPM) has a simpler form that is very similar to Normalized Power Iteration (NPI) but
is not guaranteed to converge [20]. The HOPM algorithm for a symmetric order-k tensor
T ∈ Rdk requires initialization with the left singular vector, u, corresponding to the largest
singular value of the unfolding (reshaping) of the tensor into a d× dk−1 matrix. The HOPM
then defines a sequence of vectors inductively by, v
(1)
0 = · · · = v(k)0 = u and then sequentially
updates
w = T ×1 v(1)j+1 ×1 · · · ×1 v(i−1)j+1 ×1 v(i+1)j ×1 · · · ×1 v(k)j
v
(i)
j+1 =
w
||w||
for each i = 1, ..., k and then increments j. Notice that the product that updates v
(i)
j+1 is the
tensor T multiplied by the k − 1 other vectors, leaving out v(i)j . Also note that we use the
already updated (j +1)-step vectors for the first i− 1 products and the j-step vectors for the
last k − i products. The HOPM is guaranteed to converge to an eigenvector of T [24], and
when T is symmetric all v
(1)
j , ..., v
(k)
j converge to the same eigenvector but may differ in sign
for even order tensors.
For completeness we summarize the HOPM algorithm of [4].
Algorithm 2.1 Higher Order Power Method (HOPM) [4]
Inputs: A k-tensor T ∈ Rdk
Outputs: Eigenvector v ∈ Rd and eigenvalue λ such that T ×1 v ×1 · · · ×1 v = λv
Reshape T into a d× dk−1 matrix and compute the leading left singular vector, v0
Initialize v1 = v2 = · · · = vk = v0, λ = Inf and λprev = 0
while |λ− λprev| > tol do
for ℓ = 1, ..., k do
Set vℓs =
∑d
i1,...,iℓ−1,iℓ+1,...,ik=1
Ti1,...,iℓ−1,s,iℓ+1,...,ikv
1
i1
· · · vℓ−1iℓ−1vℓ+1iℓ+1 · · · vkik
end for
Set λprev = λ
Set λ =
∑d
i1,...,ik=1
Ti1,...,ikv
1
i1
· · · v1ik
end while
Set v = v1
Return v, λ.
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Unlike the case of matrices, for tensors of order greater than two the basins of attraction
for multiple distinct eigenvalues can have non-zero measure. It has been observed [5, 24, 20]
that initialization with the left singular vector, u, of the tensor unfolding typically leads to
convergence to the eigenvector with the largest eigenvalue. The next section will rely on
the ability to find the eigenpair associated to the largest eigenvalue (in absolute value) so a
guaranteed way to find an initial condition in the basin of the largest eigenvalue is still an
important problem for future research.
3. Approximate Rank-1 Decomposition. In this section we show how tensors eigenvec-
tors can be used to form an approximate rank-1 decomposition up to an arbitrary level of
precision. Of course, this is not a method of finding the minimal rank-1 decomposition, the
computation of which is NP-complete [8, 12]. Moreover, we do not even see an exact rank-1
decomposition. Instead, given an order-k tensor T , we seek a sequence of vectors vℓ and con-
stants λℓ such that
∑L
ℓ=1 λℓv
⊗k
ℓ approximates T in the Frobenius norm up to an error that
can be made arbitrarily small by increasing L. In the next section we will show that this ap-
proximate rank-1 decomposition is a key component for generalizing the unscented ensemble
to higher moments.
Our approach is motivated by a theorem of [20] which states that if v is the unit eigenvector
of an order-k tensor T associated to the largest eigenvalue λ (in absolute value), then λv⊗k is
the best rank-1 approximation of T , namely
‖T − λv⊗k‖
is minimized over all possible λ, ‖v‖ = 1. It is well known that subtracting the best rank-1
approximation does not produce an exact rank-1 decomposition, and in fact may increase
tensor rank [26, 21]. However, it was suggested in [20] that repeatedly subtracting the rank-1
approximations may result in an approximate rank-1 decomposition. The following theorem
shows that this process converges subject to a certain tensor eigenvalue inequality that will
be shown in Lemma 3.2 below.
Theorem 3.1. Let T be a k-order symmetric tensor with size d, i.e. T ∈ Rdk . Consider
the process of finding an approximate rank-1 decomposition of T by starting from T0 = T and
setting Tℓ+1 = Tℓ − λℓv⊗kℓ where λℓ is the largest eigenvalue in absolute value of Tℓ and vℓ is
the associated eigenvector. Assume also that there exists a universal constant c ∈ (0, 1] such
that λℓ ≥ c|(Tℓ)i1...ik |. Then ‖Tℓ‖F → 0 and for r =
√
1− c
2
dk
∈ (0, 1)
‖Tℓ+1‖F
‖Tℓ‖F ≤ r and T =
L∑
ℓ=1
λℓv
⊗k
ℓ +O(rL)
for all L ∈ N.
Proof. First let λmaxabs be the largest eigenvalue in absolute value of a tensor T and assume
λmaxabs ≥ c|Ti1...ik | for all i1, . . . , ik. We will show that there exists a constant c2 = cdk/2 ∈ (0, 1]
such that λmaxabs ≥ c2‖T‖F . Since λmaxabs ≥ c|Ti1...ik |, we have
λ2maxabs ≥ c2T 2i1...ik
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which implies that
dkλ2maxabs ≥ c2
∑
i1,...,ik
T 2i1...ik
so we have dk/2λmaxabs ≥ c
√∑
i1,...,ik
T 2i1...ik and
λmaxabs ≥ c
dk/2
‖T‖F ,(3.1)
where we take c2 =
c
dk/2
∈ (0, 1), since c ∈ (0, 1) and d ≥ 1. By Lemma 2.14 applied to Tℓ,
we have
‖Tℓ+1‖F 2 = ‖Tℓ − λℓv⊗kℓ ‖F
2
= ‖Tℓ‖F 2 − λℓ2.
Since λℓ is defined to be the largest eigenvalue of Tℓ (3.1) says that λℓ ≥ c2‖Tℓ‖F where
c2 =
c
dk/2
so
‖Tℓ+1‖F 2 ≤ ‖Tℓ‖F 2 − c22‖Tℓ‖F 2
≤ (1− c22)‖Tℓ‖F 2.
Thus, setting r =
√
1− c22 ∈ (0, 1) we have ‖Tℓ+1‖F ≤ r‖Tℓ‖F and ‖Tℓ+1‖F ≤ r2‖Tℓ−1‖F and
so forth and proceeding inductively we find,
‖Tℓ+1‖F ≤ rℓ+1‖T0‖F = rℓ+1‖T‖F .
Since 0 < r < 1, limℓ→∞ r
ℓ+1 = 0, so 0 ≤ ‖Tℓ+1‖F ≤ rℓ+1‖T‖F → 0 implies ‖Tℓ+1‖ → 0 as
ℓ→∞. Since this limit is 0, an upper bound on the rate of convergence of ‖Tℓ‖F is found by
considering
‖Tℓ+1‖F
‖Tℓ‖F
≤ r =
√
1− c
2
dk
.
Theorem 3.1 gives an effective algorithm for finding approximate rank-1 decompositions of
tensors, however it requires an inequality of the form
λmaxabs ≥ c|Ti1,...,ik |.(3.2)
The inequality (3.2) holds for symmetric matrices with c = 1, since if T ∈ Rd2 is symmetric
it has an orthogonal eigendecomposition T = U⊤ΛU so by the Cauchy-Schwarz inequality,
|Tij | = |〈ui, λjuj〉| ≤ ||ui|| ||λjuj || = |λj | ≤ λmaxabs
and the identity matrix shows that c = 1 is the best possible constant for matrices. Of course,
this method of proof cannot be generalized to arbitrary tensors due to the lack of a similar
rank-1 eigendecomposition. Nevertheless, the next lemma shows that an inequality of the
form (3.2) does hold for all symmetric tensors of orders 3 and 4.
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Lemma 3.2. If T is a symmetric 3-tensor, then
λmaxabs ≥ 2
3 + 4
√
2 +
√
3
|Tijk|.
If T is a symmetric 4-tensor, then
λmaxabs ≥ 6
323
|Tijkℓ|.
The proof of Lemma 3.2 is quite involved and can be found in the appendix. We conjecture that
such an inequality holds for symmetric tensors of any order, and we note that the constants
in Lemma 3.2 are not known to be sharp. For the purposes of this paper, we are focused
on matching the skewness and kurtosis of a distribution so we only need the approximate
rank-1 decomposition for tensors up to order 4. In the next section we will show how to use
the approximate rank-1 decomposition to build an ensemble that simultaneously matches the
mean, covariance, skewness and kurtosis.
We summarize the approximate rank-1 decomposition algorithm below.
Algorithm 3.1 Approximate Rank-1 Decomposition
Inputs: A k-tensor T ∈ Rdk and a tolerance τ .
Outputs: Vectors, vi, and signs, si ∈ {−1, 1} such that
∣∣∣∣∣∣∑Ji=1 siv⊗ki − T ∣∣∣∣∣∣
F
≤ τ .
Set i = 1
while ||T ||F > τ do
Apply the HOPM (Algorithm 2.1) to find an eigenpair (v, λ) of T .
Set si = sign(λ) (note that if k is odd we can always choose si = 1)
Set vi = |λ|1/kv
Set T = T − siv⊗ki
Set i = i+ 1
end while
Return the set of all si, vi.
Finally, we demonstrate this algorithm on a random 3-tensor and 4-tensor with d = 2 and
d = 10 in Figure 1. We note that in all cases the convergence is much faster than our theoretical
upper bound, however for d = 10 we see that the ratio of residual norms approaches much
closer to our upper bound. Moreover, high dimensional tensors require a much larger number
of vectors to achieve a given tolerance with the approximate rank-1 decomposition. So while
our approach provides an effective solution, it is likely that there is room for improvement,
and the Higher Order Unscented Transform (HOUT) introduced in the next section can use
any method of rank-1 decomposition.
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Figure 1: Top (a-d): With d = 2 we demonstrate the approximate rank-1 decomposition
on a random 3-tensor (a,b) and 4-tensor (c,d). The norm of the residual (a,c)(blue) decays
to numerical zero faster than the theoretical upper bound, rℓ (red). The ratio of successive
Frobenius norms (b,d)(blue) is always less than the derived upper bound, r (red). Bottom
(e-h): We repeat the experiment with d = 10.
4. Higher Order Unscented Transform. The goal of the scaled unscented transform is to
generate a small ensemble that exactly matches the mean and covariance of a distribution, thus
forming a quadrature rule that can be to estimate the expected value of nonlinear functions.
In this section we define the Higher Order Unscented Transform which matches the first
four moments of a distribution, thus providing a quadrature rule with a higher degree of
exactness. While we only describe the process explicitly for up to four moments, our method
is based on the approximate tensor decomposition from the previous section and should allow
generalization to an arbitrary number of moments.
Suppose we are given the following moments of the distribution of a random variable: the
mean µ ∈ Rd, the covariance matrix C ∈ Rd×d, the skewness tensor S ∈ Rd×d×d, and kurtosis
tensor K ∈ Rd×d×d×d. Let τ be a parameter that specifies the tolerance of the approximate
rank-1 decompositions and let S and K have the approximate rank-1 decompositions∣∣∣∣∣
∣∣∣∣∣S −
J∑
i=1
v˜i
⊗3
∣∣∣∣∣
∣∣∣∣∣
F
≤ τ/2
∣∣∣∣∣
∣∣∣∣∣K −
L∑
i=1
siu˜i
⊗4
∣∣∣∣∣
∣∣∣∣∣
F
≤ τ/2
where si ∈ {−1, 1} denote signs. Note that these approximate decompositions can be con-
structed by the algorithm described in Theorem 3.1 and then moving the eigenvalues inside
the tensor power by the rule (cv)⊗k = ckv⊗k. Note that the signs si are required for the
kurtosis since constants come out of even order tensor powers as absolute values.
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The key to forming an ensemble that matches all four moments simultaneously is carefully
balancing the interactions between the moments. For example, if we add new quadrature nodes
of the form µ+ γv˜i in order to try to match the skewness, these nodes will influence the mean
of the ensemble. In order to balance these interactions we make the following definitions based
on the approximate rank-1 decompositions of the skewness and kurtosis,
µ˜ =
J∑
i=1
v˜i, µˆ = −γ−2µ˜, C˜ =
L∑
i=1
siu˜i
⊗2, Cˆ = C − 1
δ2
C˜
where Lˆ =
L∑
i=1
si and β, γ, δ are arbitrary positive constants that will define the 4 moment
σ-points below. We note that C is assumed symmetric and positive definite since it is a
covariance matrix and C˜ is symmetric by definition. In order to insure that Cˆ is also positive
definite, let λC˜max be the largest eigenvalue of C˜ and let λ
C
min be the smallest eigenvalue of
C, then we require that δ >
√
λC˜max
λC
min
which guarantees that Cˆ is positive definite. We note
that this choice can be overly conservative especially when C is close to rank deficient. In
these cases, it can be helpful to iterative divide δ by 2 as long as Cˆ remains positive definite.
These choices balance out the interactions between the moments and are the key to proving
Theorem 4.2 below. We are now ready to define the 4-moment σ-points.
Definition 4.1 (The 4-moment σ–points of the Higher Order Unscented Transform).
Let α, β, γ, δ be positive real numbers, we define the 4 moment σ-points by
σi =


µ if i = −2
µ+ αµˆ if i = −1
µ− αµˆ if i = 0
µ+ β
√
Cˆi if i = 1, . . . , d
µ− β
√
Cˆi−d if i = d+ 1, . . . , 2d
µ+ γv˜i−2d if i = 2d+ 1, . . . , 2d + J
µ− γv˜i−2d−J if i = 2d+ J + 1, . . . , 2d+ 2J
µ+ δu˜i−2d−2J if i = 2d+ 2J + 1, . . . , 2d+ 2J + L
µ− δu˜i−2d−2J−L if i = 2d+ 2J + L+ 1, . . . , N
and the corresponding weights by
wi =


1− dβ−2 − Lˆδ−4 if i = −2
1
2α
−1 if i = −1
−12α−1 if i = 0
1
2β
−2 if i = 1, . . . , 2d
1
2γ
−3 if i = 2d+ 1, . . . , 2d+ J
−12γ−3 if i = 2d+ J + 1, . . . , 2d+ 2J
1
2δ
−4si−2d−2J if i = 2d+ 2J + 1, . . . , 2d + 2J + L
1
2δ
−4si−2d−2J−L if i = 2d+ 2J + L+ 1, . . . , N
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For convenience, denote N = 2(d+ J + L).
The next theorem shows that the 4-moment σ-points match the first two moments exactly
and match the skewness and kurtosis up to an error term that can be controlled below.
Theorem 4.2. Given the 4-moment σ-points associated with µ, C, S, and K we have∑N
i=−2wi = 1 and
N∑
i=−2
wiσi = µ
N∑
i=−2
wi(σi − µ)⊗2 = C
∣∣∣∣∣
∣∣∣∣∣
N∑
i=−2
wi(σi − µ)⊗3 − S
∣∣∣∣∣
∣∣∣∣∣
F
≤ τ/2 + α2
∣∣∣∣µˆ⊗3∣∣∣∣
F∣∣∣∣∣
∣∣∣∣∣
N∑
i=−2
wi(σi − µ)⊗4 −K
∣∣∣∣∣
∣∣∣∣∣
F
≤ τ/2 + β2 ∣∣∣∣C¯∣∣∣∣
F
.
where C¯ =
∑d
i=1
√
Cˆ
⊗4
i .
Notice that the third and fourth moment equations do not exactly match the skewness and
kurtosis, respectively. Of course, we only used an approximate rank-1 decomposition to begin
with, which accounts for the τ term in the error. Thus, the real goal is to bound the other
error term by the same tolerance, τ . The following corollary shows how to control the error
terms on the skewness and kurtosis.
Corollary 4.3. Let τ be a specified tolerance for the absolute error of the skewness and
kurtosis and set C¯ =
d∑
i=1
√
Cˆ
⊗4
i and µˆ as in Theorem 4.2. If we choose parameters α, β such
that
α <
√
τ
2||µˆ⊗3||F and β <
√
τ
2||C||F
then ∣∣∣∣∣
∣∣∣∣∣
N∑
i=−2
wi(σi − µ)⊗3 − S
∣∣∣∣∣
∣∣∣∣∣
F
< τ and
∣∣∣∣∣
∣∣∣∣∣
N∑
i=−2
wi(σi − µ)⊗4 −K
∣∣∣∣∣
∣∣∣∣∣
F
< τ.
Proof. The inequality for β follows immediately from Theorem 4.2. Once β is chosen,
then we can define,
||µˆ⊗3||F =
∣∣∣∣
∣∣∣∣((1− dβ−2 − Lˆδ−4)µ− γ−2µ˜)⊗3
∣∣∣∣
∣∣∣∣
F
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and choosing α <
√
τ
2||µˆ⊗3||F
we have
∣∣∣∣∣
∣∣∣∣∣
N∑
i=−2
wi(σi − µ)⊗3 − S
∣∣∣∣∣
∣∣∣∣∣
F
≤ τ/2 + α2||µˆ⊗3||F < τ
as desired.
Corollary 4.3 could easily be reformulated to control relative error if desired, and taken to the
extreme we could make the quadrature rule exact up to numerical precision. As a practical
matter, this is not an effective strategy since it would result in a larger condition number for
the numerical quadrature as shown in the following remark.
Algorithm 4.1 Higher Order Unscented Transform (HOUT)
Inputs: A function f , tolerance τ , and the mean, µ, covariance, C, skewness, S, and
kurtosis, K, of a random variable X.
Outputs: Estimate of E[f(X)] with degree of exactness 4.
Compute the approximate rank-1 decomposition
∣∣∣∣∣∣S −∑Ji=1 v˜⊗3∣∣∣∣∣∣
F
≤ τ/2
Compute the approximate rank-1 decomposition
∣∣∣∣∣∣K −∑Li=1 siu˜⊗4∣∣∣∣∣∣
F
≤ τ/2
Set C˜ =
∑L
i=1 siu˜
⊗2
i .
Compute the largest eigenvalue λC˜max of C˜ and the smallest eigenvalue λ
C
min of C
Choose δ >
√
λC˜max
λC
min
(note that C is positive definite so λCmin > 0)
(Optional) While C − δ−2C˜ is positive definite, set δ = δ/2
Set Cˆ = C − δ−2C˜
Compute the symmetric square root of Cˆ with columns
√
Cˆi
Set C¯ =
∑d
i=1
√
Cˆi
⊗4
Choose β <
√
τ
2||C¯||F
and choose γ > 0 (default γ = J−1/3)
Set Lˆ =
∑L
i=1 si and µ˜ =
∑J
i=1 v˜i and µˆ = (1− dβ−2 − Lˆδ−4)µ− γ−2µ˜
Choose α <
√
τ
2||µˆ⊗3||F
Define the 4-moment σ-points, σi, and weights, wi, according to Definition 4.1
Output:
∑N
i=−2 wif(σi)
Remark 4.4. The absolute condition number of the Higher Order Unscented Transform is
bounded above
∑N
i=0 |wi|. Using the bounds from Corollary 4.3 we find
N∑
i=0
|wi| = 1
α
+
d
β2
+
J
γ3
+
L
δ4
>
√
||µ¯⊗3||F
τ
+
d||C¯||F
τ
+
J
γ3
+
L
δ4
= O(τ−1)
which shows that the condition number has the potential to blow up as the tolerance is
decreased.
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We summarize the HOUT algorithm in Algorithm 4.1 and we now turn to some numerical
experiments to demonstrate the HOUT.
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Figure 2: (a) Comparison between the Higher Order Unscented Transform ensemble (HOUT,
red dots) and the Scaled Unscented Transform ensemble (SUT, green dots) on a non-Gaussian
distribution. (b,c) Estimating the output mean and covariance for various values of β in the
SUT and various values of γ in the HOUT.
5. Numerical Experiments. We first compare the HOUT and SUT on various polynomials
applied to a two dimensional input distribution. In order to generate a non-Gaussian input
distribution, we start by generating an ensemble of 105 standard Gaussian random variables,
Z ∈ R2 and then transforming them by a map X = AZ + B(Z ⊙ Z ⊙ sign(Z)) where A,B
are random 2× 2 matrices and ⊙ is componentwise multiplication. The resulting ensemble is
shown in Fig. 2(a) along with the HOUT (red dots) and SUT (green dots) ensembles.
The SUT has the free parameter β but the HOUT requires a certain inequality for β and
instead the HOUT has γ as a free parameter. In order to explore the effect of these parameters
on the SUT and HOUT, we considered a random quadratic polynomial f : R2 → R. In
Fig. 2 we show the error of the HOUT and SUT estimates of the mean E[f(X)] and variance
E[(f(X)− E[f(X)])2] as a function of β for the SUT and γ for the HOUT. Notice that since
f is a quadratic polynomial, the mean is also a quadratic polynomial, whereas the variance
is a quartic polynomial. Since the SUT has degree of exactness two, it is exact on the mean
but not on the variance. The HOUT has degree of exactness four and is exact on both up to
the specified tolerance (10−5 in these experiments). Reducing the tolerance below this point
led to increased error, most likely due to the conditioning of the HOUT quadrature rule.
Using the same two-dimensional distribution, X, we passed it through several polynomial
functions of the form f(x) = ax+ bcxn for n = 2, 3, 4, 5 where a and b are made random 1× 2
vectors. To show the influence of the strength of the nonlinearity, we sweep through different
values of c. In Fig. 3 we compare the HOUT and SUT for estimating the mean and variance
of the output of each of these polynomials. As expected, the HOUT is exact for the means
up to n = 4 and for the variances up to n = 2 due to having degree of exactness four. For
higher degree polynomials, the HOUT has comparable or better performance.
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Figure 3: Comparison between the Higher Order Unscented Transform (HOUT) and the
Scaled Unscented Transform (SUT) when estimating the mean E[f(X)] (top row) and variance
E[(f(X)−E[f(X)])2] (bottom row) with different polynomials. Notice that the SUT has degree
of exactness two while the HOUT has degree of exactness four.
Of course, the HOUT and SUT are intended for use beyond polynomial functions. In
fact, the most common application is for forecasting dynamical systems. Next, we consider
the problem of forecasting the chaotic Lorenz-63 dynamical system [23]. We integrate the
Lorenz-63 system with a Runge-Kutta order four method and a time step τ = 0.1. In order to
generate a non-Gaussian initial state, we start by choosing a random point on the attractor
and adding a small amount of Gaussian noise. We then run the ensemble forward N1 = 5 steps
and we consider this the initial state, see Fig. 4(a) (blue) and Fig. 4(b) (blue). We compute
the statistics of the initial state using the ensemble shown, and use these statistics to generate
the HOUT and SUT as shown in Fig. 4(b). All three ensembles are then integrated forward in
time N2 additional steps and the true forecast statistics from the large ensemble are compared
to the HOUT and SUT estimates. An example is shown in Fig. 4(c) with N2 = 15.
We then repeat this experiment 500 times with different randomly selected initial states on
the attractor and we compute the geometric average of the error between the HOUT estimate
and the true statistics at each forecast time, shown in Fig. 4(d-g)(blue). Similarly, we compute
the geometric average of the error between the SUT estimate and the true statistics (red) at
each forecast time, shown in Fig. 4(d-g)(red). We note that the HOUT provides improved
estimates of the first four moments up to at least 4 forecast steps, which is 0.4 model time
units. In particular, the mean forecast is improved by an order of magnitude in this forecast
range.
HIGHER ORDER UNSCENTED TRANSFORM 19
-40 -20 0 20 40
x+y
0
10
20
30
40
50
60
z
Attractor
Initial Distribution
Forecast Distribution
(a)
6 6.5 7 7.5 8
x+y
20.5
21
21.5
22
z
Initial Distribution
HOUT
SUT
(b)
0 2 4 6 8 10
x+y
12
14
16
18
20
z
Forecast Distribution
HOUT
SUT
(c)
2 4 6 8 10
Forecast Steps
10-6
10-4
10-2
Er
ro
r i
n 
m
ea
n
HOUT
SUT
(d)
2 4 6 8 10
Forecast Steps
10-5
100
Er
ro
r i
n 
va
ria
nc
e
HOUT
SUT
(e)
2 4 6 8 10
Forecast Steps
10-2
100
Er
ro
r i
n 
sk
ew
ne
ss
HOUT
SUT
(f)
2 4 6 8 10
Forecast Steps
10-2
100
102
Er
ro
r i
n 
ku
rto
si
s
HOUT
SUT
(g)
Figure 4: Comparison between the Higher Order Unscented Transform (HOUT) and the
Scaled Unscented Transform (SUT) when estimating the mean E[f(X)] (top row) and higher
moments of the Lorenz-63 model at various forecast horizons. In (a) we show the Lorenz-63
attractor (black) along with an example initial ensemble (blue) and forecast ensemble (red)
used to compute the true statistics. In (b,c) we show the initial and forecast ensembles (blue)
together with the HOUT (red) and SUT (green) ensembles. Results in (d-g) show the forecast
accuracy versus the forecast horizon and are geometrically averaged over 500 different initial
conditions on the attractor.
6. Conclusions and Future Directions. The SUT is a highly efficient and successful strat-
egy for uncertainty quantification with many applications. As computational resources ex-
pand, there is a growing demand for larger ensembles that are similarly well designed. At
the same time, complex systems demand better uncertainty quantification such as skewness
and kurtosis to capture fat-tails. The HOUT generalizes the SUT to efficiently leverage addi-
tional computation resources to meet the growing UQ demand. There are several promising
directions of future research that we expect to result from this work.
First, there are many applications, such as Kalman filtering and smoothing for nonlinear
systems that use the SUT to track the mean and covariance of hidden variables based on
noisy observations. If these filters and smoothers can be generalized to track four moments,
they could be integrated with the HOUT to achieve better stability and accuracy along with
additional uncertainty quantification. Moreover, these methods are often difficult to analyze
theoretically due to the lack of a natural limit. This compares to the relative ease of theoretical
analysis of particle filters where one may consider the infinite particle (Monte-Carlo) limit. The
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HOUT opens up the possibility that generalized Kalman-based approaches may be analyzed in
the limit of infinitely many moments, in a sense this is a kind of spectral solver convergence.
While we only explicitly derive the four moment version of the HOUT, the methods used
should allow generalization to match an arbitrary number of moments.
A second promising direction for future research concerns deriving error bounds for the
SUT and HOUT. Current error bound for the SUT are based on Taylor expansion [15, 19, 16],
and a similar analysis could be carried out for the HOUT. However, this analysis requires de-
cay of the moments and a highly localized input density, moreover it is not the natural method
of analyzing quadrature error. A more natural approach would be based on multivariate poly-
nomial approximation error bounds, which would be analogous to the univariate quadrature
error bound analysis.
Finally, more efficient rank-1 decomposition can immediately improve the efficiency of the
HOUT. Similarly, improved/sharp bounds on the relationship between tensor eigenvalues and
their entries could improve understanding of the convergence rate as a function of dimension
and tensor order.
Appendix A. Proof of Lemma 3.2.
Proof. First note that for 3-tensors, if λ is an eigenvalue then (T ×1 v) ×1 v = λv so
(T ×1 (−v)) ×1 (−v) = −λ(−v) so −λ is also an eigenvalue. Therefore for 3-tensors, λmax =
λmaxabs, and in fact this is true for any odd order tensor.
Next, by the symmetry of the matrix 3-tensor T
∑
i,j,k
Tijkvivjvk =
n∑
i=1
Tiiiv
3
i + 3
n∑
i=1
∑
k 6=i
Tiikv
2
i vk +
n∑
i=1
∑
j 6=i
∑
k 6=i,j
Tijkvivjvk
Let us fix s = 1, ..., n and let (vs)i = sign(Tsss) δis. Then ‖vs‖ = 1 so
λmax = max
‖v‖=1
∑
i,j,k
Tijkvivjvk ≥
∑
i,j,k
Tijk(vs)i(vs)j(vs)k
= (sign(Tsss))
3
∑
i,j,k
Tijkδisδjsδks = sign(Tsss)
∑
i,j,k
Tijkδisδjsδks
= sign(Tsss)Tsss = |Tsss|
Thus, in this case we have λmax ≥ |Tsss| for all s = 1, ..., n. Next, fix s, t ∈ {1, ..., n} and let
(ws,t)i = sign(Tstt)
δis + δit√
2
Then ‖ws,t‖ = 1 and so
λmax ≥
∑
i,j,k
Tijk(ws,t)i(ws,t)j(ws,t)k =
(
sign(Tstt)√
2
)3
(Tsss + Tttt + 3Tsst + 3Tstt)
and therefore
2 3/2λmax ≥ sign(Tstt)(Tsss + Tttt + 3Tsst + 3Tstt).(A.1)
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Now let
(w˜s,t)i = sign(Tstt)
δis − δit√
2
so we have
λmax ≥
∑
i,j,k
Tijk(w˜s,t)i(w˜s,t)j(w˜s,t)k =
(
sign(Tstt)√
2
)3
(Tsss − Tttt − 3Tsst + 3Tstt)
and
2 3/2λmax ≥ sign(Tstt)(Tsss − Tttt − 3Tsst + 3Tstt)(A.2)
Adding equations (A.1) and (A.2), we get
2(2 3/2λmax) ≥ sign(Tstt)(2Tsss + 6Tstt)
2 3/2λmax ≥ sign(Tstt)(Tsss + 3Tstt)
Recall that λmax ≥ |Tsss| ≥ −sign(Tstt)Tsss, so
2 3/2λmax + λmax ≥ sign(Tstt)(Tsss + 3Tstt − Tsss)
(2 3/2 + 1)λmax ≥ 3 sign(Tstt)Tstt
Therefore
λmax ≥ 3
2 3/2 + 1
|Tstt|.
Lastly, fix s, t, u ∈ {1, ..., n} and let
(ws,t,u)i = sign(Tstu)
δis + δit + δiu√
3
Then ‖ws,t,u‖ = 1 and so
λmax ≥
∑
i,j,k
Tijk(ws,t,u)i(ws,t,u)j(ws,t,u)k =
(
sign(Tstu)√
3
)3
(Tsss + Tttt + Tuuu + 3Tsst
+3Tstt + 3Tssu + 3Tttu + 3Tsuu + 3Ttuu + 6Tstu)
Note that since λmax is greater than or equal to −sign(Tstu)Tsss,−sign(Tstu)Tttt, and
−sign(Tstu)Tuuu we can factor out sign(Tstu) so that(
3 3/2 + 3
)
λmax ≥ 3 sign(Tstu)(Tsst + Tstt + Tssu + Tttu + Tsuu + Ttuu + 2Tstu)
Now note that (2 3/2 + 1)λmax ≥ 3|Tstt| ≥ −3 sign(Tstu)Tstt which implies
(2 3/2 + 1)λmax ≥ −3 sign(Tstu)Tssu
(2 3/2 + 1)λmax ≥ −3 sign(Tstu)Tttu
(2 3/2 + 1)λmax ≥ −3 sign(Tstu)Tsuu
(2 3/2 + 1)λmax ≥ −3 sign(Tstu)Ttuu
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and together these imply(
3 3/2 + 3 + 6(2 3/2 + 1)
)
λmax ≥ 6 sign(Tstu)Tstu(
3 + 4
√
2 +
√
3
)
λmax ≥ 2|Tstu|
λmax ≥ 2
3 + 4
√
2 +
√
3
|Tstu|
Comparing the lower bounds found in the above three cases, we see that the conclusion holds
if we set
c =
2
3 + 4
√
2 +
√
3
.
This completes the proof for 3-tensors. Next we follow a similar strategy for 4-tensors.
By the symmetry of the matrix 4-tensor T , we have
∑
i,j,k,ℓ
Tijkℓvivjvkvℓ =
n∑
i=1
Tiiiiv
4
i + 6
n∑
i=1
∑
j 6=i
Tiijjv
2
i v
2
j + 4
n∑
i=1
∑
j 6=i
Tiiijv
3
i vj + 12
n∑
i=1
∑
j 6=i
∑
k 6=i,j
Tiijkv
2
i vjvk
+24
n∑
i=1
∑
j 6=i
∑
k 6=i,j
∑
ℓ 6=i,j,k
Tijkℓvivjvkvℓ.
We wish to show that for some constant c ∈ (0, 1],
λmaxabs ≥ c|Tijkℓ| for all i, j, k, ℓ ∈ {1, 2, . . . , n}.
We are going to carry out the proof in five steps by looking at the following cases:
1. i = j = k = ℓ
2. i = j 6= k = ℓ
3. i = j = k 6= ℓ
4. i = j distinct from k, ℓ and k 6= ℓ
5. i, j, k, ℓ all distinct
1. Let us fix s = 1, ..., n and let (vs)i = δis. Then ‖vs‖ = 1 so
λmax = max
‖v‖=1
∑
i,j,k,ℓ
Tijkℓvivjvkvℓ ≥
∑
i,j,k,ℓ
Tijkℓ(vs)i(vs)j(vs)k(vs)ℓ = Tssss
λmin = min
‖v‖=1
∑
i,j,k,ℓ
Tijkℓvivjvkvℓ ≤
∑
i,j,k,ℓ
Tijkℓ(vs)i(vs)j(vs)k(vs)ℓ = Tssss.
Thus −λmin ≥ −Tssss. Therefore, for all s = 1, ..., n, we have
λmaxabs = max{|λmax|, |λmin|} ≥ λmax ≥ Tssss
λmaxabs = max{|λmax|, |λmin|} ≥ −λmin ≥ −Tssss.
Thus
λmaxabs ≥ |Tssss| for each s = 1, ..., n.
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2. Next, fix s, t ∈ {1, ..., n} and let
(ws,t)i =
δis + δit√
2
.
Then ‖ws,t‖ = 1 and so
λmax ≥
∑
i,j,k,ℓ
Tijkℓ(ws,t)i(ws,t)j(ws,t)k(ws,t)ℓ
=
(
1√
2
)4(
Tssss + Ttttt +
(
4
2
)
Tsstt +
(
4
1
)
Tssst +
(
4
1
)
Tsttt
)
.
Hence
4λmax ≥ Tssss + Ttttt + 6Tsstt + 4Tssst + 4Tsttt.(A.3)
Now let
(w˜s,t)i =
δis − δit√
2
.
Then
λmax ≥
∑
i,j,k,ℓ
Tijkℓ(w˜s,t)i(w˜s,t)j(w˜s,t)k(w˜s,t)ℓ
=
(
1√
2
)4(
Tssss + Ttttt +
(
4
2
)
Tsstt −
(
4
1
)
Tssst −
(
4
1
)
Tsttt
)
.
Thus
4λmax ≥ Tssss + Ttttt + 6Tsstt − 4Tssst − 4Tsttt(A.4)
Adding inequalities (A.3) and (A.4), and dividing by 2, we obtain
4λmax ≥ Tssss + Ttttt + 6Tsstt.(A.5)
Since −λmin is no smaller than both −Tssss and −Ttttt, subtracting 2λmin from (A.5)
gives us
6λmaxabs ≥ 4λmax − 2λmin ≥ 6Tsstt(A.6)
Therefore
λmaxabs ≥ Tsstt.(A.7)
Trguing similarly, we can show that
4λmin ≤ Tssss + Ttttt + 6Tsstt.(A.8)
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Since −λmax is no larger than both −Tssss and −Ttttt, subtracting 2λmax from (A.8)
yields
4λmin − 2λmax ≤ 6Tsstt.(A.9)
Thus
6λmaxabs ≥ 2λmax − 4λmin ≥ −6Tsstt.
Hence λmaxabs ≥ −Tsstt. Using this and (A.7), we obtain
λmaxabs ≥ |Tsstt|.
3. Next, fix distinct s, t ∈ {1, ..., n} and let
(ws,t)i =
δis − 2δit√
3
.
Then ‖ws,t‖ = 1 and so
λmax ≥
∑
i,j,k,ℓ
Tijkℓ(ws,t)i(ws,t)j(ws,t)k(ws,t)ℓ
=
(
1√
3
)4
(Tssss + 16Ttttt + 24Tsstt − 8Tssst − 32Tsttt) .
Hence
9λmax ≥ Tssss + 16Ttttt + 24Tsstt − 8Tssst − 32Tsttt.(A.10)
Adding inequalities (A.3) multiplied by 8 and (A.10), we get
41λmax ≥ 9Tssss + 24Ttttt + 72Tsstt + 24Tssst.(A.11)
Since −λmin is no smaller than both −Tssss and −Ttttt,
−33λmin ≥ −9Tssss − 24Ttttt.(A.12)
Moreover, by (A.9),
λmax − 2λmin ≥ −3Tsstt.(A.13)
Thus, by (A.13) and using (A.11) and (A.12), we have
65λmax − 81λmin = 41λmax − 33λmin + 24(λmax − 2λmin)
≥ 9Tssss + 24Ttttt + 72Tsstt + 24Tssst
− 9Tssss − 24Ttttt − 72Tsstt
= 24Tssst.
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Thus
146λmaxabs ≥ 65λmax − 81λmin ≥ 24Tssst.(A.14)
Similarly, we can show that
65λmin − 81λmax ≤ 24Tssst.
Thus
146λmaxabs ≥ 81λmax − 65λmin ≥ −24Tssst.(A.15)
Therefore, by (A.14) and (A.15), we obtain
λmaxabs ≥ 12
73
|Tssst|.
4. Next, fix distinct s, t, u ∈ {1, ..., n} and let
(ws,t,u)i =
δis + δit + δiu√
3
.
Then ‖ws,t,u‖ = 1 and so
λmax ≥
∑
i,j,k,ℓ
Tijkℓ(ws,t,u)i(ws,t,u)j(ws,t,u)k(ws,t,u)ℓ
=
(
1√
3
)4
(Tssss + Ttttt + Tuuuu + 12Tsstu + 12Tsttu + 12Tstuu + 6Tsstt
+6Tssuu + 6Tttuu + 4Tssst + 4Tsssu + 4Tsttt + 4Tsuuu + 4Ttuuu + 4Tuttt).
Thus,
9λmax ≥ Tssss + Ttttt + Tuuuu + 12Tsstu + 12Tsttu + 12Tstuu(A.16)
+6Tsstt + 6Tssuu + 6Tttuu + 4Tssst + 4Tsssu + 4Tsttt
+4Tsuuu + 4Ttuuu + 4Tuttt.
Now let
(w˜s,t,u)i =
δis − δit − δiu√
3
.
Then
λmax ≥
∑
i,j,k,ℓ
Tijkℓ(w˜s,t,u)i(w˜s,t,u)j(w˜s,t,u)k(w˜s,t,u)ℓ
=
(
1√
3
)4
(Tssss + Ttttt + Tuuuu + 12Tsstu − 12Tsttu − 12Tstuu + 6Tsstt
+6Tssuu + 6Tttuu − 4Tssst − 4Tsssu − 4Tsttt − 4Tsuuu + 4Ttuuu + 4Tuttt).
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Thus,
9λmax ≥ Tssss + Ttttt + Tuuuu + 12Tsstu − 12Tsttu − 12Tstuu(A.17)
+6Tsstt + 6Tssuu + 6Tttuu − 4Tssst − 4Tsssu − 4Tsttt
−4Tsuuu + 4Ttuuu + 4Tuttt.
Adding inequalities (A.16) and (A.17), we get
18λmax ≥ 2(Tssss + Ttttt + Tuuuu) + 24Tsstu(A.18)
+12(Tsstt + Tssuu + Tttuu) + 8(Ttuuu + Tuttt).
Recall from (A.15) that
81λmax − 65λmin ≥ −24Tssst.(A.19)
Tpplying twice this estimate to the indices t and u aftering dividing both sides by 3,
we obtain
54λmax − 130
3
λmin ≥ −8(Ttuuu + Tuttt).(A.20)
Since −λmin is no smaller than −Tssss, −Ttttt, and −Tuuuu, using (A.13) and (A.20),
inequality (A.18) yields
18λmax − 6λmin + 12λmax − 24λmin + 54λmax − 130
3
λmin
≥ 2(Tssss + Ttttt + Tuuuu) + 24Tsstu + 12(Tsstt + Tssuu + Tttuu)
+8(Ttuuu + Tuttt)− 2(Tssss + Ttttt + Tuuuu)
−12(Tsstt + Tssuu + Tttuu)− 8(Ttuuu + Tuttt).
Hence
84λmax − 220
3
λmin ≥ 24Tsstu.
Multiplying by 3, we obtain
472λmaxabs ≥ 252λmax − 220λmin ≥ 72Tsstu
Following the same argument, we can show that
252λmin − 220λmax ≤ 72Tsstu.
Thus
472λmaxabs ≥ 220λmax − 252λmin ≥ −72Tsstu.(A.21)
Therefore
λmaxabs ≥ 9
59
|Tsstu|.
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5. Next, fix distinct s, t, u, v ∈ {1, ..., n} and let
(ws,t,u,v)i =
δis + δit + δiu + δiv
2
.
Then ‖ws,t,u,v‖ = 1 and so
λmax ≥
∑
i,j,k,ℓ
Tijkℓ(ws,t,u,v)i(ws,t,u,v)j(ws,t,u,v)k(ws,t,u,v)ℓ
=
(
1
2
)4
(Tssss + Ttttt + Tuuuu + Tvvvv
+6(Tsstt + Tssuu + Tssvv + Tttuu + Tttvv + Tuuvv)
+ 12(Tsstu + Tsstv + Tssuv + Tttsu + Tttsv + Tttuv
+Tuust + Tuusv + Tuutv + Tvvst + Tvvsu + Tvvtu)
+ 4(Tssst + Tsssu + Tsssv + Tttts + Ttttu + Ttttv
+Tuuus + Tuuut + Tuuuv + Tvvvs + Tvvvt + Tvvvu)
+ 24Tstuv .
Thus,
16λmax ≥ Tssss + Ttttt + Tuuuu + Tvvvv
+6(Tsstt + Tssuu + Tssvv + Tttuu + Tttvv + Tuuvv)
+ 12(Tsstu + Tsstv + Tssuv + Tttsu + Tttsv + Tttuv
+Tuust + Tuusv + Tuutv + Tvvst + Tvvsu + Tvvtu)
+ 4(Tssst + Tsssu + Tsssv + Tttts + Ttttu + Ttttv
+Tuuus + Tuuut + Tuuuv + Tvvvs + Tvvvt + Tvvvu)
+ 24Tstuv .
Since −λmin is no smaller than the quantities −Tssss, −Ttttt, −Tuuuu and −Tvvvv , by
(A.13) applied to the pairs of indices {s, t}, {s, u}, {s, v}, {t, u}, {t, v}, and {u, v},
and, in addition, using (A.19) and (A.21), we have
16λmax − 4λmin + 12λmax − 24λmin + 440λmax − 504λmin + 162λmax − 130λmin ≥ 24Tstuv
which reduces to
630λmax − 662λmin ≥ 24Tstuv .
Hence
1292λmaxabs ≥ 630λmax − 662λmin ≥ 24Tstuv .
Similarly, we can show that
630λmin − 662λmax ≤ 24Tstuv .
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Thus
1292λmaxabs ≥ 662λmax − 630λmin ≥ −24Tstuv.
Therefore, simplifying, we obtain
λmaxabs ≥ 6
323
|Tstuv|.
Comparing the lower bounds found in the above three cases, we see that the conclusion
holds if we set
c =
6
323
.
Appendix B. Proof of Theorem 4.2.
Proof. Suppose η = 12β
−2, ψ = 12ρ
−4, ν = 12γ
−3 and δ2 = ρ2. We first we wish to show
that the first moment equation matches our mean. We begin by splitting the sum
N∑
i=−2
wiσi =
0∑
i=−2
wiσi +
2d∑
i=1
wiσi +
2d+2J∑
i=2d+1
wiσi +
N∑
i=2d+2J+1
wiσi
Using the expressions defining the 4 moment σ-points σi and the corresponding weights wi,
we have
N∑
i=−2
wiσi = (1− dβ−2 − Lˆδ−4)µ + 1
2α
(µ+ αµˆ)− 1
2α
(µ − αµˆ)
+
d∑
i=1
1
2β2
(
µ+ β
√
Cˆi
)
+
2d∑
j=d+1
1
2β2
(
µ− β
√
Cˆi−d
)
+
2d+J∑
i=2d+1
1
2γ3
(
µ+ γv˜i−2d
)
+
2d+2J∑
j=2d+J+1
−1
2γ3
(
µ− γv˜i−2d−J
)
+
2d+2J+L∑
i=2d+2J+1
1
2δ4
si−2d−2J
(
µ+ δu˜i−2d−2J
)
+
N∑
j=2d+2J+L+1
1
2δ4
si−2d−2J−L
(
µ− δu˜i−2d−2J−L)
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and regrouping like terms, we obtain
N∑
i=−2
wiσi = (1− dβ−2 − Lˆδ−4)µ+ µˆ+
d∑
i=1
1
2β2
(
2µ + β
√
Cˆi − β
√
Cˆi
)
+
J∑
i=1
(
1
2γ3
(
µ+ γv˜i
)− 1
2γ3
(
µ− γv˜i
))
+
L∑
i=1
1
2δ4
si
(
2µ + δu˜i − δu˜i
)
= (1− dβ−2 − Lˆδ−4)µ+ µˆ+
d∑
i=1
µ
β2
+
J∑
i=1
v˜i
γ2
+
L∑
i=1
siµ
δ4
= (1− dβ−2 − Lˆδ−4)µ+ µˆ+ dβ−2µ+ γ−2
J∑
i=1
v˜i + δ
−4µ
L∑
i=1
si
= µ+ µˆ+ γ−2µ˜
= µ
using the definition µˆ = −γ−2µ˜ for the last equality.
To look at the other moment equations, let’s first observe that for n = 2, 3, 4,
N∑
i=−2
wi(σi − µ)⊗n =
0∑
i=−1
wi(σi − µ)⊗n +
2d∑
i=1
wi(σi − µ)⊗n
+
2d+2J∑
i=2d+1
wi(σi − µ)⊗n +
N∑
i=2d+2J+1
wi(σi − µ)⊗n
By the definition of σ-points and corresponding weights,
N∑
i=−2
wi(σi − µ)⊗n = α
n−1
2
(
µˆ⊗n − (−µˆ)⊗n)+ βn−2
2

 d∑
i=1
(√
Cˆi
)⊗n
+
2d∑
j=d+1
(−√Cˆi−d)⊗n


+
γn−3
2

 2d+J∑
i=2d+1
(
v˜i−2d
)⊗n − 2d+2J∑
j=2d+J+1
(− v˜i−2d−J)⊗n


+
δn−4
2
2d+2J+L∑
i=2d+2J+1
si−2d−2J
(
u˜i−2d−2J
)⊗n
+
δn−4
2
N∑
j=2d+2J+L+1
si−2d−2J−L
(− u˜i−2d−2J−L)⊗n.
where we used the property (av)⊗n = anv⊗n where a is any real number and v is a vector.
When n is even, we have
(B.1)
N∑
i=−2
wi(σi − µ)⊗n = βn−2
d∑
i=1
(√
Cˆi
)⊗n
+ δn−4
L∑
i=1
si
(
u˜i
)⊗n
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and when n is odd, we obtain
(B.2)
N∑
i=−2
wi(σi − µ)⊗n = αn−1µˆ⊗n + γn−3
J∑
i=1
(
v˜i
)⊗n
.
Now we wish to show that the second moment equation matches our covariance. By (B.1),
setting n = 2 we have
N∑
i=−2
wi(σi − µ)⊗2 =
d∑
i=1
√
Cˆ
⊗2
i + δ
−2
L∑
i=1
siu˜
⊗2
i = Cˆ + δ
−2C˜
and applying the definition of Cˆ = C − δ−2C˜ we have
N∑
i=−2
wi(σi − µ)⊗2 = C,
as desired. Next, observe that by (B.2) and the definition of S,
N∑
j=0
wi(σi − µ)⊗3 = α2µˆ⊗3 +
J∑
i=1
v˜⊗3i
and since we assume that
∣∣∣∣∣∣∑Ji=1 v˜⊗3i − S∣∣∣∣∣∣
F
≤ τ/2, by the triangle inequality we have,
∣∣∣∣∣∣
∣∣∣∣∣∣
N∑
j=0
wi(σi − µ)⊗3 − S
∣∣∣∣∣∣
∣∣∣∣∣∣
F
≤ τ/2 + α2||µˆ⊗3||F
as desired. Lastly, we wish to show that the fourth moment equation matches our kurtosis.
By (B.1) and the definition of K, we have
N∑
i=−2
wi(σi − µ)⊗4 = β2
d∑
i=1
√
Cˆ
⊗4
i +
L∑
i=1
siu˜
⊗4
i
= β2C¯ +
L∑
i=1
siu˜
⊗4
i
and since we assume that
∣∣∣∣∣∣∑Li=1 siu˜⊗4i −K∣∣∣∣∣∣
F
≤ τ/2, by the triangle inequality we have,
∣∣∣∣∣∣
∣∣∣∣∣∣
N∑
j=0
wi(σi − µ)⊗4 −K
∣∣∣∣∣∣
∣∣∣∣∣∣
F
≤ τ/2 + β2||C¯||F
which completes the proof.
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