Abstract: An intrusion detection system is the process for identifying attacks on network. Choosing effective and key features for intrusion detection is a very important topic in information security. The purpose of this study is to identify important features in building an intrusion detection system such that they are computationally effcient and effective. To improve the performance of intrusion detection system, this paper proposes an intrusion detection system that its features are optimally selected using genetic algorithm optimization. The proposed method is easily implemented and has a low computational complexity due to use of a simplified feature set for the classification. The extensive experimental results on the NSL-KDD intrusion detection benchmark data set demonstrate that the proposed method outperforms previous approaches, providing higher accuracy in detecting intrusion attempts and lower false alarm with reduced number of features.
INTRODUCTION
In recent year, due to the growing use of smart devices and the Internet, network traffic is rapidly increasing. A Cisco report found the following : "Global IP traffic in 2012 stands at 43.6 exabytes per month and will grow threefold by 2017, to reach 120.6 exabytes per month" [1] . Intrusions are defined as attempts or action to compromise the confidentiality, integrity or availability of computer or network [2] . Intrusion detection systems (IDSs) are software or hardware systems that automate the process of monitoring the events occurring in a computer system or network, analyzing them for signs of security problems [3] . Feature Selection (FS) is the process of removing features from the original data set that are irrelevant with respect to the task that is to be performed. So not only the execution time of the classifier that processes the data reduces but also accuracy increases because irrelevant or redundant features can include noisy data affecting the classification accuracy negatively [4] . In this paper, we suggest a new feature selection method that uses the features distribution function. The decision tree [5] and k-nearest neighbor [6] classifiers will be evaluated with the NSL-KDD dataset to detect attacks on four attack categories: Dos, Probe, R2L, and U2R. The decision tree classifier's results are computed for comparison of feature reduction methods to show that our proposed model is more efficient for network intrusion detection.
The remainder of the paper is organized as follows: Section 2 give an overview of feature selection methods and intrusion detection. The basic concept of the proposed method are presented in Sections 3 and the experimental results are presented in Section 4. Finally the paper is concludes with their future work in section 5.
RELATED WORKS
Intrusion detection techniques using data mining have attracted more and more interests in recent years. Feature selection is important to improving the efficiency of data mining algorithms [7] . Different researchers propose different algorithms in different categories, from Bayesian approaches [8] to decision trees [9] , from rule based models [10] to functions studying [11] . The detection efficiencies therefore are becoming better and better than ever before. In recent years, researchers turn their focus on heuristic and hyperheuristic methods for features selection. Several examples on these methods including Genetic Algorithm [12] , Particle Swarm Optimization [13] , and Ant Colony Optimization [14] .
Sung and Mukkamala proposed a well-known closedloop FS method for SVM-based IDS, called SVM-RFE, which recursively eliminated one feature at a time and compared the resulting performance in each SVM test [15] . They also ranked six significant features [16] . Intrusion Detection in NEAR System by Anti-denoising Traffic Data Series using Discrete Wavelet Transform was presented by Vancea [17] . In [18] uses NGSA-II for wrapper-based feature selection and GHSOM-pr as the classifier to build efficient IDS. D. Sequeira [19] discussed in their research different types of firewalls. Traditional firewalls cannot detect internal attacks such as flooding attacks, user-to-root attacks, and port scanning because they only sniff out network packets at the network boundaries. Moreover, traditional firewalls cannot differentiate between ordinary traffic and DoS attack traffic, as mentioned by [20] . Warsi et al. [21] present a selective iteration based particle swarm optimization (SIPSO) for intrusion detection system with an upgraded beginning masses and decision director, to capably distinguish diverse sorts of interferences. Aghdam and Kabiri considered the feature selection using ant colony optimization in detecting the attacks [15] . The purpose of this study is to identify important features in building an intrusion detection system such that they are computationally effcient and effective.
PROPOSED SYSTEM
Some data sets like NSL-KDD have a lot of features. On the other hand, all of these features do not play a positive role in data categorization. Therefore, you need to select a subset of the best features. In this research, a genetic algorithm is used Figure 1 shows the flowchart of the proposed method. Figure. 1 Overall process of proposed intrusion detection system
Preprocessing Data
The first step in the creation of any model based on data mining techniques is the preprocessing of data. Pre-processing is done to prepare data for processing as well as improve the quality of real data. This step involves converting string-tonumber properties, normalizing and disassembling data.
Improved Genetic Algorithm for Features Selection
Genetic algorithm was introduced by Holland in 1970, inspired by genetics and Darwinian evolution theory [22] . In this research, the structure of the chromosome is considered with regard to the number of each attribute. Each chromosome is a string of bits with values of 0 and 1 with a length of the total number of features. The genes of a chromosome show the desirable features that will be involved in the classification of the data. In this research, the number of desirable features (DNFs) is fixed in terms of test and error. In the proposed method, the genetic algorithm is implemented sequentially, so each repetition requires the production of a primary population of features. The genetic algorithm begins with an initial population of chromosomes randomly. Then the cluttered and cluttered features of the search space are extracted and used to generate the population in later stages.
Compact features are a vector of attributes that are used in the production of the population. Pecularities are vector of features that their use in pre-population generation does not have desirable results and will not be used in the production of new populations. The fitness criterion of chromosomes is the error rate of the classification of data. Because of the expeditious calculation of fitness, two classifiers of KNN and DT have been used.
The chromosome selection operator, the tournament, and the crossover operator was one-point cross over. In the one point cross over operator, single particle genes for parents are exchanged to create new members. After applying this operator to probability Cr, the number of 1 chromosome genes must be constant. A one-point crossover point on both parents' organism strings is selected. All data beyond that point in either organism string is swapped between the two parent organisms. The resulting organisms are the children. An example of this operator is shown in Figure 2 . In this example, features number is 12 and Desired Number of Features is 6, two genes of the children have changed. With applying the one-point crossover, the number of features in the first child is 7 and in the second child is 5. The number of genes in a chromosome should be equal to 6 in the offspring. So, in the first child we will random delete a gene and in the second child, we also random select a gene in unused features.
The mutation change of the bit is applied to one of the produced chromosomes. The role of the mutation in the genetic algorithm is to restore the genetic loss of the population, which provides access to all of the search space. The mutant operator is applied to the probability Mr for each gene. An example is shown in Figure 3 . The number of children created is equal to the number of parents. In order to determine the population of the next generation, the chromosomes of the population of the previous and current generations are sorted according to the fitness criterion in descending order. Then, the 25% elemental list (best ones) goes straight to the next generation. The endpoints of 25% chromosomes are removed (the worst ones) and finally the rest of the population are randomly selected from the remaining chromosomes.
One of the interesting phenomena of genetic algorithms is the production of intermediate-generation chromosomes that have a high degree of fitness. These chromosomes may be destroyed due to the application of mutant and crossover operators and no longer be produced.
In this research, elitism is used to preserve these chromosomes. In each generation, a chromosome with the best amount of fitness is transmitted directly to the next generation.
Using the Features Distribution Function in Identifying Normal and Peculiar Features
At the end of the genetic algorithm, a population of solutions is obtained. In most techniques, the features used in the best solution are considered as desirable features and classify educational data based on these features. The structure of the genetic algorithm is based on random search, which is why it does not always produce the same optimal solution. With these conditions, it will not be possible to find the desirable features that will best serve the classification of data.
International Therefore, in this research, an approach has been proposed that largely leads to the selection of the best features. Our goal in this section is to identify the normal and peculiar features due to the outcomes of the genetic algorithm. To realize this goal, features distribution function (FD) has been used in the population. The distribution of any feature in the population indicates the degree of repetition of that feature.
Distribution of the characteristics of the population in the population is the rate of repetition of these features in parts of the population with high fitness. For example, the normal population are solutions that their fitness is greater than the overall fitness of the whole population. Also, the distribution of peculiar features is the frequency of these features in parts of the population with low fitness. For example, a rough population is a solution that is less than the overall fitness of the whole population.
The distribution function of a feature in a normal population is the ratio of its recurrence to the total population and the distribution function of an attribute in the peculiar population is the ratio of its recurrence to the entire peculiar population. Table 1 , shows an example of the distribution function of the features.
In this example, according to the average population criteria, 4 solutions for normal population and 6 solutions for pecliar population were selected. The frequency of the first feature (F1) in the normal population is 3 and in the pecliar population is 2. Also, in peculiar population, features with a distribution function less than constant, such as β, are added to the list of pecliar properties. The parameters α and β control the similarity of the solutions (selection pressure) to select a feature in a normal and peculiar population. Given the number of desirable featres, the genetic algorithm is repeatedly repeated to find DNF of normal features. To help the genetic algorithm to find optimal solutions, a list of the normal and peculiar features is used to generate primary population. So that the initial population contains all the normal features and does not include any peculiar features. By fixing a number of features, this strategy significantly reduces the search space. Applying this limitation in the initial population will change the function of the two combinatory and mutation operators. Therefore, these operators should not add or remove features that violate the criterion of building primary population.
Adaptive Control of Parameters
Adaptive control of the parameters is in fact a method in the control theory in order to adapt the control system to the variable parameters in the system. The basis of comparative control is based on the estimation of the parameters. In this research, the values of the parameters Mr, α and β change during the implementation of the algorithm. The mutation rate parameter at the beginning of work has a relatively high value and decreases sequentially in the process of running the algorithm.The similarity parameter also initially contains a high percentage of the selected space, but it is reduced by repeating the algorithm and because of the difference between the selected features. The α and β parameters decrease by ε in the case of failure to improve the identification of the normal features in a constant number. This method partially solves the problem of the early integration of the genetic algorithm with constant rate operators. Relationships (1) and (2) are used for comparative control of two parameters of mutation rate and similarity. 
EXPERIMENTAL RESULTS
The NSL-KDD dataset was used to evaluated the performance of the proposed method [23] . This dataset contains 41 features and 5 classes (a normal class and 4 types of attack classes Dos, R2L, U2R and Probing). To implement the proposed method, the Matlab version 2016a software has been used. The results obtained from the experiments were used to increase the accuracy of the evaluation, a mean of 30 repetitions of the test.
In the implementation, the population size of 25, the number of generations 30, the rate of composition is 0.85 and the rate of mutation is 0.15. The pressure rate of the algorithm is considered in selecting the normal features α = 0.95 and the peculiar features β = 0.90. The number of desirable features selected according to the test and error were at best 23. Selected features of the proposed method for the NSL-KDD dataset are shown in Table 2 . 
The F-measure criterion is calculated from the combination of two precision and recall criteria according to equation (6) . This criterion is used in cases where it is not possible to attach special importance to each of the two criteria of Precision and Recall.
The effectiveness of intrusion detection systems can be assessed by the proposed criteria. The collision matrix of the Intrusion Detection System data is calculated for each of the four classes of attacks along with the normal class and is shown in Table 3 . The table lists the number of records for each attack with the number of predictions. In order to further evaluate the above approach, the proposed system performance is compared with other methods of intrusion detection. The methods used to compare the results of their experiments on NSL-KDD data. The results of the proposed method are shown in Table 5 in comparison with the seven methods of intrusion detection. As it is known, the proposed method is more accurate than other methods of intrusion detection and for some of the attacks, and in the remaining cases it also provides an accurate precision. In Table 5 , the values of each class are based on the values calculated in the relevant research, so some fields may not be presented in the research. The results show that the proposed method works uniformly on all classes and provides the desired accuracy. The reason for this is the selection of features in a hierarchy of high-density populations.
Conclusion and Future Work
The accuracy of data mining algorithms depends on the selection of appropriate attributes and the number of records required for learning. The results show that the proposed genetic algorithm chooses appropriate features according to a hierarchical process. The precise and adaptive adjustment of the similarity parameters has led to the identification of more normal and pecliar features, which has led to the effectiveness of the proposed method. The results show that the proposed intrusion detection system has a high accuracy in detecting the intrusion of the DOS type and its underlying attacks. Also, U2R penetration is less accurate than other attacks. The reason for this is the low number of training samples used to test in the dataset. The results of the proposed method showed a precision of %99.81, which is superior to similar algorithms. Another requirement for intrusion detection systems is to find the optimal feature set for each type of attack. Because in this case, the Intrusion Detection System will be able to use only a feature set appropriate to that attack to detect any attack.
As for the future work, intention is to apply the proposed intrusion detection method using complicated classifiers to improve its performance and to combine the proposed method with other population-based algorithms. Analyzing packet payload is recently attracting lots of attention and many researchers report works carried-out in this area. It is notable that feature selection for the payload-based intrusion detection is not mature yet. Intension will be to extract and selection appropriate features from the packet payload to improve the detection rate.
