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Abstrakt
Práce se zabývá vytvoøením zpìtného pøekladaèe pro jazyk Java. Cílem zpìtného pøekladaèe
je co nejlépe rekonstruovat zdrojový kód jazyka Java z class souborù. V práci je nejdøíve
rozebírán jazyk Java jako takový, kompilace Javy a struktura souborù class (zkompilovaná
podoba javy). Je také pøiblí¾eno fungování virtuálního stroje Javy a jeho instrukèní
sada. Poté se pøejde k problematice zpìtného pøekladu a popisu algoritmù navr¾ených a
pou¾itých pro realizaci zpìtného pøekladaèe. V práci jsou uvedeny pøíklady dekompilovaného
kódu.
Summary
The goal was to create decompiler for Java programing language. Decompiler should
reconstruct original Java source code from class les, representing its compiled form.
First part of thesis focuses on Java langage, its compilation and structure of class le.
Then Java Virtual Machine and its instruction set is discussed. After that thesis focuses
on decompilation and algoritms designed and used for decompiler realization. Examples
of decompiled code are presented.
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2
1. ÚVOD
1. Úvod
Tato práce se zabývá problematikou zpìtného pøekladu jazyka Java a realizací zpìtného
pøekladaèe. Zpìtný pøeklad (dekompilace) pøedstavuje proces, pøi kterém se z binárních
souborù vzniklých kompilací rekonstruuje zdrojový kód. Proces dekompilace je v¹ak obecnì
obtí¾ný, proto¾e u binární podoby zkompilovaných souborù (s kódem pøelo¾eným do
podoby instrukcí) se zpravidla nepoèítá se zpìtným pøekladem. Tì¾i¹tì práce bude tedy
navr¾ení a realizace algoritmù, je¾ budou zpìtný pøeklad provádìt.
Pøi øe¹ení problému je v¹ak nutná nejen znalost jazyka Java, ale také jeho binární
podoby po zkompilování. Proto¾e tyto znalosti nejsou pova¾ovány za obecnì známé, je
v práci nejdøíve rozebrán jazyk Java (jeho typy a pod.), a poté jeho kompilace. Dále
je rozebírána vnitøní struktura souborù class, vznikajících kompilací Javy. Nakonec je
pøiblí¾eno fungování virtuálního stroje Javy (JVM) a jeho instrukèní sada (oznaèovaná
také jako java bytecode).
V dal¹í èásti se ji¾ pøejde k problematice dekompilace a popisu fungování zpìtného
pøekladaèe v té formì, v jaké bylo realizováno. Toto spoèívá pøedev¹ím v popisu algoritmù
pou¾itých pro dekompilaci. Realizace se zamìøovala pøedev¹ím na problematiku rekonstrukce
øídících struktur, proto¾e tyto jsou pova¾ovány za klíèové z hlediska dekompilace.
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2. Jazyk Java
V této kapitole bude rozebrán jazyk Java po syntaktické stránce. V rámci toho je jazyk
srovnáván s jazyky C a C++, které lze v jistém smyslu pova¾ovat za pøedchùdce Javy.
2.1. Balíèky
Balíèky v Javì mají podobnou funkci jako namespace v C++. Balíèky tvoøí stromovou
strukturu s nepojmenovaným koøenem. Zdrojové soubory javy se umis»ují do adresáøové
struktury odpovídající struktuøe balíèkù. Jako oddìlující znak ve jménech vnoøených
balíèkù se po¾ívá teèka. Ve jménech balíèkù se podle konvence pou¾ívají pouze malá
písmena. Aby se zamezilo kolizím jmen, je doporuèeno, aby spoleènosti jména svých
balíèkù uvozovali jejich internetovou doménou v obráceném poøadí [4]. Tak¾e napøíklad
v¹echny balíèky spoleènosti s internetovou doménou company.com by zaèínaly com.company.
Balíèky, které jsou pøímo souèástí jazyka java, jsou umístìny v balíècích zaèínajících java
a javax.
2.2. Kompilaèní jednotka
Jeden zdrojový soubor Javy pøedstavuje jednu kompilaèní jednotku. Zdrojové soubory
jazyka Java mají pøíponu .java. Tyto musí být umístìny v adresáøové struktuøe v závislosti
na jejich pøíslu¹nosti do balíèkù. Ka¾dý soubor se zdrojovým kódem Javy zaèíná specikací
balíèku pomocí klíèového slova package (viz obr. 2.1). Výjimku tvoøí zdrojové soubory
umístìné v koøenovém (nepojmenovaném) balíèku. Zpravidla se pou¾ívá jeden soubor pro
jeden typ Javy (vyjma vnoøených tøíd).
Obrázek 2.1: pou¾ití klíèového slova package
2.3. Importy
Importy se umis»ují na zaèátek kompilaèní jednotky (po specikaci balíèku), rozsah platnosti
pøedstavuje celou kompilaèní jednotku. I kdy¾ se zpùsob pou¾ití podobá zpùsobu, jakým
se v jazycích C a C++ po¾ívá direktiva #include, jejich fungování blí¾í spí¹e klíèovému
slovu using z jazyka C++. Importy slou¾í k tomu, aby nebylo nutno typy jazyka (tøídy
apod.) a jejich èleny odkazovat plným jménem. Tak¾e napøíklad pokud se provede import
tøídy java.awt.Graphics, je mo¾né v rámci kompilaèní jednotky odkazovat tøídu pouze
jako Graphics. Lze také vyu¾ít "divoké karty"tj. znaku * a importovat v¹echny tøídy v
balíèku (ne v¹ak rekurzivnì). Java implicitnì importuje balíèek java.lang, proto je mo¾né
tøídy jako Object a String odkazovat zkráceným jménem. Dále je mo¾no pou¾ít vyu¾ít
statických importù, které umo¾òují importovat statické èleny tøíd a tyto pak odkazovat
pouze jejich jménem.
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Obrázek 2.2: pøíklad importù
2.4. Primitivní datové typy
Java denuje 8 primitivních typù. Mezi tyto patøí celoèíselné typy. Tìmi jsou byte, char,
short, int a long. Celoèíselné typy v Javì jsou znaménkové (signed). Java nepodporuje
neznaménkové varianty tìchto typù (unsigned). Výjimkou je typ char, ten se pro aritmetické
operace chová jako neznaménkový. (Ten se v¹ak vìt¹inou se v¹ak pou¾ívá k ukládání
znakù.) Kromì celoèíselných typù Java podporuje 2 typy v plovoucí desetinné èárce
(oating point). Tìmito jsou typy oat a double. Tyto jsou denovány standardem IEEE
754. Posledním primitivním typem je typ boolean. Ten se pou¾ívá k ulo¾ení logické
hodnoty true nebo false. Shrnutí typù a jejich rozsahy lze vidìt v tabulce 2.1.
typ velikost v bytech rozsah
boolean - hodnoty true a false
byte 1 -128 a¾ 127
short 2 -32768 a¾ 32768
char 2 'nu0000' a¾ 'n0u'
int 4 -2^31 a¾ 2^31-1
long 8 -2^63 a¾ 2^63-1
oat 4 dle IEEE 754
double 8 dle IEEE 754
Tabulka 2.1: Primitvní datové typy javy
Tyto typy mají na rozdíl o jazykù C a C++ pøesnì danou velikost, bez ohledu na
platformu.
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2.5. Operátory
Operátory v javì se velmi podobají tìm z jazykù C a C++ a to i z hlediska priority a
asociativity. Hlavní rozdíl je v absenci operátorù nad ukazateli v Javì. (Java neumo¾òuje
pøímou práci s ukazateli.) Pøibyl v¹ak operátor instanceof, kterým lze testovat, jestli
instance je pøíslu¹ného typu (nebo jeho potomka). Pøehled operátorù lze vidìt v tabulce
2.2. Priorita je zde denována tak, ¾e pøednostnì jsou vykonávány operace, mající ni¾¹í
èíslo ve sloupci priorita.
priorita operátor popis asociativita
1 [] pøístup k prvku pole zleva
1 () volání funkce zleva
1 . pøístup k èlenovi zleva
2 ++ - - pre inkrementace dekrementace zprava
2 ++ - - post inkrementace dekrementace zleva
2 + - unární + a - zprava
2 ~ bitová negace zprava
2 ! logická negace zprava
2 (type) pøetypování zprava
2 new vytvoøení nové instance zprava
3 * / % násobení, dìlení, modulo zleva
4 + - sèítání a odèítání zleva
5 << >> bitový posun vlevo a vpravo zleva
5 >>> neznaménkový bit. posun vpravo zleva
6 < <= > >= men¹í (nebo rovno), vìt¹í (nebo rovno) zleva
6 instanceof test objektu na typ zleva
7 == != rovnost, nerovnost zleva
8 & bitové and zleva
9 ^ bitové xor zleva
10 j bitové or zleva
11 && logické and zleva
12 jj logické or zleva
13 ? : podmínìný operátor zprava
14 = pøiøazení zprava
14
*= /= += -= %=
<<= >>= >>>=
&= ^= j=
kombinovaný operátor a pøiøazení zprava
Tabulka 2.2: Operátory javy
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2.6. Øídící struktury
Stejnì jako operátory jsou i øídící struktury podobné jazkùm C a C++. Java tedy obsahuje
bì¾né øídící struktury jako if (if-else), switch a cykly while, do-while a for (viz obr. 2.3).
Obrázek 2.3: Øídící struktury struktury v jazyce java
V jazyce v¹ak nelze vyu¾ívat goto. Java ale naproti tomu roz¹iøuje mo¾nosti statementù
break a continue. V Javì lze s pomocí jmenovek (label) tyto statementy pou¾ívat kupøíkladu
na nepøímo nadøazený cyklus. Statement break je pak mo¾no pou¾ít také na pojmenovaný
scope. (Pøíklady lze vidìt na obr. 2.4.)
Obrázek 2.4: Mo¾nosti statementù break a continue
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2.7. Referenèní typy
Kromì primitivních datových typù obsahuje Java øadu referenèních typù. Tyto typy jsou
tøída (class), rozhraní (interface), výètový typ (enum), anotaèní typ (annotation type)
a pole. V¹echny tyto typy jsou objekty (ve smyslu OOP) a v¹echny jsou pøímo nebo
nepøímo potomky tøídy java.lang.Object. (Tímto se odli¹ují od primitivních datových
typù.) Instance tìchto typù se pøedávají referencí.
Tøída (Class)
Tøídy jsou prvním z referenèních typù Javy. Na tøídy, jako¾to na referenèní typ se uplatòuje
dìdiènost, jak bylo øeèeno vý¹e. Tøídy v Javì nemohou mít, na rozdíl od C++, více ne¾
jednoho pøedka. K vyjádøení dìdiènosti se vyu¾ívá klíèového slova extends. Tøídu lze dále
pomocí klíèového slova abstrakt uèinit abstraktní. Instance abstraktních tøíd není mo¾no
vytváøet a taková tøída pak slou¾í pouze jako bázová tøída pro jiné tøídy (tedy aby se od
ní dìdilo).
Obrázek 2.5: Tøída
Rozhraní (Interface)
Interface (rozhraní) pøedstavují alternativu k dìdiènosti tøíd. (Obì formy dìdiènosti lze
v¹ak kombinovat.) Tøída (rozhraní) mù¾e implementovat více ne¾ jedno rozhraní a rozhraní
tedy pøedstavují jakousi omezenou formu vícenásobné dìdiènosti. K tomuto se vyu¾ívá
klíèové slovo implements. Metody rozhraní na rozdíl od tøíd postrádají tìlo (jsou abstraktní,
viz dále). Na rozdíl od tøíd také nelze vytváøet instance rozhraní, ale k tøídám implementujícím
rozhraní lze pomocí nìj pøistupovat. Dìdiènost mù¾e existovat i mezi rozhraními samotnými,
zde se ale na rozdíl od tøíd u¾ívá klíèové slovo extends. Následuje pøíklad dvou rozhraní
a tøídy implementující tato rozhraní.
Obrázek 2.6: Rozhraní 1
Obrázek 2.7: Rozhraní 2
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Obrázek 2.8: Tøída implementující rozhraní 1 a rozhraní 2
Dále je uveden pøíklad pou¾ití rozhraní. Nejde sice o pøíklad praktického vy¾ití, ale
demonstruje mo¾nost pøistupovat k metodám getA a getB skrze rozhraní Rozhrani1 a
Rozhrani2, a tedy mo¾nost, pracovat s tøídami implementující daná rozhraní jednotným
zpùsobem.
Obrázek 2.9: Pøíklad pou¾ití rozhraní
Enum
V Javì je výètový typ (Enum) referenèním typem. Pøesto¾e z hlediska syntaxe jde o
samostatný typ, ve skuteènosti jde o speciální tøídu, která je potomkem tøídy java.lang.Enum
[2]. Na rozdíl od tøídy jsou v¹echny instance typu enum pøedem vytvoøeny a za bìhu ji¾
nelze dal¹í vytváøet. K tìmto instancím se poté pøistupuje prostøednictvím statických
eldù. V ostatních ohledech se v¹ak Enum chová jako tøída. Mù¾e mít metody, eldy
apod.
Anotaèní typ
Anotaèním typem je mo¾né anotovat. Instance tohoto typu se pak pou¾ívají jako reprezentace
anotací za bìhu programu. Tento typ implicitnì implementuje rozhraní java.lang.annotation.Annotation
[1]. ®ádnou dal¹í dìdiènost v¹ak nelze na tento typ aplikovat. Metody tohoto typu nemají
tìlo, av¹ak mohou mít defaultní návratovou hodnotu, kterou tyto metody vrací, nejsou li
specikovány anotací.
2.8. Èlenové (Members)
Èleny mohou být metody, eldy a deklarace typù (vnoøené tøídy). Èlenové v¾dy pøíslu¹í
nìjakému referenènímu typu. V kódu se èlenové nachází uvnitø tìla referenèního typu, k
nìmu¾ pøíslu¹í (jeho¾ jsou èleny). Vlastnosti èlenù lze ovlivòovat pomocí rùzných klíèových
slov. Viditelnost èlenù lze modikovat pomocí tìchto klíèových slov:
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public - pøístupné odkudkoli
protected - pøístupné pouze v rámci balíèku a z potomka
private - pøístupné pouze v referenèního typu do nìho¾ pøíslu¹í
Dále lze lze modikovat, jestli jsou èlenvé vázáni ke konkrétní instanci. Pøi pou¾ití
klíèového slova static se èlenové nevá¾ou k instancím. Lze je tedy pou¾ívat bez vytváøení
instance typu.
2.9. Fieldy
Fieldy jsou datové polo¾ky referenèního typu. Mohou být primitivních nebo referenèních
typù. Ka¾dá tøída má svoje vlastní hodnoty eldù. Výjimkou statické eldy, je¾ pøíslu¹í
typu a pro pøístup k nim není potøeba vytváøet instance. Fieldy dále mohou být nální
(klíèové slovo nal), jejich¾ hodnotu po jejich inicializaci ji¾ nelze mìnit. Pro eldy, je¾
pøedstavují konstanty, se v Javì vyu¾ívá kombinace klíèových slov public, static a nal.
2.10. Metody
Jazyk java nepodporuje funkce, jak jsou známy v jazyce C a C++. V Jazyce java se
vyu¾ívá metod. Ka¾dá metoda musí být deklarována uvnitø nejakého typu javy (tedy
tøídy, enum, apod.). Metoda je volaná pro urèitou instanci pøíslu¹ného typu (tedy typu,
uvnitø kterého je deklarovaná nebo jeho potomka).
statické metody
Výjimku tvoøí statické metody. Ty se deklarují pomocí klíèového slova static a jsou
to metody, pro jejich¾ zavolání není potøeba instance typu. Pøi volání tìchto metod se
místo instance pou¾ije jméno tøídy (nebo jinného typu), uvnitø které jsou deklarovány.
Statické metody mohou pøistupovat pouze ke statickým èlenùm svého typu a nedìdí se.
Statické metody se proto podobají funkcím v jazycích C a C++. Vyu¾ívají se i tøídy
které mají pouze statické metody a tøída zde má pouze funkci namespace. ( napøíklad
tøída java.lang.Math ) Takovéto tøídy dále mívají private konstruktor, aby nebylo mo¾no
vytváøet jejich instance.
abstraktní metody
Metody mohou být dále abstraktní, ty jsou deklarovány s u¾itím klíèového slova abstract a
postrádají tìlo. Tyto mohou být deklarovány pouze uvnitø abstraktní tøídy (a rozhranní).
Je po¾adováno pøepsání (overide) tìchto metod potomky pokud i oni nejsou abstraktní
nebo ji¾ nebyly pøepsány mezilehlým pøedkem. V¹echny metody rozhranní jsou implicitnì
abstraktní. Abstraktní metoda nemù¾e být zároveò static, nal nebo private.
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nální metody
Opak k abstraktním metodám tvoøí metody nální. (klíèové slovo nal) Takovéto metody
naopak nemohou být pøepsány potomkem tøídy. Metody deklarovány jako static nebo
private se implicitnì chovají jako nální.
ostatní metody
Metody které nejsou abstraktní nebo nální mohou (ale nemusí) být pøepsány potomkem.
konstruktory
Dal¹ím speciálním typem metody je konstruktor, který lze vyu¾ít u tøíd a typù enum.
Tento je volán pøi vytváøení nové instance. Konstruktor vypadá jako metoda se stejným
názvem jako typ, v nìm¾ je deklarován a postrádající návratový typ. Pokud je konstruktor
vynechán, vytvoøí se implicitní konstruktor (tj. konstruktor, který je public, bez argumentù
a s prázdným tìlem). Pokud v¹ak tøída obsahuje nìjaký konstruktor, ¾ádný implicitní se
nevytváøí. Kontruktor také implicitnì zavolá konstruktor rodièovské tøídy bez argumentù,
pokud takový existuje a není specikováno jinak. Konstruktor rodièovské tøídy mù¾e být
explicitnì volán (odkazován jako super). Konstruktor mù¾e také volat jiný konstruktor
tøídy (ten je odkazován jako this). Je zde omezení, ¾e konstruktor pøedka a/nebo jiný
konstruktor tøídy musí být volán na zaèátku konstruktoru.
Obrázek 2.10: Konstruktory
bloky static
Pøesto¾e blok static ve zdrojovém kódu jako metoda pøíli¹ nevypadá, jde vlastnì také
o metodu. Je to blok kódu ve slo¾ených závorkách uvnitø tøídy, pøedcházený klíèovým
slovem static. (V rámci jednoho typu smí být maximálnì jeden takový blok.) Kód uvnitø
static bloku se vykoná v rámci naèítání typu, tedy pøi prvním "pou¾ití"refernèního typu.
Vykoná se tedy pøed prvním voláním metody, pøístupu k eldu nebo vytvoøení instance
pøíslu¹ného typu apod., je¾ zpùsobí naètení tøídy virtuálním strojem Javy.
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Obrázek 2.11: U¾ití static bloku
2.11. Vnoøené tøídy (Nested Classes)
V Javì je také mo¾né vytváøet vnoøené tøídy. Tøídy mohou být vnoøeny v tøídì nebo v
metodì. Tøídy mohou být vnoøeny i vícenásobnì. Typy vnoøených tøíd jsou vnitøní tøídy,
statické vnoøené tøídy, anonymní tøídy a lokální tøídy.
Obrázek 2.12: Vnitøní a statická vnoøená tøída
Vnitøní tøídy (Inner classes)
Vnitøní tøídy jsou tøídy, vnoøené uvnitø jiné tøídy. Instance takovýchto tøíd lze vytváøet
pouze v rámci obklopující tøídy. Z vnitøní tøídy lze volat metody obklopující tøídy. To
proto¾e instance vnitøní tøídy má skrytou referenci na instanci obklopující tøídy, je¾ ji
vytvoøila.
Statické vnoøené tøídy (Static nested classes)
Ze statických vnitøních tøíd ji¾ nelze volat metody obklopující tøídy (kromì statických
samozøejmì), av¹ak instance takovéto tøídy lze vytváøet i mimo obklopující tøídu. Obklopující
tøída má zde podobnou funkci jak balíèek.
Lokální tøídy (Local classes)
Lokální tøídy jsou deklarované uvnitø metody. Instance takovéto tøídy lze vytváøet pouze
uvnitø metody.
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Obrázek 2.13: Lokální tøída
Anonymní tøídy (Anonymous classes)
Anonymní tøídy jsou nepojmenované tøídy, které lze pou¾ít v pøípadì, kdy instance tøídy je
vytváøena pouze na jednom místì v kódu a tøídu tedy není nutno pojmenovat. Anonymní
tøídy lze vyu¾ít uvnitø tøídy (pøiøazení eldu) anebo uvnitø metody. U dekalrace anonymní
tøídy se jako jméno pou¾ije jméno rodièovské tøídy (nebo rozhranní), které je následované
parametry konstruktoru v závorkách. Konstruktor anonymní tøídy se vytváøí implicitnì
na základì parametrù. Konstruktor pouze volá pøíslu¹ný konstruktor (podle parametrù)
rodièovské tøídy. Konstruktor není mo¾no deklarovat explicitnì.
Obrázek 2.14: Anonymní tøídy
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3. Kompilace jazyka java
Aby bylo mo¾no programy psané v jazyce java spustit, je nutné je zkompilovat.
Proto¾e v¹ak Java klade velký dùraz na pøenositelnost, není Java pøekládána pro konkrétní
architekturu, nýbr¾ pro virtuální stroj Javy (JVM, viz dále). Po pøelo¾ení má program
formu class souborù. Pro ka¾dý referenèní typ Javy (tedy tøídu, rozhraní, enum nebo
anotaèní typ) se vytvoøí jeden class soubor. Neplatí tedy obecnì, ¾e jednomu souboru
se zrojovým kódem Javy, odpovídá jeden class soubor (napø. ka¾dá vnoøená tøída má
svùj vlastní class soubor). Class soubory jsou pak pøekladaèem Javy umis»ované do
adresáøové struktury odpovídající balíèkùm. JVM sice umí s takto rozmístìnými class
soubory pracovat pøímo, vìt¹inou se v¹ak class soubory balí do JAR archivu. Kódování
tohoto formátu je shodné se zip formátem. Class soubory se uvnitø archivu opìt umis»ují
do adresáøové struktury odpovídají balíèkùm. Do JAR archivu je dále pøidán manifest,
co¾ je textový soubor, obsahující páry název hodnota. Tento se pou¾ívá k ulo¾ení cesty k
main class (pro spustitelný soubor), informaci o pou¾itém JDK, elektronickým podpisùm
apod.
Obrázek 3.1: Kompilace jazyka java
Class soubory samotné neobsahují pouze spustitelný kód, ale také rùzná metadata,
která umo¾òují vyu¾ívat kód jako knihovnu, pøi debugování apod. Díky tomu se napø.
v Javì nepou¾ívají hlavièkové soubory jako u jazykù C a C++, ale kompiler si mù¾e
potøebné informace vyèíst z class souborù pou¾itých knihoven.
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3.1. Java Development Kit (JDK)
Pro kompilaci kódu psaného v jazyce java je nutno mít nainstalován JDK (java development
kit), ne tedy pouze JRE (java runtime environment), proto¾e to obsahuje pouze bìhové
prostøedí. JDK obsahuje, kromì bìhového pøostøedí, také øadu nástrojù vyu¾ívaných pøi
vývoji v jazyce java. Mezi tyto patøí i javac (java compiler), jar (java archiver), jdb (java
debugger). JDK dále obsahuje hlavièkové soubory JNI(java native interface) a nástroj
javah pro generování hlavièkových souborù k nativním metodám, které lze vyu¾ít pokud
je nutné volat nativní kód z Javy nebo obrácenì. Av¹ak je zde také nástroj javap (java
dissasembler), který umí zobrazit bytecode zkompilovaných metod v lidsky èitelné podobì.
JDK je v¹ak pouze jakousi standardizovanou sadu nástrojù. Existuje vícero alternativních
implementací JDK. Lze tedy vyu¾ít JDK od spoleèností Oracle, IBM nebo tøeba projekt
OpenJDK.
3.2. Projekty v Javì
JDK v¹ak nedenuje ¾ádnou standartní podobu projektù Javy. Pokud tedy nechceme volat
Java compiler (a jiné nástroje JDK) pøímo, je vhodné vyu¾ít dal¹ích nástrojù, s pomocí
kterých lze projekty vytváøet, jako jsou napø. Apache Ant a Apache Maven. Tyto mívají
podporu pøímo v rámci IDE (Netbeans, Eclipse). Maven navíc umo¾òuje automatické
sta¾ení knihoven závislostí (oznaèované jako artefakty) z jeho ociálního repozitáøe. (U
Antu je mo¾né k tomuto vyu¾ít správce závislostí Ivy)
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4. Soubor class
V této sekci je popsána struktura class souboru a nastínìn jeho vztah k pùvodnímu
zdrojovému kódu v jazyce Java. Z dùvodu pøehlednosti a srozumitelnosti je zde popsána
pouze obecná struktura a není zabíháno do detailù reprezentace dat v souboru. Detailní
specikaci class souboru lze nalézt ve specikaci [7].
Pro vyjádøení vícero polo¾ek stejného typu uvnitø souboru, pøedcházených hodnotou
urèující jejich poèet, je pou¾ita dvojice hranatých závorek. Slovní spojení "index na"je
pou¾íváno v souvislosti s indexováním polo¾ky (konstanty) v constant poolu, pokud není
øeèeno jinak.
4.1. Struktura class souboru na nejvy¹¹í úrovni
Strukturu class souboru na nejvy¹¹í úrovni lze vidìt na 4.1.
Obrázek 4.1: Soubor class
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magic - èíselná hodnota indentikující class soubor. Ta je 0xCAFEBABE a pøedstavuje
první 4 byty class souboru.
minor version, major version - hodnoty urèující verzi class souboru
ConstantPool[] - konstanty pou¾ívané v rámci class souboru, podklad pro tvorbu
runtime constant poolu (viz dále)
access ags - bitová maska access agù. Urèuje zda class le pøedstavuje tøídu,
rozhraní, enum nebo anotaèní typ a dal¹í vlastnosti. Jednotlivé access agy lze vidìt v
tab. 4.1.
jméno popis
ACC PUBLIC deklarována public
ACC FINAL deklarována nal
ACC SUPER pro javu v¾dy nastaven
ACC INTERFACE class le pøedstavuje rozhranní
ACC ABSTRACT deklarována abstract
ACC SYNTHETIC syntetická tøída (není pøítomna ve zdrojových kódech)
ACC ANNOTATION soubor class pøedstavuje anotaèní typ
ACC ENUM soubor class pøedstavuje enum
Tabulka 4.1: Access ags tøídy
this class - index na CONSTANT Class pøedstavující tøídu
super class - index na CONSTANT Class pøedstavující rodièovskou tøídu
interfaces[] - výèet indexù na CONSTANT Class pøedstavující implementovaná
rozhraní
elds[] - eldy (datové polo¾ky) tøídy
methods[] - metody tøídy
attributes[] - attributy tøídy
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4.2. Constant pool
Constant pool je umístìn na zaèátku souboru. Je tvoøen polo¾kami (konstantami) rùzných
typù. Tyto pøedstavují mimo jiné textové øetìzce kódované v UTF-8, kontanty primitivních
datových typù javy, dvojice jméno-typ, reference na eldy, metody a tøídy. Nìkteré typy
polo¾ek jsou slo¾eny z více jednodu¹¹ích polo¾ek na které odkazují napø. CONSTANT NameAndType
odkazuje na dvì polo¾ky typu CONSTANT Utf8 pøedstavující jméno a typ, ten je poté
sám odkazován dal¹ími typy polo¾ek.
Na polo¾ky v konstant poolu je poté odkazováno ve zbytku soboru. Constant pool v
class souboru také slou¾í jako základ pro vytvoøení runtime constant poolu. Do tohoto
se poté odkazuje z bytecodu (spustitelného kódu JVM). V nìm jsou poté na pøíslu¹ných
pozicích hodnoty pøíslu¹ných konstant a symbolické odkazy na metody a tøídy jsou pøi
linkováni nahrazeny pøíslu¹nými referencemi. (Podrobnìji o runtime constant poolu pozdìji.)
Typy polo¾ek (konstant) v constant poolu
V¹echny konstanty v constant poolu mají hlavièku obsahující tag (1 byte), urèující typ
konstanty. Velikost a typ dat se poté odvíjí od typu konstanty.
Obrázek 4.2: polo¾ka constant poolu
Typy konstant které se mohou objevit v constant poolu a jim pøíslu¹ící tagy lze vidìt
v tab. 4.2. Proto¾e tag je pøítomen u v¹ech typù konstant, je dále vynecháván.
typ konstanty popis
CONSTANT Class pøedstavuje tøídu Javy
CONSTANT Fieldref symbolický odkaz na eld
CONSTANT Methodref symbolický odkaz na metodu
CONSTANT InterfaceMethodref symbolický odkaz na metodu rozhraní
CONSTANT String konstanta typu String
CONSTANT Integer konstanta typu int nebo kra¹ích (short, char, byte a boolean)
CONSTANT Float konstanta typu oat
CONSTANT Long konstanta typu long
CONSTANT Double konstanta typu double
CONSTANT NameAndType popisující pøedstavující dvojici jméno-typ
CONSTANT Utf8 textový øetìzec (pou¾ívající kódování UTF-8)
CONSTANT MethodHandle pro dynamicky typové jazyky
CONSTANT MethodType pro dynamicky typové jazyky
CONSTANT InvokeDynamic pro dynamicky typové jazyky
Tabulka 4.2: Tabulka typù polo¾ek v konstant poolu
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CONSTANT UTF8 - jde o textový øetìzec kódovaný pomocí UTF-8 a maximální
délkou 65535 bytù. Tento se pou¾ívá k reprezentaci v¹ech textových øetìzcù v rámci class
souboru.
Obrázek 4.3: CONSTANT UTF8
CONSTANT String reprezentuje konstantní textový øetìzec v Javì. Pøedstavuje tedy
instanci tøídy java.lang.String. Tato se vytvoøí v rámci naèítání class souboru JVM, viz
dále.
Obrázek 4.4: CONSTANT String
String - index na Constant UTF8, která bude pou¾ita pro vytvoøení objektu string.
CONSTANT NameAndType pøedstavuje dvojici jméno a typ.
Obrázek 4.5: CONSTANT NameAndType
Name - index na Constant UTF8, reprezentující jméno
Type - index na Constant UTF8, reprezentující typ
CONSTANT Fieldref je symbolická reference na eld.
Obrázek 4.6: CONSTANT Fieldref
Class - index na Constant Class, reprezentující tøídu v ní¾ je eld deklarován.
Name and type - index na polo¾ku typu Constant Name And Type se jménem a
typem eldu
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CONSTANT Methodref je symbolická reference na metodu.
Obrázek 4.7: CONSTANT Methodref
Class - index na Constant Class, reprezentující tøídu v ní¾ je metoda deklarována.
Name and type - index na Constant Name And Type se jménem a deskriptorem
(øetìzec popisující datový typ parametrù a návratový typ) metody.
CONSTANT InterfaceMethodref je symbolická reference na metodu rozhranní. Shoduje
se s CONSTANT Methodref info s tím rozdílem, ¾e Class je index na Constant Class,
reprezentující rozhranní.
Obrázek 4.8: CONSTANT InterfaceMethodref
CONSTANT Integer reprezentuje 32-bitovou celoèíselnou konstantu. Pou¾ívá se pro
reprezentaci konstant typù int, short, char, byte a boolean.
Obrázek 4.9: CONSTANT Integer
CONSTANT Long reprezentuje konstantu typu long, tedy 64-bitovou celoèíselnou
konstantu.
Obrázek 4.10: CONSTANT Long
CONSTANT Float reprezentuje konstantu typu oat. ( 32-bit, IEEE 754 single)
Obrázek 4.11: CONSTANT Float
CONSTANT Double reprezentuje konstantu typu double. ( 64-bit, IEEE 754 double)
Obrázek 4.12: CONSTANT Double
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4.3. Fieldy
Fieldy jsou reprezentovány stejnojmenou strukturou uvnitø class souboru. Tøída mù¾e
obsahovat více eldù stejného jména, dvojice Name a Descriptor musí být v rámci tøídy
unikátní.
Obrázek 4.13: eldy
Access Flags - bitová maska urèující vlastnosti eldu. Seznam access agù eldù
lze vidìt v tabulce 4.3
jméno popis
ACC PUBLIC deklarován public
ACC PRIVATE deklarován private
ACC PROTECTED deklarován protected
ACC STATIC deklarován static
ACC FINAL deklarován nal
ACC VOLATILE deklarován volatile
ACC TRANSIENT deklarován transient
ACC SYNTHETIC syntetický eld (není pøítomen ve zdrojových kódech)
ACC ENUM jde o element enum
Tabulka 4.3: Access ags eldù
Name - index na CONSTANT Utf8 pøedstavující jméno eldu
Descriptor - index na CONSTANT Utf8 s deskriptorem, to je textový øetìzec,
reprezentující typ eldu. Descriptory eldù v pøíkladu by vypadaly následovnì: "I"a
"Ljava/lang/String;". Podrobnìj¹í informace o tvorbì desckriptoru lze nalézt ve specikaci.
Attributes[] - atributy eldu (viz dále)
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4.4. Metody
Pro reprezentaci metod uvnitø class souboru je opìt u¾ita stejnojmenná struktura. Tøída
mù¾e obsahovat více metod stejného jména, av¹ak dvojice Name, Descriptor musí být v
rámci tøídy unikátní.
Obrázek 4.14: methody
Access Flags - bitová maska urèující vlastnosti metody. Seznam access agù metod
lze vidìt v tabulce 4.4.
jméno popis
ACC PUBLIC metoda deklarována public
ACC PRIVATE metoda deklarována private
ACC PROTECTED metoda deklarována protected
ACC STATIC metoda deklarována static
ACC FINAL metoda deklarována nal
ACC SYNCHRONIZED metoda deklarována synchronized
ACC BRIDGE bridge metoda (generována kompilátorem)
ACC VARARGS deklarována s promìnným poètem argumentù
ACC NATIVE metoda deklarována static (provádí nativní kód)
ACC ABSTRACT metoda deklarována abstract
ACC STRICT metoda deklarována strictfp
ACC SYNTHETIC syntetická metoda (není pøítomna ve zdrojových kódech)
Tabulka 4.4: Access ags method
Name - index na CONSTANT Utf8 pøedstavující jméno metody
Descriptor - index na CONSTANT Utf8 s deskriptorem, to je textový øetìzec, který
popisuje datový typ parametrù a návratový datový typ. Pro ukázkovou metodu by vypadal
následovnì: "(Ljava/lang/String;I)I". Podrobnìj¹í informace o tvorbì desckriptoru lze
nalézt ve specikaci.
Attributes[] - atributy metody (viz dále)
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4.5. Atributy
Atributy lze pøiøazovat eldùm, metodám nebo celému typu (souboru). Atribut je tvoøen
názvem a hodnotou udávající velikost jeho dat a data. Názvem se urèuje druh atributu.
Hodnota udávající velikost dat umo¾òuje pøeskoèit neznámé atributy. Proto¾e takovouto
hlavièku mají v¹echny atributy nebude ji¾ dále uvádìna. Uvádìný název atributù se
shoduje s jejich jménem v class souboru.
Obrázek 4.15: attribut
Name - index na CONSTANT Utf8 pøedstavující jméno atributu
Size - hodnota udávající velikost dat atributu
Data - data atributu (li¹í se podle typu)
Atribut ConstantValue
Atribut ConstantValue je urèený pro eldy. Pou¾ívá se k inicializaci statických eldù s
konstantami.
Obrázek 4.16: attribut ConstValue
Conant value - index na CONSTANT Long, CONSTANT Float, CONSTANT Double,
CONSTANT Integer nebo CONSTANT String v constant poolu
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Atribut Code
Atribut Code je pou¾ívaný pro metody. Ka¾dá metoda, která není abstraktní nebo nativní
metodou musí mít právì jeden tento atribut. Tento atribut obsahuje zkompilovaný kód
metody pro virtuální stroj Javy.
Obrázek 4.17: attribut Code
Max stack - urèuje maximální hloubku operand stacku této metody
Max locals - vyjadøuje poèet lokálních promìnných (v bytecodu), které daná metoda
vyu¾ívá
Code[] - posloupnost bytù reprezentující zkompilovaný kód methody pro virtuální
stroj javy
Exception table[] - tabulka výjimek. Urèuje pro ka¾dou zachytávanou výjimku v
metodì typ, rozsah v nìm¾ je zachytávána a adresu první instrukce handleru (uvnitø
kódu), který se provede pøi vyhození výjimky.
Attributes[] - atributy code atributu
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Atribut Exceptions
Atribut Exceptions je pou¾ívaný pro metody. Urèuje, jaké kontrolované výjimky (checked
exceptions) mù¾e metoda vyhazovat. Tyto se ve zdrojovém kódu specikují pomocí klíèového
slova throws.
Obrázek 4.18: attribut Exceptions
Exceptions[] - výèet indexù na CONSTANT Class reprezentující tøídy vyhazovaných
vyjímek
Atribut InnerClasses
InnerClass je atribut, který lze pou¾ít na tøídu. Obsahuje polo¾ku pro ka¾dou vnoøenou
tøídu (nested class) pou¾ívanou nebo deklarovanou v rámci tøídy. Vnoøené tøídy mohou
být buï vnitøní tøídy (Inner class) nebo statické vnoøené tøídy (static nested class).
Obrázek 4.19: attribut Exceptions
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Atribut EnclosingMethod
Atribut EnclosingMethod je pou¾itelný u tøídy. Tento atribut se pou¾ívá u anonymních
a lokálních tøíd a obsahuje informaci o tøídì a metodì ve které byla tøída ve zdrojovém
kódu deklarována. Uva¾ovaná tøída (v jejím¾ class souboru se tento atribut pou¾ívá) je v
pøíkladech oznaèena zelenou barvou.
Obrázek 4.20: attribut Exceptions
class - index na CONSTANT Class reprezentující obklopující tøídu (nejvnitøen¹jí)
method - index na CONSTANT Methodref reprezentující pøímo obklopující metodu
nebo 0 pokud tøída není pøímo obklopena metodou
Atribut Synthetic
Atribut Synthetic mù¾e být pou¾it na tøídu, metodu nebo eld. Je generován pøekladaèem
javy a vyjadøuje, ¾e tøída, eld, nebo metoda není pøítomna v pùvodním zdrojovém kodu.
Takovéto "pomocné"eldy a metody se generují napøíklad u vnoøených tøíd.
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Atribut LineNumberTable
Atribut LineNumberTable je vyu¾ívaný code attributem. Vyjadøuje mapování instrukcí
bytecodu na èísla øádkù v pùvodním zdrojovém kódu. Vyu¾ívá se pøi debugování. S pomocí
nìho je pak mo¾né krokovat program po øádcích, vkládat breakpointy apod.
Atribut LocalVariableTable
LocalVariableTable je atribute pou¾íváný code atributem a obsahuje informace o lokálních
promìnných funkcí v pùvodním zdrojovém kódu, jejich rozsahu platnosti a mapování na
lokální promìnné bytecodu. Tento atribut se pou¾ívá pøi debugování, aby bylo mo¾né
sledovat zmìny hodnot promìnných pøi krokování programu.
Atribut LocalVariableTypeTable
Struktura tohoto atributu je shodná LocalVariableTable, tento atribut v¹ak obsahuje
informace genericích.
Atribut Deprecated
Atribut Deprecated mù¾e být pou¾it na tøídu, metodu nebo eld. Generuje se pro tøídy,
eldy a metody anotované ve zrojovém kódu jako @Deprecated. Toho se pou¾ívá napøíklad
u zastaralých metod, které byly nahrazeny jinou metodou a metoda u¾ by se tedy nemìla
v novém kódu pou¾ívat.
Obrázek 4.21: anotování pomocí @Deprecated
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Atributy RuntimeVisibleAnnotations a RuntimeInvisibleAnnotations
Atributy RuntimeVisibleAnnotations a RuntimeInvisibleAnnotations mohou být pou¾ity
na tøídu, metodu nebo eld. Jsou pomocí nich kódované anotace. Rozdíl mezi RuntimeVisibleAnnotations
a RuntimeInvisibleAnnotations je ten, ¾e anotace reprezentované pomocí RuntimeVisibleAnnotations
lze za bìhu zjistit pomocí reection api. Anotace reprezentované pomocí RuntimeInvisibleAnnotations
naopak pomocí reection API zjistitelné být nesmìjí.
Obrázek 4.22: attribut RuntimeVisibleAnnotations a RuntimeInvisibleAnnotations
Annotations[] Obsahuje polo¾ky pøedstavující jednotlivé anotace.
Obrázek 4.23: anotace ve zdrojovém kódu Javy
Polo¾ka annotation Strukturu polo¾ky annotation lze vidìt na obr. 4.24.
Obrázek 4.24: polo¾ka annotation
type Index na CONSTANT Class reprezentující typ anotace.
Name value pairs Páry jméno hodnota pro pøíslu¹nou anotaci.
Dvojice jméno hodnota Strukturu dvojice jméno hodnota lze vidìt na obr. 4.25.
Obrázek 4.25: dvojice jméno hodnota
name Index na CONSTANT Utf8 se jménem.
element value - hodnota mù¾e jednoho z následujících typù: primitivní datový typ
Javy, String, enum, Class (tedy objekt reprezentující tøídu), anotaèní typ nebo pole s
prvky nìkterého z tìchto typù tìchto typù. Podrobnosti o tom, jak se pøíslu¹né typy
kódují, lze nalézt ve specikaci.
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Atributy RuntimeVisibleParameterAnnotations a RuntimeInvisibleParameterAnnotations
Atributy RuntimeVisibleParameterAnnotations a RuntimeInvisibleParameterAnnotations
mohou být pou¾it u metod a reprezentují anotace parametrù metod. Rozdíl mezi RuntimeVisibleParameterAnnotations
a RuntimeInvisibleParameterAnnotations opìt spoèívá v zjistitelnosti anotací pomocí
reection api.
Atribut AnnotationDefault
Atribut AnnotationDefault se pou¾ívá u metod a to v class souborech reprezentujících
anotaèní type. Reprezentuje defaultní hodnotu vrácenou metodou. (tj. pokud není specikovaná
anotací)
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5. Virtální stroj javy a jeho
instrukèní sada
5.1. Virtuální stroj javy
Virtuální stroj javy (JVM) je ktivní architektura, je¾ umí vykonávat bytecode. Jde o
tzv. zásobníkovou architekturu (tj. vìt¹ina instrukcí operuje na zásobníku). Tato ktivní
architektura byla navr¾ena tak, aby bylo mo¾no její kód efektivnì vykonávat na nejrùznìj¹ích
architekturách. A to s vyu¾itím interpreteru a/nebo JIT (tj. pøelo¾ením bytecode do
instrukèní sady pøíslu¹né architektury za bìhu).
Obrázek 5.1: Virtuální stroj javy
JVM stack
Ka¾dé vlákno v rámci jvm má svùj JVM stack. JVM stack je slo¾en z rámcù (frame). V¾dy
pøi volání metody se vytvoøí nový rámec a ten se umístí vrchol zásobníku, pøi návratu z
metody se rámec odebere.
Rámec (Frame)
Rámec obsahuje Operand Stack, lokální promìnné, referenci na runtime constant pool
a dal¹í data vá¾ící se ke kontextu volané metody. Kontext metody je zde my¹len "svìt
v nìm¾ se pohybujeme"v rámci vykonávání jedné metody (z pohledu instrukcí JVM).
Kontext metody a rámec jsou úzce spjaty, proto zde nejsou striktnì rozli¹ovány.
Zásobník operandù (operand stack)
Jak bylo øeèeno vý¹e, na zásobníku (operand stack) se vykonává vìt¹ina instrukcí JVM.
To probíhá tak, ¾e instrukce odebírají operandy z vrcholu zásobníku a výsledek umís»ují
opìt na vrchol zásobníku. Na zásobník se také umis»ují parametry pøed voláním funkce a
návratová hodnota funkce je poté opìt umístìna na vrchol zásobníku. Maximální hloubka,
jaké mù¾e zásobník pøíslu¹né metody dosáhnout, je omezena hodnotou v Code Atributu.
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Lokální promìnné (local variables)
Lokální promìnné slou¾í k ukládání mezivýsledkù. Hodnoty ze zásobníku lze ukládat do
lokálních promìnných pomocí store instrukcí. K umístìní hodnoty z lokální promìnné
na vrchol zásobníku slou¾í load instrukce. Skrze lokální promìnné jsou dále pøedávány
parametry volané funkci. Ty jsou po zavolání funkce v prvních n lokálních promìnných.
Runtime constant pool
Runtime constant pool se vytvoøí v rámci naèítání class souboru pro ka¾dou tøídu. Je
vytvoøen podle informací obsa¾ených v constant poolu. A to tak, ¾e v runtime constant
poolu jsou na pøíslu¹ných pozicích umístìny hodnoty pøíslu¹ných konstant. Pro ka¾dou
polo¾ku CONSTANT STRING je vytvoøena instance objektu java.lang.String a reference
na nìj umístna na pøíslu¹nou pozici v runtime konstant poolu. V rámci linkování jsou dále
na pøíslu¹né pozice v runtime constant poolu umístìny reference na tøídy a metody a to
podle symbolických refernencí CONSTANT Class a CONSTANT MethodRef. Hodnoty
z runtime constant poolu lze umis»ovat na zásobník pomocí instrukcí k tomu urèených,
av¹ak hodnoty v nìm ulo¾ené nelze pomocí instrukcí Java bytecodu modikovat.
Code
Kód pøedstavuje instrukce volané metody.
Exception table
Tabulka výjimek se vyu¾ívá v pøípadì, ¾e byla vyhozena výjimka. Tato tabulka obsahuje
seznam výjimek, rozsahy na kterých jsou tyto výjimky zachytávány a pozice v kódu na
které zaèíná obslu¾ný kód pro danou výjimku (handler). Tabulka výjimek se prochází
postupnì a hledá se první vyhovující polo¾ka. Pokud v tabulce neexistuje polo¾ka, která by
vyhovovala vyhozené výjimce, pokraèuje se v hledání v tabulce výjimek volající metody,
metody volající tuto metodu atd. Bìh poté pokraèuje v pøíslu¹né metodì na instrukci
denované pøíslu¹nou polo¾kou v tabulce výjimek. Tabulka výjimek je pøeètena z code
atributu.
Heap
Heap pøedstavuje pamì», v ní¾ jsou alokovány v¹echny objekty. Instrukce JVM v¹ak
pracují s heapem pouze nepøímo. Nové objekty se v heapu alokují pomocí instrukce new,
která poté umístí referenci na novì alokovaný objekt na vrchol zásobníku. Objekty se
v¹ak explicitnì nedealokují, o toto se stará garbage collector. Heap je sdílen v¹emi vlákny
JVM.
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5.2. Typy rozli¹ované virtuálním strojem javy
JVM rozli¹uje datové typy boolean, byte, char, short, int, oat, double, reference a
returnAddress. Lze vidìt, ¾e kromì typù, známých z jazyka Java, jsou zde typy reference
a returnAddress. Reference pøedstavuje referenci na objekt Javy (instance refernèních
typù). ReturnAddress je speciální datový typ pou¾ívaný instrukcemi jsr a ret (tyto se
pou¾ívaly pro implementaci nally blokù). Pøehled typù lze vidìt v tabulce 5.1.
Actual type Computational type Category
boolean int 1
byte int 1
char int 1
short int 1
int int 1
oat oat 1
reference reference 1
returnAddress returnAddress 1
long long 2
double double 2
Tabulka 5.1: Typy JVM
Pøesto¾e JVM rozli¹uje v¹echny typy pùvodního jazyka Java, existují zde urèité odli¹nosti.
Nìkteré typy toti¾ existují pouze ve velmi omezené formì. Konkrétnì jde o typy boolean,
byte, short a char (tj. typy krat¹í ne¾ 32-bitù). Se v¹emi tìmito typy se toti¾ pracuje jako
s inty (vyjádøeno jako computional type v tabulce). Rozli¹ují se pouze pole tìchto typù.
Po umístìní hodnot tìchto typù na zásobník s nimi v¹ak JVM dále pracuje jako s inty.
V pøípadì booleanù se hodnota true reprezentuje hodnotou 1, false hodnotou 0. Dal¹í
vìcí stojící za zmínku je, ¾e ne v¹echny typy zabírají pouze 1 polo¾ku na operand stacku
nebo jednu lokální promìnnou. Konkrétnì je øeè o 64-bitových typech long a double.
Hodnoty tìchto typù zabírají 2 polo¾ky na zásobníku operandù a zabírají také 2 lokální
promìnné (Vyjádøeno v tabulce jako category). To proto, aby bylo mo¾no JVM efektivnì
implementovat na 32-bitových architekturách.
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5.3. Instrukce virtuálního stroje javy (java bytecode)
Instrukèní sada JVM, oznaèovaná také jako java bytecode, je to soubor instrukcí, které
mohou být vykonávané virtuálním strojem javy. Ten je umístìn v atributu Code u metod
v class souboru. Java bytecode se kromì jiného li¹í oproti instrukèním sadám bì¾ných
procesorù jednoduchostí dekódování. Toto je dùle¾ité proto, aby ¹lo bytecode efektivnì
vykonávat interpretery. Instrukce lze od sebe rozli¹it jednodu¹e pomocí jejich prvního
bytu. Pro ten se pou¾ívá oznaèení opcode. V závislosti na tom, o jakou instrukci jde,
mohou dále následovat operandy. Instrukce v¹ak mohou být tvoøeny pouze opcodem.
Pro men¹í objem kódu je v java bytecodu také mnoho instrukcí s implicitními operandy
(napø. instrukce iconst 0, která vlo¾í kontantu 0 typu int na zásobník, av¹ak instrukce
jako taková operandy nemá). Java bytecode obsahuje jediný prex a to je instrukce wide
(pou¾ívá se v kombinaci s load a store instrukcemi, pokud je potøeba pøistupovat k více
ne¾ 256 lokálním promìnným). Seznam instrukcí JVM øazených vzestupnì podle opcodu
lze vidìt v tabulce na obr. 5.2 . Pro ka¾dou instrukci je zde uveden opcode v desítkové
a ¹estnáckové soustavì a její název. Pou¾ité jsou standardizované názvy. Instrukce jsou
barevnì rozdìleny do skupin tak, jak jsou rozdìleny ve specikaci [5]. Kromì instrukcí
zde zmínìných jsou rezervovány nìkteré opcody pro interní úèely JVM, breakpointy apod.
Tyto se v¹ak bì¾nì v bytecodu uvnitø class souborù nevyskytují, proto zde nebyly uvedeny.
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Obrázek 5.2: Instrukèní sada JVM
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Dìlení instrukcí JVM podle datového typu
Instrukce v¹ak lze dìlit také podle typu dat. U instrukcí které se vstahují k nìjakému
konkrétnímu typu lze tento typ z jejího názvu jednodu¹e zjistit z poèáteèního písmena
jejich názvu. Tyto jsou b - byte, s - short, i - int, l - long, f - oat, d - double, c - char
a a - reference. Malý poèet instrukcí pro typy byte, short a char je dán tím, ¾e tyto jsou
podporovány jen ve velmi omezené formì (jako výpoèetní typ pou¾ívají int), jak bylo
øeèeno vý¹e. Dále si lze v¹imnout úplné absence typu boolean. Pro ètení z a ukládání do
polí bytù a booleanù se toti¾ pou¾ívají stejné instrukce, a to baload a bastore.
opcode byte short int long oat double char reference
Tipush bipush sipush
Tconst iconst lconst fconst dconst aconst
Tload iload lload oad dload aload
Tstore istore lstore fstore dstore astore
Tinc iinc
Taload baload saload iaload laload faload daload caload aaload
Tastore bastore sastore iastore lastore fastore dastore castore aastore
Tadd iadd ladd fadd dadd
Tsub isub lsub fsub dsub
Tmul imul lmul fmul dmul
Tdiv idiv ldiv fdiv ddiv
Trem irem lrem frem drem
Tneg ineg lneg fneg dneg
Tshl ishl lshl
Tshr ishr lshr
Tushr iushr lushr
Tand iand land
Tor ior lor
Txor ixor lxor
i2T i2b i2s i2l i2f i2d
l2T l2i l2f l2d
f2T f2i f2l f2d
d2T d2i d2l d2f
Tcmp lcmp
Tcmpl fcmpl dcmpl
Tcmpg fcmpg dcmpg
if TcmpOP if icmpOP if acmpOP
Treturn ireturn lreturn freturn dreturn areturn
Tabulka 5.2: Instrukce JVM podle typu
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Konkrétní skupiny instrukcí
Zde je rozebráno fungování jednotlivých skupin instrukcí. Proto¾e detailní rozebírání
v¹ech instrukcí by bylo pøíli¹ obsáhlé a nemìlo by ani význam, sna¾í se popis zde spí¹e
pøiblí¾it princip fungování jednotlivých skupin instrukcí. (Detailní popis lze nalézt ve
specikaci [8].) Pokud existuje varianta instrukce pro více typù, nejsou tyto explicitnì
vyjmenovávány, ale je pou¾ito velké písmeno T. Existující varianty lze pak dohledat v
tabulce vý¹e.
nop - no operation. Neprovede ¾ádnou operaci.
Tconst*, Tipush - umístí konstantu na zásobník. Ta mù¾e být buï implicitní (Tconst *)
nebo souèástí instrukce jako¾to její operand (Tipush).
ldc* - tyto instrukce slou¾í na umístìní konstanty z constant poolu na vrchol zásobníku.
Souèástí instrukce jako¾to její operand je index do constant poolu.
Tload, Tstore - tyto instrukce umo¾nují umis»ovat hodnoty z lokálních promìnných
na zásobník operanù (Tload) a naopak (Tstore). Index lokální promìnné je buï implicitní
(Tload *, Tstore *) a nebo souèást instrukce, jako její operand (Tload, Tstore).
Taload, Tastore - slou¾í k ukládání hodnot do polí (Tastore) nebo jejich ètení. (Taload)
Jako operandy se na zásobník umístí reference na pole a index (int) a pokud jde o zápis
tak ukládaná hodnota. Pøi ètení je na zásobník umístìna hodnota z pole.
Tadd, Tsub, Tmul, Tdiv, Trem, Tshl, Tshr, Tushr, Tand, Tor, Txor - toto
jsou instrukce, které reprezentují bì¾né binární aritmetické operace, jako sèítání násobení
apod. Instrukce s této skupiny odebírají dva operátory ze zásobníku operandù a výsledek
opìt umis»ují na zásobník. Tyto jsou Tadd (sèítání), Tsub (odèítání), Tmul (násobení),
Tdiv (dìlení), Trem (zbytek po dìlení), Tshl (bitový posun vlevo), Tshr (bitový posun
vpravo), Tushr (neznaménkový bitový posun vpravo), Tand (bitové and), Tor (bitové or)
a Txor (bitové xor).
iinc - tato instrukce jako jedna z mála operuje na lokální promìnné, místo na zásobníku.
Umo¾òuje pøièíst k lokální promìnné s intem hodnotu v rozsahu bytu (-128 a¾ 127).
Tneg - odebere hodnotu ze zásobníku a jako výsledek na zásobník umístí èíslo opaèné.
T2T - toto jsou konverzní operace. Odebírají hodnotu prvního typu ze zásobníku,
zkonvertují ji na hodnotu druhého typu, a tu poté umístí na zásobník.
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pop*, dup*, swap - jsou speciální operace na manipulaci se zásobníkem operandù.
Manipulace pøedstavuje odstranìní (pop), duplikování (dup) nebo prohození hodnot na
vrcholu zásobníku (swap). Instrukce pop2 a dup2* pracují s dvojicí hodnot. Operace se
nevztahují k ¾ádnému konkrétnímu typu a dají se pou¾ít na hodnoty libovolných typù.
U typù, které pøedstavují 2 polo¾ky na zásobníku, v¹ak není povoleno s nimi pracovat
oddìlenì. (tj. napøíklad odebrat 1 vrchní polo¾ku zásoníku, pokud je na vrcholu zásobníku
hodnota slo¾ená ze 2 polo¾ek, tedy long nebo double)
Tcmp* - odebere 2 hodnoty ze zásobníku a na zásobník umístí hodnotu -1, 0 nebo 1, v
závislosti na tom, jestli hodnota druhého operandu je me¹ní, stejnì velká nebo vìt¹í ne¾
hodnota operandu prvního.
if* - jde o instrukce podmínìných skokù. Instrukce ifeq, ifne, it, ie, ifgt, ifge porovnávají
(==, !=, <, <=, >, >=) hodnotu typu int na vrcholu zásobníku s nulou, a v závilosti
výsledku porovnání, provedou/neprovedou skok. Instrukce ifnull a ifnonnull pak porovnávají
referenci oproti hodnotì null. Souèástí instrukce jako její operand je oset, který udává
cíl skoku.
if *cmp* - tyto fungují podobnì jako if*, ale porovnávají 2 hodnoty na vrcholu zásobníku.
goto, goto w - jsou nepodmínìné skoky. Souèástí instrukce jako její operand je oset,
který udává cíl skoku.
tableswitch, lookupswitch - jsou instrukce slou¾ící k implementaci statementu switch.
Operandy instrukce jsou hodnoty u jednotlivých case a osety skokù (pro pøípady case a
default).
return, Treturn - provede návrat z metody. Jako návratová hodnota je pou¾ita hodnota
na vrcholu zásobníku (Treturn). V pøípadì instrukce return provede pouze návrat (void
metoda).
getstatic, putstatic - provádí ètení nebo zápis do statického eldu. Souèástí instrukce
(jako její operand) je index do constant poolu na symbolickou referenci na eld. Hodnota
je odebrána ze zásobníku operandù nebo na nìj umístìna.
geteld, puteld - provádí ètení nebo zápis do eldu, který není statický. Instrukce
fungují podobnì jako getstatic a putstatic, navíc v¹ak odebírají ze zásobníku (kromì
pøípadné ukládané hodnoty) také referenci na objekt, jeho¾ eld je èten nebo zapisován.
invokevirtual, invokespecial, invokestatic, invokeinterface, invokedynamic -
provádìjí volání metod. V závislosti na typu metody a na tom, jestli se volá prostøednictvím
rozhraní se pou¾ije pøíslu¹ná instrukce. Souèástí instrukce je index na symbolickou referenci
na volanou funkci v constant poolu. Instrukce invokedynamic pøidává JVM podporu pro
dynamicky typové jazyky, Java tuto instrukci nevyu¾ívá.
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new - vytvoøí nový objekt (instanci referenèního typu) a umístí referenci na nìj na
zásobník. Instrukce obsahuje index do konstant poolu na symbolikou referenci dané tøídy.
newarray - vytvoøí pole primitivního datového typu (v heapu) a referenci na nìj umístí
na zásobník. Typ pole je souèást instrukce jako operand. Instrukce odebere hodnotu typu
int ze zásobníku, která urèuje velikost pole.
anewarray - podobnì jako newarray, akorát vytvoøí pole referenèního typu. Instrukce
obsahuje index do konstant poolu na symbolickou referenci na typ prvkù pole (jako
operand).
multianewarray - podobnì jako pøedchozí, ale vytvoøí vícerozmìrné pole. (alokuje i
pole ni¾¹ích dimenzí)
instanceof - odebere ze zásobníku referenci a zkontroluje, jestli objekt je instancí tøídy
(nebo jejího potomka). Souèástí instrukce, jako její operand, je index do constant poolu
na symbolikou referenci na tøídu (rozhranní, pole). Výsledek 0 (false) nebo 1 (true) je
poté umístìn na zásobník.
checkcast - u¾ívá se pro implementaci dynamického pøetypování. Instrukce provede
kontrolu jestli je pøetypování mo¾né. (stejným zpùsobem jako instanceof) Pokud pøetypování
není mo¾né vyhodí výjimku ClassCastException. Souèástí instrukce je opìt index do
constant poolu na polo¾ku, pøedstavující pøíslu¹ný typ, jako v pøípadì instrukce instanceof.
wide - je jediný prex v instrukèní sadì Javy. Instrukce Javy bì¾nì pou¾ívají byte pro
indexaci lokální promìnné. Tímto je pak dán limit 256 pou¾ívaných lokálních promìnných.
Pokud je potøeba indexovat více lokálních promìnných je mo¾né pou¾ít instrukce s wide
prexem, které indexují dvìma byty a zvy¹ují limit na 65536 lokálních promìnných. Wide
prex jde aplikovat na instrukce Tload, Tstore, ret a iinc.
athrow (a výjimky) - instrukce athrow vyhodí výjimku. Výjimka musí být typu
Throwable a být umístìna na vrchol zásobníku. Výjimka pøíslu¹ného typu v¹ak mù¾e
být vyhozena i jinými instrukcemi, napøíklad pøi ètení prvku pole, se záporným indexem
nebo indexem vìt¹ím nebo rovným délce pole. Také pøi selhání dynamického pøetypování.
Výjimku mohou dále vyhazovat instrukce které provádí dereferencovaní reference (napø.
ètení eldu), aplikované na null apod. Také volání metody mù¾e vyhodit výjimku. Po
vyhození výjimky je vyprázdnìn zásobník a v tabulce výjimek (tabulka výjimek je souèástí
Code atributu) metody se hledá vyhovující polo¾ka (handler) a pokraèuje se pøíslu¹nou
instrukcí. Pokud vyhovující polo¾ka není nalezena, je tato výjimka vyhozena pøíslu¹nou
instrukcí volání metody (ve volající metodì). Proces se poté opakuje.
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jsr, jsr w, ret, ret (a nally bloky) - instrukce jsr a ret se pou¾ívaly pro implementaci
nally blokù v Javì do verze 1.5 (5). Instrukce jsr pak provedla skok na zaèátek nally
bloku pøièem¾ ulo¾ila návratovou adresu (onen typ returnAddress) na zásobník. Instrukcí
ret se poté ¹lo vrátit na pùvodní adresu po provedení nally bloku. Toho se vyu¾ívalo
proto¾e nally blok se musí spustit v¾dy pøi opu¹tìní try bloku. Instrukce jsr se tedy
umis»ovala pøed v¹echny instrukce vedoucí k opu¹tìní nally bloku (napø. return) a také do
v¹ech pøípadných exception handlerù. Ne v¹echny takové handlery nutnì musejí existovat
v pùvodním zdrojovém kódu. Spu¹tìní nally bloku se musí zajistit napø. i v pøípadech,
kdy je výjimka vyhozena tøeba pøi ètením z pole nebo eldu, voláním metody apod.
(viz vý¹e) Proto¾e v¹ak instrukce jsr a ret znaènì komplikovali vertikaci (viz dále), od
jejich pou¾ívání se upustilo. Místo toho nyní java kompiler kopíruje kódu nally bloku na
v¹echna místa pùvodní jsr instrukce.
monitorenter, monitorexit (a synchronizace) - synchronized bloky jsou do bytecodu
pøelo¾eny s pomocí tìchto instrukcí. Instrukce monitorenter pak pøedstavuje vstup do
synchronizovaného bloku a monitorexit jeho opu¹tìní. K provedení instrukce monitorexit
v¹ak musí dojít pøi opu¹tìní synchronized bloku libovolným zpùsobem. Pokud by tedy
Java podporovala explicitní volaní monitorenter a monitorexit, kód ekvivalentní synchronized
blocku by tedy vypadal tak, jak je vidìt na obr. 5.3.
Obrázek 5.3: Pseudokód nally blokù
A to se v¹emi dùsledky. Toto samozøejmì pøedstavuje komplikaci pøi jeho dekompilaci.
Pokud je v¹ak synchronizovaná celá metoda (metoda má access ag ACC SYNCHRONIZED
v class souboru), nepou¾ívají se ji¾ instrukce monitorenter a monitorexit, ale JVM provádí
potøebné akce implicitnì pøi volání metody.
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5.4. Vertikace bytecodu
Vertikace je process, který je standadnì provádìn pro ka¾dý class soubor naètený JVM.
Kromì nìkterých strukturálních kontrol celého souboru je provádìna vertikace bytecodu
metod. To, ¾e je u bytecodu standartì provádìna vertikace, umo¾òuje zvý¹ené po¾adavky
na kvalitu bytecodu a tím i na jeho robustnost a bezpeènost. Potenciálnì nebezpeèný kód
je tak zachycen je¹tì pøed jeho spu¹tìním. To mimo jiné umo¾òuje JVM napø. vy¾adovat
od kódu typovou bezpeènost, pøièem¾ tuto typovou kotrolu, s vyjímkou dynamického
pøetypování (instrukce checkcast) lze provést ji¾ pøi vertikaci. Zachyceny budou také
nebezpeèné metody u kterých by hrozilo, ¾e provedou skok mimo rozsah metody, ¾e dojde
k pøeteèení nebo podteèení zásobníku s operandy apod. Následuje výèet nìkterých z
po¾adavkù, které musí bytecode splòovat. (Jde nejdùle¾itìj¹í body vyjádøené vlastními
slovy, úplný seznam s pøesným znìním v angliètinì lze nalézt ve specikaci [9].)
 Hloubka operand staku i datové typy jeho polo¾ek musí být pøed vykonáním kterékoli
instrukce jednoznaèné, bez ohledu na to po jaké cestì se k instrukci pøijde.
 Pokud instrukce java bytecodu ète z lokální promìnné, musí být do této promìnné
nejdøíve pøiøazena hodnota. Typ této hodnoty musí být jednoznaèný a to bez ohledu
na to, po jaké cestì se k instrukci pøijde.
 V dùsledku instrukce nesmí hloubka zásobníku klesnout pod 0 nebo být vy¹¹í ne¾
maximální hodnota uvedená v Code atributu.
 Instrukce smí pøistupovat pouze k lokálním promìnným s rozsahem indexù od 0 do
hodnoty denované v Code atributu.
 Instrukce nesmí provádìt skok, jeho¾ cíl by le¾el mimo rozsah metody.
 Nesmí být dosa¾eno konce metody (pokraèováním z poslední instrukce).
 Byty kódu mohou tvoøit pouze validní instrukce JVM.
 Cíl ka¾dého skoku musí konèit na opcodu instrukce (tj. jejím prvním bytu).
 Cíl skoku nemù¾e být instrukce modikovaná pomocí wide instrukce, ale mù¾e být
wide instrukce samotná.
Tímto je vertikace zajímavá také z hlediska dekompilace, kdy lze vycházet z pøedpokladu,
¾e tyto po¾adavky jsou u kódu splnìny (proto¾e toto musí platit pro v¹echny korektní class
soubory).
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5.5. Pøíklad vykonávání bytecodu
Pro lep¹í pøedstavu o fungování JVM následuje pøíklad. Fungování JVM je zde demonstrováno
na pøíkladu velmi jednoduché metody. Zdrojový kód metody lze vidìt na obr. 5.4. Jak je
vidìt ze zdrojového kódu metoda vynásobí první 2 opernandy mezi sebou a pøiète k nim
tøetí. Výsledná hodnota je návratovou hodnotou metody.
Obrázek 5.4: Instrukèní sada JVM
Na obr. 5.5 je poté vidìt bytecode metody po zkompilování.
Obrázek 5.5: Instrukèní sada JVM
Následuje samotný pøíklad. V tomto pøíkladu bude metoda volána s parametry 3, 4 a 5.
Proto¾e, jak bylo øeèeno, parametry jsou funkci pøedány prvními n lokálními promìnnými,
poèáteèní stav po zavolání metody bude vypadat tak, jak je vidìt na obr. 5.6. Zmìny nebo
hodnoty, se kterými se pracuje budou dále zvýrazòovány zelenì.
Obrázek 5.6: Parametry pøedané v lokálních promìnných
Instrukce iload 0 umístí hodnotu typu int z lokální promìnné s indexem 0 na zásobník
operandù.
Obrázek 5.7: Hodnota 1. parametru funkce umístìna na zásobník operandù
Instrukce iload 1 umístí hodnotu typu int z lokální promìnné s indexem 1 na zásobník
operandù.
Obrázek 5.8: Hodnota 2. parametru funkce umístìna na zásobník operandù
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Instrukce imul odebere ze zásobníku operandù 2 hodnoty typu int a na zásobník poté
umístí hodnotu typu int, reprezentující výsledek operace násobení.
Obrázek 5.9: Vynásobeny hodnoty na vrcholu zásobníku
Instrukce iload 2 umístí hodnotu typu int z lokální promìnné s indexem 2 na zásobník
operandù.
Obrázek 5.10: Hodnota 3. parametru funkce umístìna na zásobník operandù
Instrukce iadd odebere ze zásobníku operandù 2 hodnoty typu int a na zásobník poté
umístí hodnotu typu int, reprezentující výsledek operace sèítání.
Obrázek 5.11: Seèteny hodnoty na vrcholu zásobníku
Instrukce iret provede návrat z funkce, pøièem¾ návratová hodnota typu int je odebrána
z vrcholu zásobníku.
Obrázek 5.12: Navratová hodnota odebrána ze zásobníku
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6. Dekompilace javy a algoritmy
pou¾ívané dekompilerem
Dekompilace je proces inverzní ke kompilaci. Dekompilace se tedy sna¾í z binárních
souborù vzniklých kompilací souborù zpìtnì rekonstruovat (co nejlépe) podobu pùvodních
zdrojových kódù. Tento proces je obtí¾ný, proto¾e pøekladaèe (kompilery) se zpìtným
pøekladem nepoèítají. Ani binární podoba zkompilovaných souborù vìt¹inou není navr¾ena
s ohledem na mo¾nost zpìtného pøekladu. Mnoho informací o pùvodním zdrojovém kódu
je kompilací nenávratnì ztraceno a ze zkompilované formy kódu je ji¾ nelze zjistit (toto
mohou být napø. jména promìnných, øídící struktury pou¾ité v kódu apod). Binární
soubor je také èasto obecnìj¹í a mù¾e mít podobu, která do zdrojových kódù není pøevoditelná
(binární soubor mù¾e napø. vzniknout kompilací z rùzných jazykù).
Co se týèe dekompilace Javy (tedy rekonstrukce kódu jazyka Java z class souborù),
ta je a¾ po úroveò metod pomìrnì pøímoèará (i kdy¾ i zde mohou vzniknout problémy).
To je dáno tím, ¾e class soubory obsahují v¹echny potøebné informace nejen pro potøeby
liknování, ale také informace potøebné pro kompiler, k tomu, aby zkomilovaný kód ¹lo
vyu¾ívat jako knihovnu dal¹ím kódem (jak bylo øeèeno, java nepou¾ívá ¾ádné dal¹í hlavièkové
soubory apod.). Z class souborù lze tak pøímo vyèíst informace o jménech tøíd i informace
o jejich èlenech (jako jsou eldy a metody). Podobu anotací a informace o vnoøených
tøídách lze z atributù uvnitø class souborù také rekonstruovat.
Dekompilace kódu metod je v¹ak mnohem slo¾itìj¹í. Zde ji¾ neexistuje jednoznaèný
pøímoèarý postup rekonstrukce pùvodního kódu. To je dáno tím, ¾e kód metod je kompilován
do podoby java bytecodu. Informace o pùvodní podobì statementù uvnitø metody jsou
tedy nenávratnì ztraceny a decompiler se mù¾e pouze pokusit rekonstruovat jejich pøibli¾nou
pùvodní podobu. Problém je dále v tom, ¾e podmínìné skoky pou¾ívané v bytecode
jsou obecnìj¹í ne¾ øídící struktury pou¾ívané v pùvodním jazyce Java. (Toto platí také o
zpùsobu zpracování výjimek a synchronizaci) Mù¾e tedy existovat bytecode jeho¾ pøevedení
do kódu Javy bude velmi obtí¾né a¾ nemo¾né.
Proto¾e dekompilace je proces obtí¾ný, je dekompilace bytecodu provádìna v mnoha
krocích. Pro potøeby dekompileru bylo vytvoøeno mno¾ství algoritmù, jejich¾ kombinací
je realizován zpìtný pøeklad.
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6.1. Algoritmus rekonstrukce statementù
Algoritmus rekonstrukce statementù rekonstruuje statementy z bytecodu metody. Ty
jsou rekonstruovány do podoby abstraktních syntaktických stromù (AST). Výsledkem
algoritmu je posloupnost statementù s touto reprezentací. Pou¾ití algoritmu samostatnì
je v¹ak limitováno na kód neobsahující vìtvení (skoky). Algoritmus funguje podobnì jako
interpreter java bytecodu, av¹ak místo hodnot pracuje s uzly stromu, které postupnì
spojuje a rekonstruuje tak statementy v podobì AST. Do ka¾dé lokální promìnné (JVM),
která pøedává parametr funkce se vytvoøí, jedna promìnná pro dekompilovaný kód. Nová
promìnná pro dekompilovaný kod se dále generuje s ka¾dým zápisem do lokální promìnné
bytecodu. Pøesnìji provede se pøiøazení do této nové promìnné a uzel, pøedstavující tuto
promìnnou se poté vlo¾í do pøíslu¹né lokální promìnné. Nový statement je hotov ve chvíli,
kdy je ze zásobníku odebrán jeho AST a stal by se tak nedosa¾itelný. To mù¾e být napø.
v dùsledku return instrukce, ulo¾ení hodnoty do lokální promìnné nebo eldu apod.
Pøíklad
Algoritmus je zde pøedveden na stejném pøíkladu, na jakém bylo demonstováno fungování
virtuálního stroje Javy. Proto¾e funkci jsou pøedány 3 parametry, jsou vytvoøeny 3 uzly
pøedstavující ony promìnné a ty jsou umístìny do lokálních promìnných.
Obrázek 6.1: hodnoty parametrù pøedané lokálními promìnnými
Uzel z lokální promìnné s indexem 0 je umístìn na zásobník (promìnná x).
Obrázek 6.2: promìnná x (uzel) vlo¾ena na stack
Uzel z lokální promìnné s indexem 1 je umístìn na zásobník (promìnná y).
Obrázek 6.3: promìnná y (uzel) vlo¾ena na stack
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Horní 2 uzly jsou odebrány ze zásobníku, je vytvoøen uzel reprezentující operaci
násobení a oba odebrané uzly jsou k nìmu pøipojeny. Uzel samotný je poté umístìn
na zásobník.
Obrázek 6.4: vytvoøení uzlu násobení
Uzel z lokální promìnné s indexem 2 je umístìn na zásobník (promìnná z).
Obrázek 6.5: promìnná z (uzel) vlo¾ena na stack
Horní 2 uzly jsou odebrány ze zásobníku, je vytvoøen uzel reprezentující operaci sèítání
a oba odebrané uzly jsou k nìmu pøipojeny. Uzel samotný je poté umístìn na zásobník.
Obrázek 6.6: vytvoøení uzlu sèítán
Uzel z vrcholu zásobníku je odebrán a je pøipojen k uzlu pøedstavujícímu return
statement.
Obrázek 6.7: statement return hovov
Limitace
Algoritmus v této formì v¹ak nezaruèuje, ¾e poøadí vyhodnocování výrazù bude shodné s
pùvodním kódem (napø. vlivem instrukce swap, hodnot "pøe¾ívajících"na stacku tvorbu
statementù apod.). Pro øe¹ení tohoto by musel být zaøazen dal¹í krok, který by toto
zkontroloval a statementy pøípadnì rozdìlil. Toto v¹ak zatím nebylo implementováno.
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6.2. Tvorba control ow grafu
Zatím byl uva¾ován pouze jednoduchý kód. Reálný kód v¹ak èasto obsahuje øídící struktury
(if, while, for, . . .), které se poté do bytecodu promítnou jako podmínìné a nepodmínìné
skoky, instrukce tableswitch (prozatím neuva¾ována) a dal¹í. Proto je, pøed zapoèetím
rekonstrukce statementù, nutné provézt je¹tì nìkteré dal¹í kroky. Prvním z nich je tvorba
CFG.
Control ow graph
Control ow graph (dále CFG) je graf, který popisuje jakými cestami se mù¾e ubírat
provádìní programu. Uzly tohoto grafu pøedstavují èásti kódu, který neobsahuje instrukce
skokù (s výjimkou poslední instrukce) a instrukce, které jsou cílem skoku (s výjimkou první
instrukce). Hrany reprezentují trasy, po kterých se mù¾e provádìní programu dále ubírat.
Tvorba CFG
V první fázi projde algoritmus kód metody a nalezne v¹echny instrukce, které jsou cílem
nìjakého skoku. (V pøípadì, ¾e jde o podmínìný skok, tak se jako cíl skoku pova¾ují obì
vìtve) Cíle skokù jsou v pøíkladu na obr. 6.8 zobrazeny oran¾ovì.
Obrázek 6.8: Vyhledání instrukcí které jsou cíle skokù
Uzel CFG je vytvoøen pro ka¾dý blok kódu zaèínající buï první instrukcí metody nebo
instrukcí, která je cílem skoku. S touto instrukcí se asociuje. Uzly konèí pøed dal¹ím cílem
skoku, poslední instrukcí metody nebo instrukcí return apod. Poté jsou vytvoøeny hrany.
Zaèíná se na uzlu asociovaném s první instrukcí metody, hrany se poté vytváøí k uzlùm
asociovaným s instrukcemi, je¾ pøedstavují cíle skokù z tohoto CFG uzlu. Pokud uzly je¹tì
nebyly nav¹tíveny, algoritmus tvorby hran se na nì rekurzivnì aplikuje. Tyto kroky lze
vidìt na obr. 6.9 . Nalevo jsou zobrazeny bloky kódu, pøíslu¹ících do jednotlivých uzlù
CFG, napravo je CFG vzniklý vytvoøením pøíslu¹ných hran.
Obrázek 6.9: Vytvoøení CFG
Poøadí uzlù CFG (dané posloupností v jaké se vyskytují v metodì), v¹ak nemusí
být optimální pro rekonstrukci øídících struktur. Pokud bychom napøíklad obarvily èásti
pùvodního zdrojového kodu v tomto pøíkladu odpovídající jednotlivým uzlùm CFG, zjistili
48
6. DEKOMPILACE JAVY A ALGORITMY POU®ÍVANÉ DEKOMPILEREM
bychom, ¾e poøadí je odli¹né. (Toto pøeskupení kódu je v tomto pøípadì urèitá optimalizace
kompileru, díky které se v rámci jedné iteraci cyklu provádí pouze 1 podmínìný skok,
namísto jednoho podmínìného a jednoho nepodmínìného skoku v pøípadì, ¾e by bylo
poøadí zachováno)
6.3. Kombinace algoritmù na tvorbu CFG a statementù
Algoritmy na tvorbu CFG a statementù jsou v dekompileru kombinovány. To tak, aby
vznikl algoritmus produkující uzly CFG, jejich¾ obsahem je posloupnost statementù.
Nejdøíve se tedy provede provede algoritmus na tvorbu CFG a na instrukce pøíslu¹ící
uzlu se poté provede algoritmus pro tvorbu statementù. Toto v¹ak pøiná¹í komplikace,
které je nutné øe¹it. Tìmito komplikacemi jsou hodnoty, které jsou obsa¾ené v lokálních
promìnných a na stacku pøi pøechodu mezi instrukcemi, spadajících do rozdílných CFG
uzlù. Tyto hodnoty budou dále oznaèovány jako hodnoty pøedávané lokálními promìnnými
a hodnoty pøedávané stackem. Proto¾e uzly CFG mohou mít obecnì více ne¾ jednoho
pøedchùdce, mù¾ou být i tyto hodnoty pøedány z více rùzných míst.
Hodnoty pøedávané lokálními promìnnými
Pro algoritmus pro tvorbu statementù to znamená, ¾e jedné lokální promìnné mohou
být od rùzných pøedchùdcù pøedány uzly pøedstavující rùzné promìnné. Pøi øe¹ení tohoto
problému hraje dùle¾itou roli po¾adavek na bytecode z hlediska vertikace. Ten øíká, ¾e
pokud je instrukcí èteno z lokální promìnné, musí být do ní nejdøíve zapsáno a typ musí
být jednoznaèný. To bez ohledu na to po jaké cestì se k instrukci do¹lo. Je v¹ak tøeba
si uvìdomit, ¾e to také znamená, ¾e pokud ji¾ z lokální promìnné není dále èteno, typ
jednoznaèný být nemusí. Nelze proto jednodu¹e pro ka¾dou lokální promìnnou jednodu¹e
slouèit v¹echny promìnné (nyní my¹leny ty, vytvoøené algoritmem pro tvorbu statementù)
ze kterých tato promìnná mohla vzniknout do jediné a tu poté pou¾ít.
Algoritmus sluèování lokálních promìnných Algoritmus tvorby statementù problém
øe¹í tak, ¾e v lokálních promìnných vytvoøí nové promìnné. Pro ka¾dou takovou promìnnou
jsou postupnì urèeni v¹ichni pøedci ze kterých promìnná mohla vzniknout. Proto¾e u
¾ádné takové nové promìnné není zatím známo jestli z ní bude èteno, bude brána jako
neaktivovaná. Promìnné vzniklé pøímým pøiøazením budou brány jako aktivované. Poté,
co je tímto zpùsobem zpracován v¹echen kód, je takto vytvoøený graf závislostí zpìtnì
projit smìrem od promìnných, o kterých je známo, ¾e z nich je èteno. Pøi prùchodu dochází
k postupné aktivaci procházených promìnných. Skupiny aktivovaných promìnných, které
spoleènì tvoøí souvislý graf, jsou poté slouèeny. Promìnné které zùstanou neaktivované se
"zahodí". Následuje ukázka algoritmu na pøíkladu. Nalevo na obr. 6.10 je vidìt zdrojový
kód ukázkového pøíkladu. Zde je dùle¾itá promìnná x. Zápis do ní mù¾e být proveden
na dvou rùzných místech, na konci metody je z ní èteno. Napravo pak lze vidìt bytecode
zkompilované metody s nalezenými uzly CFG zvýraznìnými barevnì a instrukcemi provádìjící
zápis a ètení do promìnné x zvýraznìnými èervenì.
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Obrázek 6.10: Zdrojový a zkompilovaný kód pøíkladu
Na 6.11 obrázku vlevo u¾ lze vidìt CFG, v jeho¾ uzlech jsou vidìt promìnné tak, jak
jsou postupnì vytvoøeny algoritmem pro tvorbu statementù (tyto promìnné v¹ak nemusí
být reálnì pou¾ity). Neaktivované promìnné pou¾ívají ¹edou barvu a jejich název zaèíná
tmp. U promìnných je dále uvedeno ze kterých promìnných mohly vzniknout. Operátor j
se zde vyjadøuje "nebo". Napravo je poté zobrazen graf závislostí lokálních promìnných.
Je zøejmé, ¾e postupem z promìnné x3 (ze které je èteno) po orientovaných hranách
a aktivací promìnných budou nakonec aktivovány v¹echny promìnné v grafu. Ty jsou
následnì slouèeny do jediné promìnné.
Obrázek 6.11: Závislosti promìnných
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Hodnoty pøedávané operand stackem
I kdy¾ pøedávání hodnot operand stackem pou¾ívá kompiler javy spí¹e vyjímeènì, je nutné
ho øe¹it. Situace zde je navíc komplikovaná tím, ¾e v kódu javy neexistuje alternativa pro
pøedávání hodnot stackem. Zde je opìt dùle¾itý po¾adavek na kód z hlediska vertikace.
Ten øíká, ¾e hloubka operand stacku i typ jeho hodnot musí být pøed vykonáním ka¾dé
instrukce jednoznaèné, bez ohledu na to, po jaké cestì se k instrukci pøijde. Základní
my¹lenka pro øe¹ení problému pøená¹ení hodnot operand stackem je ta, ¾e algoritmus
pro tvorbu statementù vytvoøí pomocné promìnné, které budou pøedávání realizovat.
Algoritmus tvorby statementù tedy vytvoøí statementy pøiøazující pøedávané výrazy (tj.
uzly AST, které se nacházejí na operand stacku, pøi dosa¾ení konce CFG) tìmto pomocným
promìnným. U CFG uzlù následníku se poté uzly pøedstavující tyto promìnné umístí na
zásobník a poté se provede rekonstrukce statementù. Ov¹em vytvoøit tyto promìnné není
tak jednoduché, jak by se mohlo zdát. Problém bude rozveden na pøíkladech. Uva¾ujeme
CFG na obr. 6.12, kde uzel S1 má dva následníky T1, T2 a pøedává hodnoty operand
stackem. V tomto pøípadì je zøejmé, ¾e uzel S1 provede zápis do pomocných promìnných,
které budou pou¾ity k pøedání hodnoty uzlùm T2 nebo T3. Aby v¹e fungovalo pou¾ije se
samozøejmì stejná sada promìnných v obou pøípadech.
Obrázek 6.12: Pøedávání hodnot operand stackem dvìma následníkùm
Dal¹í je pøíklad, kdy CFG uzel T1 má 2 pøedky S1 a S2, které pøedávají hodnoty
operand stackem. (Situace je na obr. 6.13.) Zde provedou uzly S1 a S2 zápis do pomocných
promìnných, které budou pou¾ity k pøedání hodnot uzlu T1. Uzly S1 a S2 samozøejmì
pou¾ijí stejnou sadu pomocných promìnných.
Obrázek 6.13: Pøedávání hodnot operand stackem spoleènému následníkovi
Poslední pøíklad je kombinace obou pøípadù. Uva¾ovaná situace je na obr. 6.14 . Podle
prvního pøíkladu tedy platí, ¾e uzel S1 pou¾ije stejnou sadu promìnných pro pøedání
hodnot uzlùm T1 a T3 a ¾e uzel S2 pou¾ije stejnou sadu promìnných pro pøedání hodnot
uzlùm T2 a T3. Dále podle druhého pøíkladu platí, ¾e uzly S1 a S2 pou¾ívají stejnou sadu
promìnných pro pøedávání hodnot uzlu T3. Z tohoto plyne, ¾e v tomto pøíkladu, musí být
u¾ita stejná sada pomocných promìnných pro realizaci v¹ech pøedávání hodnot operand
stackem.
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Obrázek 6.14: Kombinovaný pøípad
Alternativní vyobrazení pøíkladu je vidìt na obr. 6.15.
Obrázek 6.15: Kombinovaný pøípad
Algoritmus vytváøení pomocných promìnných V pou¾itím algoritmu je na situaci
nahlí¾eno z pohledu cílù (v pøíkladech rù¾ové). Cíle jsou øazeny do skupin, které vyjadøují
sdílení sady pomocných promìnných. Nejdøíve se vytvoøí skupiny s tím, ¾e pokud dva
cíle sdílí pøedka (v pøíkladech zelené) patøí do stejné skupiny (tímto se aplikuje pravidlo
z prvního pøíkladu). A¾ jsou takto vytvoøeny v¹echny skupiny, projdou se cíle znovu.
Pokud je nalezen cíl patøící do více ne¾ jedné skupiny, v¹echny skupiny do kterých patøí
jsou slouèeny do jediné (aplikace pravidla z druhého pøíkladu). Poté platí, ¾e pro pøedávání
hodnot v¹em cílùm patøícím do jedné skupiny se pou¾ívá jedna (sdílená) sada pomocných
promìnných.
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6.4. Seøazení uzlù CFG
Aby se zajistilo vhodné poøadí uzlù CFG, pro následné algoritmy, rekonstruující øídící
struktury je nejdøíve zaøazen algoritmus pro seøazení uzlù.
Topologické øazení
Jedním z cílù øazení uzlù CFG je, aby se vyeliminovali v¹echny "zbyteèné"zpìtné skoky,
které by bytecode mohl obsahovat. K tomuto lze vyu¾ít tzv. topologické øazení, které
zajistí, ¾e ka¾dý uzel bude v seøazené posloupnosti uzlù pøedcházet v¹echny své následníky.
Topologické øazení má v¹ak jedno velké omezení. Graf jím øazený nemù¾e obsahovat cykly.
Pøesnìji øeèeno nesmí obsahovat tzv. silnì souvislé komponenty.
Silnì souvislé komponenty (strongly connected components)
Silnì souvislé komponenty (dále oznaèované jako SCC) jsou takové èásti grfu (podgrafy),
u kterých platí, ¾e z ka¾dého jeho uzlu se lze dostat (po orientovaných hranách) na ka¾dý
dal¹í. V algoritmu pro hledání SCC se uplatòuje prohledávání do hloubky, pøièem¾ první
nav¹tívený uzel SCC se nazývá koøen (root) SCC.
Algoritmus vytvoøený pro decompiler
Alogoritmus øazení CFG uzlù vyu¾itý v dekompileru, vyu¾ívá oba zmínìné algoritmy
(tedy topologické øazení a vyhledávání SCC) a funguje následujícím zpùsobem. Na CFG
se pou¾ije algoritmus pro nalezení SCC. Ka¾dý SCC je odebrán a nahrazen jediným
uzlem, pøièem¾ v¹echny hrany konèící na uzlech, je¾ jsou souèástí tohoto SCC, jsou
odebrány a nahrazeny hranami, konèícími v tomto novém uzlu. V¹echny hrany vycházející
z uzlù je¾ jsou souèástí SCC jsou odebrány a nahrazeny hranami vycházejícími z nového
uzlu. Dále jsou odebrány v¹echny hrany vedoucí do koøene daného SCC (tímto není
poru¹ena souvislost podgrafu, který býval SCC). Na výsledný graf (s novým uzlem) je
aplikován algoritmus topologického øazení (pokud jde o graf vzniklý z SCC zaèíná se na
koøenovém uzlu). Algoritmus je poté rekurzivnì aplikován na ka¾dý graf vzniklý z SCC
(odebráním pøíslu¹ných hran, jak bylo popsáno vý¹e). Názornì je algoritmus demonstrován
na následujících pøíkladech.
pø. 1 cyklus while
Jako první pøíklad bude pou¾ita opìt metoda s while cyklem. Na obr lze vidìt zkompilovaný
kód a z nìho vytvoøený CFG s uzly v poøadí v jakém se vyskytují ve zkompilovaném kódu.
Obrázek 6.16: Metoda s while cyklem a její zkompilovaná podoba
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Obrázek 6.17: Pùvodní CFG s neseøazenými uzly
Nejdøíve jsou nalezeny SCC (v tomto pøípadì pouze jeden). Koøen (root) je oznaèen
¹ipkou.
Obrázek 6.18: CFG s nalezeným SCC
SCC je uva¾ován jako jediný uzel (alový), hrany vedoucí do nìj a z nìj jsou pøemístìny
na nový uzel. Dále jsou odstranìny v¹echny hrany konèící na koøenu SCC. Graf je topologicky
seøazen. (v tomto pøípadì zùstává poøadí nezmìnìno)
Obrázek 6.19: CFG s ostranìnými hranami
Proto¾e SCC z odstranìnými pøíslu¹nými hranami neobsahuje dal¹í SCC, je pouze
topologicky seøazen. (zaèíná se koøenem)
Obrázek 6.20: Seøazení grafu vzniklého z SCC
Zde u¾ je CFG se seøazenými uzly. Lze vidìt, ¾e poøadí CFG uzlù nyní odpovídá poøadí
konstruktù v povodním zdrojovém kódu.
Obrázek 6.21: Seøazený CFG
pø. 2 vnoøené while cykly
Zdrojový a zkompilovaný kód tohoto pøíkladu lze vidìt na obr. 6.22.
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Obrázek 6.22: Metoda se dvìma while cykly a její zkompilovaná podoba
Následuje CFG s uzly v poøadí, v jakém se vyskytují ve zkompilovaném kódu.
Obrázek 6.23: Pùvodní CFG s neseøazenými uzly
Nejdøíve jsou nalezeny SCC. Koøen (root) je oznaèen ¹ipkou.
Obrázek 6.24: CFG s nalezeným SCC
SCC je uva¾ován jako jediný uzel (alový), hrany vedoucí do nìj a z nìj jsou pøemístìny
na nový uzel. Dále jsou odstranìny v¹echny uzly konèící v koøenu SCC. Graf je topologicky
seøazen. (poøadí zùstává nezmìnìno)
Obrázek 6.25: Graf vzniklý po odstranìní pøíslu¹ných hran a topologickém seøazení
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Algoritmus se rekurzivnì aplikuje na graf vzniklý z SCC (odstranìním pøíslu¹ných
hran), jsou zde tedy opìt hledány SCC.
Obrázek 6.26: SCC nalezený rekurzivní aplikací algoritmu
Odebrány pøíslu¹né hrany.
Obrázek 6.27: Graf vzniklý z SCC odebráním pøíslu¹ných hran
Graf je topologicky seøazen. (Zaèíná se v uzlu který byl koøenem SCC)
Obrázek 6.28: Topologicky seøazení podgrafu
Algoritmus se podruhé rekurzivnì aplikuje na graf vzniklý z SCC (odstranìním pøíslu¹ných
hran), nyní u¾ tedy dojde pouze k topologickému seøazení.
Obrázek 6.29: Druhá rekurzivní aplikace algoritmu na zbývající podgraf
Zde u¾ CFG po seøazení. Stejnì jako v prvním pøíkladu je vidìt, ¾e poøadí CFG uzlù
nyní odpovídá poøadí konstruktù v povodním zdrojovém kódu.
Obrázek 6.30: CFG se seøazenými uzly
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6.5. Pøevod seøazených uzlù CFG do strukturovaného
kódu
Ani seøazené uzly CFG, s vytvoøenými statementy, v¹ak stále není mo¾no ve zdrojovém
kódu javy pøímo reprezentovat. Kód je nyní nutno strukturovat. (Java neumo¾òuje pou¾ití
goto) Tento krok je jeden z nejkritiètìj¹ích. Je zøejmé, ¾e ne ka¾dý kód lze rozumnì
strukturovat. Právì proto by mìl být pou¾itý algoritmus co nejuniverzálnìj¹í. Pøevod by
mìl být proveden do co nejobecnìj¹ích øídících struktur, pøièem¾ zároveò by bylo vhodné,
aby poèet druhù tìchto øídících struktur, byl co nejni¾¹í. To aby si algoritmus zachoval
dostateènou jednoduchost a univerzálnost. V Javì bì¾nì pou¾ívané øídící struktury jako
if, if-else, for, while, do-while apod. tedy nepøicházeli v úvahu, proto¾e jsou pøíli¹ konkrétní
a je jich pøíli¹ mnoho druhù.
Obecný scope
Cílem snahy vytvoøení vhodné øídící struktury bylo zavedení nìèeho, co bud dále oznaèováno
jako "obecný scope". Obecný skope si lze pøedstavit jako pojmenovaný scope, na který lze
navíc aplikovat continue. Av¹ak obecný scope není cyklem (po dosa¾ení jeho konce dojde
k jeho opu¹tìní). Continue aplikované na obecný skope provede skok na zaèátek, break
na konec. Break a continue aplikované na obecný scope navíc mohou být podmínìné.
Pøevod obecných scopù do jazyka java
Pokud obecný scope neobsahuje statementy continue, lze jej reprezentovat jednodu¹e
pomocí pojmenovaného scopu. V obecné formì je pøevoditelný do Javy jako pojmenovaný
nekoneèný cyklus, který je implicitnì zakonèen breakem. Proto¾e takovéto znaèení by bylo
znaènì nepøehledné, budou u pøíkladù demonstrujících fungování algoritmù vytváøejících
obecné scopy, tyto zobrazeny jako pojmenovaný scope. Pro podmínìné pøíkazy break a
continue bude vyu¾ito statementu if.
Tvorba obecných scopù pro dopøedné skoky
Zde rozebírán pøípad, ¾e kód obsahuje pouze dopøedné skoky. Algoritmus vytvoøí scope
metody, a poté pracuje postupnì "od zhora dolù"a do metody postupnì pøidává statementy.
Skoky nahradí kombinací obecného scopu a statementu break. My¹lenka je ta, ¾e je
vytvoøen obecný scope, který obsahuje "místo ze kterého je proveden skok"a sahá a¾
pøed "místo doskoku". Na ten je poté aplikován break. Pokud je proveden skok z místa,
které je vnoøeno v jednom nebo více scopech, které ale nedosahují k místu doskoku, jsou
i v¹echny tyto scopy zahrnuty do nového scopu (tak, aby se pøede¹lo "køí¾ení"scopù).
Pokud u¾ vhodný scope existuje nový se nevytváøí a break se aplikuje na tento scope.
Následuje demonstace na pøíkladu.
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Demonstrace algoritmu na pøíkladu Na obr. 6.31 lze vidìt pùvodní zkompilovaný
kód a vytvoøený CFG, na kterém bude fungování algoritmu demonstrováno.
Obrázek 6.31: Kód pøíkladu a vytvoøený CFG
Následuje demonstrace samotného algoritmu. Na levé stranì jsou seøazené prvky CFG
(od shora dolù). Ty obsahují statementy (a podmínky skokù) metody. V pravé èásti
je poté vyobrazeno postupné umis»ování kódu do scopù. (nahoøe tak jak by vypadal
dekompilovaný kód, dole ve stromové reprezentaci)
Nejdøíve je vytvoøen scope metody.
Obrázek 6.32: Vytvoøen scope metody
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Místo skoku je zabeleno do scopu tak, ¾e scope sahá a¾ pøed místo doskoku. Na scope
je aplikován podmínìný break s pøíslu¹nou podmínkou.
Obrázek 6.33: Zpracován skok
Místo skoku ji¾ ve scopu je, av¹ak tento scope nedosahuje a¾ pøed místo doskoku.
Je proto vytvoøen nový scope, který celý tento scope obsahuje. Na skope je aplikován
podmínìný break s pøíslu¹nou podmínkou.
Obrázek 6.34: Zpracován skok
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První statement return je vlo¾en na pøíslu¹nou pozici.
Obrázek 6.35: Vlo¾ení prvního statementu return
Druhý statement return je vlo¾en na pøíslu¹nou pozici.
Obrázek 6.36: Vlo¾ení druhého statementu return
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Tøetí statement return je vlo¾en na pøíslu¹nou pozici.
Obrázek 6.37: Vlo¾ení tøetího statementu return
Tvorba obecných scopù pro zpìtné skoky
Na zpìtné skoky by ¹el aplikovat algoritmus podobný, jako u dopøedných skokù, pouze by
se postupovalo od konce a místo breaku by se pou¾íval continue. Av¹ak aby bylo mo¾né
algoritmy pozdìji slouèit i zde se bude postupovat dopøedným smìrem. Algoritmus tedy
nejdøív vytvoøí scope metody a poté zpracovává uzly CFG v tom poøadí, do jakého byly
seøazeny algoritmem vý¹e. Umis»uje pøitom statementy v nich obsa¾ené do aktuálního
scopu. Problém v¹ak je, ¾e pøi postupu dopøedným smìrem není jasné, kdy by se mìly
otevírat nové scopy, ani kdy by se mìly uzavírat. Toto je øe¹eno tím, ¾e ka¾dý uzel CFG
opatøen èítaèem, jeho¾ poèáteèní hodnota odpovídá poètu hran, po kterých se na tento
uzel CFG dá dostat. Pokud je pøi vstupu na uzel CFG hodnota jeho èítaèe nenulová,
znamená to, ¾e je cílem zpìtného skoku (viz dále) a je otevøen nový obecný skope. V¾dy
pøi opou¹tìní uzlu CFG jsou èítaèe v¹ech uzlù CFG, které jsou jeho pøímými následníky
(po hranách CFG) sní¾eny o 1. Zároveò se také vytvoøí statement continue, pokud je
z uzlu proveden zpìtný skok. Pokud nìkterý èítaè dosáhne nuly, je scope zaèínající na
tomto cíli (uzlu CFG) uzavøen (jestli¾e takový scope existuje). Pokud není mo¾né scope
uzavøít z dùvodu, ¾e ji¾ byl otevøen jeden nebo více vnoøených skopù, pozdr¾í se uzavøení
do chvíle, kdy jsou v¹echny vnoøené skopy uzavøeny.
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Demonstrace algoritmu na pøíkladu Algoritmus je opìt demonstrován na pøíkladu.
Na obr. 6.38 lze vidìt pùvodní zkompilovaný kód a k nìmu vytvoøený CFG. Kvùli
pøehlednosti budou obecné scopy (viz vý¹e) generované algoritmem zobrazeny jak obyèejné
pojmenované scopy. Následuje algoritmus samotný.
Obrázek 6.38: Kód pøíkladu a vytvoøený CFG
Algoritmus zaèíná vytvoøením scopu metody.
Obrázek 6.39: Vytvoøen scope metody
Do aktuálního scopu se umístí v¹echny statementy z prvního uzlu CFG (jeho èítaè má
hodnotu 0, nový scope se tedy nevytváøí). Hodnota èítaèe následníka (po ¹ipce) je sní¾ena
o 1.
Obrázek 6.40: Vlo¾en první statement
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Pøejde se na dal¹í uzel CFG. Proto¾e hodnota jeho èítaèe je nenulová, otevírá se nový
scope. Do nìj se umístí statement z uzlu CFG. Opìt se sní¾í èítaèe následníkù.
Obrázek 6.41: Otevøen scope
Pøejde se na dal¹í uzel CFG. Hodnota èítaèe je opìt nenulová, vytváøí se tedy nový
scope. CFG provádí podmínìný zpìtný skok, je tedy vytvoøen pøíslu¹ný podmínìný statement
continue. Sní¾í se èítaèe následníkù. Hodnota èítaèe pro první scope dosáhla 0. Uzavøení
v¹ak není mo¾né, proto¾e je otevøen vnoøený scope. Uzavøení se tedy pozdr¾í do chvíle,
kdy to bude mo¾né.
Obrázek 6.42: Otevøen 2. scope
63
6.5. PØEVOD SEØAZENÝCH UZLÙ CFG DO STRUKTUROVANÉHO KÓDU
Pøejde se na dal¹í uzel CFG. Hodnota èítaèe je nulová, nový scope se nevytváøí.
Do aktuálního scopu se vlo¾í statement z uzlu CFG a vytvoøí se pøíslu¹ný podmínìný
statement continue. Sní¾í se èítaèe následníkù. Èítaè druhého otevøeného scopu dosáhl 0,
je tedy uzavøen. Nyní je ji¾ mo¾né uzavøít také první vytvoøený scope, je tedy uzavøen.
Obrázek 6.43: Vlo¾eny statementy, uzavøeny scopy
Pøejde se na dal¹í uzel CFG. Zde u¾ dojde pouze k vlo¾ení statementu return a
algoritmus konèí.
Obrázek 6.44: Vlo¾ení statementu return
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Algoritmus vzniklý slouèení obou algoritmù
Výsledný algoritmus vzniká slouèením obou algoritmù. Zpracovává tedy jak dopøedné,
tak zpìtné skoky. Uvnitø algoritmu jsou oba algoritmy stále do znaèné míry rozli¹itelné.
Vytváøí se dvì sady obecných scopù. Jedny jsou oznaèované jako dopøedné, na ty na
tyto se aplikují pouze statementy break, druhé jako zpìtné, na tyto jsou aplikované
pouze statementy continue. Slouèení spoèívá pøedev¹ím v tom, ¾e pøi tvorbì dopøedných
skokù jsou brány v úvahu i scopy vytvoøené kvùli zpìtným skokùm. Pøi pozdr¾ování
uzavøení zpìtných scopù jsou naopak brány v úvahu i scopy vytvoøené dopøednými skoky.
Slouèením algoritmu v¹ak také pøibyl stav, který algoritmus nedoká¾e øe¹it. (toto je
dùsledek nutnosti pøechodu z instrukcí skokù na ménì obecné strukturované øídící struktury,
pøíklad kódu (bytecodu) neøe¹itelného tímto algoritmem bude uveden dále).
Vstupem do algoritmu je seøazená posloupnost uzlù CFG, nále¾ících do CFG u nìho¾
je strukturování po¾adováno. Uzly CFG jsou zde uva¾ovány tøech druhù.
 uzly bez následníka (zakonèené statementem return)
 uzly s jedním následníkem (uzel CFG byl pøi vytvoøení zakonèen instrukcí goto nebo
následující intrukce byla cíl skoku)
 uzly se dvìma následníky (uzel byl pøi vytvoøení zakonèen instrukcí z rodiny if*)
Jediný následník (u uzlù s jedním následníkem) nebo ten následník, je¾ nepøedstavuje
pùvodní podmínìný skok (u uzlù se dvìma následníky), bude oznaèován jako defaultní
následník. Druhý následník u uzlù se dvìma následníky bude oznaèován jako podmínìný
následník.
V rámci algoritmu je s ka¾dým uzlem CFG asociován èítaè. Mimo to mù¾e být s
ka¾dým uzlem CFG asociován obecný scope vytvoøený dopøedným skokem (oznaèován
dopøedný scope) a obecný skope vytvoøený kvùli zpìtným skokùm (oznaèován zpìtný
scope). V algoritmu pak také gurují aktuální scope a aktuální uzel CFG. Následují kroky
algoritmu.
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Kroky algoritmu
1. Pro ka¾dý uzel CFG se vytvoøí èítaè s poèáteèní hodnotou odpovídající poètu hran,
pøes které je daný uzel CFG dosa¾itelný. Jako aktuální uzel CFG se nastaví první
ze seznamu. Dále se vytvoøí scope celé metody a nastaví se jako aktuální. Pøejde se
na bod 3 (bod 2 by byl zbyteèný).
2. Pokud je s aktuálním uzlem CFG asociován dopøedný skope, zjistí se jestli odpovídá
aktuálnímu scope. Pokud ano, uzavøe se, jako aktuální se nastaví jemu pøímo nadøazený
scope, provede se algoritmus uzavírání scopù a pokraèuje se bodem 3. Pokud ne,
algoritmus skonèí chybou (tj. je otevøen vnoøený scope -> dopøedný scope nelze
uzavøít).
3. Je-li hodnota èítaèe aktuálního CFG uzlu nenulová, vytvoøí se nový obecný skope
a nastaví se jako zpìtný skope aktuálního uzlu CFG. Novì vytvoøený skope se dále
vlo¾í do aktuálního scopu a nastaví se jako aktuální.
4. Do aktuálního scopu se vlo¾í statementy z aktuálního uzlu CFG.
5. Èítaèe v¹ech pøímých následníkù aktuálního CFG (po hranách CFG) jsou sní¾eny
o 1.
6. Pokud má aktuální uzel CFG následníky tak se pro podmínìného následníka (pokud
ho má) vykoná algoritmus pro zpracování následníka, poté se stejný algoritmus
provede pro defaultního následníka. Nakonec se provede algoritmus uzavírání scopu.
Algoritmus poté ze seznamu seøazených uzlù CFG vybere následující uzel a pokraèuje
bodem 2. Pokud takový neexistuje a ji¾ byl zpracován poslední, algoritmus konèí.
Algoritmus zpracování následníka
1. Pokud jde o defaultního následníka, který i v seøazené posloupnosti uzlù CFG
následuje (pøímo) za aktuálním uzlem CFG, algoritmus konèí. Pokud ne, pokraèuje
se bodem 2.
2. Otestuje se jestli jde o dopøedný skok (následník, je následníkem aktuálního uzlu také
v seøazené posloupnosti uzlù CFG). Pokud ano, provede se algoritmus pro získání
scopu pro dopøedný skok a do aktuálního scopu se vlo¾í statement break, cílený
na získaný scope (ten je podmínìný pøíslu¹nou podmínkou, v pøípadì podmínìného
následníka). Pokud ne pokraèuje se bodem 3.
3. Do aktuálního scopu se vlo¾í statement continue, cílený zpìtný skoupe následníka
(ten je podmínìný pøíslu¹nou podmínkou, v pøípadì podmínìného následníka).
Algoritmus získání scopu pro dopøedný skok
1. Pokud ji¾ s cílovým uzlem CFG je asociován dopøedný scope algoritmus konèí
pøièem¾ vrátí tento scope. Pokud ne pokraèuje se bodem 2
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2. Vytvoøí se nový obecný scope. Tento se asociuje s cílovým uzlem CFG, jako¾to
dopøedný scope. Poté se zjistí, jestli platí, ¾e mezi aktuálním scopem a jeho obalujícími
scopy, existují takové, které jsou uzavøené (v pøípadì zpìtných scopù) a konèí
pøed cílem doskoku. Jestli ano, nový scope "obalí"nejvy¹¹í takový (aby se pøede¹lo
"køí¾ení"scopù). Pokud ne, nový scope je vlo¾en do aktuálního a poté se nastaví
jako aktuální. V obou pøípadech je vrácen nový scope.
Algoritmus uzavírání scopu
1. pokud je aktuální scope èekající na uzavøení uzavøe se, jako aktuální se nastaví
scope jemu pøímo nadøazený a tento algoritmus se rekurzivnì provede, pokud ne
algoritmus konèí
6.6. Optimaliace øídících struktur
Poté, co je kód strukturován do podoby obecných scoupù, je zaøazena øada optimalizaèních
krokù. Tyto kroky mají za cíl vytvoøení lidsky lépe èitelného kódu s pou¾itím bì¾ných
øídících struktur Javy. Optimalizaèní kroky mají zpravidla velmi jednoduchou formu.
Termínem "scope, který nepøedstavuje cyklus"je my¹len obecný scope, na nìho¾ není
aplikován ¾ádný statement continue,"scope, který pøedstavuje cyklus"je naopak scope,
na který nìjaké continue aplikované je. V obou pøípadech jde ale stále o obecné scopy.
Následuje pøíklad nìkterých takových optimalizaèních krokù. Jde v¹ak spí¹e o pøiblí¾ení
zpùsobu, jakým optimalizace øídících struktur funguje. Nemusí tedy nutnì pøesnì odpovídat
tìm aktuálnì pou¾itým v dekompileru (s tímto se stále experimentuje).
 Jsou nalezeny scopy, které pøedstavují cyklus a obsahují pouze scope, nepøedstavující
cyklus. Vnoøený scope mù¾e být vypu¹tìn a pøíkazy break aplikované na nìj jsou
pøesmìrovány na obklopující scope.
 Jsou nalezeny obecné scopy, které které nepøedstavují cyklus a jejich tìlo zaèíná
podmínìným breakem, který na nì cílí. Tyto jsou pøevedeny na statement if, který
pou¾ívá invertovanou podmínku pùvodního podmínìného breaku.
 Jsou nalezeny scopy, které pøedstavují cyklus a jejich tìlo konèí statementem continue,
který na nì cílí. Tyto jsou pøevedeny na cyklus do-while, v pøípadì podmínìného
skoku, nebo pøevedeny na nekoneèný cyklus v pøípadì nepodmínìného skoku. (tento
mù¾e být reprezentován jako for(;;) nebo dále optimalizován)
 Cykly které jsou nekoneènými cykly a zaèínají podmínìným statementem break
na nì cíleným jsou pøevedeny do podoby while cyklu pou¾ívajícím invertovanou
podmínkou pùvodního podmínìného breaku.
Tyto optimalizaèní kroky jsou provádìny postupnì a rekurzivnì na v¹echny "vnoøené"scopy
(popø. pozdìji také na jiné øídící struktury). Jejich jednoduchost je dána dobrými vlastnostmi
výchozích zavedených struktur (tj. obecný scope), dále také tím, ¾e výstup algoritmu pro
tvorbu obecných scopù je velmi pøedvídatelný (nedìlá tedy ¾ádné "chytáky"). Souèástí
této fáze je také potøebné pøevádìní intù zpìt na booleany (v podmínkách). Implementace
tohoto je v¹ak zatím zjednodu¹ená. Dále jsou deklarovány promìnné. Deklarace je pøitom
umis»ována v co "nejhlub¹ím"scopu a co nejpozdìji v jeho tìle tak, aby v¹ak svým
rozsahem platnosti pokryla v¹echny svoje pou¾ití.
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6.7. Generování kódu javy
Po provedení optimalizaèních krokù je ji¾ vygenerován kód jazyka Java. Na úrovni typù
se zdrojové kódy generují s pomocí informací pøeètených z class souboru. Na úrovni
metod je pak kód generován z abstraktních syntaktických stromù statementù, vytvoøených
v pøedchozích krocích. Pøi generování musí být brána v úvahu priorita a asociativita
operátorù. Pøidáním závorek je zaji¹tìno, aby poøadí vyhodnocování výrazù v generovaném
kódu odpovídalo tomu, které je dáno AST. Algoritmus se sna¾í pøidávat pouze nezbytné
závorky aby se dosáhlo správného poøadí vyhodnocování. Pøidání závorek mù¾e být nezbytné
také v nìkterých speciálních pøípadech. To je napøíklad unární operátor mínus aplikovaný
na zápornou hodnotu, vícenásobné pou¾ití tìchto operátorù nebo pou¾ití tohoto operátoru
na druhý operand operace odèítání apod. Závorky se musí pøidat tak, aby se pøede¹lo
vzniku operátoru pre-dekrementace (napø. -(-5)). Dal¹ím takovým pøíkladem by mohlo být
ètení z novì vytvoøeného pole, kde by mohlo místo toho dojít k vytvoøení vícerozmìrného
pole (tj. (new int[5])[1] a ne new int[5][1]) apod. Dále musí být také vygenerovány literály
a potøebné escape sekvence v textových øetìzcích pro znaky, které nelze do øetìzcù umístit
pøímo (tj. napøíklad znak nového øádku). Generátor zároveò provádí odsazování pro
zvý¹ení pøehlednosti generovaného kódu.
6.8. Ukázka kódu generovaného dekompilerem
Zde ji¾ následují praktické ukázky dekompilace kódu dekompilerem. Proto¾e práce se
zamìøuje na dekompilaci metod, bude zde uveden pouze kód metod (bez obklopující
tøídy). Na pøíkladech bude také ukázán vliv optimalizace.
statement if Na tomto pøíkladu je ukázána dekompilace statementu if. Pùvodní bytecode
vzniklý kompilací pøíslu¹ného if statementu vypadá tak, jak je vidìt na obrázku 6.46. Kód
je zobrazen v podobì vypsané nástrojem javap (dissassemblerem) z JDK.
Obrázek 6.45: Metoda v podobì bytecodu
Zde u¾ je dekompilovaný pøíklad do podoby obecných scoupù bez dal¹ích optimalizací.
Ten pøedstavuje øe¹ení s pou¾itím scope a podmínìného breaku.
Obrázek 6.46: Metoda po strukturování do podoby obecných scopù
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Proto¾e si lze v¹imnout, ¾e scope zaèíná podmínìným breakem na nìj cílícím, je scope
pøeveden na statement if (je¾ pou¾ívá invertovanou podmínku).
Obrázek 6.47: Metoda po optimalizaci øídících struktur
cyklus while Na tomto pøíkladu je ukázána dekompilace statementu while. Pùvodní
bytecode vypadá tak jak je vidìt na obrázku 6.48.
Obrázek 6.48: Metoda v podobì bytecodu
Kód dekompilovaný do podoby obecných scopù lze vidìt na obr. 6.49 . Zde si lze
také pov¹imnout reprezentace obecného scopu v jeho nejobecnìj¹í formì. (Tedy for(;;) s
implicitním breakem na konci.) Je zde také vidìt, ¾e algoritmus pro tvorbu scopù generuje
oddìlenou sadu scopù pro dopøedné a zpìtné skoky.
Obrázek 6.49: Metoda po strukturování do podoby obecných scopù
Je zøejmé, ¾e oba obcné scopy lze slouèit a výsledný scope bude mít nepodmínìný
statement continue na konci. (Implicitní break je zde jako reprezentace obecného scopu a
nepoèítá se.) Tím by ¹lo o nekoneèný cyklus, tento jde v¹ak dále optimalizovat na cyklus
while, proto¾e prvním statementem v nekoneèném cyklu by byl podmínìný statement
break, cílící na tento cyklus. Výsledný dekompilovaný kód lze tedy vidìt na obr. 6.50.
Obrázek 6.50: Metoda po optimalizaci øídících struktur
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7. Závìr
V rámci práce bylo vytvoøeno mno¾ství algoritmù, které byly poté pou¾ity ve zpìtném
pøekladaèi. Úsilí bylo vìnováno pøedev¹ím snaze rekonstruovat øídící struktury Javy (co¾
bylo pova¾ováno za klíèové pro dekompilaci). V tomto bylo dosa¾eno úspìchu v podobì
funkèní realizace algoritmù k tomu navr¾ených. Pro potøeby testování byly vytvoøeny
tøídy s øadou testovacích metod, na kterých byl pøekladaè (algoritmy) testován. Nìkteré
tyto tøídy byly psány v jazyce Java, jiné obsahovaly ruènì psaný bytecode s pomocí
nástroje Jasmin. Mo¾nosti vytváøení tøíd s metodami obsahujícími ruènì psaný bytecode
se vyu¾ívalo ke zvý¹ení kontroly na kódem. Toto umo¾òovalo snadnìji testovat nìkteré
speciální a potenciálnì problematické konstrukce v bytecodu. Testování ovìøilo, ¾e algoritmy
splnily oèekávání na nì kladená. Pou¾ití zpìtného pøekladaèe mimo oblast rekonstrukce
øídících struktur je zatím dosti omezená (také zatím chybí podpora switch instrukcí),
av¹ak algoritmy byly navr¾eny tak, aby mohly být v budoucnu roz¹íøeny o podporu dal¹ích
konstrukcí Javy.
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8. Seznam pou¾itých zkratek a
symbolù
JDK Java development kit
JRE Java runtime evironment (bìhové prostøedí Javy)
JVM Java Virtual Macheine (virtuální stroj Javy)
CFG control ow graph
SCC strongly connected component (silnì souvislý komponent)
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