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RESUMEN 
 
En este proyecto de grado, se describen procesos de identificación y control 
multivariable de estructura variable de un helicóptero de dos grados de libertad. 
Modelos en función de transferencia que describen el sistema en tiempo discreto, 
son obtenidos a partir de los algoritmos de identificación que tienen en cuenta los 
comportamientos de entradas/salidas para encontrar dicho modelo el cual 
describe el sistema real. Estas representaciones se obtienen mediante el uso de 
métodos de identificación, tales como los Métodos de Regresión Lineal y Redes 
neuronales.  
Se selecciona una estructura de control no lineal de estructura variable por planos 
deslizantes, la cual es capaz de acoplarse a las no linealidades del sistema con 
dinámicas variantes en el tiempo. Se obtiene una superficie deslizante que posea 
una acción integral para garantizar que la ley de control logre que el error de 
seguimiento de trayectorias converja a cero. 
Se aplica la metodología propuesta para la identificación y control no lineal 
multivariable de estructura variable aplicado a un helicóptero de dos grados de 
libertad, sobre dicho sistema simulado y también sobre el sistema real. 
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INTRODUCCIÓN 
 
Los helicópteros a escala son un modelo de vehículo aéreo no tripulado que han 
causado gran interés por parte de la comunidad científica, debido a la gran 
influencia de los efectos aerodinámicos, al alto grado de interacción de sus 
variables y a sus características no lineales, que hacen que estos sistemas sean 
difíciles de maniobrar.  Por lo tanto sin una teoría de control bien desarrollada no 
se podrían tratar estos dispositivos de manera inteligente. [1] 
Teniendo en cuenta que el sistema presenta comportamientos no lineales, los 
cuales por complejidad son usualmente  tratados mediante aproximaciones 
lineales. Sin embargo dichas aproximaciones no son viables cuando se presentan 
grandes variaciones de parámetros, resultando grandes errores en el cálculo de 
las variables, debido a que el sistema no lineal es linealizado a partir de un punto 
de operación donde obliga a la planta estar dentro del rango de operación y si el 
sistema por alguna variación importante se sale de este rango el controlador se 
vuelve inestable. [3] [8] [9] Por ende los controladores que son diseñados para una 
función de costo lineal del sistema no son los más óptimos. 
Los métodos no lineales convencionales no evitan la sobreestimación de la 
perturbación generando así unas ganancias de control muy rígidas, además estas 
estructuras de control deben conocer un modelo no lineal inicial, el cual no es 
variante en el tiempo y el plano deslizante debe ser fijo por lo que la ganancia de 
control obtenida es fija para todos los vuelos que se realicen con el dispositivo. 
[17] [18] 
 
En este proyecto se pretende implementar algunas estrategias de control 
adaptativo que permitan la regulación del sistema.  Para lo cual inicialmente se 
estimaron los datos  manejando las variables de manera independiente y 
utilizando diferentes métodos de estimación, con el fin de identificar el 
comportamiento del sistema y sus características dinámicas.  Una vez hecho esto 
se implementó los controladores adaptativos de estructura variable por planos 
deslizantes con acción integral y se acoplo el sistema en tiempo real y a manera 
de simulación, haciendo pruebas para determinar la acción de control que mejor 
tenga efecto sobre el proceso. 
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Objetivo general 
 
Plantear una metodología para el diseño de sistemas de control no lineales de 
estructura variable para un vehículo aéreo no tripulado que sea robusto a 
perturbaciones internas y externas. 
 
 
Objetivos específicos 
 
- Diseñar un modelo de control de estructura variable por planos deslizantes 
para sistemas multivariable lineales o no lineales aplicado a un helicóptero 
de dos grados de libertad. 
 
- Plantear un controlador variante en el tiempo basado en la técnica de 
planos deslizantes con estimación en la perturbación mediante 
identificación en línea de un helicóptero de dos grados de libertad. 
 
- Plantear un controlador variante en el tiempo basado en la técnica de 
planos deslizantes inteligentes usando redes neuronales o lógica difusa los 
cuales serán aplicados en un helicóptero de dos grados de libertad. 
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Capítulo 1 
1. Modelo matemático del 
helicóptero de dos 
grados de libertad  
 
A continuación se presenta una descripción matemática de un helicóptero de dos 
grados de libertad en donde se muestran las ecuaciones que rigen el 
comportamiento de los diferentes elementos del sistema y los parámetros 
generales de operación.   
 
1.1 Helicóptero  de dos grados de libertad 
Un helicóptero de dos grados de libertad es un mecanismo que consta de un 
cuerpo o estructura que está sujeta a una base central, sobre la cual se generan 
dos movimientos angulares, uno sobre el eje z llamado w y el otro sobre el eje x 
llamado θ.  En cada extremo del cuerpo del helicóptero se encuentra un motor con 
una hélice acoplada, los cuales son los encargados de generar el empuje 
necesario para mover el sistema.  
Estos mecanismos son de gran interés para los estudios de control, debido a la 
gran influencia de los efectos aerodinámicos, al alto grado de interacción de sus 
variables y a sus características no lineales.  Presentando así un reto para los  
ingenieros, los cuales deben diseñar técnicas de control robustas que permitan 
regular estos sistemas. 
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Figura 1. Helicóptero de dos grados de libertad.  [2] 
 
 
1.2 Ecuaciones del sistema 
 
A pesar de que para el desarrollo de este proyecto no es necesario conocer el 
modelo dinámico del sistema, se hace uso de este para mostrar la complejidad del 
mecanismo a controlar. 
El modelo que se muestra a continuación es tomado del manual del helicóptero de 
dos grados de libertad distribuido por la empresa “feedback instruments limited” 
(ver Figura 1).  En este se describe el helicóptero mediante un sistema de 
ecuaciones no lineales, en las cuales se encuentran todas las características 
electromecánicas de la planta. [1] 
Para el movimiento rotacional alrededor del eje z, se presenta la siguiente 
sumatoria de momentos. 
    ̈                                         (1.0) 
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Donde   corresponde al momento de inercia del rotor vertical.  Los momentos que 
intervienen en la ecuación (1.0), se muestran a continuación. 
 Características no lineales del motor 1 (M1) 
        
                                                       (1.1) 
Donde    y    son características estáticas del sistema y   se expresa en la 
ecuación (1.6).  
 Momento gravitacional (MFG) 
                                                                   (1.2) 
Donde  es el momento de gravedad. 
 Momento de las fuerzas de fricción (MBW) 
         ̇            ̇                                 (1.3) 
Donde     y     son parámetros función del momento de inercia. 
 Momento de giro (MG) 
             ̇        ̇                                       (1.4) 
Donde     es un parámetro de momento de giro 
 Momento de reacción (MR1) 
   ̇      
      
   
 
   
   
       
       
   
   ̇                  (1.5) 
Donde     y     son parámetros del momento de reacción y     corresponde a la 
ganancia del momento de reacción, mientras que    se expresa en la ecuación 
(1.11). 
 
Las características del motor 1 son aproximadas mediante un modelo de primer 
orden representado por la ecuación (1.6). 
  ̇   
   
   
        
  
   
                                            (1.6) 
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Donde     y     son parámetros denominadores del motor 1 y    corresponde a la 
ganancia.  Mientras que       es una entrada del sistema.  
Para el movimiento rotacional alrededor del eje x, se presenta una ecuación de 
momentos similar a la anterior. 
    ̈                                                       (1.7) 
Donde    es el momento inercial del rotor horizontal.  Los momentos que 
intervienen en la ecuación (1.7) se muestran a continuación. 
 Características no lineales del motor 2 (M2) 
        
                                                      (1.8) 
Donde    y    son características estáticas del sistema y   se expresa en la 
ecuación (1.11).  
 Momento de las fuerzas de fricción (MBθ) 
         ̇            ̇                                    (1.9) 
Donde     y     son parámetros función del momento de inercia. 
 Momento de reacción (MR2) 
   ̇      
      
   
 
   
   
       
       
   
   ̇             (1.10) 
Donde     y     son parámetros del momento de reacción y     corresponde a la 
ganancia del momento de reacción, mientras que    se expresa en la ecuación 
(1.6). 
 
Características del motor 2, al igual que el motor 1 presenta un modelo 
aproximado  de primer  orden.  
  ̇  
  
   
       
   
   
                                           (1.11) 
Donde     y     son parámetros denominadores del motor 2 y    corresponde a la 
ganancia.  Mientras que       es otra entrada del sistema. 
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1.3 Modelo no-lineal 
A partir de las ecuaciones descritas anteriormente se plantea el modelo no lineal 
que describe el comportamiento y la dinámica del sistema. 
Reemplazando las ecuaciones (1.1), (1.2), (1.3), (1.4) y (1.5) en la ecuación (1.0) 
se obtiene. 
  
     
                      ̇          ̇ 
  
                                                                
                                                              
          
   ̇                 ̇         
  
          (1.12) 
Reemplazando la ecuación (1.11) en la ecuación (1.5) 
   ̇   
   
   
 (
   
   
 
           
       
)     
          
       
               (1.13) 
Reemplazando la ecuación (1.6) en la ecuación (1.10) 
   ̇   
   
   
 (
   
   
 
           
       
)     
          
       
                 (1.14) 
Reemplazando las ecuaciones (1.7) y (1.8) en la ecuación (1.6) 
 ̈  
     
             ̇         ( ̇)    
  
                                        (1.15) 
Organizando el modelo mediante el uso de variables auxiliares se puede reescribir 
el comportamiento de la planta como una serie de ecuaciones diferenciales de 
primer orden no lineales, que representan el modelo de estados. 
  ̇   ̇         (1.16) 
  ̇  
     
                                    
  
                                                            
                                                           
          
                                
  
     (1.17) 
  ̇   ̇           (1.18) 
  ̇  
     
                              
  
                                       (1.19) 
  ̇   
   
   
    
  
   
                                                               (1.20) 
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  ̇   
   
   
    
  
   
                                                               (1.21) 
  ̇   
 
   
    (
   
   
 
           
       
)     
          
       
                (1.22) 
  ̇   
 
   
    (
   
   
 
           
       
)     
          
       
                 (1.23) 
Donde   
         ̇   ̇      
     ̇    ̇   ̈ 
         ̇   ̇                            
     ̇           ̇   ̈ 
          ̇    ̇ 
          ̇    ̇ 
           ̇     ̇  
           ̇     ̇  
1.4 Modelo lineal 
Se linealizan las ecuaciones (1.16), (1.17), (1.18), (1.19), (1.20), (1.21), (1,22) y 
(1.23) alrededor del punto de operación cero, para obtener un sistema 
multivariable expresado mediante ecuaciones de estado lineales. 
   ̇                                                                                                      (1.24) 
   ̇  
                         
  
                                                                 (1.25) 
   ̇                                                                                                       (1.26) 
   ̇  
                   
  
                                                                           (1.27) 
   ̇   
   
   
     
  
   
                                                                          (1.28) 
   ̇   
   
   
     
  
   
                                                                           (1.29) 
   ̇  (
   
   
 
           
       
)      
 
  
     
          
       
                              (1.30) 
   ̇  (
   
   
 
           
       
)      
 
   
     
          
       
                             (1.31) 
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 Capítulo 2 
 
2. Métodos de Estimación   
 
El algoritmo de estimación de parámetros es una parte importante de los sistemas 
adaptativos.  Este consiste en adquirir un modelo a partir de observaciones 
obtenidas directamente del propio sistema que se pretende modelar.  Esto con el 
propósito de calcular unos parámetros de control robustos que permitan seguir y 
estabilizar el sistema. [11] 
Existen varias formas para realizar la estimación de un proceso, pero de forma 
más general se pueden distinguir dos categorías: estimación en línea y estimación 
fuera de línea.   
2.1 Estimación Fuera de Línea  
En este caso se toman los datos de las series medidas y se consignan en 
matrices, para después ajustar el modelo haciendo uso de estas. [10] 
Suponga una función de transferencia de n orden de la forma: 
     
   
      
          
  
                     
                                      (2.1) 
La cual es expresada como una ecuación en diferencias: 
                                                       (2.2) 
Expresando la ecuación (2.2) en forma vectorial se obtiene: 
     [                            ]
[
 
 
 
 
 
  
 
  
  
 
    ]
 
 
 
 
 
          (2.3) 
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La ecuación (2.4) muestra el sistema (2.3) de manera simplificada. 
                                                                             (2.4) 
Donde los valores de A y B son datos medidos experimentalmente de las entradas 
y salidas del proceso, mientras que X corresponde a los parámetros desconocidos 
del sistema. 
Haciendo uso del método de mínimos cuadrados se puede despejar X como se 
muestra en la ecuación (2.5). 
                                
                                                                (2.5) 
Una vez obtenidos los valores de X, se procede a reconstruir la función de 
transferencia (2.1). 
2.2 Esquemas de Estimación en Línea  
En este método de estimación, la identificación de parámetros del sistema se 
realiza con las medidas obtenidas en tiempo real, actualizando los parámetros en 
el intervalo de tiempo entre muestras sucesivas. Una clase particular de algoritmos 
en línea muy utilizada en la práctica es cuando la estimación de parámetros 
actual,  ̂   , es calculada en términos de la estimación anterior,  ̂     , de la 
siguiente manera: [4][13] 
 ̂       ̂                               (2.6) 
Donde      expresa los datos disponibles en el tiempo  , y          indica una 
función algebraica, cuya forma determina el algoritmo específico. En el caso de los 
sistemas dinámicos, los datos,     , son las observaciones actuales y anteriores 
de las salidas y entradas del sistema, que expresamos como: 
     {             }        {             }            (2.7) 
Una forma especial de (2.6) utilizada en la práctica está dada por: 
 ̂     ̂             ̅      ̅            (2.8) 
Dónde: 
 ̂    Es un vector que representa los parámetros estimados en el tiempo  . 
       Expresa una ganancia del algoritmo (posiblemente una matriz). 
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 ̅      Indica un vector de regresión de algún tipo compuesto de elementos 
seleccionados de              ; d es un entero. 
 ̅    Muestra un error de modelado de algún tipo (el error de predicción del modelo 
derivado del uso de  ̂     ). 
La ecuación representada en (2.8) pude ser motivada por muchas funciones 
objetivas diferentes, también depende de los significados precisos de  ̂   ,     , 
 ̅    y  ̅   , dado esto el algoritmo puede tener muchas formas diferentes. 
2.3 Métodos de Error de Ecuación para el Sistema Determinista 
 
Basados en los modelos DARMA y ARMAX que se presentan en el apéndice A, en 
los cuales se tienen una representación de parámetros lineales, se muestran los 
dos esquemas de estimación en línea representados en las subsecciones 2.3.1 y 
2.3.2 utilizados para realizar la estimación de los parámetros de la planta de forma 
lineal. [4] 
2.3.1 Mínimos Cuadrados Recursivos (MCR). 
La estimación basada en mínimos cuadrados recursivos, tiene la forma: [4] 
 ̂      ̂      
            
                     
(             ̂     )              (2.9) 
    
Donde φ y  ̂ corresponden a A y X de la ecuación (2.4) respectivamente.  Mientras 
que        es cualquier matriz positiva definida y      será calculada de la 
forma: 
            
                         
                     
                                 (2.10) 
    
Se observa que la estimación de mínimos cuadrados recursivos tiene la forma 
(2.8). A continuación se muestra que la ecuación de identificación de parámetros 
basada en este método resulta de la minimización de la siguiente función de costo 
cuadrático: 
      
 
 
∑                  
 
 
(   ̂   )
 
  
      ̂                     (2.11) 
19 
 
Básicamente, la función de costo (2.11) representa la suma de los errores 
cuadráticos:  
                                                                                           (2.12) 
Donde tenemos la diferencia del valor real      y el valor estimado por el modelo 
con el vector de parámetro  , y el resto de la función esta dado para tener en 
cuenta la condiciones iniciales. 
El algoritmo de mínimos cuadrados representado en las ecuaciones (2.9) y (2.10) 
generalmente converge mucho más rápido que el algoritmo de estimación por 
proyección y es menos sensible al ruido comparado con la estimación basada en 
proyección y proyección ortogonal. 
2.3.2 MCR con Estimación de la Perturbación. 
Para este caso de estimación se tiene una función de transferencia de n orden de 
la forma: [13] 
     
   
      
          
  
                     
     
     
      
        
  
                     
                           (2.13) 
La cual es expresada como una ecuación en diferencias: 
     
                                                                                               
                                                                                                
     (2.14) 
Expresando la ecuación (2.14) en forma vectorial se obtiene: 
     [                                            ]
[
 
 
 
 
 
 
 
 
  
 
  
  
 
    
  
 
  ]
 
 
 
 
 
 
 
 
                     (2.15) 
La ecuación (2.15) es de la forma representada en (2.4), donde los valores 
desconocidos serán encontrados a partir del algoritmo de mínimos cuadrados 
recursivos representado en (2.9) y (2.10), pero en esta caso el sistema esta 
aumentado de tal manera que se obtienen los valores propios del sistema y 
valores equivalentes a las perturbaciones. 
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2.4 Identificación de Sistemas con Redes Neuronales 
 
Se realiza la estimación mediante redes neuronales para sistemas dinámicos no 
lineales a partir de una serie de mediciones en el sistema real. La red multicapa se 
implementa para el modelo en tiempo discreto de sistemas dinámicos en los que 
existe una relación no lineal entre la entrada y la salida de la planta física, donde la 
salida del sistema dinámico en tiempo discreto      se puede describir como una 
función del número de entradas y salidas pasadas de la forma: [5] 
                                                                     (2.16) 
Para identificar el modelo se debe seguir el procedimiento ilustrado en la figura 2. 
 
Figura 2. Procedimiento de identificación del sistema. Fuente: Autor. 
El propósito de un experimento es producir un conjunto de ejemplos de cómo es la 
dinámica del sistema cuando es identificada a partir de la respuesta de dicho 
sistema a un conjunto de varias amplitudes de entrada. El experimento es 
realmente importante en relación al modelo no lineal; debe ser extremadamente 
cuidadoso al recolectar los datos que describen como el sistema se comporta en 
todo el rango de operación. [5] 
21 
 
Para la selección de la estructura del modelo se deben tener en cuenta 
básicamente dos pasos: 
 Seleccionar una arquitectura interna de red. 
 Seleccionar la entrada a la red. 
La estructura de la red consiste de vectores de entradas y salidas anteriores, 
como se describe a continuación: 
 ̂  |   ∑     ∑             
 
    
 
                                            (2.17) 
Donde  ̂ es la predicción del valor de salida del sistema,   {     } es el vector 
que contiene los parámetros autoajustables en la red neuronal (pesos),   es el 
vector de regresión que contiene los valores pasados de las entradas y salidas del 
sistema de la forma que se presenta en la ecuación (2.3), dado esto la estructura 
de entrada de la red multicapa sería de la forma que se presenta en la figura 3. 
 
Figura 3. Estructura de Entrada Red Multicapa.  [5] 
Para el entrenamiento del modelo se tiene: 
Dado un conjunto de datos de la forma 
   {[         ]        }                                                        (2.18) 
Donde   es un vector que depende de los valores de entradas y salidas. 
Y un conjunto de modelos candidatos 
 ̂  |    [      ]                                                                          (2.19) 
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Los modelos candidatos son valores que representan la salida estimada del 
sistema. 
El propósito del entrenamiento es determinar un mapeo desde el conjunto de 
datos al conjunto de modelos, de la siguiente manera: 
    ̂                                                                                             (2.20) 
Siendo  ̂ un vector que contiene valores que proporcionan información del sistema 
físico.  
De modo que se obtiene un modelo que proporciona la estimación del sistema. La 
medida utilizada de estimación se especifica en términos de un criterio de error 
cuadrático medio, de la forma: 
        
 
  
∑ [      ̂  |  ]                                                        (2.21) 
Donde los pesos son modificados a lo largo de la dirección opuesta al gradiente, el 
cual tiene una forma: 
                
  
     
                                                                       (2.22) 
Por último la validación en los casos de estimación se realiza a partir del error 
entre la diferencia de la señal de salida del sistema real      y la señal estimada 
 ̂   .  
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Capítulo 3 
 
3. Control Multivariable no 
Lineal de Estructura 
Variable 
 
En este capítulo se concentra toda la contextualización para el diseño de los 
controladores adaptativos basados en un modelo de planos deslizantes que se 
usaron en el desarrollo del proyecto.   
3.1 Reguladores auto-ajustables (STR) 
Este tipo de controlador cuenta con dos bucles, un lazo interno que es el control 
por realimentacion y un lazo externo que se compone de un estimador recursivo 
mas un diseñador del controlador. [3][8] 
La estimación recursiva del modelo de la planta, toma de manera continua las 
variables de entrada, salida y perturbaciones del proceso, generando unos 
parámetros de estimación, los cuales son usados en el bloque de diseño del 
controlador para calcular los parámetros de control.  Estos últimos sirven para 
calcular los valores de entrada a la planta para cada periodo de muestreo.  De 
esta manera la efectividad del controlador depende de una técnica de estimación 
de parámetros robusta y de buen resultado. [7][9] 
La Figura 4, muestra el diagrama de bloques de un controlador adaptativo STR.  
Asumiendo este como el controlador a usar en el proyecto, a continuacion se 
define la ley de control a implementar. 
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Figura 4. Diagrama de bloques de un controlador con auto-ajuste.  [1]   
3.1 Planos Deslizantes  
La técnica de control de planos deslizantes permite tener una mayor libertad a la 
hora de seleccionar la dinámica del sistema, generando señales de control 
asociadas al comportamiento de la planta en espacio de estados, por ende se 
puede acoplar muy bien a sistemas no lineales con dinámicas variantes en el 
tiempo. [6] 
La superficie de deslizamiento     llamada plano deslizante, es el camino que se 
desea en el espacio de estados. Estos puntos constituyen una trayectoria especial 
del sistema en la superficie, así la trayectoria del sistema en el plano de fase, está 
constituida por dos partes que representan los dos modos del sistema. En la 
primera parte llamada modo de alcance (reachingmode), la trayectoria empieza 
desde cualquier punto sobre el plano de fase dirigiéndose hacia la superficie de 
conmutación s, alcanzada en un tiempo finito. En la segunda parte llamada modo 
deslizante (slidingmode), la trayectoria tiende asintóticamente hacia el origen del 
plano deslizante. 
Mediante conmutaciones a frecuencias muy elevadas, idealmente infinita, se 
fuerza a las trayectorias del sistema a evolucionar sobre la variedad determinada 
por la restricción planteada, en el espacio de estados. A este modo de 
funcionamiento, ilustrado en la Figura 3.1.a, se lo denomina operación por modos 
deslizantes. 
Cuando la frecuencia de conmutación no es infinita, como sucede en cualquier 
implementación práctica, o en el caso de que existan dinámicas no modeladas, las 
conmutaciones generan oscilaciones de amplitud finita y alta frecuencia en las 
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trayectorias al evolucionar sobre la variedad de deslizamiento. A este fenómeno se 
lo denomina efecto de chattering y constituye el principal defecto de los modos 
deslizantes. Una idea esquemática de esta situación puede observarse en la 
Figura 5 a. Conmutaciones a frecuencia infinita. Operación en modo deslizante 
ideal. 5 b. Conmutaciones a frecuencia finita. [6] 
 
 
 
Figura 5.Trayectorias en un sistema de estructura variable. Idea intuitiva de deslizamiento.  
[6] 
 
La idea básica del control por modo deslizante consiste en llevar las trayectorias 
del sistema sobre una variedad o superficie de deslizamiento y forzarlas a 
evolucionar sobre ella. Así, el comportamiento dinámico del sistema en estas 
condiciones queda determinado por las ecuaciones que definen dicha superficie 
en el espacio de estados. Teniendo en cuenta las características del controlador, 
se ubican los objetivos de control en tales ecuaciones mediante un diseño 
adecuado, donde sea posible lograr la estabilización del sistema, el seguimiento 
de referencias y la regulación de variables. [6] 
 
El siguiente modelo de espacio de estados representa un sistema de orden n. 
 ̇     
 ̇      
        (3.1) 
 ̇                                
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Donde   [          ]
  es  el vector de estado con dimensión   y   la entrada de 
control del sistema,      representa la perturbación externa y se asume acotada 
de la forma: 
  
|    |      (3.2) 
 
 
Donde D es un valor escalar. Si el estado deseado    es una función escalón, 
entonces las ecuaciones dinámicas dadas en (3.1) se pueden reescribir en 
términos del error, de la siguiente manera: [7] 
 
        -         -         -     
 
   (3.3) 
 
Si                  entonces el error esta dado por  
  
          -        -     -    
 
    (3.4) 
 
Y sus derivadas son variables de estado:  
 
  ̇      
  ̇     
         (3.5) 
 ̇       
  ̇                                
 
La mayoría de superficies deslizantes se definen como: 
 
                (3.6) 
 
Donde   [         ]
  , c     y con e el vector de error. El vector c se define a 
partir de la ecuación            , lo cual garantiza que el sistema resultante 
sea estable. Al desarrollar (3.6) se tiene: 
 
                                      (3.7) 
 
Con     . Si se deriva con respecto a    la ecuación (3.7), se tiene  
 
  ̇       ̇      ̇            ̇      ̇       (3.8) 
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Y reemplazando (3.5) en (3.8) tenemos 
 
  ̇                                                        (3.9) 
 
 
Siendo     la entrada de control equivalente que está dada por 
 
    =                                       (3.10) 
 
Esta ley de control mantiene el sistema sobre el plano deslizante S=0, pero si el 
estado actual del sistema se encuentra por fuera del plano deslizante, y se 
requiere llevarlo a él, se debe plantear una ley de control llamada condición de 
alcanzabilidad tal que:  
 
    | |̇             (3.11)  
  
Donde   es una constante positiva. 
 
El objetivo de control es garantizar que la trayectoria de estados del sistema 
converja hacia la superficie deslizante, es necesario definir una ley de control 
correctivo   , así: 
 
                         (3.12) 
 
 
Con K una constante positiva y la función        es definida como  
 
 
       {
            
          
      
         (3.13) 
  
Finalmente la ley de control total    corresponde a la combinación de    y     de la 
forma: 
 
                                                 (3.14) 
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3.2 Planos Deslizantes con Acción Integral 
El anterior controlador dependía de la señal de error y las derivadas del error, sin 
embargo para sistemas que físicamente no poseen una acción integral propia 
corregir el error en estado estacionario se dificulta, por lo tanto en este controlador 
se plantea la señal de control adicionando la acción integral de la forma: [14] 
     (  
 
  
)
   
       ∫       
 
 
                                                       (3.15) 
Donde   es el orden del sistema sin control, λ es una constante positiva,     , 
   es el espacio de constantes reales positivas y    es la ganancia integral, 
    
 . Mediante (3.15) se puede determinar una ley de control      tal que el 
error de seguimiento      debe converger a cero, por lo tanto la derivada de la 
superficie deslizante está dada por: 
 ̇     ̈      ̇                                                                                    (3.16) 
Una condición necesaria para que la trayectoria de la salida permanezca en la 
superficie deslizante      es  ̇     : 
 ̈      ̇                                                                                           (3.17) 
Si las ganancias   y    son elegidas de manera apropiada tal que el polinomio 
característico representado en (3.17) es estrictamente estable, implica que 
             significa que el sistema en lazo cerrado es globalmente 
asintóticamente estable. Después de haber determinado la superficie deslizante y 
su derivada se procede a describir la señal de control equivalente como: 
   =                                    ̇                         (3.18) 
Usando las ecuaciones (3.12) y (3.13) definimos la ley de control como: 
                                                                                                              (3.19) 
 
3.3 Control con Redes Neuronales 
 
3.3.1 Control por Modelo Inverso           
Es el primer método utilizado para controlar un modelo no lineal usando redes 
neuronales, y este radica en el entrenamiento de una red para actuar como la 
inversa del sistema y utilizar esto como un controlador. [5] 
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Asumiendo que el sistema a controlar se encuentra descrito por: 
       [                               ]                                (3.20) 
Se recopila un conjunto de datos que describe cómo se comporta el sistema en 
todo el rango de sus puntos de operación: 
{[         ]        }                                                                                (3.21) 
Utilizando el modelo de identificación por redes neuronales descrito en el capítulo 
anterior, podemos deducir un modelo de red neuronal del sistema usando este 
conjunto de datos. 
El modelo inverso del sistema se desprende a partir del conjunto de datos: 
{[         ]        }                                                                                (3.22) 
De esta forma la salida de control      del modelo inverso está dada por: 
                                                            (3.23) 
Así el sistema en lazo cerrado se comporta de una manera deseada, representada 
por: 
    
    
                                                                                                    (3.24) 
Donde la salida        es sustituida por la salida deseada, una referencia     . 
si la red representa el modelo inverso exacto, la entrada de control producida por 
la red impulsara la salida del sistema en el instante     a     , como se observa 
en la Figura 6. 
30 
 
 
Figura 6. Control por Modelo Inverso de un sistema.  Fuente: Autor. 
Entonces la identificación del sistema para lograr un control por modelo inverso 
radica en la elección de regresores y salida de la red como se muestra en la 
ecuación (3.23), por lo tanto la red está en capacidad de reducir al mínimo el 
criterio de error medio cuadrático de la forma: [5] 
  
 
  
∑ [      ̂  |  ]                                                                               (3.25) 
3.3.2 Controlador con Corrección por Modelo Inverso 
Debido a que el control por modelo inverso se vuelve inestable para sistemas no 
lineales cuando los ceros del sistema se encuentran por fuera del círculo unitario, 
además que no es un controlador robusto para perturbaciones. Se utiliza la unión 
de dos controladores mediante la cual por el modelo inverso se mejora el 
seguimiento de referencia y un controlador de estructura clásica se utiliza para 
estabilizar el sistema y lograr disminuir las perturbaciones, la estructura del 
controlador se puede observar en la Figura 7. [5] 
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Figura 7. Controlador con Corrección por Modelo Inverso. Fuente: Autor. 
De la figura anterior se observa la suma de dos señales de control las cuales 
conformaran la salida de control      que tendrá efecto sobre el sistema.     
representa la señal de control entregada por el modelo inverso y su representación 
se puede observar en la ecuación (3.23),     representa la señal de control de un 
controlador de estructura clásica que para la gráfica está representado por un PID 
(Proporcional-Integral-Derivativo), pero en este caso dicho controlador tendría una 
estructura por planos deslizantes con acción integral el cual su salida de control 
está representada en la ecuación (3.19). Debido a esto el controlador posee una 
salida      de la siguiente manera: [5] 
                                                                                                        (3.26) 
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Capítulo 4 
 
4. Resultados y Análisis  
 
En esta sección se muestran los resultados de identificación del sistema usando 
diferentes algoritmos de estimación como se presentan en el capítulo 2. A partir de 
los datos adquiridos se realizan representaciones de los sistemas de la forma que 
se muestra en el apéndice A, para poder construir una serie de controladores 
multivariables no lineales de estructura variable como se presenta en el capítulo 3. 
Manejando inicialmente variables independientes del helicóptero de dos grados de 
libertad en tiempo real y diseñando los controladores como si se tratara de 
sistemas SISO (una entrada, una salida) a nivel de simulación y en tiempo real, 
para después realizar el acople de estos y obtener el controlador multivariable.  En 
el apéndice B se pueden observar los códigos. 
Para probar el desempeño de los controladores se plantea una serie de pruebas, 
las cuales consisten en llevar el sistema a una referencia específica, tomando el 
tiempo que tarda el proceso en realizar esta acción y el error obtenido una vez la 
salida estabilice.  Hecho esto se procederá a perturbar el proceso y se tomaran 
nuevamente las medidas mencionadas.  Esta prueba se repetirá al menos tres 
veces en puntos de referencia diferentes con el fin de observar la adaptación del 
sistema en diferentes puntos de operación. 
El procedimiento anterior aplica tanto para los controladores independientes como 
para los acoplados, el helicóptero de dos grados de libertad que se usó en tiempo 
real se puede observar en la Figura 8.  
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Figura 8. Helicóptero ensamblado.  [1] 
 
4.1 Estimación por Mínimos Cuadrados Recursivos y control por  Planos 
Deslizantes con Acción Integral 
 
Para el helicóptero de dos grados de libertad se asumen sus salidas de forma 
independiente, y usando una representación de la forma (2.1) se hace una 
aproximación de una función de transferencia de tercer orden para cada una de 
las variables. Donde sus parámetros   y   serán estimados de manera 
experimental con un tiempo de muestreo de 100 ms y a su vez cada 
representación será controlada bajo el mismo tiempo de muestreo. 
4.1.1 Identificación y control de la cola 
Limitando el movimiento del rotor principal del helicóptero e introduciendo valores 
de forma experimental para generar movimientos en todo el rango de operación de 
la cola, se obtienen una serie de valores de entrada u(k) y salida y(k) durante 120 
segundos, como se observa en la Figura 9. 
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Figura 9. Identificación con Mínimos Cuadrados Recursivos de la cola. Fuente: autor 
Como se observa en la figura anterior, la estimación del sistema está sobre-puesta 
en la salida real por ende los valores que se obtuvieron representan la dinámica 
de la cola del helicóptero. Mediante los datos obtenidos a partir del algoritmo de 
estimación se representa el movimiento de la cola mediante una función de 
transferencia de tercer orden, así como se observa en la siguiente ecuación: 
   
                              
                                      
                                                      (4.0) 
 
Basado en la ecuación (3.14) se obtuvo una señal de control     , donde los 
parámetros obtenidos para el funcionamiento de seguimiento de referencia son los 
siguientes: 
Parámetros Simulado Real 
Polo deseado (  ) 0 -0.6 
Acotamiento de chattering (  ) 0.05 0.05 
Ganancia integral (  ) 0.7 0.7 
Tabla 1. Parámetros de la cola simulación y tiempo real. Fuente: Autor. 
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Teniendo en cuenta esos parámetros se obtuvo una respuesta del sistema de la 
siguiente manera: 
 
Figura 10. Control simulado por planos deslizantes con acción integral de la cola.  
Fuente: Autor. 
 
En la Figura 10, se puede observar como la salida logra llegar a la referencia en 
un tiempo adecuado y sin presentar oscilaciones. 
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Figura 11. Control en tiempo real por planos deslizantes con acción integral. 
Fuente: Autores. 
 
De la Figura 11, se observa la salida controlada del rotor de la cola, la cual 
presenta oscilaciones, las cuales no son muy grandes teniendo en cuenta el rango 
de operación, además la salida logra seguir la referencia durante los 120 
segundos de la prueba. 
 
Cola del helicóptero 
 
Posición 
angular 
Tiempo 
de 
respuesta 
Prueba 
1 
Referencia 36°  36.6°  20 s  
Perturbación   37.02° 15 s  
Prueba 
2 
Referencia -19°   -22.4° 20 s  
Perturbación  -17.3° 19 s  
Prueba 
3 
Referencia 0  0.9°  10 s  
Perturbación  -1.3 9 s  
Tabla 2. Datos prueba sobre la cola. 
Fuente: Autor 
 
37 
 
En la tabla están consignadas las pruebas realizadas sobre la salida de la cola del 
helicóptero donde se puede observar que para distintas referencias el sistema 
logra hacer un seguimiento en un tiempo considerablemente bueno, teniendo en 
cuenta las no linealidades que presenta la planta. 
4.1.2 Identificación y control del rotor principal 
Repitiendo el experimento anterior, pero esta vez limitando el movimiento de la 
cola, se observa en la Figura 12  la estimación por mínimos cuadrados recursivos 
para el movimiento del rotor principal. 
 
Figura 12. Identificación por Mínimos Cuadrados Recursivos del rotor principal. 
Fuente: Autores 
 
Al igual que la respuesta de la Figura 9, se observa que la estimación está 
obteniendo unos parámetros muy cercanos a la planta, por lo que su 
representación en función de transferencia está dada por: 
   
                                   
                               
                                                      (4.1) 
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Usando (4.1) y diseñando el controlador a partir de la ecuación (3.14), se obtienen 
los parámetros que se usaron para el rotor principal: 
Parámetros Simulado Real 
Polo deseado (  ) -0.8 -0.8 
Acotamiento de chattering (  ) 0.001 0.01 
Ganancia integral (  ) 1 1 
Tabla 3. Parámetros del rotor principal simulación y tiempo real. Fuente: Autores. 
 Las respuestas del rotor principal están representadas por las siguientes graficas: 
 
Figura 13. Control simulado por planos deslizantes con acción integral. Fuente: Autor. 
 
En la respuesta del rotor principal a nivel de simulación se puede observar que el 
sistema oscila en comparación del rotor de cola que no presentaba oscilaciones 
en la parte simulada, se puede decir que se ve reflejado los valores del parámetro 
   el cual es un valor mucho más pequeño en este rotor debido a la cantidad de 
oscilación o chattering presentado, también se observa que el sistema sigue la 
referencia en un tiempo de establecimiento relativamente rápido. 
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Figura 14. Control en tiempo real por planos deslizantes con acción integral. Fuente: Autor. 
La respuesta en tiempo real para el rotor principal presenta un seguimiento de 
referencia adecuado en unos tiempos considerablemente buenos y presenta 
menor oscilación que la respuesta en tiempo real de la cola, usando los 
parámetros de tabla 3. 
 
Rotor del helicóptero 
 
Posición 
angular 
Tiempo 
de 
respuesta 
Prueba 
1 
Referencia 9°  8.1°  20 s  
Perturbación   10.5° 10 s  
Prueba 
2 
Referencia -5°   -5.1° 10 s  
Perturbación  -5.3° 8 s  
Prueba 
3 
Referencia 0  0.2°  5 s  
Perturbación  -0.5 5s  
Tabla 4. Datos prueba sobre rotor principal. Fuente: Autores. 
Los datos consignados en la tabla reflejan un mejor funcionamiento en el 
movimiento del rotor principal debido a su tiempo de respuesta y que posee un 
menor error en estado estacionario que los datos de la tabla 2. 
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4.1.3 Controlador MIMO aplicado al sistema real 
Debido a las respuestas obtenidas para el sistema de forma SISO (Single input-
Single output), se puede observar que la mejor respuesta en tiempo real bajo unos 
valores estimados de la planta fue para el rotor principal, observando así muchas 
oscilaciones en el rotor de la cola, por lo que se decide realizar un controlador 
MIMO de forma mixta el cual logre estabilizar el sistema sin importar los acoples 
entre ambos rotores y mejorando la respuesta de la salida del rotor de la cola. 
4.1.3.1 Controlador mixto. 
Para dar solución al problema anterior se propone un controlador mixto, es decir 
un controlador con una parte adaptativa y otra fija, como el que se muestra en la 
Figura 15. 
Para este caso se escogió el controlador adaptativo para la cola, debido a que es 
el que más se ve afectado por las perturbaciones realizadas en el control de la 
otra variable.  Y se dejó el controlador del rotor principal fijo, por su rápida 
respuesta. 
 
Figura 15. Esquema de un controlador mixto.  [1]  
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Utilizando el esquema de la Figura 15, se obtuvo una respuesta del sistema de 
forma acoplada a partir de los siguientes parámetros. 
Parámetros Rotor de Cola Rotor Principal 
Polo deseado (  ) -0.8 -0.8 
Acotamiento de chattering (  ) 0.001 0.005 
Ganancia integral (  ) 1 0.7 
Tabla 5. Parámetros del control MIMO simulación y tiempo real. 
Fuente: Autor. 
 
 
Figura 16. Respuesta del controlador MIMO, en tiempo real. a) Rotor principal. b) Rotor Cola. 
Fuente: Autor.  
 
Como se observa en la figura anterior, el controlador permite llevar las salidas del 
sistema a una referencia deseada. Se observa un comportamiento de manera 
adecuada en el rotor principal usando una señal de control fija, mientras que en el 
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rotor de cola el controlador adaptativo logra disminuir las oscilaciones que existen 
en el controlador SISO.  
En el intervalo de tiempo entre 25 y 40 segundos, se perturbo el helicóptero con 
una fuerza externa donde se observa que el controlador es robusto y logra 
estabilizar nuevamente la planta. Al igual que cuando se ejerce un cambio de 
referencia en cualquier rotor este perturba al otro, pero durante pocos segundos el 
sistema vuelve a estado estable. 
La tabla siguiente muestra los datos obtenidos al variar los puntos de referencia, 
donde el tiempo mostrado es el periodo que tardaron ambas variables en 
estabilizarse.  Como se puede observar los errores continúan siendo mínimos a 
pesar del fuerte acople del mecanismo.    
Controlador MIMO Posición 
angular 
cabeza 
Posición 
angular 
cola 
Posición 
angular 
cabeza 
Posición 
angular 
cola 
Tiempo de 
respuesta 
Prueba 
1 
Referencia  -10° -70°  -11.5°  -68.9°  25 s. 
perturbación   -10.9° -71°  15 s 
Prueba 
2 
Referencia  12° 0°  13°  0.5°  20 s  
perturbación   11.2°  -0.9° 12 s  
Tabla 6. Datos medidos en la prueba de control para el sistema acoplado.  Fuente: Autor. 
 
4.2 Identificación por Mínimos Cuadrados Recursivos con Estimación 
de la Perturbación  y control por  Planos Deslizantes con Acción 
Integral 
 
En esta subsección se asumen sus salidas de forma independiente, y usando una 
representación de la forma (2.13), se hace una aproximación de una función de 
transferencia de tercer orden para cada una de las variables. Donde sus 
parámetros  ,   y  , se estiman por medio de este método, con el tiempo de 
muestreo de 100 ms, usado en las anteriores pruebas. 
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Figura 17. Identificación por Mínimos Cuadrados Recursivos con estimación de la 
perturbación sobre el sistema real. a) Rotor Principal. b) Rotor Cola. Fuente: Autor. 
En la figura anterior se observa como la estimación por medio de esta técnica, 
logra representar de manera adecuada la salida real, obteniendo los parámetros 
que corresponden al sistema con sus respectivos valores de perturbación. 
Los datos obtenidos se representan a partir de las siguientes funciones de 
transferencia, donde la ecuación (4.2) hace referencia al rotor principal y la 
ecuación (4.3) a la cola. 
      
                                  
                               
      
                                
                               
         (4.2) 
      
                                     
                                
      
                                
                                
     (4.3) 
Usando las representaciones anteriores se utilizó un controlador por planos 
deslizantes con acción integral, obteniendo una salida del sistema como se 
observa en la figura 4.10.  
 
44 
 
 
Figura 18. Control simulado por planos deslizantes con acción integral y estimación de la 
perturbación. a) Rotor Principal. b) Rotor Cola. Fuente: Autor. 
 
Se puede observar que el sistema funciona en estado estable, siguiendo los 
valores de referencia. Se muestra como afectan las perturbaciones internas 
debido al cambio de referencia entre ambos rotores y por ende se logra visualizar 
un sobreimpulso inicial que se va atenuando a medida que transcurre el tiempo, 
logrando un error de estado estacionario de cero. 
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4.3 Identificación y Control por Redes Neuronales 
Basados en la técnica de control con corrección por modelo inverso, se tiene la 
estructura clásica de control basada en planos deslizantes usada anteriormente, y 
a partir de esta se procede a realizar una identificación mediante un modelo 
directo de red el cual posee una capa de entrenamiento, a partir de esta 
estimación del sistema se calcula un modelo inverso. La señal de control del 
modelo inverso y la señal de control de estructura clásica son sumadas para lograr 
que el sistema llegue a una estabilidad como se observa en la Figura 19. 
 
Figura 19. Control con corrección por modelo inverso. a) Rotor Principal. b) Rotor de Cola. 
Fuente: Autor. 
Observando la gráfica anterior se puede visualizar la buena estimación que logra 
realizar la red neuronal ya que la salida estimada y la salida real estar 
superpuestas. El controlador seguir la referencia deseada para ambos rotores con 
una mejor respuesta en la salida de la cola, esto debido a no linealidad del sistema 
y debido a que el modelo inverso es tan susceptible a perturbaciones logra 
aumentar la oscilación presentada por el rotor principal en el sistema de control de 
estructura clásica presentado en la Figura 13. 
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4.4 Validación de Resultados 
En esta subsección se pretende comparar los resultados obtenidos en este trabajo 
con respuestas de controladores de estructura clásica aplicados a un Twin Rotor 
MIMO System, el cual se presenta en la Figura 1.  
A continuación se muestran las respuestas de los controladores PID acoplado y 
desacoplado diseñados por el fabricante “feedback instruments limited”, dicho 
diseño es realizado utilizando un modelamiento matemático fijo en el cual se 
tienen calculados todos los parámetros del sistema. [2] 
 
Figura 20. Simulación control PID acoplado aplicado a un Twin Rotor MIMO System. a) Rotor 
principal. b) Rotor de cola. Fuente: Autor. 
En la figura anterior se observa la simulación del sistema MIMO al cual se le aplica 
un controlador PID acoplado. De las gráficas podemos observar que existen unos 
máximos sobrepasos tanto en el rotor principal como en el rotor de cola los cuales 
generan un retardo para que el sistema llegue a estado estable, en el rotor 
principal tarda aproximadamente 15 segundos en estabilizarse mientras que en el 
rotor de la cola es un poco más demorado debido a que tarda alrededor de 27 
segundos, y sufriendo un perturbación alrededor de 56 segundos, esto debido al 
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fuerte acople interno que generan sus salidas y la rigidez que presenta un sistema 
fijo aplicado a una planta de naturaleza no lineal. En las Figura 10 y Figura 13, se 
observa que el sistema no presenta máximo sobre paso en ninguna de las salidas, 
teniendo en cuenta que los parámetros fueron estimados de forma SISO y se 
despreciaron sus acoples. La Figura 13, muestra la salida del rotor principal y 
presenta una oscilación cercana al valor de referencia, por el efecto chattering que 
genera la teoría del controlador en modo deslizante. En la Figura 18 y Figura 19, 
se utilizan otros estimadores para la planta y el comportamiento respecto a la 
simulación presentada en la gráfica anterior sigue siendo el mismo, sin presentar 
problemas por los acoples internos a la hora de realizar seguimiento de referencia 
debido a que sus parámetros fueron encontrados de forma SISO. Observando los 
tiempos de respuesta en los cuales llega a estado estable el sistema en la Figura 
20, se puede determinar que la respuesta es un poco lenta pero debido a que 
tiene en cuenta los acoples internos del sistema. La desventaja de este 
controlador fijo es la necesidad de un modelamiento matemático y un cálculo de 
parámetros de manera exacta para poder lograr su diseño, en cambio en los 
controladores presentados en el documento solo se necesitan valores de entrada 
y salida para poder obtener un modelo, y así diseñar un controlador no lineal de 
estructura variable. 
 
Figura 21. Controlador PID acoplado aplicado a un Twin Rotor MIMO System en tiempo real. 
a) Rotor principal b) Rotor de cola. Fuente: Autor. 
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La Figura 21, muestra las salidas del sistema MIMO con un controlador PID 
acoplado en tiempo real, las cuales son comparadas con las salidas del sistema 
MIMO representadas en la Figura 16. Se puede determinar al realizar la 
comparación que el tiempo de respuesta en la anterior figura es mejor que en las 
salidas mostradas en la Figura 16, también el error en estado estacionario es 
mejor en la Figura 21. La falencia del controlador fijo mostrado en la anterior figura 
se puede observar cuando es aplicada una perturbación externa, dicha 
perturbación es aplicada a los 45 segundos y el sistema vuelve a la estabilidad a 
los 115 segundos, esto debido a que sus parámetros fijos no tienen en cuenta las 
perturbaciones que pueda sufrir el sistema, mientras que un controlador con 
estimación y un modelo de control no lineal de estructura variable al sufrir una 
perturbación se comporta de manera robusta logrando estabilizar nuevamente el 
sistema en un tiempo menor.   
 
Figura 22. Control PID desacoplado aplicado a un Twin Rotor MIMO System en tiempo real. 
a) Rotor principal b) Rotor cola. Fuente: Autor. 
En la Figura 22, se tiene un controlador PID desacoplado aplicado al sistema 
MIMO en tiempo real, y de la cual se desea observar el comportamiento de este 
controlador fijo respecto a perturbaciones. Lo dicho anteriormente se sigue 
manteniendo para este controlador, dado que el tiempo de respuesta y el error en 
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estado estacionario siguen siendo mejores que en la Figura 16, pero nuevamente 
al introducir una perturbación, la cual se observa a partir de los 50 segundos el 
sistema ya no es capaz de volver a la estabilidad en los 120 segundos de 
funcionamiento como se observa en la salida del rotor principal.  
Como paso seguido en esta validación de resultados, se hará una comparación 
con controladores diseñados para un Twin Rotor MIMO System publicados en 
revistas científicas. [15][16] 
 
Figura 23. Simulación Control LQR con Acción integral aplicado a un Twin Rotor MIMO 
System. a) Rotor principal. b) Rotor de cola. [15] 
 
En la Figura 23, se observa la simulación de las respuestas del sistema MIMO al 
aplicar un regulador lineal cuadrático (control óptimo). Se puede visualizar que los 
máximos sobrepasos desaparecen en ambas salidas sin importar que tan fuerte 
es el acople del sistema, y por lo tanto se logra un tiempo de establecimiento 
mucho mejor. Debido a los resultados se puede concluir que esta teoría de control 
logra ser mejor que el controlador fijo mostrado en la Figura 20, y los 
controladores simulados presentados en el documento, pero es un controlador que 
aun depende de un modelo matemático del sistema. 
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Figura 24. Control I-PD basado en algoritmos genéticos aplicado a un Twin Rotor MIMO 
System en tiempo real. a) Rotor principal b) Rotor de cola. [16] 
En la anterior figura se muestra un controlador PID en tiempo real donde las 
ganancias proporcional y derivativa son realimentadas con la salida y la ganancia 
integral es realimentada mediante el error. Podemos observar que el sistema logra 
seguir la referencia con un error en estado estacionario bajo y tiempos de 
establecimiento pequeños, este controlador es más robusto a perturbaciones que 
el presentado en la Figura 21, debido a la parte de algoritmos genéticos pero sigue 
siendo implementado a partir de un modelo fijo el cual depende de su 
modelamiento matemático. 
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CONCLUSIONES 
 
 Para la identificación de los parámetros del proceso se debe tratar de tener 
señales con poco ruido y mover el sistema alrededor de todo su rango de 
operación, con el fin de captar todas las dinámicas que presenta el sistema.  
 
 Las diferentes técnicas de estimación entregan modelos confiables 
mediante los cuales se puede garantizar una parametrización adecuada de 
la planta real. Cada método posee una representación diferente pero se 
logró observar que el controlador es capaz de llevar el sistema a una 
estabilidad sin importar cuál sea la representación. 
 
 Los controladores multivariables no lineales de estructura variable, basados 
en planos deslizantes logran controlar el sistema sin importar la no 
linealidad severa, además de ser robusto a la hora de tener perturbaciones 
externas en cualquiera de sus rotores o inclusive en ambos. 
 
 La ganancia integral en controladores por planos deslizantes es muy útil 
cuando se realiza una implementación real debido a que a nivel de 
simulación se idealiza el modelo y las restricciones físicas no son tenidas 
en cuenta. 
 
 Debido a la limitación de los modelos inversos con las perturbaciones y los 
ceros del sistema, se pueden mejorar los controladores de forma inteligente 
usando una estructura de entrenamiento de red multicapa, obteniendo así 
una mejora significativa a la hora del tiempo de respuesta y error en estado 
estacionario.  
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Apéndice A 
 
Modelo DARMA (Modelos Autorregresivos de Movilidad Media 
Determinística): 
Se tiene un modelo en el cual el vector de salida actual esta expresado en una 
combinación lineal de salidas pasadas     , y entradas pasadas      de la 
siguiente manera: [4] 
        ∑          
  
   ∑                 
  
                               (5.1) 
Donde    es cuadrada y no singular,   representa un tiempo de retardo y las 
dimensiones de      y      son n y m, respectivamente. 
Los términos en valores pasados de la salida      son el componente 
autoregresivo y los términos en valores pasados de      son el componente de 
media móvil. 
Usando     como el operador hacia atrás, podemos expresar el modelo como: 
                                                                                            (5.2) 
Donde 
             
         
                                                    (5.3) 
              
         
                                                        (5.4) 
En particular, un modelo DARMA es equivalente a un modelo de espacio de 
estados observable con estado inicial arbitrario, que puede describir las 
propiedades de entrada salida de un modelo general de espacio de estados el 
cual no es necesariamente completamente observable o completamente 
controlable.  
El modelo representado en (5.1) puede ser normalizado de modo que      
multiplicando ambos lados por   
  , de esta forma el modelo puede ser expresado 
como: 
       
                                                                                         (5.5) 
Donde   
  es una matriz     de parámetros en        y       , y      es un 
vector     que contiene los valores pasados de las salidas y entradas. 
53 
 
 
Modelo ARMAX (Modelos Autorregresivos de Movilidad Media Exogena): 
Considere un modelo ARMAX de la forma: [13] 
                                                                                        (5.6) 
Donde      y      son los vectores de valores anteriores de salida y entrada del 
sistema, y      es un vector estocástico de ruido con media cero;       ,        y 
       son algunos polinomios con respecto al operador hacia atrás    : 
            
      
         
                                                    (5.7) 
          
      
         
                                                            (5.8) 
            
      
         
                                                        (5.9) 
Se asume que el orden de las ecuaciones (5.7) a (5.9) son conocidas y 
representan la función de transferencia del sistema representada en la ecuación 
(2.13), en la cual está incluida la dinámica del sistema que corresponde a los 
valores de        y       , al igual que el valor de las perturbaciones generadas 
sobre el sistema real las cuales están representadas en el polinomio       . 
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Apéndice B 
 
Códigos 
%  Identificación del sistema usando mínimos cuadrados recursivos 
phi=[-X_1 -X_2 -X_3 U_1 U_2 U_3]; 
Xe=phi*theta'; 
s=phi*PK*phi'; 
s1=PK*phi'; 
s2=s1(1:6,1); 
theta=theta+s2'/(1+s(1,1))*(X-Xe(1,1)); 
PK=PK-PK*phi'*phi*PK/(1+s(1,1)); 
 
%  Identificación del sistema usando mínimos cuadrados recursivos 
con estimación de la perturbación. 
phi=[-yk_1 -yk_2 -yk_3 uk_1 uk_2 uk_3 ek_1 ek_2 ek_3]; 
yek=phi*theta'; 
s=phi*pk*phi'; 
s1=pk*phi'; 
s2=s1(1:9,1); 
theta=theta+s2'/(1+s(1,1))*(yk-yek(1,1)); 
pk=pk-pk*phi'*phi*pk/(1+s(1,1)); 
a1=theta(1); 
a2=theta(2); 
a3=theta(3); 
b0=theta(4); 
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b1=theta(5); 
b2=theta(6); 
c1=theta(7); 
c2=theta(8); 
c3=theta(9) 
 
% Identificacion usando redes neuronales 
X=[-y1 -y2 -y3 u1 u2 u3]; 
ye=X*w'; 
s=X*pk*X'; 
s1=pk*X'; 
s2=s1(1:6,1); 
w=w+s2'/(1+s(1,1))*(Y-ye(1,1)); 
pk=pk-pk*X'*X*pk/(1+s(1,1)); 
a1=w(1);a2=w(2);a3=w(3);b0=w(4);b1=w(5);b2=w(6); 
 
%Control por planos deslizantes con accion integral 
e1=r1-y1; 
ei1=e1+(ki1*0.1)*e1_1 
s=ei1+c0*(ei1_1); 
if (s>0) 
  z=1; 
else 
  z=-1; 
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end 
sal=teta1(1)*y1+(teta1(1)*c0+teta1(2))*ykp_1+(teta1(2)*c0+teta
1(3))*ykp_2+(teta1(3)*c0)*ykp_3+teta1(5)*ukp_1+ 
(teta1(5)*c0+teta1(6))*ukp_2+(teta1(6)*c0)*ukp_3; 
U1=-(sal-(r1+c0*rkp_1)+d0*z)/teta1(4); 
%Control planos deslizantes con estimación de la perturbacion 
e1=r1-y1; 
ei1=e1+(ki1*0.1)*e1_1 
s=ei1+c0*(ei1_1); 
if (s>0) 
  z=1; 
else 
  z=-1; 
end 
sal=teta1(1)*y1+(teta1(1)*c0+teta1(2))*ykp_1+(teta1(2)*c0+teta1
(3))*ykp_2+(teta1(3)*c0)*ykp_3+teta1(5)*ukp_1+ 
(teta1(5)*c0+teta1(6))*ukp_2+(teta1(6)*c0)*ukp_3+(teta1(7)*e1)+
(teta1(7)*c0+teta1(8))*e1_1+(teta1(8)*c0+teta1(9))*ekp_2+(teta1
(9)*c0)*ekp_3; 
U1=-(sal-(r1+c0*rkp_1)+d0*z)/teta1(4); 
%control por modelo inverso 
U=1/b0*(0.2*r1-(-0.8 -a1)*Y-(-a2)*y1-(-a3)*y2-b1*u1-b2*u2); 
 
 
 
 
57 
 
Apéndice C 
 
Relación de Artículos 
Artículos en revistas: 
“Control por planos deslizantes con estimación de la perturbación aplicado a un 
helicóptero de dos grados de libertad”. En proceso de construcción. 
Artículos en eventos: 
“RLS Estimation and Sliding Mode Control with Integral Action for Twin Rotor”. 
Evento: IEEE 3rd Colombian Conference on Automatic Control. Fecha: Oct. 2017. 
Lugar: Cartagena, Colombia. 
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