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Abstract
Different types of Wave Energy Converters currently tested or under development
are using the vertical movement of floating bodies to generate electricity. For com-
mercial applications, arrays have to be considered in order to produce a significant
power. In this thesis, we investigate the interaction between floating buoys from an
hydrodynamic point of view. The objective is to derive general features of energy
extraction without resorting to direct numerical simulation by applying the method
of homogenization.
After reviewing characteristic aspects of power extraction from a single oscillating
body, we study a first configuration where many small buoys are placed close to each
other. We show that a collection of point absorbers extract more energy than a single
big buoy and that the bandwidth is wider.
We also show that multiple scales analysis allows to treat radiation problems, and
that if the incoming wave length is a multiple of the spacing between buoys, energy
extraction can be reduced in a very significant way due to a very strong reflection,
which prevents the wave from traveling inside the array.
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Chapter 1
Introduction
Interest in wave power extraction is not new. Although the first studies about this
date back to the end of the nineteenth century, it really started developing in the
seventies (See Evans (1981), Falnes (2007), McCormick. (1981), Mei et al. (2005)),
but the first commercial plant just opened on the coast of Portugal. This source of
renewable energy can be used to produce electricity, or can be integrated in desalin-
ization or hydrogen production facilities (See Cruz (2008)). An efficient industrial
design has not yet been found, and much attention is currently given to the power
take-off system and the phase control of the device. For most of the designs currently
developed, a single wave energy converter (WEC) will not produce significant en-
ergy so it is necessary to assemble many of them in a 'wave farm' (Budal and Falnes
(1975)).
From the hydrodynamic point of view, one of the simplest type of WEC is a buoy
for which energy is extracted from the heaving movement. This is not just a the-
oretical model, as it is in particular the type of device tested by the Oregon State
University or developed by Ocean Power Technologies Inc. (See figure 1-1). The
objective of this thesis is to study of such buoys placed in an array will interact with
each other. For simplicity, we restrict ourselves to linearized equations and do not
take into account viscous effects. We also keep the geometry simple by considering
cylindrical buoys in order to avoid numerical computation as much as possible. Fi-
nally, we only consider time harmonic movement, but this is not much of a restriction
as we only consider linear equations.
In the first chapter, we focus on wave energy extraction from a single buoy putting
together methods developed over 30 years ago (Black et al. (1971), Garrett (1971)).
This will allow us to characterize the conditions for a buoy to extract as much energy
as possible and will show us the limitations of such a system for practical application.
Several methods have been developed to compute the scattering and radiation by
a finite number of floating bodies. In Falnes (1980, 1984), Falnes and Budal (1982),
based upon the hypothesis that the interaction between buoys is weak, a simple
solution method is given. Kagemoto and Yue (1986) gave an exact method to treat an
arbitrary number of bodies using eigenfunction expansion and addition theorems for
Bessel functions. Infinite arrays have also been treated by using multipole expansions,
see ,for example, Linton and Evans (1992), Linton and Mclver (1996). See Mavrakos
and McIver (1997), McIver (2002) for a review of the different methods.
Our objective is to provide methods to evaluate the impact of the array while
keeping numerical simulation as simple as possible. In the second chapter, motivated
by the development of FO03 device in Norway (See ABB Power Systems Inc.), we
consider the case of an array of small buoys located close to one another. In Falnes
(1984), Falnes and Budal (1982), wave energy by an array has been studied with the
assumption that waves radiated by one buoy do not interact with other bodies. This
approximation is not valid when the spacing is comparable to the radii of the buoys,
but the method of homogenization turns out to be useful to treat this problem and
we show that grouping buoys together in a circle has potential benefits.
In the last chapter, we study wave energy extraction from an array where small
buoys are located far from each other in a channel. It has been showed that in this
configuration, even very small objects can lead to very strong scattering effects: Chen
et al. (2004) showed that for some frequencies propagation can be impossible over an
array of cylindrical steps, and Li and Mei (2007a,b) gave an analytic method to
treat Braggs scattering by an array of small cylindrical piles and showed that nearly
all of the energy of an incoming wave can be reflected by an array of finite width.
Following these approaches, we show that Braggs resonance should be avoided in
(a) Oregon State University's WEC. Image taken from
Oregon State University
(b) Power buoy from Ocean Power Technologies Inc..
Image taken from Ocean Power Technologies Inc.
(c) Prototype for the FO3 WEC. Image taken from ABB
Power Systems Inc.
Figure 1-1: Example of WECs
order to maximize the power take-off.
Chapter 2
Wave energy extraction from one
buoy
In this first part, we will consider the interaction of a single buoy of arbitrary size with
an incoming plane wave. In order to keep the numerical solution simple, the buoy that
we consider is cylindrical, as shown in figure 2-1. Tools to treat this type of problem
have been developed over 30 years ago, in particular by Black et al. (1971) and involve
only limited numerical computation. More general geometries can be considered by
using the methods of Hybrid Finite Elements (See e.g. Aranha et al. (1979)) or
Boundary Elements Method / Fast Multipole Method (See e.g. Utsunomiya and
Watanabe (2006)).
We will also restrict ourselves to a linearized study of the flow, and to the power
extraction by a linear damper.
2.1 Scattering problem
It is well known (See e.g. Mei et al. (2005)) that the problem of the interaction of a
wave with a floating body can be decomposed into scattering and radiation problems.
We first consider the diffraction of an incoming wave by a fixed buoy.
a(a) Schema of the system (b) Oregon State 
University's WEC. Image
taken from Oregon State University
Figure 2-1: Point absorber
2.1.1 Equations
Flow equations in physical coordinates 
Let us denote all physical variables
with asterisks, and introduce the following notations:
* S7f is the fluid domain,
* Sf is the free surface,
* Sw is the lateral surface of the buoy,
* SB is the bottom surface of the buoy.
The equations of for the diffraction potential are 
known to be:
A* * = O, x* E f (2.1.1a)
8 * W*2* = o, x* E Sf (2.1.1b)
az* g*
z*= 0, z* = -h(2.1.1c)
n* -= 0, x* E SB U Sw 
(2.1.1d)
And the pressure is given by the linearized Bernoulli 
equation:
p* 8 *
-P= gz* + = -g*H* - iw** 
(2.1.2)
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We can suppose that the incoming wave is given by the following potential: 1
*(x*, t*) = Re {A*Z*(z*) exp(ik*x*)} (2.1.3)
Where A* is the amplitude of the incoming wave. In order to satisfy (2.1.6b) and
(2.1.6c), Z* should be chosen of the form
g* cosh(k*(z* + h*))
iw* cosh(k*h*) (2.1.4)
Introduction of dimensionless parameters Let us introduce normalized vari-
ables as follows,
t* = t -,
9*
7* = A*, p* = p*g*A*p,
(2.1.5)
A* = h*q, (* = A*( k*h* = k
and rewrite the governing equations. Equation (2.1.1) gives
A = 0, x
0 _ 2 = 0, 0x0z
= 0,
on
Equation (2.1.2) becomes
h* 8¢ h*
-p = - + - -z - iw¢A* at A*
and the incoming wave is now represented by
lt(x, t) = Z(z) exp(ikx)
'In everything that follows, the symbol Re will be omitted.
E Sf
ESf
z = -1
(2.1.6a)
(2.1.6b)
(2.1.6c)
(2.1.6d)x E SB U Sw
(2.1.7)
(2.1.8)
with
Z(z) = 1 cosh(k(z + 1)) (2.1.9)
iw cosh(k)
If 0, is the scattered potential so that / = 0i + 0s, it should satisfy (2.1.6a),
(2.1.6b), (2.1.6c) and
This can be rewritten as
and
00, i-
On On'
0_ = -Z'(-H) exp(ikx),
8z
= -Z(z)ik cos(O) exp(ikr cos(O)),
ar
in polar coordinates. In order to ensure the uniqueness of the solution, we also impose
the radiation condition that the scattered wave should be outgoing at infinity, which
can be written as
lim v -
r--+co 0 ar
iko,) - 0 (2.1.12)
In order to take advantage of the 'cylindrical' geometry, we decompose the incom-
ing plane wave into angular modes,2
00
qi(x, t) = Z(z) EE, mi m Jm(kr) cos(mO)
nm=O
(2.1.13a)
and we will later truncate this series after No terms for the numerical analysis. This
way (2.1.11a) and (2.1.11b) will be replaced by:
ds
az
00
= -Z'(-H) E mimJm(kr) cos(mO)
m=O
(2.1.13b)
(2.1.10)
x C SB (2.1.11a)
x E Sw (2.1.11b)
2Eo = 1 and E, = 2Vu > 1
for r < a, z = -H, and
arsar
00
= -Z(z)k Emi m J,(kr) cos(mO) - - > U cos(mO)
m=O m
(2.1.13c)
for r = a, -H < z < 0. Similarly, we can decompose our solution into angular modes
using Fourier series: 3
.s = O m cos(mO)
The method of solution that follows can be applied to any angular mode m.
2.1.2 Solution
Decomposition
Let us follow the approach of Black et al. (1971): in order to find the form of possible
solutions to the problem, we proceed by separation of variables. and we decompose
the fluid domain into two sub-domains:
Outer domain This domain is defined in polar coordinates by r > a and -1 <
z < 0. Given (2.1.6a), (2.1.6c), (2.1.6b) and (2.1.12), we find that the solution should
be of the form:
oo
(2.1.14)0M = bn,mfn(Z) )n,m(r)
n=O
with
z Vcosh(k(z + 1))fo(z) =
V(1 + sinh2 (k)/b 2 )
Svcos(k(z + 1))f(z) = V/(1 - sin 2(kn)/W2)
m,o(r) -= H(l)(kr)
0n,m(r) = Km(kr)
co cosh(k(z + 1)),
- cn cos(k,(z + 1)),
k tanh(k) = w2
k, tan(kn) = -W 2
3Given the symmetry 0 - -0 all terms proportional to sin(mO) must be excluded.
(2.1.15a)
(2.1.15b)
(2.1.15c)
(2.1.15d)
(n - 1/2)7r < k, < nr
Inner domain This domain is defined in polar coordinates by r < a and -1 <
z < -H. For the potential to remain finite for r -+ 0, we find that the solution of
(2.1.6a), (2.1.6c) and (2.1.11a) should be of the form:
(2.1.16)Dm = ~ >~+ Bn,mFn(Z)Fn,m(T)
n=O
where the first term of the RHS, (, is a particular solution that solves
A = 0,
Dz
4 f k dZm = -EimJm(kr) 
-8z dz -H
-1 < z < -H and r < a
z = -1 and r < a
z = -1 and r < a
(2.1.17a)
(2.1.17b)
(2.1.17c)
A solution to this problem is
(2.1.18)
where qi is the potential associated with the incoming wave, as defined in (2.1.8). The
second (series) term in (2.1.16) solves the homogeneous problem. The eigenfunctions
in the inner domain are given by:
Fo(z) =
v2cos(K,(z + 1))
Fn(z) =r
Tn,mn(7-) = Im(Kn)
and
Vn > 1 (2.1.15e)
1-H
(2.1.19a)
(2.1.19b)
(2.1.19c)
(2.1.19d)
4Pm = -Z(z)EmimJm(kTr)
Matching both domains: the Fredholm equation
We know that the normal velocity and the pressure must be continuous across any
surface, so we need to match the value of the potential (pressure) and its normal
derivative (velocity) at the interface between the two regions. Let us introduce the
velocity Um corresponding to the series in (2.1.14):
oo00
(2.1.20)Um= Bn,m Fn(z) ~'n,m (a)
n=O
Continuity of the velocity: We know that we should have:
(2.1.21)
For simplicity, let us introduce
rn 
- or
r~a
Using (2.1.20) and (2.1.21), let us express the coefficients {bn} and {B)} as a function
of Urn. Using the fact that {fn} and {F,} define orthonormal bases, we can take the
dot product of (2.1.21) with f, and we find that 4
bn,mn,m(a) = (U', fn)-H,O + (Urn + U p , fn)-1,-H (2.1.22a)
Similarly, taking the dot product of (2.1.20) with F, we find
Bn,mq'n,m (a) = (Um, Fn)-1,-H (2.1.22b)
4We denote the scalar product by
(F, the integrationb bounds are 1F(z)(z dz
When the subscripts are omitted, the integration bounds are -1 and -H.
-H<z<0Ubnm -EmiJm (ka) f(z)
n Um+ -- m-Br
We can now replace the expressions obtained in
(2.1.22) in (2.1.16) and (2.1.14). In order to make notations lighter, let us introduce
Vn,m(a)
?4 ',m(a)
0 (a) if m = n = 0
else
Equaling the potentials for r = a and -1 < z < -H, we find
n=0
n=o
= -M - a,m [(u', fn)-H,o +
n=O
which can be rewritten as
£mUm -f
-1
(2.1.23)
This defines Lm, with
00
Gm(z, E) >3an,m fn(z)fu(C) - /n,mFn(z)Fn(()
n=o
"'me(z) - i (z)- aOn,mfn(z) ((Um, fn)-l,-H + (Ur , fn)-H,0))
n=O
when m = 0. For m = 0 (2.1.22b) does not allow us to express Bo,o in terms of Wo
as 0' ,0(a) = 0, but we can still replace the other coefficients in terms of Uo. We get
LoU -1 Go(z, ()Uo(() dC = yo(z) + Bo,o.Fo(z) (2.1.24)
with
Go(z, ) = >Can,of(z)f(() - n3 0 ,oF.(z)Fn(O)
n=O n=1
Continuity of the pressure:
(um, fJn)] fn ()
Gm(z, ()Um(() d( = .m(z)
The problem (2.1.24) has one extra unknown compared to (2.1.23), Bo,o, so we need
an extra equation to solve this problem. We now have to solve it for Uo and Bo,o.
Note that Uo is the radial flux associated with an isotropic potential f that solves:
Af =0
af
=0Oz
af
-= 0Oz
af0
0O
xE f, r<a
x E SB
z=--1, r<a
SE Qf, r<a (as m=0)
therefore
0= - Af dV = 2 -H
Qf0 -1
Sf
On _r=a
dS =2 -HdS 27r f
-1
Physically, this extra equation expresses the mass conservation for an incompressible
fluid. The system of equations defined by the problem (2.1.24) and (2.1.25) can now
be solved for Uo and B0,0.
Solution of the Fredholm equation
We expand Um on the base of {F,}:
00
Um(Z) = E Un,nFn(Z)
n=O
When this expression is inserted into (2.1.23), we get, for each m:5
(2.1.26)
(Um, Fq) = E ( anm (fn,
k=0 (n=0
Fq) (fn, Fk) - /k,Jk,q) Uk,m -= qk,mUk,m
and
00
(Ym, Fq)= (, Fq, + E nm(>n,
n=0
56i.j is the Kronecker symbol
Fq) ((f,, Um) + (fn, U )-H,) - Yq,m
Uo(z) dz (2.1.25)
(2.1.27)
(2.1.28)
So (2.1.23) gives us an 'infinite' linear system,
E qk,mUk,m - ~q,m,
k=O
Vq C N
which will be solved numerically by truncating the series after the Nth term.
As we mentioned earlier, the problem is slightly different for m = 0. As we know
that wo,o = 0, then
(2.1.29)Uo(z) = 7unoF(z)
n=1
We can take the projection of (2.1.24) onto the base {F,}, and we get
(LUo, F) -=
k=1
(7o, Fq) = (o, Fq)
( an,O=f,n=0 Fq)(fn, Fk) - Okokq
+ an,o(fn, Fq ((fn, Uo)
n=0
Uk, 0 - qk,OUk,O (2.1.30)
+ (fn, U ) - H,o) - 'q,O - Bo,o0q,o
(2.1.31)
for any q. Imposing conservation of mass finally requires
00 H
E UnO
n=1 -1
Fn(z) dz = 0 (2.1.32)
and (2.1.30), (2.1.31) and (2.1.32) form a linear system of equation for the unknown
(-Bo,o, uio, .. )
E fqk,OUk,0
k=l1
E k,ak
k=1
7Yq,o - Bo,Oq,O,
a d- H
- 1
and
Vq E N
where
F, (z) d z
Analytical expressions for all the coefficients appearing in these equations are given
in Appendix A.1.
2.2 Radiation by a heaving buoy
The radiation problem consists of finding the flow induced by a vertical movement of
the buoy. As this flow is imposed by the movement of the buoy, it will be linear in
(, the velovity of the buoy. As a consequence we look for ¢, such that q = ~,. This
means that the radiation potential should be normalized by:
Or = h*,
The governing set of equation for this flow is:
Ar = 0, x E Qf (2.2.1a)
w2 = 0, E Sf (2.2.lb)
8z
= 0, z = -1 (2.2.1c)8z
a =r - 1, x E SB (2.2.1d)
az
S--, x e Sw (2.2.1e)
ar
with the radiation condition at infinity. The main difference between this problem
and the scattering one is that the forcing term is not due to the incoming wave but
to the movement of the buoy. Note also that the radiated wave has only an isotropic
mode. We still decompose the fluid domain into two regions. In the outer domain,
R > a, we look for {br} such that:
Or = = b ,o(r) fn(z), r > a and -1 < z < 0 (2.2.2)
n=O
where the f, and 1n,o are given in (2.1.15). In the inner domain, we will have:
4- (1 ,~ BF.(z)4 ,o(r), r > a and -1 < z < -H (2.2.3)
n=O
where Fn and 'I,0 are defined in (2.1.19).
In order to find a particular solution for the inner domain that satisfies (2.2.1) we
seek a solution of the form:
(z + 1)2
P(r, z) =(1H) + g (r)2(1 - H)
then we have
OP
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-H
= 1 and -
z -h
= 0. The Laplace equation gives:
r 2 g"(r) + rg'(T) + 1- =0(1- H)
a solution of this equation is given by:
T
2
g(r) =
4(1 - H)
Let us therefore define
1 (# (r, z) - P = I (z +
2 (1 - H) 1)2 (2.2.4)
and the radial velocity introduced by this potential:
U (z) - -a2(1 - H) (2.2.5)
With these definitions, we can perform the same analysis as in §2.1 in order get a
Fredholm equation and to solve it. Analytical values of the coefficients associated to
the radiation problem are given in Appendix A.1.
2.3 Validation of the numerical results
2.3.1 Case H - 1
In this case the buoy is a vertical cylinder standing on the sea bed. The well known
analytical solution (See (Mei et al., 2005, p.369)) is given by:
00 J/
S= -Z(z) Emim J(ka) H)(ka) cos(mO) (2.3.1)
m=o H) '(ka)
Our numerical solution is in very good agreement with this analytic expression in the
limit of H 1.
2.3.2 Discontinuity of the velocity at the bottom of the buoy.
Order of magnitude.
We notice numerically a discontinuity of the velocity at the bottom of the buoy. In
order to evaluate its order of magnitude , let us consider the flow in the neighborhood
of the corner. The time scale is w- 1, but the length scale is much smaller than a or any
other length in the problem, therefore we can neglect the time derivatives compared
to the spatial derivatives, and we can approximate the flow in the neighborhood by
a two dimensional steady flow around a corner. Let us notice that if the potential is
of the form (See Huerre (1998))
~m±1
1 m+= (2.3.2a)m+1
with a plane cut for ( E R+, then the complex velocity W = u - iv is given by
W(() =(m (2.3.2b)
The velocity will be parallel to the real axis for ( = x + ir when E --* 0+ , and will be
parallel to ( for
moo = -00 + 27r (2.3.3)
-1 -0.5 0 0.5 1
Figure 2-2: Potential flow around a corner
therefore by choosing m = -1/3 we will get the flow around a right angle. Figure 2-2
shows this flow, which goes to infinity for y -4 0- as y-1/3
Truncation error
It is well known that convergence of a Fourier series towards a discontinuous function
is not uniform, and that truncated series will oscillate near the points of discontinuity
(This is called Gibbs phenomenon.). Following Porter and Evans (1995), an idea to
get a better convergence would therefore be to introduce a new base of functions,
that will also have the same type of singularity as our solution:
G,(z) = F,(z)(z + H)- 1/3  (2.3.4)
We can apply the same method as in (2.1.27) and (2.1.28) except we compute the
scalar product with function G~ instead of F,. For the mode m = 0 we should be
more careful as f-H )dz : 0
so we have to take the term n = 0 into account and add an equation on {wi} stating
that the average should be 0. In this we have to compute numerically:
* The scalar products (fs, Gm) and (qP, G,).
p-H f-H
" The averages G,(z) dz in order to impose] W(z) dz = 0.
-1 -1
In order to compute these integrals, one should be careful that the functions are
singular and have fast oscillations. The use of the modified base gives better results
even if we need to compute all coefficients numerically. If we were interested only in
the inner flow, and we had memory limitations, this would be a good solution. We
did not use this method for two reasons:
* Numerical integration is very time consuming.
* If we are also interested in the outer flow, all the gain will be lost as we will have
to project our result onto the base {f,} which does not have the singularity.
We notice numerically (See Appendix A.2.1) that solutions in the inner and outer
domains are matched properly and that boundary conditions are enforced, but that
'artificial' oscillation occur for the velocity field near the bottom of the buoy due to
the truncation error. Unlike this, the pressure, which is continuous, is approximated
in a much better way. Let us now show, in the following sections and in Appendix
A.2.2 that despite the imprecision in the determination of the velocity, our results in
terms of forces and energy are valid.
2.3.3 Optical theorem
The far field amplitude A(O) is defined by
1 cosh(k(z + 1)) ik i 24 = W coh() + A(O) e(kr~/) (2.3.5)iw cosh(k) "kr
for large kr. Therefore, given the asymptotic expansion of the Hankel functions, we
have:
A(O) - iwco cosh(k)bomi - m (2.3.6)
MT
It is known (See (Mei et al., 2005, p.381)) that A(O) should satisfy the optical theorem:
1 A(O)12 dO= -2Re(A(0)) (2.3.7)
This relation expresses the conservation of energy for the scattering problem, We
have checked numerically that this result is satisfied with a very good precision, as
the relative error is smaller than 10-4
2.3.4 Vertical exciting force: Haskind relation
In physical coordinates, the exiting force due to diffraction
Ff * = ip*w*
0
a * (q5,o(r*, -H*) + Z*(-H*)Jo(k*r*)) r* dr* (2.3.8)
so in dimentionless form
Ff = iw ( 8 ,0(r, -H) + Z(-H)Jo(kr)) rdr (2.3.9)
with
Ff* = p*g*h*2A*Ff
According to Haskind's theorem, it is related to the far-field amplitude of the radiated
wave Az by the relation:
4CFf = Az ()k (2.3.10)
Replacing the expansion (2.1.14) in (2.3.9), we get:
00
FD = iw EBn,of,(-H),n
n=0
(2.3.11)
with
Yo -= 2
7j Ii(Ka)
Kn
(2.3.12)
(2.3.13)Vj > 1
Using the computed coefficients B, 0 , this relation is verified numerically with a good
precision (the relative error is smaller than 10-4), and the result we obtain are in good
agreement with the graphs given in Garrett (1971) (See figures 2-3(a) and 2-3(b).)
2.3.5 Horizontal exciting force
Using (2.1.7), the horizontal force due to scattering is given by
FD= -iw D(a, 0, z)a (- cos(O)) dO dz
0 -OH
= irwa (2iJi (ka)Z(z) + Ol(a, 0, z)) dz
using the same normalization as before. We still have good agreement with the results
given in Garrett (1971) (See figures 2-3(c) and 2-3(d)).
2.3.6 Vertical restoring force: Relation (8.6.13) from Mei
et al. (2005)
The force due to radiation 6
Fzz = 2irw j r,O(r -H)r dr
is related to the far-field amplitude of the radiated wave Az by the relation
Azz = -Re(Fzz) 4C49 IAz 2
iw*(*F*, is, so it should be normalized by p*h*5/ 2g* - 1/ 2
(2.3.14)
6F*z itself is not the force,
(a) Vertical force, amplitude (b) Vertical force, phase
_0 5 10 15 0 5 10 15
k k
(c) Horizontal force, amplitude (d) Horizontal force, phase
Figure 2-3: Scattering forces on the buoy (N = 100, a = 2/3 = 2H). The crosses
correspond to the values given in Garrett (1971)
k k
(a) Added mass (b) Radiation damping
Figure 2-4: Added mass and radiation damping for different geometries.
of a = H is indicated next to the curves.
The value
As we did for the exciting force, we get:
Fzz = 2iw Bn,rFn(-H)n + 2(1 - H) H) 2 2  a
n=o 2(1 - H) 2 8))
In the simulations, (2.3.14) is verified numerically with a good precision (the relative
error is smaller than 10- 10)
8 10
2.4 Buoy dynamics and energy extraction
2.4.1 Equations of movement
If we assume that the buoy vertical displacement is given by ((t) = (e-it, then the
hydrodynamic force is given by:
Fhydro FfD - iw(Fzz + ira2( (2.4.1)
in dimensionless coordinates. The first term is due to scattering, the second one to
radiation and the last one to the dynamic pressure. The static pressure is not present
as it is balanced by the weight of the buoy. If we decompose the restoring force into
Fzz = -Azz + iw-l zz, the equation of movement is:
-MW2( = FZD - 21izz- iW(Azz + Ag) + rra2C (2.4.2)
where the force applied by the power extraction device is assumed to be of the form
Fen = -Ag( iwAg(
From (2.4.2), we get
FD
7ra 2 _ W2 (M + zt) - iw(Ag + Az) (2.4.3)
For two geometries, this displacement is plotted in figures 2-7(a) and 2-7(b).
2.4.2 Energy extraction
Once ( is known, one can get the extracted power which is given by:
S 21 12
1 A9w2 Ff 12
2 (ra 2 - W2 (M + [z))2 + W2(Ag + Azz) 2
0 2 4 6 8
Figure 2-5: Optimal value Aopt of the energy extraction rate. (a = H = 0.1)
Note that in physical coordinates, the extracted power would be
E =p*h*5/2g* 1/2 A*2E = p*h*3/ 2g*l/ 2 A*2 E
h*
It is maximum for
Ag - Aopt ( ra 2 - (M + tzz)W2 ) 2+ 
A
This optimal value of the extraction rate depends on the frequency, as shown in
figure 2-5. An analytical study shows that the maximum power that one can extract
from a buoy with only one degree of freedom in heaving is equal to the energy incoming
on one wave length (See (Mei et al., 2005, §(8.9.3))):
(2.4.4)Emax 
- 2k2k
so we can define the capture width by:
k7 Eopt _ k
Ema C W2 zz
Agw 2 1FD 12
+ A)2 + (7a2 W2 -('a2H + /1))2 (2.4.5)
2.5 Conclusion
Energy extraction is represented in figure 2-7(c). We first note that, as expected,
the optimal kW is 1 for any geometry, but that this maximum is obtained only at
resonance, and that the bandwidth is limited. Figure 2-7(a) shown the amplitude of
the buoy displacement. We see that, in agreement with general features derived in
Mei et al. (2005), the amplitude of the buoy displacement at resonance increases as
the size of the buoy diminishes. What is maybe more significant for energy extraction
is that resonance occurs at higher frequencies as the size of the buoy decreases. Let
us recall that in usual conditions k*h* r 1, so resonance is possible only for large
buoys. For such large buoys, we see that the bandwidth is very limited.
Remark 2.5.1 (Analytic estimation of the bandwidth). We see in figure 2-4 that (at
least near the resonant peaks) we have p - M/2 and A < wM, so we can approximate
kW as
kW c 2
(ra 2 - 3sM/2)2
with s = w2, which gives a bandwidth
8 v1 + 3 a- 2
9 r2a 6
in terms of s. We see that it goes to oo as a -- 0 and to 0 as a - oc.
In addition to the damper, we could have considered that the buoy was also
linked to a spring of dimensionless stiffness K. Everything would be similar, except
that the dynamic pressure term ira 2(, which already acts like a spring, would be
replaced by (ira2 + r,) (. If KC > 0, which is the case for a spring, this would result in
increasing the resonant frequency, which is not something we are looking for. Note
that the resonant frequency decreases as the mass of the buoy increases, so in order
to have better performance, we may want to increase the mass while keeping the
hydrodynamic forces constant. A solution for that is to add mass to the buoy deep
into the water, where hydrodynamic effects are weak, as shown in figure 2-6.
An idea to improve the power output would be to be able to adapt the damping
Figure 2-6: Buoy design from the Oregon State University. Image taken from Oregon
State University
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(c) Capture width
Figure 2-7: Energy extraction and buoy movement for three different sizes of buoys.
The energy extraction rate Ag is constant and chosen such that the energy extraction
is maximum at resonance, and the value of a = H is indicated next to the curves.
rate in order to maximize the power output for any frequency. Figure 2-7(c) shows the
energy extraction when Ag is varied with the frequency. If instead we have an energy
extraction device with fixed properties, then we would have a lower capture width,
as shown in figure 2-8. More complex phase control strategies have been developed
(See e.g. Falcdo (2008), Falnes (2002b)), and take into account different types of
wave power extractor. Note finally that we only studied monochromatic waves, but
any linear wave could be treated in this way using superposition (See for example
Eriksson et al. (2005)).
0 2 4 6 8 10
k
Figure 2-8: Capture width with an energy extraction device of fixed damping rate,
as indicated next to the curve. (a = H = 0.1)
Chapter 3
Wave-Power Extraction by a
Compact Array of Buoys
3.1 Introduction
Recently Fred Olsen and ABB Power Systems Inc. in Norway have designed a sys-
tem called F03 which consists of a rig with many small floating cylinders hanging
underneath it, as shown in figure 3-1(b). Energy is absorbed from the waves as they
set the cylinders into vertical motion which then activates a hydraulic system driv-
ing a generator to produce electricity. Currently being tested is a 1:3-scale research
model which measures 12 by 12 meters and is 8 meters high. It is estimated that the
full-scale model can produce 2.52 MW from 6-meter high waves with a period of 9
seconds, which is comparable to the capacity of a wind turbine. Eventually a large
array of many rigs can be installed over a large sea surface area and produce much
more electricity.
In order to investigate wave energy extraction from such a device, we consider a
square array of small and identical buoys floating on the surface of the sea of constant
mean depth h*, as shown in figure 3-1(a). Each buoy is a vertical cylinder of circular
cross section of radius a* and draft H*, spaced at the distance d* from centre to
centre. Assuming monochromatic waves of frequency w*, the wave number k* of the
incident waves is given by the real root of the dispersion relation
W*2 = g*k* tanh k*h* (3.1.1)
In this chapter, we shall consider the incoming wave length and the sea depth to be
comparable but both are much greater than the buoy radius a*, the draft H* and the
separation distance d*. i.e.,
h* - <K 1, O(a*) = O(H*) = O(d*), k*h* O0(1) (3.1.2)
Wave energy is extracted
absorbing device anchored to
from the heaving oscillation of each buoy through an
the seabed or attached to a fixed supporting structure.
3.2 Linearized governing equations
As we did in the Chapter 2, we employ the following symbols for physical domains:
s is the fluid domain, Sf is the free surface, Sw is the lateral surface of the buoys,
and SB is the bottom surface of the buoys. Let us denote all physical variables
with asterisks. For infinitesimal waves the velocity potential in water, is governed by
Laplace's equation
8a2  * d2* 2 **
+x*2  y 2 5z*2 (3.2.1)
Assuming constant atmospheric pressure on the sea surface, the total pressure inside
water is given by Bernoulli's equation:
(3.2.2)
at*
50
d 2a
H t
h -
(a) A periodic array of buoys (b) WEC platform concept F03. Image taken
from ABB Power Systems Inc.
z
(c) Cell geometry
Figure 3-1: Geometry of the array of buoys.
On the free surface z* = 7*(x*, y*, t*), the kinematic boundary condition is
a98*
8z*
8dt*
at*' X* E SF
and the dynamic boundary condition is
x* E SF
On the sea bed the vertical velocity vanishes, which gives
¢* 0,
8z*
X
* = -h*
On the side wall of the buoy, there is no normal velocity:
(3.2.6)
v= O, x* E Sw
ar*
where r* is the local radial coordinate from the axis of a cylindrical buoy. On the flat
bottom of the buoy the kinematic condition is
0+* 8O*
- X* E SB
&z* at*'
(3.2.7)
where (*(t*) is the unknown vertical displacement of the buoy. We model the action
of the energy extraction device on the buoy by a damping force
(3.2.8)F*tr -A* 09r at*
The conservation law of vertical momentum of the buoy serves as the dynamic con-
dition
M* a
at*2
+ A* + a2* * -p9 jjSB
dS* (3.2.9)
where M* = pra*2 H* is the buoy mass and H* its draft.
(3.2.3)
(3.2.4)
(3.2.5)
at*
g*rl* + t = O,
Let us introduce normalized variables as follows,
Ch,
* a x t* h*
- a
,
g
r* = A*rl', * = A* vg*h * , (* = A*(' (3.2.10)
and rewrite the governing equations. Note that the length scale is the small radius
of the buoy (the micro-scale). In normalized form, Laplace's equation (3.2.1) is un-
changed. The free surface conditions (3.2.3) becomes
x' E SF (3.2.11)
(3.2.12)a*h*
is the key parameter in this study and
/~ 0r/+ at = 0, x' E SF
Equations (3.2.11) and (3.2.13) can be combined to give
and the condition on the seabed now reads
On the buoy, the kinematic conditions are
and
-- - 0/'
dr'
dz' = ' (3.2.17)
where
(3.2.13)
a- a2  -
+P = 0, X' E SFdz' at'2 (3.2.14)
h* 1
= 0 ZI
Ozr' a*
-- ~ -00 (3.2.15)
x' E Sw (3.2.16)
X' E S
The dynamic condition (3.2.9) now reads
H* a2 '
a* at'2
Defining
H*
H' - 0(I),a*
we can write
2H / a'
-H't',2 + AXg a9t
A9 i /2* = O(1)StgP*g*wra*2
+ (I' = AdS'
7JJS, at
which can be combined with the kinematic condition (3.2.17) to give,
pH' 2a-t + A 9 -+1 z--9 at a
3.3 Multiple-scale Approximation
We now invoke the assumption of small buoys. Since the problem has two contrasting
length scales, a' and h' = p-1, we seek an asymptotic approximation by the method of
multiple scales. With the small parameter p = a*/h*, we define the slow (macro-scale)
coordinates without primes
(3.3.1)
We next introduce the expansions
Q) e4-Et' [o(xi, zi; t') t+ 4 i([x, xi; t') + 22 (x2, xi; t') +
where w is the dimensionless frequency normalized according to
w = w*
g 9
+ ;+p*g*a '2 t' +
04) dS'
at' r (3.2.18)
(3.2.19)
(3.2.20)
-- I 024) dS'
-rJ So - 1 (3.2.21)
(3.3.2)
(3.3.3)
xi = px'
,
i = 1,2,3.
/
For later use we expand
1
1 - lAw - ,H'w 2  T(w)j=O
1
(w) 1 - ijAw'
H' w 2
1 - iAw 2
Referring to the dimensionless governing equations in §3.1, we get from Laplace's
equation,
(3.3.6)
The combined free surface condition becomes
+ a8z X' E SF (3.3.7)
while the kinematic condition is
1z + d0 0+[t +P[L2 2+-) -iiw(r+ Pr +
) 
-
On the side wall of the buoy we have
ar'
X' E Sw
x' E SF (3.3.8)
(3.3.9)
and on the sea bed
+ / (, O  + Po+ ) = 0,az)
1
Z = -- r' -- 0 (3.3.10)
At the bottom of the buoy, the kinematic condition (3.2.17) gives
' = - H' (3.3.11)
where
(3.3.4)
etc. (3.3.5)
az'
- I2) (00 1 +1 ... ) - 0,
a
+ IL- (0 + ) =i - 0, I(9r)
+z (40 + P0 + 0 + = + - -),
and the dynamic condition
(-/*w2H - iAw + 1) (( , + [I'1 +/.2I +...
= F S (00 + 1 + P22 + )dS'
S B
(3.3.12)
Finally from the combined buoy condition,
(-Cp 2H' - iAw + 1) [zo
a0o-2
+ a/Oz' ) \z
W2
7 B- (3.3.13)
Separating the orders we obtain the perturbation boundary value problems at the
orders 0(1), O(p) and O(/p2). For later use we expand
1 -iAw -H'w 2 E (w)j=0
1
1 - iw '
H'w 2
1 - iAw 2 '
etc. (3.3.15)
3.3.1 Leading order 0(1)
The governing conditions on the short scale are homogeneous
A'qo = 0,
= 0,
On'
X' EQ
x' ES
(3.3.16a)
(3.3.16b)
with S - SF U Sw U SB U (z' = -p- 1). Let us define an unit cell of the array as shown
in figure 3-1, and impose further the condition of periodicity on the cell boundaries:
(3.3.17a)
(3.3.17b)0 (x', y', z', x; t) o(x', y'+ d', z', x; t)00 ,z , , Z =X , ,xI)
where
(3.3.14)
+4 00
az +0 +8z')
00("', , z ZX1 t)
with
(3.3.18)
being the center-to-center distance between adjacent buoys.
The leading-order solution is clearly independent of the micro-scale,
0o = Qo(; t) (3.3.19)
where the dependence on the macro-scale is yet to be found. It follows from (3.3.12)
that
( = iwFo() 0 oo, x' E SB. (3.3.20)
3.3.2 First Order (O(y))
Using (3.3.19), we get from (3.3.6) that
A'5 1 = 0, x' E Qf (3.3.21a)
and from (3.3.7) that
01'
9z' S- - - W2) , X' E SF (3.3.21b)
Equation (3.3.13) becomes
d001
9z
= - (aOz x E SB (3.3.21c)
We also have on the side wall of the buoy,
01r' 8r0
Dr' Or
900
- xz
8xyti
x' E Sw (3.3.21d)
where n = (ni, n2) = (cos 0, sin 0) denotes the unit vector normal to the side wall,
and
d'1 dz
89z' 8 z
1
z -- < -1
P1
(3.3.21e)
2.F00 ,
on the seabed. In addition we impose the periodicity condition on the cell boundaries.
Once 01 is found, (1 follows from (3.3.12). As it is usual in homogenization analysis,
the macro-scale physics at the leading order is found by requiring the solvability of the
inhomogeneous micro-scale problem at a higher order. The micro-scale cell problem
for 01 is inhomogeneous. By applying Gauss' theorem (or, equivalently applying
Green's formula to 0o and 01 over a unit cell) ¢1 over the cell volume, we get
a & dS' = 0 (3.3.22)
where 02 is the boundary of the cell. This is just the condition of solvability for the
inhomogeneous problem of 01. Since
dS' = -p dS' = Vo - er dS' = 0 (3.3.23)
we must have
JS 1 dS JfS0  dS'
which gives at the leading order:
(1 - f) -w2o +f (W W 2 0  - 0, z = 0 (3.3.24)
where for circular buoys
7ra*2  wit 7
f a *2 - with 0 < f < (3.3.25)d*2 d/2' 4
is the area fraction of solid, or the packing ratio. Hence we have
(oo0 2 [1 + - 1) 0 = 0 (3.3.26)
which is a macro-scale boundary condition at z 0. In the open water with no buoy,
which is a macro-scale boundary condition at z = 0. In the open water with no buoy,
f = 0, so (3.3.26) reduces to the familiar condition on the free surface:
- w20o = 0, x' E SF (3.3.27)
Because of (3.3.26), (3.3.21b) and (3.3.21c) can be rewritten as
oD1 _ 00 (
41 80o (1
Sz' 8dz
and
1 )1 - f( o - 1)
1 + f (-To - 1))
In view of the forms of the boundary conditions, the solution of the micro-scale
problem for q1 in a unit cell can be sought in the form
(3.3.30), 2)90(x', X) - -Zs (x) .
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Then the horizontal components Sj, j = 1,2 are governed by the following boundary
value problems in the unit cell,
A'S = 0,
as-
O = n ,(9r,
x' E GQ
x' ESF, SB and z' - -oo;
(3.3.31a)
(3.3.31b)
(3.3.31c)x' ESw
X C SF
x C SB
(3.3.28)
(3.3.29)0o3 0 1z'
The vertical component S3 is governed by
A'S 3 = 0, x' EQf (3.3.32a)
883S= , x' ESF (3.3.32b)
D53
= 0, z' - 00 (3.3.32c)8z'
8S3
= ', x' E SB (3.3.32d)
8S3
a = , x' ESw (3.3.32e)r'
The solutions are made unique by adding the constraint
(x)V , j1,2 (3.3.33)
and S 3 = 0 at a point x = Zb on the seabed. These elliptic cell problems with
Neumann boundary conditions can be solved numerically. Being periodic in (x', y'),
the harmonic functions Sj(x') are expected to diminish exponentially in z'. For
confirmation we have performed a numerical simulation using Finite Elements. The
results, given in figure C-4, Appendix C.3, show indeed that the solutions Si are
localized near the buoy. In view of (3.3.30), a consequence is that,
0-__ 0 as z' -oo (3.3.34)Sz'
which in turn implies
0o
= 0, z = -1 (3.3.35)
dz
because of (3.3.21e).
3.3.3 Second Order and the Macro-scale problem
At the second order the micro-scale problem for 2 is again inhomogeneous,
A' 02 - -2V.'V 1 - A4o,
02
az'
802
ar,
az
az '
+ w2 1) ,
-w2FOl -1w210o ,)
x E Qf
X' E SF
' E SB
ZI " -00
x' Sw
(3.3.36a)
(3.3.36b)
(3.3.36c)
(3.3.36d)
(3.3.36e)
As Si -- 0 for z' -+ -oo, (3.3.36d) reduces to :
-¢2
8z'
Z "" -00 (3.3.37)
We can apply Green's formula for 0o and 0 2 in the unit cell and invoke their governing
conditions on the micro-scale to get
'If2(Ao0 + 2V.'VoI) dV'
+ SB
=Sf
- W2.F0laz  0
az
- W2 ) dS'
dS' - f1W dS'ar (3.3.38)
Using the fact q1 vanishes with Si outside the vertical distance of 0(1) from z = 0,
and that the cell volume IQf1 = O(1/p) is much greater than unity, we conclude that:
f/jf Ao0 dV' = 0
but we can not take the term A 0o out of the integral as it is usually done in homoge-
nization, as the variations of this term over the depth are significant. We can however
conclude that
(3.3.39)
- 2-1 0)
A00 = 0, -1 < z < 0O
by remarking that we can replace Qf in (3.3.38) by
= n {-f -1l < z' < -7'} for 1 < N' < 1- 1/2
1$ n {-N' < z' < 0 for N' > f-1/2
and conclude that VN'
We can finally take the derivative with respect to N', and make use of the fact that
Ao0 is constant on and horizontal cross section of the cell to conclude that qo must
satisfy Laplace's equation on the long scale.
In summary, in the region with buoys, the macro-scale variation of o0(x) is gov-
erned by (3.3.39) in the fluid region, subject to the boundary condition (3.3.26) on
z = 0, and (3.3.35) on the seabed. In the open water without buoys, condition (3.3.26)
must be replaced by (3.3.27), while (3.3.39) and (3.3.35) still apply. Note that due
to the small draft H of buoys, buoyancy and resonance are unimportant.
We shall next apply these equations to examine wave power extraction from one-
and two-dimensional arrays in response to a plane incident wave train arriving from
X ' -- 00.
Finally we remark that the present theory can be extended in principle to periodic
buoys of any shape.
3.4 Vertical eigenfunctions
As it is well known, the general solution in the open water region where f = 0 can
be expressed as a series of the form
0 (x) = 03 (x, y)f(z), n = 0, 1,2,3, ... (3.4.1)
n=O
where
fo = co cosh (ko(z + 1)) , fn, = c cos (C,(z + 1)) (3.4.2)
are real orthogonal eigenfunctions in -1 < z < 0, and (k0o, kl, k2 ... ) are the eigen-
values of the dispersion relation,
w2 = kn tanh(kn), n = 0, 1, 2, ... (3.4.3)
In particular ko is the positive real root and kn = iK, is the n-th imaginary root i.e.,
n = 1, 2, 3,..
With the choice of
2
C = 1+ w- 2 sinh2 ko'
2
S= 1 - w-2 sin 2 (V,)
(3.4.5)
the vertical eigenfunctions are orthonormal,
o
(fU fm) fs(z)f m (z) dz = 6nm
-1
(3.4.6)
Note that these functions are the same as in Chapter 2. Furthermore the horizontal
factors n, must satisfy Helmholtz equations in the horizontal plane
2 &2 + k )
X2 +a +y2 )o-, ( 2  2 )
2 On=y2 0,
n= 1, 2, 3,...
In the region of wave absorbing buoys we also assume
0o(X) = ~ In(X, y)F.(Z)
n=O
It can be shown that the eigenfunctions {F }, n = 0, 1, 2, 3,
(3.4.8)
.. are the solutions of
the boundary value problem
F,'(z) - KF (z) = 0
(F1 - . 2 F) = 0
-l<z<0
z=0
F = 0, z = -1
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w2 = ko tanh(ko), 2 = -Kntan(Kn), (3.4.4)
(3.4.7)
(3.4.9)
with
2  w2[ff0(w) + (1 - f)] (3.4.10)
Note that o- is complex due to energy extraction. Therefore the eigenfunctions F, are
complex
F, = Cn cosh K,(z + 1) (3.4.11)
The eigenvalue K, is the n-th complex root of the relation
a 2 = K, tanh K, (3.4.12)
It is straightforward to show that the set {F } is orthogonal. By choosing the
coefficients {C, } to be
Cn 2 (3.4.13)C-2 sinh (Kn) + 1
the eigenfunctions {Fn} are also orthonormal,
(Fn Fm) = Fn(z)Fm(z)dz = unm (3.4.14)
Since Kn is complex, the square root above is defined such that if the complex radical
is z = reiO, its phase is limited to the range -7 < 0 < r.
For a given frequency w, packing ratio f and damping rate Ag, a is first defined.
K and F are then found numerically. Before employing an usual algorithm to solve
the complex transcendental equation, a good initial guess of the solution is needed.
The numerical procedure we employed for this purpose is described in Appendix B.1.
Sample F,'s are shown in figure 3-2, and sample eigenvalues are given in Table 3.1.
Note that for f = 0, k is purely real and k, = iK,,n = 1, 2,3... are purely
imaginary. For f < 1, K0 is almost real and I,, n = 1, 2, 3, ... are almost imaginary.
Perturbation solutions of (3.4.12) have been used to confirm the values in Table 3.1
where f = 0.2.
We now apply these results to examine two simple arrays.
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(a) Real part of eigenfunction. The value
of n is indicated next to the curves. (w =
1)
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value of n is indicated next to the curves
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Figure 3-2: First solutions of the eigenvalue problem (3.4.9). Ag = 1 and f = 0.2
Table 3.1: First ten eigenvalues for (3.4.9) for Ag = 1 and f = 0.2.
Figure 3-3: Cross section of an infinitely long array.
3.5 A long array of energy-absorbing buoys
Referring to figure 3-3, let us first consider a long array of width L with 
its edges
parallel to the crests of incoming plane waves. Assuming an incoming wave 
of unit
amplitude, the velocity potential in the open water on the incidence side (zone I) is
(x, Z) = (O) (eikoxfo()+ Rn ikn n( ) ,iwfo(0) n=o
--00 <x <0
where ko is real and kn = irn,,n = 1, 2, 3, ... are imaginary roots of the dispersion
relation. In zone II of the buoys, the potential is
(, z) = if() (BneiKnx + Be - iKnx) F(z), 0 < x < L
and in the open water on the tran= smission side (zone ) we have
and in the open water on the transmission side (zone III) we have
Oiiix, ) 1 0 iknxi(x, z) f( ) Te n(z), L <x <o00o
iwfo() n=O
(3.5.2)
(3.5.3)
The eigenvalues (kn, Kn) and eigenfunctions (f,, F,) have been defined in §3.4. Let
us introduce
U(z) = x (0, z),ax U'(z) = 
00 (L, z)dx
(3.5.1)
(3.5.4)
as the horizontal velocities at x = 0 and x = L respectively. Requiring flux continuity
and using the orthogonality of eigenfunctions, we find
(UI fo)
iko
n ((U' - e-iKnLU)Fn)
2K sin(KnL)
(U f,)
ikn
((U' - e iKnLU) F)
2K sin(KnL)
Tn =
ikneiknL
We further require continuity of pressure (i.e., of potentials) at x = 0
fo(z) + (1
n>0
(Ulfo)iko
(U' - cos(KnL)U)IF,)
K, sin(KnL)
and at x = L
((U'cos(KnL) - U)IF)
Kn sin(KnL) F,(z) =
n>O
( ) fn(z)ik,
These are a pair of integral equations for U(z) and U'(z) in -1 < z < 0. Let their
solutions be the following orthonormal expansions
U = E UmFm, U' = E U'Fm, -1 < z < O (3.5.8)
with unknown coefficients, and let
fn = E nmFm where (flFm) = Mnm
m
where the matrix elements Mnm can be obtained explicitly,
(3.5.9)
c cosh(kn)Cm cosh(Km)
(k2 
-Km2)
(3.5.5a)
(3.5.5b)
(3.5.5c)
fo(z) - ) uikn fn(z)
n>1
(3.5.6)
-z
n>O
(3.5.7)
MAm = w2f(1 - ) (3.5.10)
Equations (3.5.6) and (3.5.7) become
1
2 fo(z) Mnqq, U, n (z)
n,q
MU, n 1 f(z)
n,q
=Un Un ) Fn(z) (3.5.11)
n= Kn sin(KnL) K, tan(KnL)
= ( + K ( Fn(z) (3.5.12)> Kn tan(KnL) Kn sin(KnL)
n
By taking the scalar product with Fp for p = 0, 1, 2, 3, ... in turn we obtain from
(3.5.11) and (3.5.12)
2Mop -
n,q
n,q
1  1 1MqqI M = U/ + Up
iknq p Kp sin(KpL)n + Kptan(KpL)
1 ( 1 1
MnqU- np - tan(pL) UP)
ike K tan(KpL) K, sin(KpL)
The expansion coefficients Un, U, are solved numerically after truncation. Details of
the convergence are given in Appendix B.2.1. Afterwards we get the buoy displace-
ment (o from the expression of O1j. The transmission and reflection coefficients follow
from (3.5.5c) and (3.5.5a) :
T - To = MO---"oL
ilkoeikoL
(U fo)R- Ro = 1- I
iko
and
(3.5.14)
(3.5.15)
The dimensionless power-extraction efficiency is
E = I - IT2 _ IR 2 . (3.5.16)
Figure 3-4 and figure 3-5 show the amplitude of the free surface elevation and the
buoy displacement in and outside of arrays of length L = 1 and L = 5. Note first
that there is no resonance. There is a slight phase difference between the movements
of the free surface and the buoys, in agreement with (3.3.12).
For a fixed array width L, the reflection coefficient R increases with the extraction
rate A9 , as shown in figure 3-6. Both the transmission coefficient T and the extraction
(3.5.13)
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Figure 3-4: Real and imaginary parts of amplitude of the free surface elevation ijo
and buoy displacement Co (squares) for different array length L = 1,5, and for the
same f = 0.2, Ag = 0.5 and k0o = 1. The buoys are in 0 < x < L.
efficiency 8 are the largest for some intermediate extraction rate around Ag = 0.5 as
shown in figure 3-8(a). The precise optimal value is around 0.5 and can be determined
numerically.
For a fixed extraction rate, the effects of array width L on the transmission and
reflection coefficients are shown in figure 3-7(b). The corresponding extraction effi-
ciency is shown in figure 3-8(b). The oscillatory variation of the reflection coefficient
shown in figures 3-6(b) and 3-7(b) is due to interference, similar to the case of a finite
shelf (See Mei, Stiassnie, and Yue (2005), p. 149). In the transmission coefficient,
this oscillatory behavior is less prominent due to energy extraction. In the limit of
extremely high damping rate, A, > 1, the buoys no longer move, interference effects
are recovered, see figure 3-7(c).
While it is not surprising that a larger L gives a higher efficiency, as shown in
figure 3-8(b), it is nevertheless interesting that the gain of energy extraction with a
wider array is more significant at low frequency. In practical situations ko = k h*
will likely be between 0 and 3. Our predictions can help the designer to choose the
proper width by considering both efficiency and construction economy.
In general scattering is significant, hence the maximum efficiency of energy ex-
traction is somewhat lower than that a large beam-sea device such as a Salter's duck
(See Mynett et al. (1979)).
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showing wave attenuation, for the same f = 0.2,
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(a) Transmission coefficient for L = 1, and
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Figure 3-6: Transmission and reflection coefficients for an array of buoys with various
extraction rates AX, as indicated by numbers next to each curve. The packing ratio
is f = 0.2.
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Transmission and reflection coefficients for a buoy array with various
L, as indicated next to each curve. The packing ratio is f = 0.2.
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Figure 3-8: Extraction efficiency as influenced by A, for a given L (a) , or by L for a
given Ag (b). Values of the varying parameter are indicated by numbers next to each
curve. The packing ratio is f = 0.2.
C6
0
U
0--*00000000
", e******t.
..... * **9 ....
Figure 3-9: A circular array of energy-absorbing buoys.
3.6 A circular array
3.6.1 The solution
Now let many buoys be gathered inside a circular array of radius R. In order to solve
this problem, let us follow the same approach as in Chapter 2. First, it is well known
that the incident plane wave in the direction of x can be expanded as a sum of partial
waves (see e.g. Abramowitz and Stegun, 1964)
1 1 00
i(x) = i- fo(z)eiko iwf (0) fo(z) E cm Jm(kor) cos(mO)
m=0
where Co = 1 and e, = 2 for n = 1, 2, 3, .... Let us express the total solution as
= Om (r, z) cos(mO)
m
In the open water, the m - th mode potential qr can be written as
S1
m 
- iwfo(0) (CmiM Jm(kor)fo(z) + 00 n=0,mnm(r)fn(z)n= o r>R
(3.6.1)
(3.6.2)
with
On,m(r) = ( (k°r)
Km(Knr) = Hm) (iKr)
for n = 0
for n = 1, 2, ...
(3.6.3)
The first term in (3.6.2) corresponds to the incident wave and the series to the scat-
tered/radiated waves. In the circular region of buoys, 0 < r < R, we
potential as:
rnm iwfo() 7 1 bn,m n ,m(r)Fn(z),
n=o
can expand the
0 < r < R, (3.6.4)
with
ln,m(r) = Jm(Knr)
where (fn, k,) and (Fn, Kn) are the same as before. Let us denote the common radial
flux along r = R by
Um(o, z) a mOr , r = R. (3.6.5)
The expansion coefficients are found in terms of Um by orthogonality:
a (Umlfo) - EmiGm koJm(koR)ao,m 
-m(R)
bm (Um IFn)
a,m (R)nb m U
(3.6.6)
(3.6.7)
(3.6.8)
which assures the continuity of radial flux.
r = R requires that
Emi m (Jm(koR) - koJn(koR)00', r(R) C~eR
Continuity of pressure (i.e., potential) at
fo(z) (Um ,n,m(R) f, (z)
n=0
o (Um I n)
Sqm (R) I'n,m(R)Fn(z)
n= n ,m (R)
(3.6.9)
Introducing the expansions
fi = ZMZjF,
a
U Z 1 UjnF
j
(3.6.10)
We get
(J(koR) - koJ(kR) Oom(R)) MojFj(z)
+ MkiUmMkjFj(z) )Un,mFn(z) (3.6.11)
i,j,k k m n q nim(R)
for m = 0, 1, 2, 3,.... By taking the scalar product with Fp, we finally obtain for any
value of m
r F~km(R)~~ 4pr(R)
( kJm (ko )
mi Jm(koR) - (R)orn(R) M0p (3.6.12)
which is a matrix equation for the unknown vector Uj,m for every m. Numerical
computations can be carried out after truncation of the series, details are given in
Appendix B.2.2. After solving for Uj,m, the velocity Um hence Om are found. Com-
bining (3.6.2) and (3.3.20), we get the displacement of the buoys
(o(r, 0) =Fo(w) E bn,m' (in F, r) cos(mO) (3.6.13)
m=O n=O
Figure 3-10 displays the computed free surface displacement around the array, and
Figure 3-11 gives the computed buoys displacement. For the smaller array of radius
1 the amplitude of displacement is relatively uniform and less than 1. For a large
array, with R = 5, the amplitude of buoy displacement can vary significantly and be
slightly larger than the amplitude of the incoming wave.
3.6.2 Energy absorbtion
One can evaluate the extracted energy by calculating the total energy flux into a large
circular cylindrical surface of radius r > R. In physical variables the power output
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Figure 3-10: Free surface elevation in the neighbourhood of a circular array of buoys.
The circumference of the array is represented by the bold circle. Ag = 0.5, f = 0.2
and ko = 1. Waves are incident from the left.
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circular array Ag = 0.5, f = 0.2 and ko = 1.
p* = f0 ip*w*0* ( r* dz* dO
i0 JO-h*
= p* A*2g*h*h* jO2 -1Re (i a) r dz dO
where the overline denote time averaging over a period. Use has been made of the
normalization defined in (3.2.10). The implied normalization for power output is
S "A*2 g*h 2) (3.6.15)
In contrast, the power flux per unit length of the incoming wave crest is,
1 p*g*A* 2 C* = h*p*g*A*2 * h* 1 dw
g 2 h* o d ko
- p*g*A *2 *h*2 )C9
rr*) k
The capture width W* can be defined as
koW* = koW = 10 2k- (3.6.16)
SPg*A*2Cs C9
Using the asymptotic expansions of Bessel functions for large kor, we get from (3.6.2),
Ami(kor-x/ 4) fo(z)
) or wfo(0)
for kor > 1
iwfo(O)
(eikor cos(8)
+ > Am 2k ei(korr/4) cos(mO) Af(z)
m or
(3.6.18)
where the modal amplitudes A, can be computed from the solution using the asymp-
totic expression of the Hankel functions:
Am 7= co,m i -
(3.6.14)
so that
(3.6.17)
9* =9P (P*
Using the method of stationary phase it can be shown that :
P [IA 2 I A, 2 + Re AAm1 (3.6.19)
Details are similar to that in (see Mei et al., 2005, p.381) and are given in Appendix
B.3.1, as well as an alternative derivation of the expression from the buoy displace-
ment. The capture width is therefore:
kWA* = koW = wCfo(0) 2 [I 2 m 12 + Re Am) 1
Finally, using the expression for fo and the dispersion relation, we find
Cfo(0) 2= ko
hence
ko = 4 IAo2 + 2 + Re(E Am)) (3.6.20)
m>1l m>0
Another measure of efficiency is the ratio of the energy absorbed to the energy
entering a distance 2R,
W
S = (3.6.21)2R
For the evaluation of the merits of the compact array let us recall some results
known for a single buoy Newman (1979), Falnes (2002a), Mei et al. (2005) : (i)
Maximum extraction is achieved at resonance. Both the heaving amplitude and the
frequency at resonant peak increase as the size of a buoy decreases. (ii) The optimal
koW is 1 at best for a heaving buoy of any size. It is known that a buoy with all
three degrees of freedom has the maximum koWV = 3. If there is no external restoring
force such as a spring the horizontal, then the mode of sway cannot be resonated so
that the maximum is koW = 2. (iii) The bandwidth of efficiency decreases when the
size of the buoy increases. These have been checked by us using the semi-numerical
method of Black, Mei, and Bray (1971) in Chapter 2.
In light of these let us present the results for a circular array of buoys. Figure 3-12
shows the dependence of capture width and extraction efficiency on the extraction
rate A9. For two different array radii R, the greatest capture width and efficiency are
achieved at around the same extraction rate of A9 = 0.5. The precise optimal rate of
damping depends slightly on the frequency/wave-number of the incoming wave.
Figure 3-13 shows that for a fixed packing ratio and damping rate, the capture
width and efficiency naturally increases with the radius of the array. More important,
the efficiency band width is very broad for all array sizes.
Figure 3-14 shows that the extraction efficiency increases monotonically with the
packing ratio f, and with the incoming wave frequency. Recall that for circular buoys
in a square array the maximum packing ratio is f < -r/4 m 0.79.
Finally let us compare a large buoy whose radius and draft are equal, with a buoy
array of the same total displaced volume rfR2 H. Note that the value of H does
not influence the energy extraction, but a value must be chosen here to define the
total volume for the array. Since H* = O(a*) < h* we take H = 0.1 for illustration.
With this choice, the radius and draft of the large buoy are both ab = (fR 2 H)1 /3.
Figure 3-15 shows the comparison of capture widths over a wide range of frequencies.
The solid curves gives the capture width for an array for different radii R, with fixed
f = 0.2 and A, = .5. The dashed curves represent the capture width for a single-buoy
absorber of corresponding radius ab. In the range of 0 < ko = k*h* < 6 the maximum
koW is at most unity for a single heaving buoy that only heaves, and can be 3 if roll
and sway can also be resonated. Note however that the band width of a single buoy is
always limited. Thus the circular buoy array is potentially more advantageous from
the technical viewpoint of efficiency.
3.7 Conclusion
Stimulated by a recent invention in Norway, we have developed a theory for the
hydrodynamics and power-extraction efficiency of a compact array of small buoys.
The typical wave length is assumed to be comparable to the overall radius of the
(a) Capture width for R = 1
ko ko
(c) Capture width for R = 5 (d) Efficiency for R = 5
Figure 3-12: Effect of the extraction rate of the energy absorber on energy extraction
The value of A9 is indicated next to the curves. The packing ratio is f = 0.2.
ko ko
(a) Capture width (b) Efficiency
Figure 3-13: Effect of the radius of the array on energy extraction. The value of R is
indicated next to the curves. A, = 0.5, f = 0.2).
(b) Efficiency for R = 1
(a) Capture width (b) Efficiency
Figure 3-14: Effect of the packing ratio on energy extraction. The packing ratio f is
indicated next to the curves. For Ag = 0.5, R = 1).
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Figure 3-15: Capture widths of a circular arrays of small buoys of radii R = 0.5,1, 2
are shown by dashed curves. Their drafts are H - 1/10. Capture widths of a large
buoy of equal total volume with radii ab - (fR2H) = 0.17, 0.27, 0.43 are shown by
solid curves. The draft is equal to the radius. For the array f = 0.2, Xg = 0.5. For
the single buoys the extraction rate is chosen to be the maximum at the peak.
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array but much greater than the dimensions of individual buoys. For a periodic array
the two-scale method of homogenization leads to an effective equation governing the
spatial average. The energy-absorbing efficiency is studied for a long strip of buoys
and for a circular array. The latter geometry is shown to be potentially advantageous
in having good efficiency over a broad range of frequencies, unlike that of one large
buoy.
The theory can be readily modified for wave interaction with broken ice floes
floating on the sea surface, if the ice floes are idealized as identical floating bodies in
a periodic array.
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Chapter 4
Effect of Bragg resonance on
wave-power extraction from a
sparse array of buoys.
4.1 Introduction
We showed in Chapter 2 that in the usual range of frequencies of water waves a small
buoy does not resonate and so can only extract very little energy, at least without
control of the displacement. We may want to create another form of resonance by
using a large number of buoys that will interact in such a way that their displacements
will be increased. For this, we would need a constructive interaction between the
2a
(a) Schema of the system (b) Artist's view of a sparse array. Image
taken from Ocean Power Technologies Inc.
Figure 4-1: Sparse array of buoys at Braggs resonance
waves generated by the movement of each buoy, which happens when the spacing is
related to the wave length by
k*d* = n ne N
and is known as Braggs resonance. For these frequencies, we will also have strong
scattering, as it was shown for example by Li and Mei (2007a,b) for the propagation of
water waves in an array vertical cylinders and by Mei (1985) in the case of a periodic
sea bed.
Numerical methods based on eigenfunction expansions have been developed to
treat scattering by arrays. For example the interaction of an incoming wave with
an infinite or semi-infinite line of floating objects at any frequency has been treated
numerically by Peter et al. (2006), Peter and Meylan (2007). Linton and Mclver (1996)
and Chamberlain (2007) considered the scattering by finite arrays of cylinders.
In this chapter, we will first investigate wave propagation in an infinite array of
buoys using tools from solid state physics and standard Finite Elements procedures.
This type of approach is similar to that of Chou (2000) for the scattering of a surface
wave by a periodic interface. It will be a starting point to then focus on the prop-
agation in a channel for frequencies close to Braggs resonance. Applying multiple
scale analysis, we derive simple equations that will allow us to evaluate the energy
extraction with very limited numerical computation.
4.2 Scales
As we did in the previous chapter, let us use asterisks to denote physical quantities.
As we mentioned in the introduction, we are interested in the energy extraction from
an array where a large number of small buoys are spaced of a distance d* similar to
the wave length, as shown in figure 4-1. This means that the length parameters will
be related by:
a* H*
p _= - - < k*d* - k*h* - 1h* h*
As a consequence, we have three distinct sets of length scales, which are:
1. The local scale, which characterizes the flow in the neighborhood of the buoy.
The proper dimensionless coordinates are
( a* a* a*
2. The scale of the separation distance d*. This will be referred to as the short-scale
or micro-scale. At this scale the incoming wave length and the cell structure
will be comparable. The dimensionless coordinate system associated to this
scale will be
(x', y',z',t')= h*' h* h* t*
3. The macro-scale, at which the scattering effects will be significant. These effects
will be characterized by the modulation of the wave envelope, so it needs to
be related to space and time coordinates. Let us recall that the scattering
and radiation effects of a single small heaving buoy of radius a* on a wave of
wavenumber k* are of order (k*a*)2 <K 1, so in order to get significant interaction
we need to consider at least N - (k*a*)- 2 buoys. Let us introduce the set of
dimensionless coordinates
(x, y, t) = 2(x', y', t')
to represent the effect at this scale. Given our assumption that the depth
should be comparable to the incoming wave length, only the horizontal space
coordinates are involved on the macro scale.
The free surface elevation, potential and buoy displacement will be respectively nor-
malized by
rf = A*r', * = A* A*(' (4.2.1)
4.3 Asymptotic estimate away from Bragg scatter-
ing
Let us consider a single small buoy of radius p. The scattered and radiated waves will
be negligible (We show in Appendix E that they will be order p for a semi-spherical
buoy) compared to the incoming wave, even in the neighborhood of the buoy, so the
only hydrodynamic force applied to the buoy will be due to the incoming wave. Let
us assume we have an incoming wave of the form
A*g* cosh(k*(z* + h*)) ik*Z*
S iw* cosh(k*h*)
then the exciting force is given by
FD ip*w* Jj 0 dS* = ip*7ra*2 w* A
assuming without loss of generality that the buoy is located in x* = 0. Using the
following normalization
FzD* = p*g*h*2A*FzD
we get
FzD =o iW SB s,o dS = 7P2
Applying Newton's law to a buoy, we get
-M*w*2(* = rl2 p*g*h*2A * + iw*A(* - fp*g*a*2( *  (4.3.1)
As M* = p*ca*2H*, (4.3.1) can be rewritten as
0 = T + iw'XAg( 
- 7(
in dimensionless form, with
p- r*ap*2 gh*
It follows that
1
1 - iw'Ag
From this, we can compute the energy extracted as
2 9
= p* gh* 3A*2A2 TAg 12 1
Let us recall that the energy incoming on a width W* is given by
2p* g 3A*2W'C9
so a single buoy extracts a ratio
d'p2  __W'd'C' 1 + W,2 2
of the incoming energy. Let us introduce
S1 + w' 2  (4.3.2)W''C I + W12\2
Let us now assume that we have many of such buoys spaced of a distance 6x = p2d' in
the long scale set of coordinates. Neglecting the interaction of the buoys, the energy
e of the incoming wave at a position x would be related to the amplitude at x + 6x
by
e(x + 6x) = (1 - 6xR)e(x)
so
de
= Re(z)
d87
87
The energy remaining at the end of the array would therefore be
e(L) = e- R L
and so the extracted energy in this approximation would be
o - 1 - e-L (4.3.3)
Note that the fraction of the incoming energy that is extracted depends only on:
* The number of buoys through L/d'. The number of cells is in fact L/(p2d').
* The frequency of the incoming wave through w'/Cg'.
* The energy extraction rate
* The width of the array
The dependency of So with the number of buoys, the damping rate and the frequency
is represented in figure 4-2. We see that it increases with the number of buoys, and
that the optimum damping rate is independent of the length of the array. Indeed, in
the limits of this approximation, the extracted energy will be maximum for
dSo0d 0dA9
that is to say
w'L
g12 C
1+ /\w/29
7r 2 3L \
+ -2 "~t 2 )g L e-R L =
9
which gives
1
9
Remark 4.3.1 (Neighborhood of Bragg resonance.). Recall that we want to consider
frequencies that are close to Bragg resonance (but not too much so that scattering
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(a) Influence of the number of buoys. The
value of Ag is indicated next to the curves and
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(b) Influence of the frequency on the the Eo.
Ag is set to its optimal value, and the value of
L/d' is indicated next to the curves.
Figure 4-2: Energy extraction go for W' = 1.
2 3
d'
Figure 4-3: Eo around Bragg scattering for Lid = 1 and for the optimum damping
rate A,. W' = 1
effects remain negligible), so
' P' tanh(k') tanh D
In this case, the energy extracted will depend on d' through the resonant frequency.
This dependency is represented in figure 4-3.
From now on, we will set the dimensionless width of the channel to be
equal to the spacing: W' = d'.
4.4 Periodicity: Bloch solutions
Let us first give some general properties of the wave propagation in an infinite periodic
domain, following an approach that is common in solid state physics. The important
point that we emphasize here is that the periodicity of the domain does not imply
the periodicity of the solution.
4.4.1 Bloch theorem
Due to periodicity in the two horizontal directions, Bloch theorem states that any
bounded solution in an infinite periodic domain can be decomposed into a linear
combination of Bloch states (sometimes also called Floquet modes) 0 for which there
exists a real vector k' = (k', ky, 0) such that
q(x') = b(x') exp(-ik'- x')
is a periodic function. See Appendix D for some insight on the derivation of this
theorem. In physical terms, it means that the solution will behave like a plane wave
of wave vector equal to the Bloch wave vector, but with a periodic envelope. Therefore
determining the vector k' will give us a good insight into the wave propagation.
4.4.2 Symmetry
For now, the wave vector coordinates k' and k' can be any real number. We can
however note that for any k' and for any integer n and m the vector
2w 2w
knf,m ' (n i' )27r
will also be such that
% ,. (x) (x') exp(-ik",, m- x')
is a periodic function. From the point of view of Bloch theorem, k' and km are
equivalent. We can therefore consider only the vectors such that
T7 7-
< <- -- < k' < -d' - x - d' d' - Y - d'
in order to avoid redundancy. This region is called the first Brilloin zone. We can
also note that our problem is invariant under the changes
x' / - Y X1 - y++ y/ t t
so if we find a Bloch state 0 (x', y', z') associated with the vector (k, k,), then we will
also have (See Joannopoulos et al. (2008))
1. /(y', x', z') associated with (ky, kl)
2. (-x', y', z') associated with (-k'l, k,)
3. (-x', -y', z') associated with (-k', -kl)
4. O(x', -y', z') associated with (k', -k,)
As a consequence, we only need to consider wave vectors in the area shown in
figure 4-4(b), called irreducible zone. Indeed, knowing the solution for k in area I
of figure 4-4(b) we can use 1. to deduce the solution in area II, and then 2., 3. and
4. to obtain the solutions in areas III, IV and V, so the solution is known in the
entire Brilloin zone. The irreducible zone is the smaller region in which the problems
associated to the Bloch vectors are not related by symmetry (See Joannopoulos et al.
(2008)).
(b) The irreducible Brilloin zone for our prob-
lem.
Figure 4-4: Geometry
a'
H'
B
P2
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(a) Cell
4.5 Wave propagation in an infinite array of fixed
bodies
4.5.1 Equations
Let us first study the propagation of a wave by fixed buoys. We employ the following
symbols for physical domains: Qf is the fluid domain, Sf is the free surface, Sw is
the lateral surface of the buoys, and SB is the bottom surface of the buoys. In terms
of the short scale alone, the set of equation characterizing the linearized scattering of
an incoming wave is
A'qs=0, x'Ef
- t2 S = 0, X' SF
= O, x' E SB (4.5.1)
8z' I
az'
=rO, x'Sw
where A' is the three dimensional with respect to the short scale coordinates. The
derivation of this system is classic. The first equation expresses the fact that we
consider a potential flow, the second gives the free surface condition and the last
three impose that there should be no flux of mass into the buoy or the sea bottom.
As we mentioned in §4.4, determining the Bloch wave vector is very important
to understand the wave propagation inside a periodic domain. In solid state physics,
band diagrams are used to represent the dependence of these vectors with the fre-
quency. Let us follow this approach to get a first idea of how a sinusoidal wave will
propagate in an array of buoys. This is also the approach followed by Chou (2000) to
study the scattering of water waves by a periodic interface. Let us look for a Bloch
state Os that solves (4.5.1). We know that
Os(x') = eik' a's(x') (4.5.2)
where qs is a d'-periodic function in x and y. Therefore, in terms of Os we have:
A'Os + 2ik'- V'2s - Ik'l 20s = 0, x' eX f
' w/ 2 )s = , x' E S,
z' , x' E SB (4.5.3)
OZs
= 0, z' = -1
az'
= -ik' . er~bs, x' E Sw
Br'
where V 2 denotes the gradient with represents to the horizontal coordinates
The more logic approach to solve this problem would be to look for the values of
k' for which there exists a solution to (4.5.3) for a given w', as it will be imposed by
the incoming wave, but this is not a standard problem. Instead, for any real vector
k', (4.5.3) is an eigen-problem for which the eigenvalue is the square of the frequency,
and so usual methods can be used to get the frequencies associated to any k'.
Before going to the scattering by buoys, let us consider the situation where the
array is made of piles. This is the case studied by Li and Mei (2007a,b) using different
methods, so their theory will provide us a way to check our results.
4.5.2 Vertical cylinders extending to the bottom of the sea
Solution method
In this case we can apply separation of variables to (4.5.3). Writing qs(x', y', z')
(x', y')x(z'), we get 1
A' p + 2ik' -V'2o - lik'j 29o 1 d222- k' d2  2 C n C (4.5.4)
W X dz'2
where K is an eigenvalue. As we did for the gradient, A2 denotes the two dimensional
Laplacian. Equation (4.5.4) gives us a new eigenvalue problem that involves only
1C is the set of complex numbers.
horizontal coordinates:
A'p + 2ik' -Vp - Ik'I2ls = -K 2 ,
In order to solve it numerically with FreeFEM++ (Cf.
following weak formulation: VO E H1er 2
f9f4
(V20s - V't
Hecht et al.), we need the
+ Ilk'|12 t) - ik' -(V' o - Vt2WI) dS' - K22 2 Jfu f V2 4
t dS'
(4.5.6)
Let us define
b(V, ) = Jj (V' o -V'' + Ilk' 2f2 ) - ik' (V' t - V'tcp) dS'
/((, ¢) = j t dS'
then V E Hl, we can make use of the fact that b( p, p) E R as b is Hermitian, and
apply Cauchy-Schwartz inequality twice (to the scalar products in IR2 and L 2) to get:
b(p, 9) I= IV l2 + IIk' 21 2 - 2k'.
SII V I2  + IIk'l l2 112 - 2 11k'I I IpVpl dS'
> l V', 0 + lk' 121  - 21lk'l lV'pl | l|
As we also have 1(9, 9) > 0, then the eigenvalues K 2 will be real and positive, so we
can choose n E R + . The vertical dependency will thus be
x(z') cc cosh(n(z' + 1))
2Hpe, is the space of 'periodic' functions in L 2 that have a weak derivative in L 2 . For a more
precise definition, we refer to Cioranescu and Donato (1999)
x' E c f
r = -ik' e, p, x' E SwBr'
(4.5.5)
Im ((pV') dS'
We can now make use of the free surface boundary condition to relate s to the
frequency by
w '2= , tanh(K) (4.5.7)
We further note that if b(po, o) = 0 then
V2 OOCO
and
V'op c k'
which implies that 3a e C such that
V' o = asok'
and so
zo = pexp(ak' -x), E C
In order to satisfy the boundary condition on the cylinder Sw, we must have a = i.
As V should be periodic and k' should be in the irreducible Brillouin zone, we are only
left with k' = 0, and so 9 = 0. The bilinear form b is therefore Hermitian positive
definite. This shows that n > 0 for k / 0.
This shows us that for any k' in the irreducible Brillouin zone, we can compute
the eigenvalues i from (4.5.6) and then get the corresponding frequency from (4.5.7).
Due to the eigenvalue structure of the problem, a sequence of frequencies wn(k) will
correspond to any Bloch wave vector. Numerical results for these frequencies are
represented in figure 4-5. Note that this numerical approach is not limited to small
radius k*a* < 1.
A band gap is a range of frequency for which no propagation is possible. This
corresponds to frequencies that are not associated to any vector k'. We see that
this phenomenon does not appear here, but we should however note that for a given
direction of propagation (given by the direction of k') only certain frequencies are
possible.
Remark 4.5.1 (Representation of the dispersion relation). First one should note that
figure 4-5 does not represent the frequencies associated to all vectors in the irreducible
Brilloin zone, but only to the vectors on its boundaries. The reason for this is that
contour or surface representation are not suitable to represent all the eigenvalues
associated to each vector in the same plot. The only vectors k' that are considered in
such a representation are those that are along the path OABO. The plot in composed
of three sections, respectively represented on the horizontal axis by the segments OA,
AB and BO. The first section corresponds to vectors (k' , 0, 0) for 0 < k' < rr/d', the
second to vectors of the form (ir/d', ky, 0) for 0 < k < 7r/d' and finally the last one
to (k', k', 0) for k' decreasing from w/d' to 0.
The representation of the dispersion shown in figure 4-5 can be surprising as it
does not look like the representation of a function w'(k'). A sequence of values of w'
correspond to each value of k', which seems contradicting with the usual dispersion
relation w' = k' tanh(k'). This corresponds to the fact that from the point of view
of the Bloch theorem only the value of the function at the lateral boundaries of the
cell are relevant, so for example there is no difference between a function that is
d'-periodic and a function that is d'/2-periodic, so they correspond to the same
abscissa. However these two functions would correspond to different frequency, this
is why for a given k' in the irreducible Brillouin zone there are several frequencies
associated. This is like if we represented the usual curve w' 2 = k' tanh(k') on a
bounded interval folding itself.
Particular case: piles in a channel
In the case of a 2D array of buoys k' varies in the area shown in figure 4-4(b), so we
can in general expect that all values of k' along a curve will correspond to a given
frequency. In order to make this situation simpler, a possibility is to consider that
k' oc e, (i.e. consider one dimensional propagation) so that only the first section of
the band diagram shown in figure 4-5 (i.e. the segment OA) has to be considered.
k' k'
(a) a' = 0.25, d' = 1 (b) a' = 0.1, d' = 1
Figure 4-5: Smaller eigenvalues of (4.5.6) as k' moves along the path OABO described
in figure 4-4(b). The position pi, P2 and p 3 on the horizontal axis correspond to the
vectors k' represented in figure 4-4(b). For more explanation, see Remark 4.5.1.
Numerical solution was carried out using FreeFEM++ for the generation of the Finite
Element matrices and Matlab for the computation of the eigenvalues.
It greatly simplifies the problem as now only one value of k' in the Brillouin zone
corresponds to a frequency.
Due to symmetry, solutions of the problem for k' = 0 are even in y', so the
periodicity condition is equivalent to stating that the normal flux in y' = ±d' is zero,
which corresponds to propagation in a channel.
Band gaps If we restrict ourselves to a 1D propagation then propagation is not
possible for certain ranges of frequency (See a graphical illustration in figure 4-7(e)).
This appears to be a general feature of 1D propagation (Cf. Joannopoulos et al.
(2008)). As one could expect, band gaps are more important when bigger buoys are
considered, and for small buoys the dispersion relation is very similar to that we have
with no buoy. Let us quantify this observation.
Comparison with the band gap width in Li and Mei (2007b). Analytic
study in Li and Mei (2007b) shows that there is a band gap for
W - 27 2 I2 c < < W + 72 A w wc
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Figure 4-6: Upper and lower limits of the band gap for the wave propagation in an
array of piles in a channel for d' = 1. Q+ is represented by the squares, Q_ by the
diamonds.
with
C'
S= wo = /r tanh(r) (4.5.8)
in the limit p << 1. The approach we described allows us to evaluate the limits of
the band gap by looking at the first two eigenvalues for k' = r. Writing these two
values as wo' + Q+ and w - _, we can represent Q+ and Q_ as a function of /.
Numerical results are shown in figure 4-6. We note a very good agreement between
the analytical and numerical studies.
4.5.3 3D buoys.
Let us derive the weak form of (4.5.3) in order to get theoretical and numerical
insight on the solution. For this, let us multiply (4.5.3) by an arbitrary test function
t HE e r and integrate by parts
J A' si + 2ik' r V - Ilk'll2 3St dV' = 0J 1 J2
1 ___1 I _ ___
SO
J -V' s - V',bt + ik' (v V2 - tv2s) - Ilk'12 5s4 dV
S- a t + ik' - ensV
t dS'
This expression can be simplified to:
SV' s - V'jt - ik'. (V so'i - iVV2 s) + ilk' 1l2 S 's dV'
= 
2  s qst dS' (4.5.9)
We can define
b(Js, () = ii s - ' t + jk'2s) - ik'- VWs - v2ts) dV'
1( s, 1) = s ot dS'
As in the 2D case, b and 1 are Hermitian and positive, which tells us that the eigen-
values are real and positive. However, only b is definite (for k' # 0) as for example
1(z', z') = 0, so the problem that should be solved in practice is:
1
1(0s, 4) - b(s, 4), V E H1  (4.5.10)(¢s ¢per
This problem can be solved numerically using the Finite Elements Method (FEM),
as described in Appendix C. An example of numerical result is shown in figure 4-7.
We can see that the appearance of the band diagram is similar to what we had in
2D. In particular, we note that band gaps are present for the scattering by a line of
buoys inside a channel.
3 80( is the boundary of Q
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Figure 4-7: Finite element simulation of the propagation in an array of buoys (d' = 1
a' = 0.1 and H' = 0.1).
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4.6 Multiple scales analysis of the scattering prob-
lem
The analysis of band gaps we carried out confirms that strong scattering can be
expected for some particular frequencies, and gives us information about the limits
of the band gap. However it does not give us information about the rate of decay of
the solution, or about the influence of the finite length of the array. For this purpose,
let us apply the method of multiple scales to the problem of Bragg scattering by a
line of buoys in a channel.
Expressing the derivatives in terms of short and long scale coordinates in (4.5.1)
and expanding the potential as Os = Os,o + p20s,1 + ... , we get the following set of
equations:
A ' + 2 2  4 
2 
9z' -
(8+ [L2 a
, a)
(S,0 S,1 ... ) = 0,
(OS,0 + S,1 + -- ) = 0,
(s,o + t s, + ...) = 0,
In comparison to the case of a compact array, we can note two main points:
* There is no ambiguity in the notion of long and short scales, as the unit cell
now has comparable dimensions in both x', y' and z'. The volume of the buoy
is now smaller than the volume of the cell by a factor p 2, which is also the ratio
between the two scales.
* The free surface is not a rigid boundary on the short scale.
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x' E QS
x' E SF
x' E SB
z =--1
x' Sw
(4.6.1)
4.6.1 Zeroth order
At the leading order, (4.6.1) gives the following set of equations:
A'Is,o = 0,
- /2) s,o = 0,
az'
9z'
&qs,o
8r'
=0,
= 0, x' E Sw
As we assumed that p = a' - H' < d' - 1, then the areas of the surfaces SB and Sw
are negligible compared to that of Sf. As we did for the compact array, let us ignore
this boundary condition for the moment and keep it for the next order, so that the
problem becomes:
A'ks,o = 0,
- w/'2) OSo = 0,
dOs,o
= 0
az'
x' E .f
x' E SF
z= -1
(4.6.3)
Let us introduce
1 cosh(k'(z' + 1))
=w' cosh(k') (4.6.4)
and recall that on the short scale, solution should be propagating, then solutions to
(4.6.3) are known to be of the form
OS,O = a+(x, t)Z(z')eik' ' + a (X, t)Z(z') e - ik'x' (4.6.5)
with
w 2 = k' tanh(k')
The long scale functions ca represent the amplitude of the modulation of the right
and left going waves, and can for the moment be arbitrary. In order to get their
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(:7
x' E Qf
x' E SF
' E SB
z' = -1
(4.6.2)
expressions, we need to proceed to the next order.
4.6.2 First order
Let us recall that we are interested in Bragg resonance for which
k'd' - 7
which means that
ads,o
09X' 
'=-d'
qds,o
dx'
x'Z=d'
d0s,o
Dy y'=+d'
This also gives us boundary conditions on the lateral boundaries of the cell and allows
us to proceed with this analysis. The first order problem of (4.6.1) is given by
-2 t  +Z(z')ei'x'+ c-Z(z')e-ik'x']
= -2 '
2iw' [a±Z(z')eik'x' -F (z')e - ik'x']
1 d [a+Z(z')eik'x' + -Z(z')e - ik'x'
Dz'
x' E Qf (4.6.6a)
X' E SF (4.6.6b)
x' E SB (4.6.6c)
z' = -1 (4.6.6d)
x' E Sw (4.6.6e)D8rs,idr'
1 d [a+Z(z')eik'' -a-Z(z')e- ik' x ]
-2
together with the lateral boundary conditions:
OdQs,I
dx'1 =d
that come from the Bloch theorem. We see that now the boundary conditions on the
surface of the buoy are of order p-2. As they are applied on surfaces of order p 2, we
can expect them to produce effects of order 1 all over the cell.
The usual way to get a solvability condition is to find a solution of the homogeneous
problem and to apply Green's formula. This way, boundary conditions can be used
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s,o(d', y') = -0s,o(-d', y'),
2) 0s,1
- 1)
a0s,i
Dz'
= 0,8 z'
Os,1(d', y') = -0s,l(-d, Y), Dy' 'I 'Ox'
'
L 2
to simplify the surface integrals, and to get an equation that depends only on the
solution of the leading order problem. In our case, it does not seem possible to do so
without resorting to numerical solution. We can however follow Li and Mei (2007a,b)
and look for an approximate inner solution in the neighborhood of the buoy (i.e.
at a distance O(a*) from the buoy), and use this approximation in the solvability
condition. This is done in Appendix E for a semi spherical buoy, but we note that
even for a cylindrical buoy, we have
S,___ > Os,i (4.6.7)
an' p
in the neighborhood of the buoy, for which r' - p. Using (4.6.6c) and (4.6.6e), we
know that
1 2  (4.6.8a)
an' p2
which gives us
1
s, - (4.6.8b)
in the neighborhood of the buoy.
A solvability condition for qs,i can be obtained by applying Green's formula to
Os,1 and Z(z') exp(±ik'x') over the volume of any cell Qf:
J/sj [s, A'(Z(z)eik'x') - Z(z)eik'x'IA..S, dV'
-Jj [v', 1 .V/(Z(z )e ik'x) (Z(z)eTik'x Si dV'
+r [ S Z(z ik' x ' - Z(z')egik'z' /sl ] dS'an ~ zT' x an
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Using (4.6.6) we can rewrite this expression to
Z(zi)e Fik'x' a2
axax'(a+Z(z')eik'x' a Z(z')e-ik'x') dV'
- 2iw' f Z(z')e ik'x' a [ac+Z(z')eik'x' + a-Z(z')e-ik'x'] dS'
1
+ I
A2 JSBUSW
Z(z')eTik'x'
a [a+Z(z')eik'' + a-Z(z)e -ik'x']
an'
+ I'
Using (4.6.8), we see that the last term can be dropped as it is or order tp whereas
all other are of order 1. To the leading order, the left hand side of (4.6.9) can be
simplified to
LHS(4.6.9) = +2ik'd'2 a+ 1 Z(z') 2 dz' + O(, 3)
The integral over the free surface on the right hand side gives
2d'2 oa(±
Is = iw + O( 2)
Concerning the integral on the surface of the buoy, we get 4
II1 -Z(z)eik'x' [a+Z(z')eik'x' + a-Z(z)e-ik'x' dS'
= 2 Z(zJ)esik '"' dS'
2 ISBUSW an'
- f2 Z (z')e ik'' (a ik'Z(z')eik'' + a-(-ik)Z(z)e-ik'x') er.ex dS'
P Iw
+ 'f Z (z') e±ik'x'
-Pe JJS13
dZ(z' e ikz + e-dz' dz'
Let us now make use of the fact that the buoy draft is H' - , so
1
iw'
and dZ -idzdz'
4j = r*/a* and z = z*/a*
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2 Jj
dS'
8Z (z')eTik'x'
n dS' (4.6.9)
ik'x) dS'
Sw U SB (4.6.10)
which gives us
-(a+ -- jio-) ik'cos(O) d, dO - (a + a-) d dO
7 -( + +  a-)
so (4.6.9) gives
2d'2a & at± 02 '2 t 2ik'd 2 a Z(z) 2 dz = - ( + a-) + 0(iw' at ax f
or in simplified form
Si± = -io ( + c-) (4.6.11)
at ax 1
with
o = C' = d' (4.6.12)
2d/2 9 dk'
Equation (4.6.11) can be rewritten in physical coordinates as
_
*+  0 *+  .L* w a*2  (.t* C = -± a2 ( + *-) (4.6.13)
t* ax* 2d*
This equation gives us the evolution of the wave amplitude inside an array of small
buoys. We see that the waves in both directions are coupled. This is due to reflection,
and is consistent with Li and Mei (2007a,b), Naciri and Mei (1988). We also see that
the coupling term on the right hand side of the above equation is proportional to p2.
This shows us that the scattering effects are of order p2, which is consistent with the
study of a single buoy. We can also note that in the limit p - 0, we find the usual
equation for the wave amplitude.
Remark 4.6.1 (Comparison with Li and Mei (2007b)). We find that the scattering
effects are of the same order of magnitude as in Li and Mei (2007b) although the area
of the surface of the bodies is smaller by a factor p, which can be surprising. The
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difference is that in our case scattering effect come from the bottom of the buoy, that is
not present in the case of vertical piles extending to the bottom of the sea. In the case
of piles, in the equivalent of integral I, the leading order term of the integrand gave a
zero contribution, and so the relevant integrand was order p, which compensates with
the area of the lateral surface of the buoy (which is of order p) and the factor 1/Ip2
to give an order 1 term in the solvability condition.
4.6.3 Long scale dispersion relation and band gap
Let us consider the envelope modification by an infinite array, and let us look for long
scale amplitudes such that
a± x ei(±KsX-Qt)
that is to say that we consider waves that are slightly detuned from Bragg resonance.
Equation (4.6.11) gives:
-i (Q - C;Ks) + = -iQo (c~ + -)
-i (Q + C' Ks) a + = -iao (a + ac-)
This system has non zero solutions under the condition:
Q - Q0 - C Ks -0
-2o - Q0o + C'Ks
This gives us the following dispersion relation:
C12 K - Q( - 20) (4.6.14)
which is represented in figure 4-8(a). For Q2 R we can distinguish 3 regions:
* < 0, which means that the frequency of the incoming wave is slightly smaller
than the frequency of Bragg scattering. In this case Ks is real, so we have
propagating waves.
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0 10
-1 0 o
-2 10-
QO A
-3(a) Dispersion relation for the envelope. Real (b) Limits of the band gap obtained by the
values are plotted in solid lines, and imaginary Finite Element Method. t± are respectively
values in dashed line. represented by the diamonds and the squares,
and the solid line represents the upper bound
found by multiple scale analysis, 2p2q. d' =
1
Figure 4-8: Dispersion in an infinite periodic array
* 0 < Q < 2Q0 : Ks is now imaginary, which means that no traveling wave can
be present. The imaginary part of Ks, that characterizes the rate of decay of
the wave amplitude, is maximum for Q = Qo.
* 2Q 0 < Q: propagation is possible again.
Remark 4.6.2. Without the presence of the buoys, Ks -- K = 1/C' . The long
scale dispersion relation would be
C'"K = Q
from the dispersion relation, which is the limit of (4.6.14) as the presence of the buoys
becomes negligible. This is also the limit of the dispersion relation as 1j21 I oI. This
is consistent with the fact that away from Bragg resonance the scattering effects are
not significant and the interaction between buoys is negligible.
In terms of the short scale coordinates, which are independent of the size of the
buoys, the band gap width varies like p2. Numerical results for the band gap limits
Qt obtained as described in §4.5 are represented in figure 4-8(b) together with the
result of multiple scales. We note a good agreement between the two approaches.
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As we mentioned in §4.5.2, Li and Mei (2007b) showed that for the propagation
of a surface wave in an infinite array of vertical piles, the band gap extends in the
range
w - 27r2 Qc < W' < W + 2P 2c
where 28 is defined in (4.5.8). The order of magnitude of the width of the band gap
is the same, but in the case of buoys the band gap is defined by
W < W/ w+ 2pQ2 0
This difference in the location of the band gap is due to the fact that whereas reflection
was caused by the lateral surface of the cylinder in the case of piles, it is due to the
vertical surface in the case of buoys.
4.6.4 Scattering by an array of finite width
Potential outside the array and matching conditions
Let us consider the situation of a finite array of length L - 1. Equations (4.6.11) gives
us two coupled first order partial differential equations. In order to solve them, we
need to find the appropriate boundary conditions. These will come from the matching
with the outer region and will couple the flow inside the array to the excitation by
an incoming wave.
Let us assume that the array is excited by an incoming wave slightly detuned from
Bragg resonance and of unit amplitude, that is to say
in = Z(z)eik' x 'e i( K x - Qt)
with
K will on y focus n te time harmonic re ponse so we can factor out the slow time
We will only focus on the time harmonic response so we can factor out the slow time
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dependency exp(-iQt) by writing
a:(x, t) = +(x)e-int (4.6.15)
With this assumption, we can write the scattering potential outside of the array as
s'o = (Z(z')eik'x'eiK + RZ(z)e-ik''e - iKx e- ' < 0
(4.6.16)
Os,o = TZ(z')eik'(x' - L)eiK z e - iQt, x' > L
The complex coefficients R and T introduced above are respectively called reflection
and transmission coefficients. Let us now express that the horizontal velocity and the
pressure should be continuous at the limits of the array. Note that to the leading
order, the velocity is given by the short scale derivative in the x direction, so we must
have
qs,o (0-) = Os,o (0+ ) qs,o (L-) = Os,o (L+) (4.6.17a)
d0Is,o _ _so oS, _ d9I ,0 i  (4.6.17b)
dx' 0- x' + ax' L- L+
As the dependency of the potentials with the long time and the depth are the same
everywhere, (4.6.17) will give us boundary conditions for a+(x). We see that we
introduced 2 new scalar unknowns, the reflection and transmission coefficients, but
(4.6.17) gives us 4 equations, so the matching the problem can in general be solved
uniquely. Let us now express the matching explicitly. Recall first that the potentials
inside the array are given by
S= (aeik'x' -e-ik'x') e - iQt (4.6.18)
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Boundary conditions for the scattering problem
Using (4.6.16) and (4.6.18), we find that
Os,o (0-)= (1 + R) e-t
qs,o (L-) - (a+(L) + a-(L)) e- iQ t
s,o (o0) = (a+(o) + a-(o)) e-int
qs,o (L + ) = Te- int
=(1 - R) e- iQt
= (a+(L) - a-&(L)) e- int
00s,o (a+(o)
ax' o+
as,o L
- &-(0)) e-'Qt
= Te-'i t
so (4.6.17) gives
T = &a+ (L) - a-&(L)
(4.6.19a)
(4.6.19b)
It follows that
O+(0) = 1 (4.6.20)
Solution
Differentiating (4.6.11), we can see that the amplitudes a+ satisfy the following un-
coupled second order ODEs
d2 ~+
d + K +2 a = 0
d2 -
dx+ K a- = 0dx2 S
(4.6.21a)
(4.6.21b)
Qs vO(Q - 2Q0)
which shows us that
+ 
= C± cos(Ksx) + C2± sin(Ksx)
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axs,o
with
Ks 7 s
C'9
The coefficients C' and Cf can be found using the coupling between between &+ and
a- and the boundary conditions. We find that the solutions to (4.6.11) and (4.6.20)
are given by
i(Q - Qo) sin(Ks(x - L))) + Qs cos(Ks(x - L))
-i(Q - Qo) sin(KsL) + Qs cos(KsL)
iao sin(Ks(x - L))
a) -i( - o) sin(KsL) + Qs cos(KsL)
This allows us to get the transmission and reflection coefficients:
T= (4.6.23a)
-i(Q - Qo) sin(KsL) + Qs cos(KsL)
R -iQt sin(KsL)
-i(Q - o) sin(KsL) + Qs cos(KsL)
These results are represented in figure 4-9. We see that reflection and scattering coef-
ficients depend strongly on the detuning. Away from Bragg resonance, the scattering
effects of the array are weak, as R - 0 and T --+ 1. In §4.5 and §4.6.3, we saw that
propagation is not possible in an infinite array within the band gap, 0 < Q < Qo~ In
the case of a finite array, these frequencies are characterized by a very strong scatter-
ing. We see that in this range of frequencies the reflection coefficient becomes close
to 1: the wave is reflected because it can not propagate through the array. The dif-
ference between frequencies inside and outside the band gap in terms of free surface
displacement is shown in figure 4-9(c-d): we clearly see that IJr has an oscillatory
behavior for = -2Q 0 whereas it decays exponentially in x for Q = Qo.
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(a) Reflection and transmission coefficients for (b) Reflection and transmission coefficients for
L =1/2 L =
0 0.1 0.2 0.3 0.4 0.5
(c) Free surface elevation for L = 1/2
Figure 4-9: Scattering by a finite array of
1.5
1
0 0.2 0.4 0.6 0.8 1
(d) Free surface elevation for L = 1
length L around Bragg resonance. d' = 1
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Q1 = -220
'I r
- -'. I. ~ . !
. i "i
~2= -/0
4.7 Multiple scales analysis of the radiation prob-
lem
In this section, the objective it to obtain the flow generated by the movement of
buoys. As we consider Bragg resonance, the wave length is such that if one buoy
goes up then its neighbors will go down, and the amplitude of displacement will be a
slowly varying function. The displacement of the nth buoy can therefore be expressed
as
(n = (-1) ((x, t) (4.7.1)
where ( depends on the long scale coordinates. As the center of the n t h buoy is
located at x ' = nd', we can re-express the term (-1)n as
(-1)" = eik'
as k'r. This exponential does not have the meaning of a traveling wave, but is
only here to take into account the fact that we consider frequencies close to Bragg
resonance. This allows us to express the radiation problem as
A' + 2p2a + /4A
S 2 -2 2 , 4 a2
2ZI at at 2
az'
oq n
(qR,o ± 2 ¢R,1 + ... ) = 0,
(OR,0 ±/ /2IR,1 2 ... ) = 0,
(OR,O +[t2 R,1 +... = -- iw'e ik 'z ' ,
(R, + [L2 ,1 + ...) = 0,
+ ~2 ( ,, [2,1+...) =0, X' E S
(4.7.2)
where Sn) and S) are respectively the bottom and lateral boundaries of the nth
buoy. From (4.7.2), we see that the zeroth order problem is the same as for the
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x' E Qf
x' E SF
x' E S n)
z -1
scattering problem, so let us write the zeroth order solution as
n,o = - + (x, t)Z(z')eik'x' + 0-(x, t)Z(z')e- ik'x' (4.7.3)
As before, the long scale functions 3± represent the unknown amplitudes of the waves.
The first order problem is
A'R, = -2
a2 [3+Z(Z')eik'x's + -Z(z')e-ik'x']
OxOx'
2 [-±+eik'' + 3-e-ik'x']
= 2iw'Z(z') at
-iw'eik'x + ik -e-ik'x' dZ
/,2 ,2 r e +' 13 e
P P I dz I
x' C Qf (4.7.4a)
x' e SF (4.7.4b)
x' ESC(n) (4.7.4c)
a = 0,
aOR,1
Or'
S=-1 (4.7.4d)
Z(z')p-2
[!+eik'x' + -e-ik'x']
Sr'
x' E SC) (4.7.4e)
Note that as the buoys radii and drafts are of order i, we have x' = x, + O(p) for
x' E S U S(n ) . The problem (4.7.4) is similar to the scattering problem, except for
the addition of the term
iw'(eik'x'
P/2
in (4.7.4c). It expresses the fact that the vertical velocity of the flow must be equal
to the velocity of the buoy.
As we did for the scattering problem, the solvability condition for Rn,1 can be
obtained by applying Green's formula to iR,1 and Z(z') exp(±ik'x') over Qf:
1[R, A'(Z(z)eF'k') - Z(z')eik'x' AOR,lJ dV'
- f fl [V'0,i - V'(Z(z')eT ik' x ' ) - V'(Z(z"')eVik'x) V'R,
+ I-, f Oaz(z)e T ik'x' -IR On' -
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( a' - W,2) OR,1
IjS4f
dV'
dS' (4.7.5)
-
Z (z')eiex 
'
Equation (4.7.4) allows us to rewrite (4.7.5) as
Z(z')e ik'x' a
- 2iw' Jf
1
SBUS,
9x ( + Z (z')eik'' - Z(z')e- ik'') dV' =
Z(z') aik'' [pZ(z')eik'x' + 3-Z(z')e-ik'x] dS'
Z(zl)e:ik'x' a [3+Z(z') eik'x' + Z(z')eik'x'] dS'
V
1
-P 2 ffS
dS' + JISBUSW aZ(z')eik' dS'¢R1 n'
In this, we made use of the fact that the radius of the buoy is p < 1, so Z' - x'. As
we had for the scattering potential
a90R,1 OR1
an' U
(4.7.7)
in the neighborhood of the buoy. Using the boundary condition on the surface of the
body, we find
0R,l 1 1
an' /2 (4.7.8a)
which gives us
OR,1 (4.7.8b)
on the surface of the buoy. This allows us to see that the last term in (4.7.6) can
be dropped as it is smaller than all other terms by a factor p. The left hand side of
(4.7.6) can be rewritten as
LHS(4.7.6) = ±2ik'd/'2~
ax _1Z(z')
2 dz' + O(p )
The integral over the free surface gives
2d'2 0/3
Isf = w' at + O(p2)
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2 ff
(4.7.6)Z (z')eTik'x' iC(eik'Y'
and finally the integral on the surface of the buoy gives
1I1 BE ]
#21
-2
1
= 2
+ 2
ISB US
fJB
JB
Z(z')e:ik'x ' a [p3+Z(z')eik'+' + p-Z(z')e-ik dS'
w ndS
Z(z')eTik'z'i'(eik' x' dS'
Z(z')e ±ik'x' (ik'Z(z')e ik'' + -(-ik')Z(z')e-ik' ) er.ex dS'
Z(z')e ±ikx'
Using (4.6.10), we finally get
S-(3 -3-) ik' cos(O) dzdO- (3+
This finally gives us the long scale equations
2d'2 &13£
iw' Ot
that is to say:
± 2ik'd_2  Z(z) 2 dz = -r (3 + /
±Co ' zg -io (13+ + P- - ()
where Q0 was defined in (4.6.12). In terms of the physical coordinates, (4.7.9) gives
03*±
at* ± (9X9 a13;
W*a*2 (3*
S-i 2d*2 ( + P -(*-) (4.7.10)
These two equations express the coupling between the amplitude of the right- and
left-going waves and the unknown buoy motion. As it was the case for scattering,
the coupling is still of order 2. Equation (4.7.9) also expresses how radiation will be
forced by the movement of the buoys, given by (. Let us now express that the buoy
displacement is induced by the waves, in order to relate ( to c and /3 in (4.7.9).
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( dZ(z') eik'
dz'
dZ(z')
dz'
Z(z')eik''iJw'eik'x' dS'
-ik'') dS'
±27 1
o Jo
dFdO
(4.7.9)
4.7.1 Buoy dynamics
The forcing term ( in the long scale equation for the radiation problem is for the
moment unknown. Let us relate it to the scattering and radiation potentials, that
are respectively given by
S,O - a+ eik'' + -e-ik'z' /R,O = f+eik''+ - e - i
k 'z '
according to the results of the previous sections. The hydrodynamic forces applied
to a buoy by these potentials to the nth buoy are given by
( ) (nzD -1, Os,o dS = ip2 'w ( (ci+iw'
F( ) = iw' R,0dS irp2 A/ + +-)S(n) iw'
where the forces are normalized in the following way:
F (n) = p*g*h'2A *F(n)
D - zD
As before, let us assume that the energy extraction device applies a force -Ag to
the buoys. Applying Newton's law to a buoy, we get
-M*w*2 (n)* *F) + iw*A*( - p*g*a*2(
zD z7z g n (4.7.11)
As M* = p*ra*2H*, (4.7.11) can be rewritten as
=* * *
2 A* F (n)
9Sh'A ( zD,
i -- p* a*2 V9*h*A*w'Ag(n - 7p*g*a*2A*(n (4.7.12)
where the damping rate is normalized in the same way as for a compact array, i.e.
9 *a- p. 2V-h
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- p*Ta*2H * *A*w'
2
h*
+ F n)-
This gives us in dimensionless form
- w' 2 A3 TH(--1)n = 72 (a + c-) (--1) n + "t 2 (13+ +- /-)(-1)n
+ irrw't2(-1)nAg - 7rt 2 (--) n
We see that the mass of the buoy can be ignored in (4.7.13), which gives
1
-( [ ( + a-) + (0+ + 13-)]1 - [w'A,
For brevity, we shall introduce
(4.7.13)
(4.7.14)
(4.7.15)S- 
- iw'A9
Using (4.7.14) we can rewrite (4.7.9) as:
_o+ 8f3+
at 8 - = -iO - o
ap-- ap _ -
at 9 = i
(4.7.16)
that express the coupling between radiation and scattering. The scattering potential
has been derived in the previous section, and acts as forcing term.
4.7.2 Radiation in an array of finite width
Potential outside the array and matching conditions
Let us consider again the situation of a finite array of length L - As we did for
scattering, let us consider the time harmonic response so we can factor out the slow
time dependency exp(-i.Qt)
/3(x, t) = j (x)e- i9 (4.7.17)
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[(1 - 9)(3 + + P-) - 9(a + + a-)]
[(1 - G)(P + - ) - (co + + o-)]
Using the radiation condition, the potential outside of the array as
R,0 = CLZ(z')e- ik' ' e - iK e - int ,
R,O = CRZ (z')eik'(x'-L) e-iKx e-it,
x' <0
x > L
(4.7.18)
for some unknown complex coefficients CR and CL. As before, continuity of the
potential and its x- derivative gives
OR,O (L-) = OR,o (L+)
4OR,o
49X, O-
_ aR,o
Ox' 0+
0OR,o
Ox' L-
= OR,0
Oax L+
Let us recall that inside the array we have
OR,O = (+eik'x' + e-ikx') e
- i t
Boundary conditions for the scattering problem
Using (4.7.18) and (4.7.20), we find that
(4.7.19a)
(4.7.19b)
(4.7.20)
OR,O (0-) CL e - iQt
R,o (L-) =(+(L) + -(L)) e- Qt
kR,o (0+) = (+(0) + -(0)) e-it
CR,O (L +) = CRe- int
-
CLe-iQt
= (+(L) - 13(L)) e-it
0¢R,oL 
0
s,o' L+
- ((0) - -(0)) e-it
- CRe-it
so (4.7.19) gives
CL = 1+(0) + 0- (0)
-CL = f + (0) - 3-(0)
CR = 3(L) + 13-(L)
CR = 3(L) - /-(L)
It follows that
(4.7.21)
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0¢,o 1OqR,0
OR,0
O9x'rl
On,o (o-) = OR,o (o0)
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Figure 4-10: Wave-number for the radiation, represented for Q/Q E [-5, 5] following
the arrows. Extreme values are given on the graph. The crosses correspond to
Q/Qo = -5, -4,..., 5. The value of A9 is given next to the curves. For comparison,
the scattering wave number is represented in figure 4-8.
An analytic formula for the solutions of this problem, together with a numerical
method of solution, are given in Appendix F. The derivation of the solution is long,
but it is interesting to see that the natural wave number for the radiation problem is
given by
KR ( - 2(1 - g)o)
C'
9
where g is a complex number that expresses energy extraction, as defined in (4.7.15).
KR is represented in figure 4-10. We see that it differs from Ks, which is the wave
number of the forcing in (4.7.16), so no resonance between buoys is to be expected
at any frequency. We also see that, as long as Ag =/ 0, KR will be complex, so the
radiated wave will be decaying with x. The absence of resonance between buoys,
together with the strong reflection leads us to expect low energy extraction at Bragg
resonance.
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Case of free buoys
Let us look at the effect of totally free buoys. In this case we have g = 1 so the
evolution equations for 3+ are not coupled anymore
-i - - C' = -iQo(a + )
It is easy to see that the solutions are of the form
+ CleiK x  Ko
A + eiKsx
K - Ks
C 2 e-iKx KoA + eiKs
K + Ks
-KoA- e-iKsx
K+Ks
KoA- e-iKsx
K - Ks
(4.7.22)
(4.7.23)
with some constant C 1 and C2. Note that
KoA +
K - Ks
KoA +
K + Ks
KoK
=2 =1K 2 - K1
using the fact that the scattering wave number is given by Ks = v/K 2 - 2KKo. This
gives us that
(= (+ & + +_ e-it = Ciei(Kx -Qt) C 2 e-i(Kx+Qt)
Using the expressions of A± and the boundary conditions (4.7.21), or matching di-
rectly the total potential Os,o + /R,o with the outside of the array, we see that
C, = 1, C 2 = 0 (4.7.24)
Let us recall that a±I and /3 correspond to wave amplitudes, and that the free surface
elevation is given by
r]= a + + c- +13+ + 3-
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If we assume that buoys are free then from (4.7.14) we find that ( = 7. This agrees
with the expectation that small buoy move with the free surface, and we have from
(4.7.22) and (4.7.24)
q = 7 = ei(K---t)
or
qs,o + QR,o = Z(z)eik'z'ei(Kx- Qt) = Oin
which shows that to the leading order a sparse array of small free buoys does not
affect the incoming wave. This comes from the fact that mass was negligible in the
equation of conservation of the vertical momentum of the buoys, so the buoys have
no effect on the displacement of the free surface.
4.7.3 Energy extraction
Now that the flow is known, we can compute the buoy displacement, and the main
quantity we are interested in is the energy extraction. It is well known that the
extraction from the jth buoy alone is given by:
1
so the total energy extracted by N buoys will be given by
N N
1 d*
j=1 j=1
Using the fact that N > 1, we can see the above expression as a Riemaln sum, so
we can approximate it by an integral:
E* W*2* L* 2 dx*
p* 3dx (4.7.25)
ij~jP g*h* A*w>jA1g dx (4.7.25)
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This quantity can be compared to the energy incoming on a length d* which is known
to be (See Mei et al. (2005), p. 19)
1 .p* 9*h*3 A*2C d' (4.7.26)
So a measure of the absorbed power is the ratio of (4.7.25) and (4.7.26):
£E - , 2 A 1( 2 dz
f d'2CW 9 0L
Another approach would have been to look at the energy incoming and outgoing,
and the difference would correspond to the energy extraction. Expressing the modified
radiation and transmission coefficients due to radiation, we find
It is shown in Appendix G that S' = E.
4.7.4 Numerical results
Let us now present some numerical results. Figure 4-11, shows how the the extracted
energy varies with the detuning, the length of the array and the energy extraction rate.
The first thing we see is that energy extraction can be reduced in a very important
way due to Bragg resonance. In order to measure this drop, let us introduce
D = go - min (4.7.27)
We see in figure 4-11 that the minimum is reached around Q = 0. Figure 4-12 shows
that D increases with the length of the array and and with the energy extraction
rate increase, and can be superior to 90% of E. Note that D increases when when
scattering is more important (see §4.6.4).
The results show that, as one could have expected, the maximum extracted energy
increases with the length of the array, and is maximum for some optimum Ag, as it
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to the curves to the curves
Figure 4-11: Influence of (a) L and (b) Ag on the energy extraction, as indicated next
to the curves. The vertical lines represents the limits of band gap. The horizontal
lines give the results obtained by (4.3.3). d' = 1
was the case for a compact array and for a single buoy. Note however that at Bragg
scattering, the extraction rate should be reduced in order to increase the extracted
energy (see figure 4-12(a)). What is maybe more surprising is that shorter arrays can
yield more energy than longer ones for small detuning.
We finally see that away from Bragg resonance (i.e. for important detuning),
the energy extracted seems to tend to a constant value, and that there is a good
agreement between this value and the result of the asymptotic estimate (4.3.3).
Let us now try to explain why energy extraction is reduced in such an important
manner.
As we mentioned earlier, scattering effect are negligible for free buoys but can be
very important for fixed buoys when the detuning is such that 0 < 2 < o0 . Figures 4-
13 and 4-14 show how the amplitudes of the reflected and transmitted waves vary
with the array length L, the damping rate Ag and the detuning Q. As it was the case
for fixed buoys, reflection is increased in the neighborhood of Bragg resonance, and
specially for values of Qa inside the band gap. This augmentation of reflection increases
with the energy extraction rate and with the length of the array. In particular,
reflection is maximum for fixed buoys. The behavior of the transmitted wave is more
surprising, as we see that depending on the value of Q it can be increased or decreased
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Figure 4-12: Influence of L and Ag on the the minimum energy extracted and on drop
due to Bragg resonance. d' 1
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by radiation. Note finally that the detuning corresponding to the maximum reflection
is not Q = - 0, that corresponded to the maximum reflection in the case of fixed
buoys, but that it is shifted towards Q = 0. All this shows that in the neighborhood
of Bragg resonance and when the effect of the energy extraction device on the buoys
is significant, most of the energy of the incoming wave is reflected.
Figures 4-15 and 4-16 show the amplitudes of the displacements of the free sur-
face and of the buoy. As we mentioned earlier, the amplitude of the free surface
displacement remains constant when the buoys are totally free. We see that increas-
ing Ag does not necessary means having smaller free surface elevation, but it results
in smaller buoy displacement. Note that the buoy displacement is significant over a
much smaller distance for frequencies in the band gap due to strong reflection. As
the wave does not propagate through the array it can not induce a displacement of
the buoys, and so only little energy can be extracted.
4.8 Conclusion
We saw in this chapter that the method of multiple scales, that was previously suc-
cessfully applied to several scattering problems can also be applied to study radiation
by moving buoys. This allowed us to derive simple equations governing the long scale
evolution of the wave envelopes and the buoy displacement, providing us an easy way
to compute the energy extracted from the array. We checked the consistency of the
result of the homogenization using numerical simulation and asymptotic estimates.
We showed that buoys of small draft produce scattering effect of the same order
of magnitude as vertical piles, as the horizontal surface of the buoys, or its projection
onto the horizontal plane in the case of semi-spherical buoys, has a much bigger
influence on the wave than the lateral surface. In particular, we showed that one
dimensional wave propagation is not possible in an array of buoys for some range of
frequencies around Bragg resonance. This phenomena is known in solid state physics
as a band gap.
Multiple scale analysis also allowed us to show that, in the limits of our approx-
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(c) L = 0.5
(b) L = 0.25
(d) L = 1
Figure 4-13: Influence of L on the reflection and transmission coefficients. The energy
extraction rate is set to Ag = 1/2. d' = 1
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Figure 4-14:
of the array
Influence of Ag on the reflection and transmission coefficients. The length
is L = 1/2 and d'= 1
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imation, an array of totally free buoys have no effect on a propagating wave, as the
inertia of the buoys can be neglected.
We finally saw that the power extraction in a channel is much reduced in the
neighborhood of Bragg resonance due to very strong reflection, and that this reduction
increases with the length of the array L and with the energy extraction rate Ag. In
particular when Ag is set to its optimal value for a single small buoy, Bragg scattering
can result in a drop of more than 70% of the energy extracted. As a consequence,
for industrial wave energy extraction the spacing should be kept smaller than half of
the smaller relevant incoming wave lengths in terms of incoming energy. Equation
(4.3.3), that gives an asymptotic expression for energy extraction far away from Bragg
resonance, can help the designer to find a balance between the number of buoys used
and the energy extracted.
Note that our analysis is limited to one dimensional propagation, and the situation
could be very different if the waves were able to propagate in the two horizontal
direction. We can in particular expect that reflection will be much less important as
band gaps are not present anymore.
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Chapter 5
Conclusion
Although it has been shown that the maximum possible capture width is one for
heaving buoys of any size, the analysis conducted in Chapter 2 showed that this
happens when the buoy resonates with the incoming wave, and that the resonant
frequency increases as the size of the buoy decreases. In practice, only big buoys would
operate in optimal conditions for common wave length, and for these the bandwidth
would be very limited. Phase control methods have been proposed in order to obtain
the resonance of small point absorbers under typical conditions, but the focus of this
thesis was to study energy extraction by arrays of 'small' buoys (compared to the
wave length), and in particular to see whether or not it is possible to place them in
such a way that they would resonate.
Different configurations have been studied: first we considered a compact array,
in which the spacing is of the same order of magnitude as the radii of the buoys.
We proposed an analytical method to treat this problem, and showed that although
an infinitely long array would not produce results as good as that one could obtain
with a Salter's cam, gathering the buoys into a circle seems promising. In particular
it is possible to get capture width much bigger than one even in the usual range of
frequencies, and with a broad bandwidth. We then looked at another limiting case,
in which the spacing is much larger than the size of the buoy, and focused mainly
of Braggs resonance, for which the spacing is equal to half the wave length. For
simplicity, we restricted ourselves to the propagation inside a channel. Theoretical
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and numerical results showed that strong reflection of the incoming wave should be
expected, leading to a reduced energy extraction as the wave do not propagate inside
the array.
This results can give some insight for designing 'wave farms' in order to produce
electrical energy, but one should however keep in mind that our analysis is restricted
to linear waves, and that the viscosity of water has not been taken into account.
From a more theoretical perspective, we applied the method of multiple scale to
new type of problems. This method had already been used to study a wide variety
of problems. We showed in this thesis that this is a powerful tool even if the unit cell
has different length scales, as it is the case for a compact array. In the last chapter,
this method also proved useful to treat a radiation problem.
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Appendix A
Numerical solution of the energy
extraction buoy with one buoy.
A.1 Analytical value of the coefficients in (2.1.23)
A.1.1 Change of base
The scalar products are given by
, F sinh(k(1 - H))co( fo,v --H
fn, Fo) sin(k,(1 - H))c,
knV 1-H
( ik(1 - H) 3 / 2 CO sinh(k(1 - H))(k2 (1 - H)2 + n27 2)
(fk ,(1 - H)3/2 C sin(k, (1 - H))
(fn, Fm) (-1) -
(k2(1 - H)2 - M7F2)
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A.1.2 Particular solution for the scattering problem
We find:
(Up, fo) = -im m  -i J (ka) (sinh(k(1 - H)) cosh(k(l - H)) + k(1 - H))w cosh(k) 2
- i ckJ' (ka)(U, fn) = -imE k2 a) (k, sin(k,(1 - H)) cosh(k(1 - H))
w cosh(k) k 2 + k,
+k cos(kn(1 - H)) sinh(k(1 - H)))
-i Jm(ka)(W , Fo) = -imE sinh(k(1 - H))
w cosh(k) k,11 
_H
-i (-1)n( F)= -im osh(k) k2(1- H)
m, mwcosh(k) k2(1 - H)2 2722
kJm(ka)/-2(1 - H) 2 sinh(k(1 - H))
V1 -H
A.1.3 Particular solution for the radiation problem
We can perform an analytical integration, and we get:
(U, o)= a sinh(k(1 - H))2k(1 - H)
cna(Ur, fn> = - sC in(kn(1- H))
2kn(1 - H)
1 (1- H)2  a2(q(r, z), Fo) = - H 3 2
T 2 VI 3 2
(-1)" V/2(1 - H)3/ 2
2 7 2
A.1.4 Boundary condition on Sw
For the radiation problem, we have Uw' = 0. For the scattering, one can notice that
(Up, fn)-h,-H + (U j, fn)-H,o - m m J' (ka)6oniw cosh(k) 2
A.1.5 Asymptotic expansions
In order to examine the convergence of the series, it is interesting to study the asymp-
totic value of the coefficients. We find that all series are absolutely convergent, at
least as fast as E 1/n 2 . It is also interesting to examine the asymptotic expansions
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(M(r, z), F,) =
for large arguments of Bessel functions. To begin with, as kn is defined by
k,. tan k, = -w 2
2
with k, > 0, we have -- 0- when n -4 co, so
kn - n7 as n -- oo
As
K2(ka)S a) +a)
n''m "'m(ka) 
- kKm+(ka)
we have
on,
m ~ kn
Similarly, we have
so
(A.1.5)I (ka)Onm = S Im(ka) + kl+1 (ka)a
(A.1.6)
Finally, we have
2
C, N 
n h
(A.1.7)
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(A.1.1)
(A.1.2)
(A.1.3)
(A.1.4)
A.2 Accuracy of the numerical approximation.
A.2.1 Matching.
Figure A-1 shows an example of the solutions computed in r = a. We see that
oscillations are present in the velocity, but that the pressure is smoother. We can
also see that oscillations affect the matching between the solutions as well as between
the outer solution and the boundary condition.
0.02 0.1
" Iinn BC
0.018 %
0.1
0.014- u t -0.3
0.012 -0.4
-0.5
0.01
-0.6 4in
0.008 ]0-0.7
0.006 - -0.8
-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 -03 -0.25 0.2 0.15 -01 -0.05 0
z z
(a) Potential, imaginary part (b) Flux, imaginary part
Figure A-1: Matching of the inner (#1i) and outer (Oout) solutions (N = 100, a =
H = .1). For the flux, the boundary condition is indicated by BC
A.2.2 Convergence of the capture width.
As we do not know the exact value of the capture width, we can evaluate the error
for a solution with N vertical modes by:
IkWN - kW I IkW - kWN1o
IkW l IkWNo1
where No > N. In figure A-2, results are given for No = 500. We see that N = 50
already gives us a, relative precision smaller than 10- 3. The same thing can be done
with the angular modes, and we see that
IkWNO=2 
- kWNo=50 1013
)kWNo=5o
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so we used No = 2. This shows us that despite the oscillations shown in §A.2.1, our
result are still accurate.
Figure A-2: Convergence of capture width. The solution takes into account N vertical
modes and No angular modes. The value of N is given next to the curves, and No = 2
(a = H =.1)
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Appendix B
Numerical solution of the matching
problem for a compact array
For both the 1D and the 2D geometries we found that energy extraction can be
obtained through the solution of a linear system. In order to build the matrices, the
more challenging part is to find the complex wave numbers in each region. Then,
some care should be taken when truncating the series.
B.1 Determination of wave numbers
The roots of (3.4.12) have to be computed numerically, but unlike in the case open
sea or one single buoy, we do not have bounds for each eigenvalue. In order to get a
first idea of the solutions, let us go back to the boundary value problem from which
it is coming, (3.4.9). Such an eigenvalue problem can be solved in an approximate
way using Finite Elements. Let H'(-1, 0) be the Sobolev space of L2 functions on
(-1, 0) that have a weak derivative in L2 . A variational formulation of (3.4.9) is
found multiplying (3.4.9) by an arbitrary function 5 H'(-1, 0) and integrating by
parts:
f"(z)O(z) dz = f' 0 -j f'(z)o'(z) dz
-1 _1
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Xi-1 xi Xi+l
Figure B-1: Cubic Lagrange base functions. Solid: ij, dashed: +1/3, dotted: Oi+ 2/3
making use of the boundary conditions, we finally get
of(O)M(O) - J f'(x)4'(x) dx = ,2 f (x)q(x) dx!1 V H'(-1, 0) (B. 1.1)
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Let us define
= -1 + (n + i/3)6x
-9
= (x - 1/3)(x - 2/3)(x - 1)2
-- 9
2
-1 <Xn+i/3 < 0
-1 < x < 00<x<
-l<x<0
else
27
42(x) = -z(x - 2/3)(x - 1)
2
= 0
-27
I3(X)= 2 (x- 1/3)(x-1)
= 0
i X( - Xi
Oi+1/3 = 2( -Xi)
Oi+2/3 (3(
0< x<
else
0<x<1
else
A numerical approximation of the solution of (3.4.9) can then be obtained replacing
H(-1, 0) by Span(On+i/ 3). Theses base functions, called Lagrange cubic elements,
are represented in figure B-1. On this set (B.1.1) can be expressed as an matrix
generalized eigenvalue problem 1
(aA - K)f = AM f (B.1.2)
where
A = diag(1, 0, - - - ,0)
enforces the boundary condition in z = 0. The matrix K, called rigidity matrix,
contains the scalar products of the derivatives of the base functions, and M contains
1 Functions 0o, 01/3, are renumbered to 01, - - , On
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Xn+i/3
the scalar products of the functions themselves:
Note that K and M are symmetric. Their analytic expression are:
-189
40
54
5
27
20
-297
40
54
5
*
8 33 -3
105 560 140
27 -27
70 560
27
70
* *
-13
40
27
20
-189
40
74
10
0
0
0
-189
40
19
1680
-3
140
33
560
16
105
The vector f contains the value of the eigenfunction at any point of our grid, and
the values of c are approximated by the square root of A. As we know that all n-,
should verify K, tanh(K,) = o, we can then refine this estimation, for example using
Matlab built-in function fsolve.
B.2 Truncation error
B.2.1 Convergence of the series expansion for the linear ar-
ray.
In order to solve (3.5.13), we need to truncate the series after a finite number of
vertical modes. As we do not know the exact solution of our problem, we need to use
as a reference the solution kWNo computed with a 'high' number of terms No, and
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(a) Relative error e between the value (b) Influence of damping coefficient on error:
of energy extraction obtained for N = relative error e between results for N = 1 and
1, 10, 50, 100. The value of N is indicated next N = 30. The value of A is indicated next to
to the curve. We take the results for N = 200 the curve, f = .5 and L = 1.
as a reference. f = .5, L = 1 and A = 1
Figure B-2: Precision of the numerical solution.
define the error e as
_ k W - kWN I
nNo - I k - WN I
figure B-2(a) shows this error converges to 0, which indicates that our solution method
is valid. On figure B-2(b), we see that the error depends on the damping coefficient.
We can generally see that a good precision is obtained with relatively few terms.
B.2.2 Convergence of the series expansion in the 2D case
Several verification of the validity of the problem can be made: first, we can check
numerically that if the buoys are fixed of totally free, we find that k0 W = 0, which is
the equivalent of the optical theorem. This means that energy is conserved. Figure B-
3(c) shows the good verification of this relation. We can also check that the truncation
errors are negligible. For this, figures B-3(a) and B-3(b) show the convergence of this
solution method to the solution in terms of number of vertical and angular modes
taken into account.
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(a) Relative error e between the value of en-
ergy extraction obtained for N = 1, 5, 10. The
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(b) Relative error e between the value of en-
ergy extraction obtained for M = 1,5, 10. The
value of M is indicated next to the curve. We
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.5, R= 1, A = I and N =10)
(c) Verification of the optical theorem (f = .5,
R = 1, Ag 00, N = 10, M= 5)
Figure B-3: Verifications of the numerical solution.
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B.3 Energy absorption by a circular array: details
of the derivation
B.3.1 From the far field potential
Let us define
A(0) = Am cos(mO)
Replacing the expression of the potential given in (3.6.18) in the definition of P, we
get
P= ---- fw 2fo(0) 2  -h
- 2 2o(0) 2 Oh
o(z) 2 dz. Re iwd) rdj0 2 (
fo(z) 2 dz.Re A() ei(kor-r/4)
(iko cos(O)eikor cos() + A(0)
2i koe i(kor-r/4)
1 1
24fo(O)2 Sfo(z)2 dz.Re (ko 2 (eikor cos(0) + () 2 ei(kor--/4)
(k o cos(O)e-ikor cos(O) A* (O)
2 koei(kor-7/4)
7k or
1 1
2fo(0)2 fo(z)
2 dz.Re (ko j 2
0
cos(O) + 7koA(0) 1+
7rkor
2 (A(O) cos(O)ei(kor( 1 - c os(0 ) ) - wr/ 4 ) t ()ei( - k or( 1- c os(0)) - r /4)))
2 Wfo(0)2 fh
+--A(0) 127FT /
fo(z) 2 dz.Re ( 27 FrA(O)(IV 7lrr
rdO)
+ cos(0))ei(kor( - c os(O) ) - 7r/4 )
r dO)
In the last line, we made use of the fact that the real part of a complex number is equal
to that of its complex conjugate. In order to perform further simplifications for large
kor, we apply the stationary phase approximation. The phase kor(1 - cos(0)) - r/4
has two stationary points in the full range of 0: 0 and T. Only 0 = 0 will contribute
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r d)
tr d
r dO)
(iW f2 (eikorcos(O) +
because of the factor in front. We finally get:
P2(11 J= 2 / ( I
W fo(0)2 27 A(O) 
2 dO + Re(A(0)))
Using the orthogonilty of cosines, we can express the integral above in terms of its
Fourier coefficients,
1
wf 2 o(0)2 I4Ao2 + m1EIAm 
2
m>1
+ Re (LAm))(M> )m
B.3.2 From the displacement of the buoys
If we consider a single buoy at a time, the extracted power will be
I A *W*2e12
2 9
so the total extracted power is:
112 A * b *2 1(j12
= -P*g A*h*2  - 7ra2 2
pY* jl
= p*g* A*h*2AW2
r A*h* 2 ,2h*
d2
f fI1(2 dS
where the surface integral is considered over the surface of the array, Sa. In dimen-
sionless form, this gives:
P' = A g2f2 lSa I(2 dS
Using Green's formula, we have
OAbt - OtA dV =
ISJ cUSaUSf
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3p~g*
0 = f an Ot 2 dS
1m dS =-Im dS +
Using the boundary condition at the surface, we have:
Using the boundary condition at the surface, we have:
-Re(J i t dS) - Im (j a2) 2 dS +
fW2 dS
Let us recall that w is real, and
fW3XIm (u02) f A
1 - iwA12
-Re ( i tOn dS) 11 - iwA32 Ja 112 dS
We can finally use
1
1 - iXA
iw
1- iwA z=O
-Re (Jj i dS = - fwA
an
(B.3.1)
fs 1 2 dS
that is to say
We can check numerically that these two ways to get the extracted power give the
same result.
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Appendix C
Finite Elements program
Let us give a brief overview of the Finite Element Method to give the choices done
in our numerical solution. For a more details about the method, we refer to Ciarlet
and Lions (1990).
C.1 Method
In order to solve the eigenvalue problem (4.5.9) numerically, a possible method is
to use the Finite Elements Method (FEM). The idea behind this method is to start
from the variational formulation, and to approximate the Sobolev space HIer by a
finite dimensional space 'Hh = Span(0 1,..., ,0). In order to do so, the first step is do
define a mesh. Given our geometry the easiest way to mesh the volume was to use
two types of elements: 'bricks' and 'wedges'. The 'brick' reference element is
S= [-, 1]3
and the reference wedge is
W = {(x,y,z)10 x < 1,0 < 1,-1 < z < 1, y < 1 - x}
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0-0.5 y
Figure C-1: Example of mesh. The volume is cut and only the region x 
< 0 is
represented.
On each element are respectively 20 and 15 nodes placed at the vertices and at 
the
mid edges. These two types elements are shows in figure C-2. We then 
need to
17 18
1 9 2
(a) 20-nodes brick (b)
Figure C-2: Reference elements used in the mesh.
ABAQUS
2
15-nodes wedge
The images are copied from
define base functions fi corresponding to each node pi of an element. On the 'brick',
they are chosen to be the unique 2nd order polynomial that verifies fi(pj) = 6i,j. If
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Pi = ( i, ri, (i). These functions are given by:
+ r 7)(1 + ((i)((( + r/i - 2)
+ [i) (1 - T2)(1 + ((i)
+ 717i )(1 - (2)
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1
S(1 + i) (18
1
I(1
4
=-0
1
-(14
ni 0
1
fi(E,,( ) = 4(1 + )(1
Qi=O
fi((, 4, ) =
f (
On a 15-nodes wedge, the definition should be compatible with that of a brick, so we
have (see ABAQUS):
1f(, , ) = 2 ((1 - ( - 77)(1 - 2( + 7))(1 + (() - (1 - - 7)(1 - (2))
i= 1, 4
1
fi(, , ) = (((2( - 1)(1 + () - (1 - (2))
i = 2, 5
1fi( 77, C,) = 2 ((2r - 1)(1 + (si) - 7(1- p2))
i = 3,6
f(, , ) = 2(1 - - q)((1 - (0)
i = 7, 10
fi(, 5, () = 2&7(1 - 0~i)
i = 8, 11
fj( , , ) = 2(1 - - )(1 - (()
i = 9, 12
f13(,7,) = (1 _ _ 7)(1 2)
f14( ,,) = (1 - 2)
f s (, , ) = q(1 - 2)
These functions are used to map the reference element onto an arbitrarily oriented
one. If the nodal coordinates are X = (xi, . . ., Xq), the global (="real") coordinates
of a point P = (x, y, z)T are related to its local coordinates I = ( , r, ()T by
P = X(fl(I),..., fq(1Y)) T
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Listing C.1: Computation of the Jacobian matrix.
subroutine jacobian_3D(points-el , x ,y , z, res)
!points-el contains the coordinates of the nodal points
!res contains the jacobian matrix in (x,y,z)
implicit none
real*8, intent(in) :: points.el(20,3), x, y, z
real*8, intent(out) :: res(3,3)
real*8 :: dN(3,20)
integer :: i
do i=1,20
call df(x, y, z, i, dN(1,i), dN(2,i), dN(3,i))
!return df-i/dx, df-i/dy, df-i/dz in (x,y,z) in dN(1,:)
end do
res=matmul(dN, pointsel )
end subroutine jacobian_3D
If F = (fi(II), . . ., fq(II))T, then the Jacobian matrix of the transformation, that will
be useful for computing the integrals, is given by:
J( ) = XVF()
Functions fi also characterize the restriction of a base function on an element. Let 9
be the set of all elements, V be the set of vertices and Vi be the set of points on the
i-th element £i. If an arbitrary point of the mesh pj is the kth point of Si then
Oili = fk(X)
else
il, = 0
Remark C.1.1. We can check that the functions qi defined this way are continuous
between two elements and are piecewise C1, so are in H1
Let's recall that the variational formulation is, on -h:
Vi, j VpV - ik. (Vp! - Vp) + k 2p, dV = jp; dS
Js
Writing p = 4ioi(x), we can write (C.1.1) as
(Mv - ik(Mx - M ) - ik(M - M") + k 2 M) 4) = w2Mtop/
(C.1.1)
(C.1.2)
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Listing C.2: Computation of El k.
subroutine quad_3Ddf(pointsel ,res)
3 !pointsel contains the coordinates of the nodal points
!res contains the jacobian matrix in (x,y,z)
implicit none
real*8, intent(in):: points-el(20,3)
real*8, intent(out) :: res(20,20)
real*8 :: pq(64,3), wq(64), gradfloc (3,20) , matJ(3,3), detJ, invJ(3,3), gradfglobal(3,20), test
integer :: i, j, q
! initialisat on
13 do i=1,20
do j=1,20
res(i , j)= DO
end do
end do
call quad_3D(pq, wq) !returns the quadrature points and weights
do q=1,64
do i=1,20
23 call df(pq(q,1) , pq(q,2) , pq(q,3), i, gradfloc(1,i), gradfloc(2,i), gradfloc(3,i))
end do
call jacobian_3D(points.el ,pq(q,1) , pq(q,2) , pq(q,3) , matJ)
call det(matJ, detJ)
call inverse (matJ, invJ)
gradfglobal=matmul(invJ, gradfloc)
do i=1,20
do j=1,20
res(i , j )=res(i ,j )+wq(q)*( gradfglobal ( 1 , i)*gradfglobal (1 ,j )&
+gradfglobal (2, i )*gradfglobal (2, j )&
33 + gradfglobal(3,i)*gradfglobal(3,j))*abs(detJ)
end do
end do
end do
end subroutine quad_3Ddf
In order to evaluate the coefficients of the matrices in the previous equation, the
method is to go back to the reference elements: for example
MVi -j VoiVOj dV
M -= i ZjVVcj dV
- g i f(J- 1 Vc()) (J- 1 Vk(()) IJId
rfo
E ,k for Pj,Pk Ei
As we know the expression of Oi on an element in local coordinates we only have to
perform the integration numerically. For this, I use Gauss Legendre quadrature with
64 points on the bricks and 28 points on the wedges (see Bathe (2006)). An example
of routine to compute such an integral is given in Listing C.2
We finally want to impose that the functions are periodic. To do so, we can remove
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the unnecessary degrees of freedom by writing
I) = S4)per
where 4 )per contains only the degrees of freedom of the periodic problem. This way
the eigenvalue problem is:
ST (Mv - ikx(M, - M T ) - iky(My - MT) + k 2 M) Sper - STw2 MtopS(per
(C.1.3)
We now have to solve this generalized eigenvalue problem.
In order to take advantage of the sparsity of the matrices (using full or banded
matrices is not possible as it would require too much memory), we used the CSR
format to store the matrices. The library SPARSKIT (Saad (2000)) provides routines
in order to realize the usual operations. In order to solve the generalized eigenvalue
problem, we used the library ARPACK (Sorensen et al. (2008)). It is based upon
reverse communication, that is to say that the user has to provide a routine performing
matrix vector products and another one solving linear systems. In order to do this
last task, we used the Conjugate Gradient (CG) method with Jacobi pre-conditioner.
C.2 Validation of the simulation
In order to check the solution, we computed eigenvalues in a box (i.e. with no buoy)
with different types of boundary conditions (periodicity, Neumann, free surface). We
also computed band diagrams for the scattering by a cylinder, for which the problem
can be solved using FreeFEM++. All these cases give good result.
The more critical point is the impact of the finite size of the buoy. Figure C-
3(a) shows that the Finite Element solution is still accurate in this case. Note that
using P2 elements, one could have expected a fourth order precision (See Babuska
and Osborn (1990)), but we only have a third order scheme. This comes from the
fact that our domain is singular.
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(a) Convergence of the first two eigenvalues
with the mesh size 6. The line is propor-
tional to 63. The squares correspond to the
first eigenvalue and the diamonds to the sec-
ond one. (a' = 0.1 and d' = 1)
Figure C-3: Numerical results
0
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C.3 Solution of the Boundary Value Problem in
Chapter 2
The same steps can be followed in order to solve a Boundary Value problem. The
only difference is that, once the matrices are built we only have to solve a linear
system. This can be done efficiently using the CG method, as we do for the eigenvalue
computation. One should however note that the value of the solution at one point
should be imposed in order to make the stiffness matrix positive and definite, which
is required for the uniqueness of the solution and for the convergence of the CG
algorithm.
Figure C-4 shows the numerical solutions of equations (3.3.31) and (3.3.32). These
confirm that solutions are localized near the buoy as expected.
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(b) Computation time T in seconds as a func-
tion of the number of degrees of freedom N.
The line is proportional to N 2
for the Finite Element solution
x(a) S.(x,O,z)
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(c) Sz(x, 0, z)
0
x
(b) Sx (x, y,O0)
0
(d) Sz (x, y, 0)
Figure C-4: Solutions of (3.3.31) and (3.3.32) for a' = H' = 0.1, d = 1 and p = 1/10
161
162
Appendix D
Bloch theorem
Bloch theorem is widely used in solid state physics, for which the governing equation
is also an eigenvalue problem. A rigorous proof of this theorem would be very difficult,
and is not given in most books. Let us follow a few steps to give some insight on
the reasons for this theorem, and indicate the point where more mathematical work
would be needed.
Let us take the example of the radiation problem expressed in (4.5.1). First of
all, let us note that (4.5.1) does not have an unique solution as if 0 solves it A~ also
does for any A E C. This is related to the fact that we are considering an eigenvalue
problem, as we showed in §4.5.
In order to get a first insight, let us first do the assumption that we have a simple
eigenvalue, that is to say that if ¢ and p are solutions for a given frequency, then
]A E C, ¢ = Ap. As all boundary conditions are periodic, we can see that if ¢ is a
solution then V(n, m) E Z2
(x' + nd'ex + md'ey)
which is the initial solution translated of an arbitrary number of cells in the x' and
y' directions, is also a solution. Therefore C,C,m E C so that
q(x + ndex + mdey) = Cn,m5(X)
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We can also note that as the sum of two periods is another period, which gives
Cn+n',m = On,m Cn,m
so Ek' = (k, k, 0) such that
Cn,m = ei(nk + mk )
The vector k' should be real so that the solution is bounded.
Knowing k' and q on an unit cell, we can know the value of the potential at any
point, and
-- 
e-ik'x'
is d'-periodic in both x" and y'.
We can now try a more general reasoning. Indeed, one can note that the hy-
pothesis that the eigenvalue is simple is not relevant, as for example in the case of a
free surface with no buoy we know that solutions exist for any direction of the wave
number, only its magnitude is given. Let S be the space of solutions of our problem,
and let us assume that it has an Hermitian basis (this is the point where the proof
fails in general), S = Span(0 1, ...). We now have that
Oi (x + d, y, z) = C,j (d)5(x, y, z)
and similarly
[0i(x + 2d, y, z)] i= C(d)Cj,k(d)[i~ (X, y, z)]
and so on, so C'(nd) = C'(d)n. Similarly, we find that
-(x + nd, y + md, z) = C'"C"mqi(x, y, z)
We can now make use of the fact that C and C' commute and can be diagonalized (this
is also a critical point), so that they can be diagonalized simultaneously. Therefore
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there would exist a set a functions pi
cpi(x + nd, y + md, z) = A A si(x, y, z)
Imposing that potentials should remain bounded gives us that there is a basis of
functions (4i) such that
e-ik'.x' i
is periodic in x' and y'.
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Appendix E
Inner solution approximation for
semi-spherical buoys
The objective in this part is to find an inner approximation to the flow around a small
buoy for the scattering and radiation problems. The results that follow are derived
for the approximation of the first order term of the multiple scale analysis and then
modified for the flow around a single small buoy. Let us consider a semi-spherical
buoy, and use spherical coordinates
f, , cp
Figure E-1: Geommetry of the inner approximation
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With these coordinates, the surface of the buoy is defined by
0=1 E2 , 1 [O, 2]
E.1 Scattering
The first order solution for the scattering problem should compensate the mass flux
inside the buoy due to the first order solution. Let us re-express this forcing term in
spherical coordinates:
dvs
1 da Z(z)eik'x' + c-Z(z)e-ik'x'
U dr'
1 (ao+Z(z)eik'x' + c-Z(z)e-ik'x'
Sx-r.e
S+Z(z) eik'' o- Z (z) e - ik'x '
1
iw'=
ex.ez)
(ik'(c + - -) sin(O) cos(p) + w'2 (C+ + a-) COS(O))
As we assumed that w' - 1 then
0s 1 d in
a 2z' S
so the free surface condition for the inner approximation can be approximated by
Oz(9 Z (E.1.1)for 8 = > 12'
This condition is equivalent to assuming that the solution should be symmetric with
respect to the (x, y) plane, i.e. 0 = r/2, so we are looking for 9in so that VO E [0, r]
and Vp E [0, 27r]
Af - 0
d S,1 1
-, I (ik'(a +
ar iWIP
a-) sin(0) cos(p) + w' 2 (c + + -) COs(O) )
> 1 (E.1.2)
S=1 (E.1.3)
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I (9a+Z(z)e ik'x' + ce-Z(z)e-ik'x'
= O s =0
-
--
00S
Solving for the first term (E.1.3) takes a particularly simple form as
ik'(c + - a-) sin(O) cos(p)
2iw'u f2
is a solution. Let us now focus on the second term: we look for b so that
W12
oin = -(a* + a-)
iwp
ik'(a + - a-) sin(0) cos(Wp)
2iw'y f2
(E.1.4)
(E.1.5)
In order to solve the Laplace equation, 0 should be expandable using spherical har-
monics (See Morse and Feshbach (1953), §10, or Weisstein (b) for further details. In
particular we assumed there that the solution should tend to zero at infinity):
00 I
+ m (, )
l=0 m=-1l
(E.1.6)
Using (E.1.6) in (E.1.3) we get that VO, 9
00 1
- E E (l 1)fi,m Y m (O, c) = I cos(O))
1=0 m=-1
Using the orthogonality relations we get that
Am = - 1 j sin(O)1 cos(O) Y m (0, p)t dOdp(1 + 1) o o
Y (0 ) (21 + 1) (1 - m)!
47(1+ m)!
we see that only the terms for m = 0 will be non zero, so we finally get (See Morse
and Feshbach (1953), §5, or Weisstein (a))
fi fi,o - - 1 21±1
=1 /i 1(+ 1) 4
1 +1±1/1
J sin(0)1 cos(O)IPi(cos(0)) dO
lulPI(u) du
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with P - Pio. Note first that as P(u) is odd in u for I odd the integral will be zero
in these cases. For I even, we have (See Byerly (1959), p. 172)
1 + 1 (-1)/2+1
S 1 4r 2-1(1 - 1)(1 + 2) 1)2
Using Stirling's formula, we see that fi ~ 1-3, which makes the series absolutely
convergent for F > 1. We finally get that
0 , p) = f2 (417+ P2 1 (COs(0))S4irr
so combining (E.1.4) and (E.1.7), we get that qs,1 verifies
ik'(a - a-) sin(0) cos(<p)
2iw't i2
12
- (o +
icJ/ + )
1=0
f21 (41+ 1) P21(cos(0))
in the neighborhood of the buoy. Note that although the is order /-2 on the
surface of the buoy, 0s,j is only of order p-, which is confirms our remark in §4.6.2.
Let us now show that the same thing will be true for the radiation problem.
E.2 Radiation
The radiation problem is similar to the scattering problem, except this time the
boundary condition in f = 1 is
ofh S(ik'(f3 - 3-) sin(0) cos(<p) + a) [3 + - - ] I os(0) )iw'l), (E.2.1)
170
(E.1.7)
(E.1.8)
and so
ik'( + - 0-) sin(O) cos('p)
2iw'p/
w'2 (0l + f - _ f2i (41+ 1)
-21+1 4' P2l(COs(0))
l=0
(E.2.2)
This show us that the radiation potential is of the same order of magnitude as the
scattering one.
E.3 Scattering and radiation by a small buoy
Let us consider a monochromatic incoming wave, and decompose the diffraction po-
tential as
= Z (z')eik' x' + s
Expressing that there should be no mass flux inside the buoy, we have
a (z')eik'') + s = 0
Assuming that the buoy is located in x' = 0, it follows that
as = - P Z ( z' ) 0ek'
O ar'
which is very similar to the problem we just solved with a + = 1 and a- = 0. The
only difference is that we do not consider a perturbation expansion. The result is
therefore
ik' sin(O) cos(o)
2 f2
S 00
1 2 E
Similarly, the radiation potential can be approximated as
S f21 (41 + 1)
f21+1 47
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siw'
f21 (41 + 1)
21+ 1 V 47 P(cos( (E.3.1)0)) )
(E.3.2)
What we see here is that even in the neighborhood of the buoy, the scattering and
radiation potentials (and so the pressures) are of order p compared to the potential
due to the incoming wave. As a consequence, the only hydrodynamic forces applied
to the buoy will be, to the leading order, a scattering force due to the incoming wave
and forces due to hydrostatic pressure.
E.4 Application to the solvability condition
E.4.1 Scattering
Using the inner approximation derived earlier, we can use it in the solvability condi-
tion. The volume integral and the surface integral over S are computed in §4.6.2.
Let us evaluate the integrals over the surface of the buoy. The first term is 1
1 Z()eik'x' a+Z(z')eik'x' + ,Z(z)e-ik'x dS
At2 iSb r
= a +  Z(z')e ik 'x (ik'er.exeik'x'Z(z') + er.ezeik' dS
+ a- Z(z')e i k  -ik'e.e e-ik'x' k ' Z ( z ' ) + er.eze- ik'x ' Z dS'
P 2 dz'
Sa2  f (ik'er.ex, + er.ezw/2) dS'/2 2 b
L (-ik'er.ex + er.ezW1'2) dS'
W/2 A2 Sb
z+ 2w 
+C
- 2 j (ik' sin(O) cos() + cos(0)w'2) sin(0) dO dp
o2 i/2 (-ik' sin(0) cos(W) + cos()w '2) sin(0) dO d o
0 7/2
= -iF (~ + al) + O(t)
1 Sb is the semi spherical surface of the buoy.
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Equation (E.1.8) is needed in order to evaluate the last term:
Z(z)eik'
12 ' - 1 8r dS'
Sb
=- 1i, (iik'er.ex +er.ezw' 2 ) q dS'
- 272 J 1  [±ik' sin(0) cos(po) + cos(O)w'2] sin(0)/4 dO d
0 7/2 iw'
i k'(&* - cr) J2ir
-p 2 (  
- (ik' sin(O) cos(p) + cos(O)w' 2)2iw'I 0 r/2
x sin 2( 0) cos(p) dO dp
'2 2x
+ t2 W (c +  r-) (±ik' sin(O) cos(pO) + cos(O)w'2)
1W'/It 7O/2
x f2 (4 14+ 1) P2 (cos(O)) sin(O) dOdp
1=0
t( k12 (a+ -) crw (i (41 + 1) oP 2  d= _ 2( -)T_ w4( + + a-)2z f21 (P21(u) duiw' 3 1=0 4 7r
As we mentioned in §4.6.2, this term is of order /p compared to the previous one, and
therefore should be neglected in the solvability condition. We finally get
2d2 ±I daf °
2d2  ± 2i k ' d 2  Z(z') 2 dz = - (a + + a-) + O(p)
iw' at (X f
that is to say:
at C '  = -iol 0 (a + + a-) (E.4.1)
This is the same result as in the case of a cylindrical buoy, due to the fact that only
the projection of the surface of the buoy onto the (x', y') plane matters.
E.4.2 Radiation
As we saw, the inner approximation for radiation is the same as that for scattering
replacing a + + a- by / + Q- - (. This gives that the corresponding integrals in the
solvability conditions are:
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k'2-+ ( p3 ) 4  4-
l=0
(41 + 1)
47r 1 uP21(u) du
Once again, the result of the solvability condition is the same as for a cylindrical
buoy, namely
0a 90 io (0+ + -at a 8x
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Appendix F
Solution of the radiation problem
for the sparse array
F.1 Numerical solution
The system of equations (4.7.16) expresses a conservation law. A simple kind of
scheme for this type of problem are the upwind schemes, that can be seen as Finite
Differences schemes. The first step is therefore to divide the interval [0, L] into N
subintervals of length
L
N
which gives N + 1 equi-spaced points
0o= o <x21 L< <XN= L
We do not need to solve for the scattering potentials, as we already have an analytical
expression for them. Let us recall that we want to solve
-iaf + + C'F d
-inf- - C
= -i o [(1 (F.1.1)
(F.1.2)'9 - = -iO [(1 - g)( + i -) -(^ + )(9X]
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so we have 2N degrees of freedom: the values of 3+ at z,..., XN and the values of
3- at zo,..., ZX1. In order to discretize the differentiation operator, let us use the
2nd order finite difference formulas:
f'(xi) = -3f(xj) + 4f(xj+l) - f(xj+2) + O(6x2 ) (F.1.3)
26x
Sf(xj- 2) - 4f(xj- 1) + 3f(xj) + O(6X2) (F.1.4)
26x
In (F.1.1), the information propagates from the left, so we use (F.1.4). On the
contrary in (F.1.2) it goes from the right to the left, so we will use (F.1.3). At the
end points, where we would need the values of 0+(x 1_) or P-(XN+1), we use centered
finite differences
f'(xj) = -f(xj-1) + f(x ) + O(2)
26x
In matricial form, let us introduce the unknown
the forcing term
Y = (z + a1,...,: + aN,aO o -O- 1 1 Ar)T
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and the matrices
1
D + =
26x
-3 4 -1
-1
-3 4
-1 0
-4 3
1
1 -4 3
This allows us to express the discrete problem as
(-i(Q - Qog)Id + C9D-
iQogR-
iQogR+
-i(Q - Qog)Id - C'gD +
where Id is the identity matrix. We can check numerically that this scheme is second
order accurate, as it is shown in figure F-1
F.2 Analytical solution
F.2.1 General case
The forcing term, a+ + -, can be written of the form
+ + - = A + e iK  + A-e
-iKsx
where A' are known from (4.6.22). In order to simplify the algebra let us solve sep-
arately for each of the complex exponential above. Let us first consider the auxiliary
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0 1
1
0
1
D- =
26x
X = imogY (F.1.5)
(a) Q = Qo (b) Q = Qo
10-
10- 10-"
10 10 -
S10 10 10 10 10
2  
10 10
N N
(c) Q= 0 (d) Q= 0
100 10
-2
10
010-
10
1 10-
10 1 10
o10 10
2  
1 1 10
1  
1 1
N N
(e) Q -o (f) = -o
Figure F-i: Convergence of the numerical solution in terms of eg = eN-NL and
EN O
N Nj I2L2 . The squares represent ep, and the diamonds e_. (A_ = 1, L = 1
and No 10 L2
and No = 104)
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problem
-iK + = -iKA (3+ + f-) + eiKsx (F.2.1a)
-iK3 = -iK(/ 3+ +/3) + eiKsx (F.2.lb)
with
K = (1 - G)QoIC'
It is possible to decouple these two equations by differentiating (F.2.1). We get
d22 t- n1
- K = i (K + Ks) eiKsxd 2
dl+ KR/ 31 =i(K - Ks) eiKsx
with
KR -- v/K (K - 2K )
Recall that
K = RQ/C
KR is the natural wave number of the radiated wave. As G is complex for any non
zero Ag, KR will be too. This means that for any detuning the wave amplitude will
be attenuated. This is consistent with the fact that this problem takes into account
the energy extraction. One can also see that this natural frequency differs from Ks,
which means that no resonance is to be expected.
Note that we traded two first order coupled equations for two second order decou-
pled equations. We will therefore have to re-express the coupling later. It is easy to
see that
3 - CeiKx 2 -iK K + K s iKs x
=c e iKRx + C4eiKRx + K -IS eiKsxK 2 - K2e
R S
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Let us introduce
A+ 2 1 KK -K2-K2  -KK
We should now express the boundary conditions
C1 + C2 = -iA +  (F.2.2a)
C3eiKRL + C4 e-iKRL = -iAleiKsL (F.2.2b)
and the coupling between the two equations, for example at x = 0
iKR(C 1 - C2) + iA+iKs + iQo (C3 + Cf + iA-) = 1 (F.2.2c)
-i(Q - Q0) (C 3 + C4 + iA-) - iKR(C3 - C
4 ) - iA+iKs+ = 1 (F.2.2d)
This gives us a system of 4 equations and 4 unknown. Note however that (F.2.2b)
and (F.2.2d) can be solved first and then the result can be inserted in the two other
equations. In any case, the system can be solved analytically, and the result is given
in (F.2.3) on page 182.
Correctness of the expression has been checked with numerical solution of (F.2.2).
We can similarly treat the problem where the forcing is exp(-iKsx). This is exactly
the same thing replacing Ks by -Ks. Let us introduce
S igRX + C22iRx K- Ks iKsxK- iKs= C eiKRx + C e-iK + 1i K2 eK
= C +eiKnx 2-iKax + _ e
As we did before, we can express the coupling and boundary condition. The result is
given (F.2.3) on page 182.
Let us now write
i+ O - = C (A + eiK s + - e
- iKs )
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Using (4.6.22), we find
A+ = e-iKsL Ks + K
2 (-i(Q - Qo) sin(KsL) + 1 cos(KsL))
A- - eiKSL - K2 (-i(Q - Qo) sin(KsL) + Q1 cos(KsL))
It is now easy to see that
+ i oG A+3+ + A-)
M09, (A±0i + A73 )
are the solutions of the radiation problem, as they solve (F.1.1) and (F.1.2) as well as
the boundary conditions (4.7.21). The numerical results obtained with these formulas
are consistent with those obtained by the Finite Volume method.
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KR (A+(KR + Ks) + A KA + 1) cos(KRL) - A-KAKReiKsL + i (-A+(K - K,)(K
2 KR (KR cos(KRL) - i(K - K\) sin(KRL))
R + Ks) +- AlKxKs - K) sin(KRL)
K (A (Ks - KR)+ A-KA + 1) cos( RnL) - A-.KReiKsL + i (-A+(K - KA)(-KR +
2KR (KR cos(KRL) - i(K - KA) sin(KRL))
Ks) + Al KKs
(F.2.3a)
- K) sin(KRL)
A
-1-
((KR - K + KA)eiKsL + (Ks + K - KA)e-iKRL) - e - iKRL
2 (KR cos(KRL) - i(K - K\) sin(KRL))
-A ((KR + K - K\)eiKsL - (Ks + K - KA)eiKRL) - eiKRL
1 2 (KR cos(KRL) - i(K - Kx) sin(KRL))
77 (A+ra 77~ I A7 In- 1\n--d7T -T7 77 ,--iKqL (A+(rz 7 n\(T 77 \ i A-TZ 77 i T7V-2.~.I'T7 r\
rnR 2 YnR - IS) 1- 2  ) C ,RL) - 2 -\A-Re1 -- 2 - -1XA)\1 R - 'S) 2 -tXA---S -t ) Sbt ',1 "R..)
2KR (KR cos(KRL) - i(K - Kx) sin(KRL))
(F.2.3e)
KR (-A+ (KR + Ks) + A K,\ + 1) cos(KRL) - A KKeiKSL + i (A+(K - Kx)(KR + Ks) + A- KKs - K) sin(KRL)
2KR (KR cos(KRL) - i(K - KA) sin(KRL))
(F.2.3f)
A 2 ((KR - K + K)e - iKsL + (-Ks - IK - KA)e - iKL) - e- iK RL
--i
2 (KR cos(KRL) - i(K - KA) sin(KRL))
-A2 ((K, + K - K)e - iKsL - (-Ks + K - KA)eiKRL) - eiKRL
2 (KR cos(KRL) - i(K - KA) sin(KRL))
(F.2.3g)
(F.2.3h)
Cl1
C3 =
C1
(F.2.3b)
(F.2.3c)
(F.2.3d)
C21
Appendix G
Energy extraction from a sparse
array
In order to prove that the two measures of the energy extracted given in §4.7.3 are
equivalent, let us recall that the potentials are coupled by
C' + = -io (ac+ ac-) +- iSa+
-C' Ox
C Ox
O-x
-C'9 O
= -iQo (O+ + Z-) + iQca-
= -iQo [(1 - 9)(0 - G(a + + ce-)] + i~Q/3
= -iQo [(1 - G)(3+ W P-) - G(aC + a-)] + iRQ-
and the the buoy displacement is given by:
( = [(a+ + a-) + (P+ + 3-)]
Let us introduce
Taking (G.a) (G b) + .c) - (G d), we find that-)
Taking (G.0.1a)- (G.0.1b) + (G.0.1c) - (G.0.1d), we find that
Sd(C'
gdzc
= iM
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(G.O.la)
(G.O.1b)
(G.O.1c)
(G.O.1d)
(G.O.2)
Taking (G.O.1a) + (G.O.1b) + (G.O.1c) + (G.O.1d), we get
d (
C9,d = -i (2Qo (1 - Q) -  (dxz
so we can evaluate
and
dx
Cg d
= -i (2Q 0 (1 - g)
= i (2 0 (1
- ) 12 -QI 2
- gt) - Q) 1(12 + iq2
which gives us
Recall that
1
1 
- iw'Ag
2iw'Ag
1+ ,2gt 2
9
and note that
-212 ~(K + - I + + 2 +2)
so we finally get
-+ 0- 2 = 2~QoAgw' 1( 2
which allows us to prove that £ = S' writing
g = AgC
9 f L0 (12 dx
= oQ0 [Ia-+012 _ + + f 12 L
184
cd ((tdz +  t) io (
9 dx
_ U+++I2 ]
The boundary conditions (4.6.20) and (4.7.21) have been used in the last line.
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