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Abstract
A basis of the ideal of the complement of a linear subspace in a projective
space over a finite field is given. As an application, the second largest number
of points of plane curves of degree d over the finite field of q elements is also
given for d ≥ q + 1.
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1 Introduction
Let C be a curve of degree d in projective plane P2 defined over the finite field
Fq of q elements, which has no Fq-line components, and F (X,Y,Z) a homogeneous
polynomial in Fq[X,Y,Z] which defines the curve C. We are interesting in the set
C(Fq) := {(a, b, c) ∈ P2(Fq) | F (a, b, c) = 0},
where P2(Fq) denotes the set of Fq-points of P
2. The number of C(Fq) is denoted
by Nq(C).
In the series of papers [1, 2, 3], we proved the Sziklai bound, which says that
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†Partially supported by Basic Science Research Program through the National Research
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Nq(C) ≤ (d − 1)q + 1 unless C is a curve over F4 which is projectively
equivalent to the curve defined by
(X + Y + Z)4 + (XY + Y Z + ZX)2 +XY Z(X + Y + Z) = 0
over F4.
In order to give a brief explanation of what we will do, we should explain some
notation.
Notation 1.1 The number of points of Pn(Fq) is frequently denoted by θq(n), that
is θq(n) =
qn+1−1
q−1 .
Let x0, . . . , xn be coordinates of P
n, and f1, . . . , fn homogeneous polynomials
over Fq. The algebraic set in P
n over the algebraic closure of Fq defined by f1 =
· · · = fn = 0 is frequently denoted by {f1 = · · · = fn = 0}.
Here we summarize symbols related to plane curves, which will be used in this
paper or future, and also agree with ones in [4].
• Cd(Fq): the set of plane curves of degree d over Fq without Fq-linear compo-
nents.
• Cid(Fq) := {C ∈ Cd(Fq) | C is absolutely irreducible}
• Csd(Fq) := {C ∈ Cd(Fq) | C is nonsingular}
• Mq(d) = max{Nq(C) | C ∈ Cd(Fq)}
• M iq(d) = max{Nq(C) | C ∈ Cid(Fq)}
• M sq (d) = max{Nq(C) | C ∈ Csd(Fq)}
• 2Mq(d) = max{Nq(C) | C ∈ Cd(Fq), Nq(C) < Mq(d)}
• 2M iq(d) = max{Nq(C) | C ∈ Cid(Fq), Nq(C) < M iq(d)}
• 2M sq (d) = max{Nq(C) | C ∈ Csd(Fq), Nq(C) < M sq (d)}
Since the number of P2(Fq) is θq(2), the Sziklai bound makes sense in the range
2 ≤ d ≤ q + 2. We should add a few words to the Sziklai bound: for d = 2, √q + 1
(if q is square), q − 1, q, q + 1 and q + 2, this bound is sharp. For those degrees d,
it might be interesting to know the second largest number 2Mq(d). In this paper,
we try to find it for d = q + 1 and q + 2. Furthermore, since we have already knew
Mq(d) = θq(2) if d ≥ q + 3 [1, Prop. 1.1], we can determine 2Mq(d) for d ≥ q + 3.
More precisely, we will show the following facts.
Theorem 1.2 (1) Suppose that q > 3.
(i) If d ≥ 2q − 1, then 2Mq(d) = θq(2) − 1 = q2 + q.
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(ii) If 2q − 1 ≥ d ≥ q + 2, then 2Mq(d) = θq(2)− (2q − d) = q2 + d− q + 1.
(iii) If d = q + 2, then 2Mq(q + 2) = 2M
i
q(q + 2) = q
2 + 3.
(2) For any q, we have 2Mq(q + 1) = 2M
i
q(q + 1) = q
2.
Figure 1 illustrates the main theorem. In the picture • indicates existence of a
plane curve of assigned degree and number of points, and × non-existence.
The important ingredient of the proof is to determine a basis of the ideal of
P
2(Fq) \ {an Fq-point} for (1) of Theorem 1.2, and P2(Fq) \ {an Fq-line} for (2). We
formulate them under a little more general setting in Theorem 2.2 below.
2 Ideal of the complement of a linear subspace in Pn(Fq)
In this section, we consider two subsets of Fq-points of P
n with homogeneous coor-
dinates x0, x1, . . . , xn.
The following lemma, which is easy to show, is a kind of folklore.
Lemma 2.1 The ideal of Pn(Fq) in Fq[x0, . . . , xn] is generated by {xqixj−xixqj | 0 ≤
i < j ≤ n}.
Theorem 2.2 Let k be an integer with 1 ≤ k ≤ n, and Pk−1 the linear subspace
defined by xk = xk+1 = · · · = xn = 0. Then the ideal of Pn(Fq) \ Pk−1(Fq) in
Fq[x0, . . . , xn] is generated by
{xqixj − xixqj | 0 ≤ i < j ≤ n} ∪ {xs
n∏
i=k
(xq−1i − xq−1s ) | s = 0, 1, . . . , k − 1}.
Proof. (Step 1) In the first step, we handle the case where the linear subspace is of
dimension 0, that is, k = 1.
Let Jn be the ideal of P
n(Fq) \ {(1, 0, . . . , 0)} in Fq[x0, . . . , xn], and In the ideal
generated by
{xqixj − xixqj | 0 ≤ i < j ≤ n} ∪ {x0
n∏
i=1
(xq−1i − xq−10 )}.
It is obvious that Jn ⊃ In. We will show Jn = In by induction on n. For n = 1,
I1 = (x
q
0x1 − x0xq1, x0(xq−11 − xq−10 )) = (x0(xq−11 − xq−10 ))
is trivially the ideal of {(λ, 1) | λ ∈ Fq} = P1(Fq) \ {(1, 0)}.
Next we assume that n ≥ 2. Let F (x0, . . . , xn) be a homogeneous polynomial of
degree d in Jn. We want to show that F (x0, . . . , xn) ≡ 0 mod In. First we prove
the following claim:
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Figure 1: Mq(d) and 2Mq(d) for d ≥ q + 1 with q > 3
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Claim. We have
F (x0, . . . , xn) ≡
q−1∑
i=0
fi(x0, . . . , xn−1)x
i
n mod In,
where fi(x0, . . . , xn−1) is homogeneous of degree d− i.
When d ≤ q − 1, there is nothing to do. Suppose d ≥ q. For a monomial
M = xe00 · · · xenn which appears in F , if q ≤ en < d, then M ≡ x
e′
0
0 · · · x
e′n−1
n−1 x
e′n
n
mod In with e
′
n < en, because x
q
ixn − xixqn ∈ In. (Note that since en < d, there
is an ei with 0 ≤ i ≤ n − 1 such that ei ≥ 1.) Repeating this procedure, we get
M ≡ xe′00 · · · x
e′n−1
n−1 x
e′n
n mod In with e
′
n < q. Hence
F (x0, . . . , xn) ≡ cxdn +
q−1∑
i=0
fi(x0, . . . , xn−1)x
i
n mod In. (1)
Since the right-hand side of (1) is also an element of Jn, (0, . . . , 0, 1) is its zero.
Hence c = 0.
From this claim, we may assume that
F (x0, . . . , xn) =
q−1∑
i=0
fi(x0, . . . , xn−1)x
i
n, deg fi = d− i.
Let (λ0, . . . , λn−1) ∈ Fnq \{(1, 0, . . . , 0)}. Since F (λ0, . . . , λn−1, µ) = 0 for any µ ∈ Fq
and F (λ0, . . . , λn−1, xn) is of degree q − 1 in xn, fν(λ0, . . . , λn−1) = 0 for ν =
0, . . . , q− 1. Therefore fν(x0, . . . , xn−1) ∈ In−1 by the induction hypothesis, that is,
fν(x0, . . . , xn−1) =
∑
0≤i<j≤n−1
hij · (xqixj − xixqj) + kνx0
n−1∏
i=1
(xq−1i − xq−10 ),
where kν = kν(x0, . . . , xn−1) is of degree d− ν − ((n− 1)(q − 1) + 1), say dν . (Note
that if d− ν − ((n − 1)(q − 1) + 1) < 0, we understand kν = 0.) Put
kν(x0, . . . , xn−1) = cνx
dν
0 + k
l
ν(x0, . . . , xn−1),
where the degree in x0 of k
l
ν is less than dν . Then
F (x0, . . . , xn) ≡
q−1∑
ν=0
(cνx
dν
0 + k
l
ν(x0, . . . , xn−1))x0
n−1∏
i=1
(xq−1i − xq−10 )xνn mod In.
So we may assume that
F (x0, . . . , xn) = G(x0, . . . , xn) +H(x0, . . . , xn)
with
G(x0, . . . , xn) = x0
n−1∏
i=1
(xq−1i − xq−10 )(
q−1∑
ν=0
cνx
dν
0 x
ν
n)
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and
H(x0, . . . , xn) =
q−1∑
ν=0
klν(x0, . . . , xn−1)x0
n−1∏
i=1
(xq−1i − xq−10 )xνn.
Since klν(x0, . . . , xn−1) is the sum of lower terms in x0 of the homogeneous polynomial
kν(x0, . . . , xn−1), each term of k
l
ν contains some xj with 0 < j ≤ n− 1. Since
xjx0
n−1∏
i=1
(xq−1i − xq−10 ) =


n−1∏
i=1
i 6=j
(xq−1i − xq−10 )

 (xqjx0 − xjxq0) ∈ In,
we have H(x0, . . . , xn) ∈ In.
Finally we show thatG(x0, . . . , xn) ∈ In. For (µ, ρ) ∈ F2q\{(1, 0)}, G(µ, 0, . . . , 0, ρ) =
0 because G = F −H ∈ Jn. Hence G(x0, 0, . . . , 0, xn) ∈ I1 with respect to coordi-
nates x0, xn by the induction hypothesis, that isG(x0, 0, . . . , 0, xn) ∈
(
x0(x
q−1
n − xq−10 )
)
.
On the other hand, since
G(x0, 0, . . . , 0, xn) = (−1)n−1x(n−1)(q−1)+10 (
q−1∑
ν=0
cνx
dν
0 x
ν
n),
there is a polynomial u(x0, xn) such that
q−1∑
ν=0
cνx
dν
0 x
ν
n = u(x0, xn)(x
q−1
n − xq−10 ).
Therefore G(x0, . . . , xn) = u(x0, xn)x0
∏n
i=1(x
q−1
i − xq−10 ) ∈ In.
(Step 2) We complete the proof by induction on the dimension of the linear
subspace Pk−1. Suppose k ≥ 2. Let Jn,k be the ideal of Pn(Fq) \ Pk−1(Fq), and In,k
the ideal generated by {xqixj − xixqj | 0 ≤ i < j ≤ n} ∪ {xs
∏n
i=k(x
q−1
i − xq−1s ) | s =
0, 1, . . . , k − 1}. Note that the second subscript in notation of those ideals indicates
the dimension of the vector space H0(Pk−1,O(1)). Obviously Jn,k ⊃ In,k. Let
F (x0, . . . , xn) be a homogeneous polynomial in Jn,k. Divide the terms of F into
two parts: let G1(x0, x2, . . . , xn) be the sum of terms of F each of which does not
contains x1, and G2(x0, x1, . . . , xn) the sum of terms of F each of which contains x1.
In other words,
G1(x0, x2, . . . , xn) = F (x0, 0, x2, . . . , xn) (2)
G2(x0, x1, . . . , xn) = F (x0, x1, x2, . . . , xn)− F (x0, 0, x2, . . . , xn).
From (2), G1(λ0, λ2, . . . , λn) = 0 for any (λ0, λ2, . . . , λn) ∈ Pn−1 \ {xk = · · · = xn =
0} with respect to the coordinates x0, xˆ1, x2, . . . , xk−1;xk, . . . , xn, where xˆ1 means
omitting x1. Hence, by induction hypothesis
1, G1(x0, x2, . . . , xn) ∈ In−1,k−1 with
1 The dimension of the linear subspace {xk = · · · = xn = 0} in P
n−1 with respect to the
coordinates x0, xˆ1, x2, . . . , xn is k − 2.
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respect to the coordinates x0, xˆ1, x2, . . . , xk−1;xk, . . . , xn, that is, G1 is contained in
the ideal generated by
{xqixj − xixqj | 0 ≤ i < j ≤ n, i, j 6= 1} ∪ {xs
n∏
i=k
(xq−1i − xq−1s ) | s = 0, 2, . . . , k − 1}.
Hence G1 is an element of the original In,k, and hence G2 = F − G1 ∈ Jn,k. Since
xq0x1 − x0xq1 ∈ In,k and each term of G2(x0, x1, . . . , xn) contains x1,
G2(x0, x1, . . . , xn) ≡
q−1∑
i=0
gi(x1, . . . , xn)x
i
0 mod In,k. (3)
Hence it is enough to observe that the right-hand side of (3) belongs In,k. Since the
polynomial already contained in Jn,k, for a fixed (λ1, . . . , λn) ∈ Fnq \ {λk = · · · =
λn = 0} and an arbitrary µ ∈ Fq,
q−1∑
i=0
gi(λ1, . . . , λn)µ
i = 0.
Since
∑q−1
i=0 gi(λ1, . . . , λn)x
i
0 is a polynomial of degree q−1 in x0, we have gi(λ1, . . . , λn) =
0 for each i = 0, 1, . . . , q − 1. Hence gi(x1, . . . , xn) ∈ In−1,k−1 with respect to the
variables x1, . . . xk−1;xk, . . . , xn by induction hypothesis. It is obvious that this ideal
In−1,k−1 is contained in In,k. ✷
The following corollary is just the case k = 1 in Theorem 2.2, which has been
proved in Step 1.
Corollary 2.3 The ideal of Pn(Fq) \{(1, 0, . . . , 0)} in Fq[x0, . . . , xn] is generated by
{xqixj − xixqj | 0 ≤ i < j ≤ n} ∪ {x0
n∏
i=1
(xq−1i − xq−10 )}.
Corollary 2.4 Let P0 ∈ Pn(Fq). Then there is a homogeneous polynomial F (x0, . . . , xn)
of degree d in Fq[x0, . . . , xn] such that the hypersurface H defined by F = 0 satisfies
H(Fq) = P
n(Fq) \ {P0} if and only if d ≥ (q − 1)n+ 1.
Proof. It is obvious that we may choose P0 = (1, 0, . . . , 0). Since polynomials
xqixj − xixqj (0 ≤ i < j ≤ n) vanish on the entire Pn(Fq), the “only if” part fol-
lows from the above corollary immediately. Conversely the hypersurface H defined
by x
d−(q−1)n
0
∏n
i=1(x
q−1
i − xq−10 ) has the desired property if d > (q − 1)n. ✷
Corollary 2.5 Let An be the affine part of Pn defined by xn 6= 0. The ideal of
A
n(Fq) in Fq[x0, . . . , xn] is generated by
{xsxq−1n − xqs | 0 ≤ s < n}.
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Proof. From Theorem 2.2, the ideal is generated by
{xqixj − xixqj | 0 ≤ i < j ≤ n} ∪ {xsxq−1n − xqs | 0 ≤ s < n}.
Since
xqixj − xixqj = (xjxq−1n − xqj)xi − (xixq−1n − xqi )xj,
the ideal is generated by only the latter set. ✷
3 The second largest number for d ≥ q + 1
Throughout this section we fix projective plane P2 with coordinates X,Y,Z over Fq.
The following lemma is a corollary of the Sziklai bound, which guarantees a
plane curve without Fq-line components having many Fq-points to be absolutely
irreducible.
Lemma 3.1 Let C be a curve over Fq of degree d in P
2 without Fq-linear compo-
nents. If Nq(C) ≥ (d− 2)q + 3, then C is absolutely irreducible.
Proof. See [5, Corollary 2.2]. ✷
3.1 The case q + 2 ≤ d ≤ 2q − 1
Lemma 3.2 Let C be a curve over Fq of degree d in P
2 with q + 2 ≤ d ≤ 2q − 2,
which may have Fq-linear components. Suppose C(Fq) 6= P2(Fq). Let Nq(C) =
θq(2) − (m + 1). Then m + 1 ≥ 2q − d, that is Nq(C) ≤ q2 + (d − q + 1); and if
equality occurs, then those m+ 1 missing points are collinear.
Proof. Let F ∈ Fq[X,Y,Z] be an equation of C. Put P2(Fq)\C(Fq) = {P0, . . . , Pm}.
For each i with 1 ≤ i ≤ m, choose a linear form Li over Fq such that the line {Li = 0}
passes through Pi but does not P0. Then {L1 · · ·LmF = 0}(Fq) = P2(Fq) \ {P0}.
Hence degL1 · · ·LmF ≥ 2q − 1 by Corollary 2.4. Therefore m+ 1 ≥ 2q − d.
Next we will show that P0, . . . , Pm are collinear if m = 2q − d − 1. For two
indexes i, j with 1 ≤ i < j ≤ m, if the line PiPj joining Pi and Pj does not contain
P0, then the curve
D := PiPj ∪ {
∏
k with
k 6=i,j
Lk · F = 0}
is of degree m − 1 + d = 2q − 2 and D(Fq) = P2(Fq) \ {P0}, which contradicts to
Corollary 2.4. Hence P0, . . . , Pm are collinear. ✷
Theorem 3.3 Fix an integer d with q+2 ≤ d ≤ 2q−1. Let C be a plane curve over
Fq of degree d such that Nq(C) = q
2 + (d− q+1). Then C is projectively equivalent
to the curve defined by
(Xq −XZq−1)f(X,Y,Z) + (Y q − Y Zq−1)g(X,Y,Z) = 0
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over Fq, where f(X,Y,Z) and g(X,Y,Z) are of degree d − q and Xf(X,Y, 0) +
Y g(X,Y, 0) = 0 has d− q+1 distinct roots on P1(Fq) with homogeneous coordinates
X,Y .
Conversely such a curve has q2 + (d − q + 1) Fq-points. (But we don’t know
whether the curve has an Fq-line component or not.) Moreover if q > 3, then there
is a curve without Fq-line components among those curves.
Proof. From Lemma 3.2, the missing 2q − d points are collinear. Choosing coordi-
nates X,Y,Z of P2 as those points lie on the line Z = 0. Hence the equation of C
is in the ideal (Xq −XZq−1, Y q − Y Zq−1) by Corollary 2.5. So C is defined by
(Xq −XZq−1)f(X,Y,Z) + (Y q − Y Zq−1)g(X,Y,Z) = 0,
where f(X,Y,Z), g(X,Y,Z) ∈ Fq[X,Y,Z] are homogeneous of degree d − q. Since
C(Fq) ∩ {Z = 0} consists of d− q + 1 points,
Xqf(X,Y, 0) + Y qg(X,Y, 0) = 0 (4)
has d−q+1 roots on P2(Fq) with coordinates X,Y . Since we consider only Fq-points,
(4) is equivalent to
Xf(X,Y, 0) + Y g(X,Y, 0) = 0. (5)
Conversely it is obvious that such a curve has q2 + (d− q + 1) Fq-points.
Now we construct a required equation if q > 3. Since d ≤ 2q − 1, we can choose
d − q + 1 distinct elements α1, . . . , αd−q+1 in Fq. Let β0(= 1), β1 . . . , βd−q+1 be
elements of Fq determined by
d−q+1∏
i=1
(Y − αiX) =
d−q+1∑
i=0
βd−q+1−iX
d−q+1−iY i.
For c = (c1, . . . , cd−q) ∈ Fd−qq , we consider the polynomial
Fc(X,Y,Z) =
(Xq −XZq−1)(
d−q∑
i=0
βd−q+1−iX
d−q−iY i +
d−q∑
i=1
ciX
d−q−iZi)
+ (Y q − Y Zq−1)Y d−q. (6)
Let C be the curve Fc(X,Y,Z) = 0. The claims are
Claim 1. Nq(C) = q
2 + (d− q + 1);
Claim 2. C has no Fq-line components if one choose c ∈ Fd−qq appropriately.
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For Claim 1, it is obvious C(Fq) ⊃ A2(Fq), where A2 = P2 \ {Z = 0}. From (5),
C(Fq) ∩ {Z = 0} comes from
0 =
d−q∑
i=0
βd−q+1−iX
d−q+1−iY i + Y d−q+1
=
d−q+1∏
i=1
(Y − αiX).
Hence C(Fq) ∩ {Z = 0} = {(1, αi, 0) | i = 1, 2, . . . , d − q + 1}, and Nq(C) =
q2 + (d− q + 1).
We see the second claim. An Fq-line which is a component of C must pass
through one of the d− q+1 Fq-points on Z = 0 above, and can’t be the line Z = 0.
So the possible Fq-lines that may be components of C are
{Y − αX = ρZ | α ∈ {α1, . . . , αd−q+1}, ρ ∈ Fq}.
By direct computation, Fc(X,αX + ρZ,Z) can be written as
(Xq −XZq−1)(
d−q∑
i=0
γi(α, ρ)X
d−q−iZi +
d−q∑
i=1
ciX
d−q−iZi).
The number of vectors in
{(γ0(α, ρ), . . . , γd−q(α, ρ)) | α ∈ {α1, . . . , αd−q+1}, ρ ∈ Fq}
is at most (d − q + 1)q and that of the vectors {(0, c) | c ∈ Fd−qq } is qd−q. Since
(d− q + 1)q < qd−q if q + 2 ≤ d ≤ 2q − 1 and q > 3, we can choose a vector c such
that Fc(X,αX + ρZ,Z) is nontrivial for all pairs (α, ρ). ✷
Remark 3.4 Suppose that q > 3 and d ≥ 2q. Let {eα | α ∈ Fq} be integers such
that eα ≥ 1 for any α ∈ Fq and
∑
α∈Fq
eα = d−q+1. Let β0, . . . , βd−q+1 be elements
of Fq determined by
∏
α∈Fq
(Y − αiX)eα =
d−q+1∑
i=0
βd−q+1−iX
d−q+1−iY i
as in the proof of Theorem 3.3. Then, by just imitating the proof of the claims, we
can find (c1, . . . , cd−g) ∈ Fd−qq such that the curve C with the equation Fc(X,Y,Z) =
0 defined by (6) has the property
(i) Nq(C) = θq(2)− 1;
(ii) no Fq-line is a component of C.
Proof of Theorem 1.2 (1). (i) and (ii) are consequences of Theorem 3.3 and Re-
mark 3.4. If d = q + 2, any curve C over Fq without Fq-line components having
q2 + 3 Fq-points is absolutely irreducible by Lemma 3.1. ✷
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3.2 The case d = q + 1
Theorem 3.5 Let A2 be the affine part of P2 defined by Z 6= 0, and C a curve of
degree d in P2 defined over Fq.
(i) If C(Fq) = A
2(Fq), then d ≥ q + 1.
(ii) When d = q + 1, C(Fq) = A
2(Fq) if and only if C is defined by an equation of
the following type:
(Xq −XZq−1, Y q − Y Zq−1)
(
a0 a1 a2
b0 b1 b2
) XY
Z

 = 0, (7)
where a0, . . . , b2 ∈ Fq with the polynomial
(s, t)
(
a0 a1
b0 b1
)(
s
t
)
(8)
in s and t being irreducible over Fq.
(iii) The curve described above is absolutely irreducible with a unique singular points,
which is an Fq-points.
Proof. (i) Since C(Fq) = A
2(Fq), the curve has no Fq-linear component. Hence we
can apply the Sziklai bound to C, namely, q2 ≤ (d− 1)q + 1. So d ≥ q + 1.
(ii) From Corollary 2.5, the equation of C can be written as (7). Since the line
Z = 0 does not meet with C(Fq), the polynomial (8) must be irreducible over Fq,
and vice versa.
(iii) Since degC = q + 1 and Nq(C) = q
2, C is absolutely irreducible if q ≥ 3 by
Lemma 3.1. Suppose q = 2. Then degC = 3. Further suppose that C is reducible.
Since C can’t have Fq-line components, C must be a union of three conjugate Fq3-
lines over Fq. Hence Nq(C) ≤ 1, which is a contradiction. Hence C is absolutely
irreducible even if q = 2.
Since (8) is irreducible over Fq, det
(
a0 a1
b0 b1
)
6= 0. Let (x0, y0) be the unique
solution of (
a0 a1
b0 b1
)(
x
y
)
= −
(
a2
b2
)
.
Since (x0, y0, 1) ∈ A2(Fq), it is a point of C. Choose new coordinates X ′, Y ′, Z ′ as


X ′ = X − x0Z
Y ′ = Y − y0Z
Z ′ = Z
.
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Then the point (x0, y0, 1) goes to (0, 0, 1) in these new coordinates. Let x = X
′/Z ′
and y = Y ′/Z ′ be affine coordinates of P2 \ {Z ′ = 0} with respect to these new
coordinates, and O = (0, 0, 1). The equation of C in x, y is f(x, y) = 0, where
f(x, y) = (xq − x)(a0x+ a1y) + (yq − y)(b0x+ b1y)
= xq(a0x+ a1y) + y
q(b0x+ b1y)− (a0x2 + (a1 + b0)xy + b1y2). (9)
Note that the condition of irreducibility of (8) in the original coordinates corresponds
to that of the quadric terms in (9) in these affine coordinates. Hence O is an ordinary
double point. In fact, the embedded tangent cone at O is defined by the quadric
terms in (9) which is irreducible over Fq, and then it splits into two Fq-conjugate
lines over Fq2 .
Let us investigate the intersection of C and any line l passing through O over the
algebraic closure of Fq. If l = {x = 0}, then the y-coordinates of points of C ∩ l is
given by b1(y
q+1− y2). Since b1 6= 0 (otherwise the quadric terms in (9) is reducible
over Fq), each point of C ∩ l \ {O} is nonsingular. Next we choose a line lc defined
by y = cx. Substitute cx for y in f(x, y). Then
((a0 + ca1) + c
q(b0 + cb1))x
q+1 − ((a0 + ca1) + c(b0 + cb1))x2 = 0. (10)
If both coefficients of xq+1 and x2 are nonzero, then each point of C ∩ lc \ {O} is
nonsingular.
Suppose that the coefficient of x2 is 0, namely (a0+ ca1)+ c(b0+ cb1) = 0. Then
(1, c) is a root of a0x
2+(a1+b0)xy+b1y
2 = 0, and vice versa. Note that this quadric
is the lowest terms of the local equation (9) of C around O. Hence (a0+ca1)+c(b0+
cb1) = 0 if and only if lc is the embedded tangent line of one of the two branches of
the singular points O. In this case, c 6∈ Fq because the quadric is irreducible over
Fq. So (a0 + ca1) + c
q(b0 + cb1) 6= 0. (Actually, (a0 + ca1) + cq(b0 + cb1) = 0 and
(a0 + ca1) + c(b0 + cb1) = 0 imply (c
q − c)(b0 + cb1) = 0. Since b1 and b0 are in
Fq and at least one of them is nonzero, c ∈ Fq, which is a contradiction.) Hence
C ∩ lc = {O}.
Finally suppose that
(a0 + ca1) + c
q(b0 + cb1) = 0. (11)
Then lc meets with C \{O} at (1, c, 0) of multiplicity q−1. Choose local coordinates
around (1, c, 0) as t := Y
′
X′
− c and z := Z′
X′
. Then the local equation of C is
0 = (1− zq−1)(a0 + a1(c+ t)) + (cq + tq − (c+ t)zq)(b0 + b1(c+ t))
= (a1 + b1c
q)t+ (higher terms in t and z).
Here, if a1 + b1c
q = 0, then a0 + b0c
q = 0 because the assumption (11). This is
a contradiction because det
(
a0 a1
b0 b1
)
6= 0. Hence the coefficient of t in the local
equation is nonzero, and hence C is nonsingular at (1, c, 0). ✷
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