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Braśılia – DF
2014
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Resumo
O critério de informaç̃ao EDC –Efficient Determination Criterion– foi proposto original-
mente para definir uma classe de estimadores de ordem para cadei s de Markov de espaço de
estados finitos. Nesse trabalho, o conceito de modelos parcialmente aninhadośe definido e a
classe de estimadores EDCé estendida nesse contexto. Esses resultados são aplicados para
estabelecer a consistência forte de um novo estimador de ordem para modelos Autoregressi-
vos (AR) e para demonstrar a consistência forte de uma classe de estimadores de ordem para
processos Autoregressivos de Heteroscedasticidade Condicional (ARCH) e para o caso mul-
tivariado de modelos Autoregressivos de Heteroscedasticidade Condicional Generalizado na
Representaç̃ao BEKK (BEKK-GARCH). Como resultado imediato, a consistência forte dos
estimadores de ordem BIC para ARCH e BEKK-GARCHé estabelecida. Também é ilus-
trado por meio de simulações nuḿericas que o estimador de ordem EDC proposto para pro-
cessos AR apresenta melhor performance que suas principaisalternativas, os estimadores
baseados nos critérios AIC, BIC e HQC.
Abstract
The Efficient Determination Criterion (EDC) was originally stated to define a class of es-
timators for the order of a Markov chain with finite state space. In this work, we define
the concept of partially nested models and extend the class of EDC estimators within this
context. This framework is applied to establish the consistency for a new order estimator
for Autoregressive process (AR) and to prove the consistencyfor a class of order estimators
for Autoregressive Conditional Heteroskedasticity models(ARCH) and for a multivariate
version, the Generalized Autoregressive Conditional Heteroskedasticity in the BEKK repre-
sentation (BEKK-GARCH). As an immediate consequence, the strong c nsistency for the
BIC order estimators for ARCH and BEKK-GARCH is established. Also,using numerical
simulation, we show that the proposed EDC order estimator for AR performs better than the
wide-known alternatives based on the criteria AIC, BIC and HQC.
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2.1 Definiç̃oes e principais resultados . . . . . . . . . . . . . . . . . . . . . p. 33
2.2 Modelo Autoregressivo (AR) . . . . . . . . . . . . . . . . . . . . . . . . p. 37
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Introdução
No contexto de seleção de modelos, a classe de estimadores de ordem de dependência
EDC –Efficient Determination Criterion– foi proposto por Zhao, Dorea & Gonçalves (2001)
como generalizaç̃ao dos crit́erios BIC e AIC para a estimaç˜ o de ordem de cadeias de Mar-
kov de espaço de estados finitos. Posteriormente, Lopes (2005) estendeu os resultados de
Zhao et al. (2001) para cadeias de Markov de espaço de estados enumeŕavel e Dorea (2008)
determinou o termo de penalidadeótimo que define o estimador assintoticamente com me-
lhor performance dentro da classe dos estimadores EDC fortement consistentes.
Com o uso extensivo de simulações nuḿericas, Resende (2009) verificou a melhor per-
formance do estimador EDĆotimo comparado com as alternativas AIC e BIC. Os resultados
emṕıricos motivaram o presente trabalho, que tem como objetivogeneralizar o EDC para a
estimaç̃ao de ordem em modelos markovianos com espaço de estados gerais, que incluem as
faḿılias AR e ARCH, e para a estimaç˜ o de outros parˆ metros, como por exemplo o tamanho
do espaço de estados oculto em cadeias de Markov Ocultas.
Uma seqûencia de varíaveis aleat́oriasX= {Xt}t∈N é uma cadeia de Markov com espaço
de estados finitoE e ordemr se, para todo(a1, . . . ,at+1) ∈ Et+1,
P(Xt+1 = at+1|X1 = a1, · · · ,Xt = at) = P(Xt+1 = at+1|Xt−r+1 = at−r+1, · · · ,Xt = at)
e r é o menor valor com essa propriedade.
Em contextos pŕaticos de modelageḿe necesśario primeiramente identificar a ordemr
da cadeia para posteriormente estimar os parâmetros, que neste caso são as probabilidades
de transiç̃ao.
Esse problema de estimação de ordem foi inicialmente abordado com testes de hipóteses
sobre a raz̃ao de verossimilhança de Neyman-Pearson por Bartlett (1951), Hoel (1954), Good
(1955), Anderson & Goodman (1957) e Billingsley (1961). Neste caso, observou-se que,
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paraLn(k) a funç̃ao de verossimilhança estimada de uma amostrax1, · · · ,xn, supondo a or-
dem da cadeiak eγ(k) é o ńumero de par̂ametros livres. Com isso basta calcular os intervalos
de confiança para se obter uma estimativa der.
No contexto de seleção de modelos aninhados, Akaike (1974) propõe o uso do crit́erio
de informaç̃ao AIC, com o simples argumento de tornar a seleção do modelo mais objetiva e
não depender de avaliaç˜ o estat́ıstica. Esse critério foi utilizado como base por Tong (1975)




ondeK é uma cota superior conhecida der,
AIC(k) =−2logLn(k) +2γ(k)
eγ(k) = |E|k(|E|−1) (istoé, a cardinalidade do conjuntoE). De forma semelhante, Schwarz
(1978) prop̃oe o crit́erio de informaç̃ao BIC e Katz (1981) demonstra a inconsistência do





BIC(k) =−2logLn(k) + γ(k) logn.
A consist̂encia forte do ˆrbic foi demonstrada por Finesso (1990) e posteriormente, sem a
hipótese de existência de um limitante superiorK, por Csisźar & Shields (2000).
Em seus trabalhos, Katz (1981) e Csiszár & Shields (2000), apontam que o estimador
BIC possui uma tend̂encia a subestimar a ordem verdadeira de cadeias de Markov emamos-
tras pequenas, o que sugere a necessidade de demonstrar a consist̂encia forte para termos
de penalidades menores queγ(k) logn. Nesse sentido, Zhao et al. (2001) generalizam os
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EDC(k) =−2logLn(k) + γ(k)cn





















e prop̃oe o estimadoŕotimo r̂opt com o termo de penalidadeγ(k)cn = 2|E|k+1 log logn.
Usando simulaç̃oes nuḿericas, Resende (2009) comprovou a melhor performance do es-
timador ˆropt e verificou que essa eficiência relativáe substancialmente superiorà medida
que se considera modelos com maior complexidade (número de par̂ametros livres).
Observando que os estimadores citados são baseados no comportamento da verossimi-
lhança, quée o mesmo fundamento utilizado nos testes de hipóteses, Baigorri, Gonçalves
& Resende (2014) propõem o estimador GDL, baseado na comparaç˜ o das distribuiç̃oes
emṕıricas condicionadas usando a divergência chi-quadrado. Em simulações nuḿericas, o
GDL apresentou performance superioràs demais alternativas. Entretanto, o método utiliza
diretamente em sua definição a finitude do espaço de estados da cadeia de Markov, o que
torna improv́avel uma generalizaç˜ o a outros processos.
Embora os trabalhos citados usem o conceito de modelos aninhados, os resultados são
sempre particularizados para o processo considerado. Dessa forma, nessa tese, os resultados
existentes foram aperfeiçoados para tratar a consistência do estimador ˆredc baseada, basi-
camente, em hiṕoteses sobre regularidade e comportamento assintótico de funç̃oes logLn,k,
que possuem propriedades semelhantesà log-verossimilhança.
O ferramental desenvolvidóe aplicado para obter a consistência de estimadores de ordem
para os processos Autoregressivos (AR), Autoregressivos deHeteroscedasticidade Condicio-
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nal (ARCH) e ARCH multivariado generalizado na representação BEKK (BEKK-GARCH).
Em simulaç̃oes nuḿericas, o estimador obtido para processos Autoregressivosapre en-
tou, no geral, melhor performance quando comparado com os estimadores AIC (Akaike
1974), BIC (Shibata 1976) e HQC (Hannan & Quinn 1979).
Ressalta-se que, para processos ARCH e BEKK-GARCH, até enão ñao é conhecida
na literatura a existência de estimadores fortemente consistentes. Assim, esser sultadoé
inédito e de alta relev̂ancia.
Para os processos AR e ARCH, a ordem a ser estimadaé um par̂ametro univariado, o que
permite a definiç̃ao de seqûencia de modelos aninhados, onde o EDCé originalmente defi-
nido por Zhao et al. (2001). Entretanto, em modelos BEKK-GARCH,a ordem a ser estimada
é um par̂ametro com duas variáveis (de forma semelhante ocorre com modelos ARMA).
Nesse sentido, o conceito de sequˆ ncia de modelos aninhadosé estendido a classe de mode-
los parcialmente aninhados, permitindo assim a definição do EDC nesse novo contexto para
a estimaç̃ao de ordens multivariadas que tem como caso particular modelos BEKK-GARCH.
A técnica utilizada nos três casos para se obter o comportamento assintótico de logLn,k
é essencialmente a mesma, que basicamente consiste na utiliz ç̃ao do comportamento as-
sintótico das derivadas de primeira ordem de logLn,k para concluir determinado comporta-
mento assint́otico dos estimadores dos parâmetros da densidade em questão e, a partir desse
comportamento, conclui-se o comportamento assintótico de logLn,k.
Essa t́ecnica foi empregada por Nishii (1988) para a estimação de dimens̃ao em mode-
los aninhados no caso particular de sequências de variáveis independentes e identicamente
distribúıdas (i.i.d.) e considerando logLn,k a log-verossimilhança. Posteriormente, Finesso
(1990) baseou-se nessa técnica para demonstrar a consistência forte do estimador de or-
dem BIC para cadeias de Markov. Vale ressaltar que Basawa & Heyde (1976) utilizam de
técnica semelhante para concluir a normalidade assintótica do estimador do parˆ metro da
densidade a partir do comportamento assintót co das derivadas de primeira ordem da log-
verossimilhança.
Geralmente as derivadas de logLn,k são mais simples, isso motiva o uso desse cami-
nho. Outro fato importanté que v́arias hiṕoteses para a aplicaç˜ o do ḿetodo s̃ao usadas
para a obtenç̃ao da normalidade assintótica dos estimadores e por isso frequentemente suas
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demonstraç̃oes s̃ao encontradas na literatura.
No Caṕıtulo 1 os conceitos de modelos aninhados e ordem são generalizados e formali-
zados, e alguns resultados gerais relativosà consist̂encia do estimador EDC são apresentados.
No Caṕıtulo 2 s̃ao introduzidos conceitos e resultados de cadeias de Markovcom espaço de
estados gerais. Esses resultados são empregados para obter o comportamento assintótico
das respectivas funções logLn,k definidas para os processos AR, ARCH e BEKK-GARCH,
para ent̃ao concluir os casos de consistência forte do EDC. Nos apêndices s̃ao encontrados
resultados auxiliares, que são utilizados nas demonstrações.
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1 Estimaç̃ao de ordem em modelos
aninhados
Os estudos pioneiros em estimação de ordem para diversos processos estocá ticos cĺassi-
cos foram focados na definição de condiç̃oes para a aplicaç˜ o de testes de hipóteses no
apoio ao trabalho de an´ lise e decis̃ao (Bartlett 1951, Whittle 1951). Em um segundo mo-
mento, ainda com uma visão estat́ıstica para abordar o problema, tiveram os trabalhos no
desenvolvimento de critérios de informaç̃ao no contexto de seleção de modelos aninhados
(Akaike 1974, Schwarz 1978). Com a necessidade de se obter um melhor entendimento,
alguns autores utilizaram com sucesso uma abordagem analı́tica na avaliaç̃ao do comporta-
mento assint́otico dos objetos envolvidos para concluir aspectos de consistê cia dos estima-
dores (Nishii 1988, Finesso 1990). Nesse cenário, Zhao et al. (2001) prop˜ em o EDC como
uma generalizaç̃ao dos crit́erios de informaç̃ao que usam o ḿetodo da log-verossimilhança
penalizada.
Ao longo daśultimas quatro d́ecadas, os critérios de informaç̃ao v̂em sendo implemen-
tados nos mais diversos processos e situações (Tong 1975, Shibata 1976, Ozaki 1977, Ogata
1980, Zhao, Dorea & Gonçalves 2001, Lopes 2005, Polansky 2007). Entretanto, ñao houve
uma proposta efetiva de ferramental que facilite o estudo daconsist̂encia de estimadores de
ordem em novos casos. Nesse sentido, na Seç˜ o 1.1 os conceitos de modelos aninhados e
ordem s̃ao apresentados de forma mais geral. A Seção 1.2 cont́em a definiç̃ao do estima-
dor de ordem EDC para esse contexto e o aperfeiçoamento e generalizaç̃ao dos resultados
de Nishii (1988) e Dorea (2008). Com issoé posśıvel obter os casos de consistência do
estimador de ordem EDC baseado, basicamente, em condições sobre as funções logLn,k,
que em muitas situações podem ser as funções log-verossimilhança. Áultima seç̃ao cont́em
a generalizaç̃ao de seqûencia de modelos aninhados para classe de modelos parcialmente
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aninhados e a reapresentação dos resultados da Seção 1.2 nesse cenário ainda mais geral.
1.1 Definiç̃oes
A maioria dos autores citados que aplicam algum critério de informaç̃ao ñao necessi-
tam tratar diretamente em caso geral de seleção de modelos, com isso não definem modelos
aninhados. Por outro lado, Akaike (1974) e Schwarz (1978) usam livremente a palavra “mo-
delo” sem definiç̃ao expĺıcita do objeto. Na demonstraç˜ o da consistência forte do estimador
BIC para cadeias de Markov, Csiszár & Shields (2000) definem conjunto de modelos es-
tat́ısticos déındicek como a classe de processos que satisfaz a propriedade de Markov de
ordemk.
Com o objetivo de generalizar os critérios de informaç̃ao para o caso i.i.d., Nishii (1988)
define um conjunto de modelos como uma famı́lia de densidades, mas não se depara com o
problema de definiç̃ao de aninhamento para sequˆ ncias de variáveis aleat́orias que possuem
depend̂encia. A definiç̃ao abaixóe a generalizaç̃ao da definiç̃ao de Nishii. Observa-se que,
como as densidades são em relaç̃ao a uma medida fixadaν , pode-se valer disso para simpli-
ficar a express̃ao da log-verossimilhança e possivelmente das funções logLn,k na aplicaç̃ao
dos resultados subsequentes.
Definição 1.1. Para um processo estocásticoX= {Xt}t∈N, E ⊆ Rp o conjunto de possı́veis
valores de Xt , ν uma medida fixada em E, assumimos uma famı́li de modelos estatı́sticos
paraX como
M = ( f (xn1,θ ,n),Θ) , θ ∈ Θ, ∀ n≥ 1,
onde f(xn1,θ ,n) representa o conjunto de possı́veis densidades de x
n
1 com respeitòa medida
produto em En, que depende do parˆ metroθ ∈ Θ ⊆ Rd e xn1 = x1x2 . . .xn é uma posśıvel
realizaç̃ao deX. Para simplificar a notaç̃ao, denotamos f(xn1,θ ,n) por f(x
n
1,θ). Os elemen-
tos de M podem ser denotados apenas pelas suas densidades, exemplo m= f (xn1,θ0) ∈ M.
O fundamento do conceito de “aninhamento” foi utilizado em hipóteses aninhadas para
a aplicaç̃ao dos testes na raz˜ o da log-verossimilhança de Neyman-Pearson, como exemplo
em Hoel (1954). A seguir apresentamos uma generalizaç˜ o desse conceito e a definição de
ordem para sequência de modelos aninhados.
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Definição 1.2.Para
Mi = ( fi(x
n







, θ ∈ Θ j , n≥ 1.
(i) Dizemos que Mi ⊆ M j se e somente seΘi ⊆ Θ j e, para todoθ ∈ Θi, n∈ N e xn1 ∈ En
existe c1 ∈ (0,∞), que ñao depende de n, tal que, se, para c2 suficientemente grande,




Neste caso denotamos por fi(·,θ)≃ f j(·,θ).
(ii) M= {Mk}k∈N é uma seqûencia de modelos aninhados se Mk ⊆ Mk+1 para todo k∈N.




Mk, dizemos que ḿe de ordem0 se
m∈ M0 e é de ordem r> 0 se m∈ Mr e m6∈ Mr−1.
(iv) SeM= {Mk}k∈N é seqûencia de modelos aninhados, denotamosγ(k) = dim(Θk).






Entretanto, a forma como foi definidoé suficiente e mais simples. Essencialmente, o objetivo
é definir equival̂encia das densidades conjuntas em função do comportamento assintótico
quase certo, em outras palavrasfi(n) = O( f j(n)) para quase toda realização do processo.
Mesmo no contexto de seleção de modelos, o termo “verossimilhança” (ou “verossimi-
lhança estimada”) comumente se refere a uma função. Entretanto, implicitamente trata-se de
uma classe de funções que depende da hipótese assumida como verdadeira e do tamanho da
amostra. Caso contrá io, encontramos dificuldades na definição expĺıcita do doḿınio dessa
função. Para ilustrar essa situação, suponha que temos uma cadeia de Markov de ordem
com espaço de estados finitoE. ConsidereM sua respectiva sequência de modelos aninha-
dos,θk ∈ Θk uma matriz de transição epi, j(θk) as respectivas probabilidades de transição
















Mesmo desprezando os termosC(·), se ambas expressões s̃ao referentes̀a imagem de uma
única funç̃ao, teŕıamos que permitir amostras de tamanhos arbitrários e inserirn e k no
doḿınio da funç̃ao. Neste caso, uma alternativa de definição para a funç̃ao verossimilhança
seria









paraΘ = ∪∞i=0Θk e considerando as devidas imersõe deΘk ⊂ Θ e En ⊂ E∞. Entretanto,
dentre posśıveis outras, terı́amos dificuldades em manipular as derivadas deL em relaç̃ao
a θ . Como exemplo, manipular a matriz HessianaD2θ L(θ̂k) para um estimador de ḿaxima
verossimilhançâθk ∈ Θk ⊂ Θ.
Al ém disso, em v́arias implementaç̃oes de estimadores de ordem encontradas na litera-
tura, é comum “desprezar” alguns fatores da verossimilhança ou até mesmo “aproximar” a
verossimilhança por outra função. Esse fato evidencia que a estimação da ordem, embora
tenha suas raı́zes no uso da verossimilhança, n˜ o necessita que a função a ser penalizada seja
precisamente a log-verossimilhança.




, ou em uma nomenclatura
mais simples,funç̃oes Ln,k, que possui as propriedades adequadas para a definição do esti-
mador EDC e estabelecimento dos resultados subsequentes. No geral, as funç̃oesLn,k sim-
plesmente se referem̀a funç̃ao verossimilhança para seus respectivosn ek.
Definição 1.3. Para xn1 uma realizaç̃ao deX, M = {Mk}k∈N uma seqûencia de modelos
aninhados êθk o estimador de ḿaxima verossimilhança considerando k a ordem verdadeira,




, com Ln,k : En×Θk → R, que satisfaça
Ln,k(x
n









e, para todo k,θ ∈ Θk, e l≥ k,





Quando ñao houver d́uvidas, utilizamos Ln(θ̂k) = Ln,k(xn1, θ̂k) ou Ln,k(θ) = Ln,k(x
n
1,θ) .
Usando (1.3) temos que, para todol ≥ k, θ ∈ Θk e seqûenciahn tal que lim
n→∞
hn = ∞,
0≤ logLn,l (θ)− logLn,k(θ)
hn
→ 0. (1.4)
Essa relaç̃aoé utilizada para comparar as diferenças logLn(θ̂k)− logLn(θ̂r) no que segue.













∀ θ = (θ1,θ2) ∈ R+×R+.
Com a restriç̃ao abaixo, temos a faḿılia de modelos “exponencial”, Me, e Me ⊆ MW.
∀ θ = (1,θ2), θ2 ∈ R+.
No contexto apresentado, além dos casos i.i.d. como ilustrado no exemplo acima,é
posśıvel inserir os problemas de identificação de ordem de dependência para cadeias de
Markov, cadeias de Markov ocultas [ordem de dependência oculta], processos Autoregres-
sivos (AR), processos Autoregressivos de Heteroscedasticidade Condicional (ARCH), além
de outros casos particulares pouco difundidos como Raftery (1985), Logan (1981) e Pegram
(1980). O ferramental também pode ser utilizado além dos casos de ordem de dependência,
como no problema da identificaç˜ o do tamanho do espaço de estados oculto de cadeias de
Markov ocultas.
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1.2 Consist̂encia de estimadores baseados no critério EDC
No que segue, definimos o estimador de ordem EDC em sequências de modelos aninha-
dos, que ñao apresenta diferença significativa em relaçãoà definiç̃ao de Zhao et al. (2001).




Mk de ordem r e






{cn}n∈N é seqûencia de ńumeros positivos e Ln(θ̂k) é como na Definiç̃ao 1.3.
A rigor, γ(k) pode ser qualquer função crescente emk. Na literaturáe comum adotarcn
como seqûencia que ñao depende dexn1 e/ouk. Entretanto essa restrição ñaoé necesśaria.
O objetivo do Teorema abaixóe concluir os casos de consistência do estimador ˆredc
baseado no comportamento assintótico das funç̃oes logLn,k e da seqûenciacn. Esse resul-
tado foi estabelecido em contextos particulares, diretamente ou indiretamente, por diversos
pesquisadores, dentre eles Nishii (1988), Finesso (1990) eDor a (2008).
Teorema 1.5.SejaX um processo estocástico a tempo discreto com valores emRm, M sua




Mk de ordem r,̂redc como definido em
(1.5), θ̂k e logLn(θ̂k) como na Definiç̃ao 1.3.
(i) r̂edc é fortemente consistente (r̂edc→
q.c.
r) se











≤ c2(γ(k)− γ(r)) q.c.
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(ii) r̂edc é consistente (r̂edc→
P
r) se H1é satisfeita,lim
n→∞
cn = ∞, lim
n→∞
cn
n = 0 e





logLn(θ̂k)− logLn(θ̂r)> (γ(k)− γ(r))cn
)
= 0.
(iii) r̂edc é inconsistente se existe c3 ∈ (0,∞) tal quelimsup
n→∞
cn ≤ c3 < ∞ e




















−cn(γ(l)− γ(p)) . (1.7)


















≤ c2(γ(k)− γ(r))−c2(γ(k)− γ(r)) q.c.
= 0.





















(ii) Usando H1 conclúımos (1.8) e portanto lim
n→∞







e parak> r, usando (1.7) comp= r e l = k ,
P(EDC(k)< EDC(r)) = P
(




logLn(θ̂k)− logLn(θ̂r)> cn(γ(k)− γ(r))
)









e tomandol = k> r e p= r em (1.7) temos
lim
n→∞










logLn(θ̂k)− logLn(θ̂r)> c3(γ(k)− γ(r))
)
> 0.
Portanto ˆredc possui uma probabilidade positiva a superestimarr.
Se logLn,k é a log-verossimilhança, temos que a diferença logLn(θ̂k)− logLn(θ̂r) é
o logaritmo da raz̃ao da verossimilhança de Neyman-Pearson, que foi bastanteutilizada
nos trabalhos focados em testes de hipóteses, anteriores a Akaike (1974). Portanto,é co-
mum se obter na literatura o comportamento assintótico dessa diferença para cada caso,
que geralmente converge para uma distribuição qui-quadrado (Whittle 1951, Anderson &
Goodman 1957, van der Vaart 2000, Shao 2007). Com esse resultado temos condiç̃oes de
provar as hiṕoteses H3 e H4. A hiṕotese H1 geralmente pode ser demonstrada, sem muitas
dificuldades, usando a Lei Forte dos Grandes Números e/ou diverĝencia de Kullback-Leibler
(Kullback 1959). A questão maioré a demonstração da hiṕotese H2, que geralmente de-
pende da Lei do Logaritmo Iterado, que nem sempre está di pońıvel de forma utiliźavel para
o processo a que se pretende estender o EDC.
Nesse sentido, o Teorema 1.6 conclui H2 usando hip´ teses sobre o comportamento as-
sintótico do estimador̂θk ou sobre o comportamento das derivadas de primeira ordem das
funções logLn,k. Para isso, s̃ao necesśarias as condiç̃oes de regularidade abaixo. Observa-se
que Nishii (1988) usa condições e resultado semelhante para o caso i.i.d.
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Condição 1.1(Regularidade). SejaX = {Xt}t∈N um processo estocástico a tempo discreto
com valores emRm, M sua respectiva sequência de modelos aninhados, Ln,k como na
Definiç̃ao 1.3, mr = f (xn1,θr) ∈ Mr as densidades de dimensão finita deX, k ≥ r e θ̂k o
estimador de ḿaxima verossimilhança deθr . S̃ao satisfeitos os seguintes.




(ii) Para todo k,n ∈ N, logLn,k(θ) e suas derivadas, D1θ (logLn,k(θ)), D2θ (logLn,k(θ)) e
D3θ (logLn,k(θ)), são mensuŕaveis com respeito a x
n
1 e cont́ınuas com respeito aθ .








< ∞ q.c. (1.11)
Teorema 1.6. SejaX um processo estocástico a tempo discreto com valores emRm, M
sua respectiva sequência de modelos aninhados,logLn(θ̂k) como na Definiç̃ao 1.3,θr =
(α1, . . . ,αγ(k)) ∈ Θk, θ̂k = (α̂1, . . . , α̂γ(k)) ∈ Θk, θ̂k o estimador de ḿaxima verossimilhança
deθr e valem as Condiç̃oes de Regularidade (Condição 1.1).










= A2 q.c. (1.12)























ondeλ1 é o maior autovalor de A2.










= A2 q.c., (1.14)
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≤ c5 q.c. (1.15)

























ondeλγ(k) é o menor autovalor de A2.

































Demonstraç̃ao. Usando as condiç̃oes de regularidade e tomando a expansão em śerie de
Taylor para logLn,k(θr) no pontoθ̂k temos











(θr − θ̂k)T + rn(θr − θ̂k) (1.19)
onde






i, j,l (αi − α̂i)(α j − α̂ j)(αl − α̂l ),

































































































|αl − α̂l |= 0 q.c. (1.21)
(i) ComoA2 é positiva definida, temos que∀x∈ Rγ(k), xA2xT ≤ λ1||x||2, paraλ1 o maior





































≤ λ1c24 q.c. (1.22)
Portanto, aplicando (1.22) duas vezes e usando (1.4), obtems
limsup
n→∞
















Usamos em (1.23) que, pela definição deLn,k, logLn,k(θ̂k)≥ logLn,k(θr) e logLn,r(θ̂r)≥
logLn,r(θr).
(ii) Tomando a śerie de Taylor deD1θ logLn,k(θ̂k) no pontoθr ,
(0, · · · ,0) = D1θ logLn,k(θ̂k)
= D1θ logLn,k(θr)+(θ̂k−θr)D2θ logLn,k(θ̇),
23







































































































Usamos o fato de matrizes positivas definidas serem simétricas (A2 = AT2 )
1 e
possúırem inversas positivas definidas. Aplicando o mesmo argumento de (1.23),
conclúımos de (1.25) a segunda inequação do resultado. Para a primeira, basta utilizar
1Nesse trabalho consideramos simetria na definição de matrizes positiva definidas.
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Com o mesmo raciocı́nio usado em (1.23), obtemos o resultado.
O resultado dos itens (i)-(iii) do Teorema 1.6é basicamente o mesmo – uma cota superior
em H2. Entretanto, quanto menor a cota superior encontrada mior é a classe de estimadores
r̂edc fortemente consistentes. Assim, as três opç̃oes visam simplificar o trabalho de obtenção
de uma cota pequena.
Geralmente, logo aṕos a definiç̃ao de determinado processo, a primeira questão abor-
dada s̃ao as condiç̃oes de ergodicidade para ser possı́vel a aplicaç̃ao dos equivalentes a Lei
Forte dos Grandes Ńumeros (LFGN), Teorema do Limite Central (TLC) e Lei do Logaritmo
Iterado (LLI). Na seqûencia, buscam-se condições para a consistência forte do estimador
do par̂ametroθr e a normalidade assintótica desse estimador. Para a obtenção desséultimo
passo, geralmente são necesśarias algumas das hipóteses exigidas pelo Teorema 1.6, que
podem ser utilizadas para o estabelecimento dos estimadores EDC.
O item (ii) do Teorema 1.6, essencialmente, conclui H2 baseado n LLI para as derivadas
de primeira ordem de logLn,k. Em resultado ańalogo, e usando técnica semelhante, Basawa
& Heyde (1976) conclui a normalidade assintótica deθ̂r a partir de normalidade assintótica
das derivadas de primeira ordem da log-verossimilhança. Para isso s̃ao utilizadas condiç̃oes
semelhantes̀as exigidas pelo Teorema 1.6.
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Comoθ̂k maximiza logLn,k, temos que a Hessiana no pontoθ̂k é negativa. Neste caso,
−D2θ logLn(θ̂k) é positiva para todon. Suponha positiva definida para melhor entendi-
mento da equação (1.12). A equaç̃ao requer que−D2θ logLn(θ̂k)/n possua limite quase
certo a matrizA2, positiva definida. Em outro ponto de vista, suponha que o processo
seja markoviano e queLn seja a funç̃ao verossimilhança, neste caso, suponha ainda que
−D2θ logLn(θ̂)/n = −∑D2θ log fθ̂ (xi |xi−r , . . . ,xi−1) /n para alguma densidade condicional
fθ̂ (.|.). Se vale a LFGN para esse limite, temos que−∑D2θ log fθ̂ (xi |xi−r , . . . ,xi−1) /n con-
verge quase certamente para a matriz de Informação de Fisher para valores próximos aθr e,
que por (1.12), deve ser positiva definida.
A normalidade assintó ica do estimador̂θk pode ser utilizada para concluir H3. O
próximo resultado prov̂e condiç̃oes para isso.
Teorema 1.7.SejaX um processo estocástico a tempo discreto com valores emRm, M sua
respectiva seqûencia de modelos aninhados, Ln(θ̂k) como na Definiç̃ao 1.3,θr =(α1, . . . ,αγ(k))
∈ Θk, θ̂k = (α̂1, . . . , α̂γ(k)) ∈ Θk, θ̂k o estimador de ḿaxima verossimilhança deθr e valem










= A2 q.c., (1.27)














< ∞ q.c. (1.28)















P(logLn(θ̂k)− logLn(θ̂r)> hn) = 0. (1.29)
para todo hn, tal que lim
n→∞
hn = ∞.
Demonstraç̃ao. Usando as condiç̃oes de regularidade e tomando a expansão em śerie de
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Taylor para logLn,k(θr) no pontoθ̂k temos











(θr − θ̂k)T + rn(θr − θ̂k)
onde






i, j,l (αi − α̂i)(α j − α̂ j)(αl − α̂l )
Paraθ̇ = (1−s)θk+sθr , s∈ (0,1). Usando (1.28) e (1.11), obtemos
limsup
n→∞



























































Usando (1.27), paran suficientemente grande,An = −D
2
θ (logLn,k(θ̂k))
n é positiva definida, e
portanto possui maior autovalor,λn, tal queλn →
q.c.
λ1, ondeλ1 é o maior autovalor deA2.
Como∀x, xAnxT ≤ λn||x||2, temos
lim
n→∞












































onde conclúımos (1.29), considerando (1.4).
Em resumo, se as condições abaixo s̃ao atendidas, o Teorema 1.6 pode ser utilizado para
obter H2. Adicionalmente, se a hipótese H1́e verdadeira, as condições para a definição de
uma classe de estimadores EDC fortemente consistentes são atendidas.




(ii) Para todok,n ∈ N, logLn,k(θ) e suas derivadas,D1θ (logLn,k(θ)), D2θ (logLn,k(θ)) e
D3θ (logLn,k(θ)), s̃ao mensuŕaveis com respeito ax
n
1 e cont́ınuas com respeito aθ .
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1.3 Generalizaç̃ao: ordem em modelos parcialmente ani-
nhados
Sob algumas hiṕoteses, um processo AR(r) pode ser especificado comr par̂ametros e
um processo AR(r −1) pode ser considerado como um processo AR(r) com um par̂ametro
pré-fixado. Nesse sentido temos o conceito de “aninhamento” defini o na Seç̃ao anterior e
podemos considerar a sequência de processos{AR(0),AR(1), · · ·} como uma seqûencia de
modelos aninhados. De forma semelhante, temos os processosARMA( r1,r2), que s̃ao espe-
cificados comr1+ r2 par̂ametros. Quandok1 ≥ r1 ek2 ≥ r2 podemos fixar alguns parˆ metros
e considerar um modelo ARMA(r1,r2) imerso em um modelo ARMA(k1,k2). Entretanto
quandok1 < r1 ek2 ≥ r2 o processo de imersão ñaoé aplićavel.
Mesmo nesses casos, os critérios de informaç̃ao (AIC, BIC, HQC, dentre outros) são uti-
lizados na determinaç˜ o da ordem, como exemplo cita-se Hannan (1980). Entretanto, como
os problemas de determinação de ordem s̃ao tratados na literatura de forma particularizada,
a quest̃ao de aninhamento não é abordada diretamente. Por outro lado, para se propor uma
generalizaç̃ao, h́a a necessidade de se definir bem esses conceitos no contexto de seleç̃ao de
modelos.
A alternativa aparentemente viá el seria definir o aninhamento diagonal, como exem-
plo, para o caso mencionado terı́amos a seqûencia de modelos aninhados{ARMA(0,0),
ARMA(1,1), · · ·}, e tratar o caso geral fixando uma dimensão e considerando sequências de
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modelos aninhados na outra dimensão. Entretanto, para implementar essa alternativa seria
necesśario dividir o processo de estimaç˜ o da ordem em etapas, o que nãoé desej́avel.
Para o caso unidimensional, a relação de aninhamento na sequência de modelos ani-
nhado coincide com a relaç˜ o de ordem emN. Assim, a definiç̃ao proposta nesse trabalho
para tratar casos com ordem de dimensãop é relacionar a ordem parcial emNp com a relaç̃ao
de aninhamento. As próximas definiç̃oes tratam essa generalização. Em seguida são apre-
sentados os resultados da Seção anterior nesse novo contexto.
Definição 1.8. Para p∈ N, seja k= (k1, . . . ,kp) ∈ Np e r = (r1, . . . , rp) ∈ Np. Define-se os
seguintes.
(i) A relação de ordem: k≥ r ⇔ ki ≥ r i para i= 1. . . p. [Com isso(Np,≥) é um conjunto
parcialmente ordenado.]
(ii) r ≤ k quando k≥ r e k< r quando r≥ k e k 6= r.
(iii) k 6≥ r se r< k ou quando k e r ñao est̃ao relacionados.
Definição 1.9. (i) Para p∈ N, M = {Mk}k∈Np é uma classe de modelos parcialmente
aninhados se vale: k≤ r se e somente se Mk ⊆ Mr .
(ii) SeM é classe de modelos parcialmente aninhados e mr ∈
⋃
k∈Np
Mk, dizemos que mr é
de ordem r se mr ∈ Mr e, se mr ∈ M j , ent̃ao Mr ⊆ M j .
(iii) Se M = {Mk}k∈Np é classe de modelos parcialmente aninhados, denotamosγ(k) =
dim(Θk).
Com pequenas adaptações nos Teoremas 1.5, 1.6 e 1.7 obtemos os seguintes resultado .
Teorema 1.10.SejaX um processo estocástico a tempo discreto com valores emRm, M sua
respectiva classe de modelos parcialmente aninhados, mr ∈
⋃
k∈Np
Mk de ordem r êredc como
definido em (1.5).


























(ii) r̂edc é consistente (r̂edc→
P
r) se H1é satisfeita,lim
n→∞
cn = ∞, lim
n→∞
cn
n = 0 e
(H3) para k> r
lim
n→∞
P(logLn(θ̂k)− logLn(θ̂r)> (γ(k)− γ(r))cn) = 0.
(iii) r̂edc é inconsistente selimsup
n→∞
cn ≤ c3 < ∞ e
(H4) para k≥ r
lim
n→∞
P(logLn(θ̂k)− logLn(θ̂r)> c3(γ(k)− γ(r)))> 0.
Condição 1.2(Regularidade). SejaX = {Xt}t∈N um processo estocástico a tempo discreto
com valores emRm, M sua respectiva classe de modelos parcialmente aninhados, Ln,k como
na Definiç̃ao 1.3, mr = f (xn1,θr) ∈ Mr as densidades de dimensão finita deX, k≥ r e θ̂k o
estimador de ḿaxima verossimilhança deθr . S̃ao satisfeitos os seguintes.




(ii) Para todo k,n∈ N, logLn,k(θ) e suas derivadas, D1θ (logLn,k(θ)), D2θ (logLn,k(θ)) e
D3θ (logLn,k(θ)), são mensuŕaveis com respeito a x
n
1 e cont́ınuas com respeito aθ .










Teorema 1.11.SejaX um processo estocástico a tempo discreto com valores emRm, M sua
respectiva classe de modelos parcialmente aninhados, Ln(θ̂k) como na Definiç̃ao 1.3,θr =
(α1, . . . ,αγ(k)) ∈ Θk, θ̂k = (α̂1, . . . , α̂γ(k)) ∈ Θk, θ̂k o estimador de ḿaxima verossimilhança
deθr e valem as Condiç̃oes de Regularidade (Condição 1.2).


































ondeλ1 é o maior autovalor de A2.


















































ondeλγ(k) é o menor autovalor de A2.


































Teorema 1.12.SejaX um processo estocástico a tempo discreto com valores emRm, M sua
respectiva classe de modelos parcialmente aninhados, k≥ r, Ln(θ̂k) como na Definiç̃ao 1.3,
θr =(α1, . . . ,αγ(k))∈Θk, θ̂k =(α̂1, . . . , α̂γ(k))∈Θk, θ̂k o estimador de ḿaxima verossimilhança










































P(logLn(θ̂k)− logLn(θ̂r)> hn) = 0




2 Cadeias de Markov de espaço de
estados gerais
Para se obter resultados sobre a consistência do estimador EDĆe necesśario garantir o
comportamento assintótico das funç̃oes logLn,k, que no fundo se resume em versõe aplica-
das da Lei Forte dos Grandes Números (LFGN), Lei do Logaritmo Iterado (LLI) e Teorema
do Limite Central (TLC).
Para a classe dos processos que possuem dependência finita, o ambiente mais geralé o
de cadeias de Markov com espaço de estados gerais. Nesse contexto podem ser inseridos os
seguintes.
• Modelo Linear em Espaço de Estados (LSS), que tem como caso particular o processo
Autoregressivo (AR).
• Processos Autoregressivos com Médias Ḿoveis (ARMA), que tem o casos particulares
o processo de Ḿedias Ḿoveis (MA) e os Autoregressivos (AR).
• A famı́lia de processos ARCH, que incluem GARCH (Bollerslev 1986), NGARCH
(Engle & Ng 1993), EGARCH (Nelson 1991) e variações multivariadas como BEKK-
GARCH (Engle & Kroner 1995), VEC-GARCH (Bollerslev, Engle & Wooldri ge
1988), CCC-GARCH (Bollerslev 1990), dentre outros.
• Modelos Ñao-Lineares em Espaço de Estados, que incluem modelos Multilineares em
Espaço de Estados.
Todavia, ser inserido no ambiente de cadeias de Markov nã é suficiente para a conclusão
dos resultados assintóticos. Aindaé necesśario o estabelecimento de condições para obter a
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ergodicidade geoḿetrica ou ergodicidade V-uniforme para ser possı́vel o uso dos resultados
assint́oticos. Mesmo assim, há um grande trabalho desenvolvido para a definição dessas
condiç̃oes em cada caso particular.
Nasúltimas d́ecadas, cadeias de Markov teve um grande desenvolvimento, dtre muitos
outros, citamos os trabalhos de Kolmogorov (1936), Doeblin(1937, 1940), Foster (1953),
Harris (1956), Rosenblatt (1964, 1974), Doob (1966), Feller(1968), Orey (1959, 1971),
Cogburn (1972), Tweedie (1974, 1975, 1976), Athreya & Ney (1978, 1980), Nummelin
(1978, 1984) e Niemi & Nummelin (1982). A parte significativadesse desenvolvimento,
acrescida de novos resultados, pode ser encontrada em Meyn &Tweedie (1993), qué a
refer̂encia mais importante náarea.
Nesse caṕıtulo aplicamos os resultados do capı́tulo anterior na estimaç˜ o de ordem
de processos Autoregressivos (AR), Autoregressivos de Heterosc dasticidade Condicional
(ARCH) e Autoregressivos de Heteroscedasticidade Condicional Generalizado na Mode-
lagem BEKK (BEKK-GARCH). Para processos AR foi possı́vel encontrar a ergodicidade
V-uniforme suficiente para a aplicaç˜ o da LLI, necesśaria para a conclusão da hiṕotese H2.
Poŕem, para os outros casos a ergodicidade V-uniforme ainda não foi estabelecida de forma
suficiente para concluir H2. Entretanto, as condições para aplicação da LFGN no contexto
de cadeias de Markov estão atendidas e são utilizadas. Em raz̃ao disso, foi necessário a
aplicaç̃ao da LLI estabelecida para Martingales por Hall & Heyde (1980).
Na Seç̃ao 2.1 s̃ao apresentados resumidamente os principais resultados deMeyn&Tweedie.
Nas Seç̃oes subsequentes, esses resultados sã utilizados para a definição de estimadores de
ordem EDC para os processos AR, ARCH e BEKK-GARCH.
2.1 Definiç̃oes e principais resultados
A Definição abaixo exp̃oe os conceitos relacionadosà exist̂encia e estacionariedade
de cadeias de Markov. As Definições 2.2 e 2.3 versam sobre conceitos relacionados a re-
corr̂encia e ergodicidade, respectivamente.
Definição 2.1.SejaY um espaço topol´ gico eB(Y ) suaσ -álgebra de Borel.
(i) P :Y ×B(Y )→ [0,1] é ńucleo de transiç̃ao se
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(I) Para todo A∈ B(Y ), P(·,A) é ñao-negativa e mensurável em(Y ,B(Y )) ;
(II) Para todo y∈ Y , P(y, ·) é medida de probabilidade emB(Y ).
(ii) Um processo estoćasticoY= {Yt}t∈N é cadeia de Markov (homogênea no tempo) com
núcleo de transiç̃aoP(y,A) e distribuiç̃ao inicial π se a distribuiç̃ao de dimens̃ao finita
deY satisfaz, para todo n e para todo Ai ∈ B(Y ), i = 1, · · · ,n,






π(dy1)P(y1,dy2) · · ·P(yn−1,An).




P(y,dz)Pn−1(z,A) y∈ Y e A∈ B(Y )










P(y1,dy2) · · ·P(yn−1,An).











(vi) O tempo de primeira visita a A∈ B(Y ) é definido por
τA = min{t ∈ N : Yt ∈ A} .
Definição 2.2.SejaY uma cadeia de Markov.




onde L(y,A) := Py(τA < ∞).
(ii) Y é ψ-irredut́ıvel seé ϕ-irredut́ıvel para alguma medidaϕ e ψ é maximal, istóe,Y é
ϕ ′-irredut́ıvel se e somente seψ ≻ ϕ ′.
(iii) Um conjunto A∈ B(Y ) é Harris recorrente se, para todo y∈ A,
Q(y,A) := Py(ηA = ∞) = 1.
(iv) Y é Harris recorrente sé ψ-irredut́ıvel e todo conjunto em{A∈ B(Y ) : ψ(A)> 0}
é Harris recorrente.
(v) Y, ψ-irredut́ıvel, é positiva se admite distribuição invariante.
(vi) Y é Harris positiva sée Harris recorrente e positiva.
Definição 2.3.ParaY uma cadeia de Markov.



























No que segue, são apresentadas as chamadas condiç˜ es do tipo “drift”, que t̂em como
objetivo concluir a ergodicidade geométrica ou ergodicidade V-uniforme baseado no com-
portamento de umáunica transiç̃ao do processo.
36
Definição 2.4. Um conjunto B∈ B(Y ) é chamado “pequeno” se existe um m> 0 e uma
medida ñao-trivial νm emB(Y ), tais que, para todo y∈ B e A∈ B(Y ),
Pm(y,A)≥ νm(A).
Condição 2.1.Para f : Y → [1,∞), B∈ B(Y ) conjunto pequeno, b< ∞ e V : Y → [0,∞),
E [V(Yt+1)|Yt ]−V(Yt)≤− f (Yt)+bIB(Yt). (2.1)
Condição 2.2 (Foster-Lyapunov). Existe V : Y → [1,∞), B ∈ B(Y ) conjunto pequeno,
β > 0 e b1 < ∞, tais que
E [V(Yt+1)|Yt ]−V(Yt)≤−βV(Yt)+b1IB(Yt). (2.2)
Observa-se que a Condição 2.2é a Condiç̃ao 2.1 no caso particularf = βV. O Teorema
2.5 é uma adaptação dos Teoremas 17.0.1, 17.3.6 e 17.5.3 de Meyn & Tweedie eé p ça
fundamental no estabelecimento do comportamento assintótico das funç̃oes logLn,k.
Teorema 2.5(Meyn & Tweedie (1993)). SejaY= {Yt}t∈N uma cadeia de Markov a tempo
discreto com espaço de estadosY , Harris recorrente com distribuiç̃ao invarianteπ, g :
















2∑∞k=2Eπ [g(X1)g(Xk)] est́a bem definido.
(iii) SeY é erǵodica, e existe uma função f : Y → [1,∞), um conjunto pequeno C, b0 <





2∑∞k=2E [g(Y1)g(Yk)] est́a bem definido.




















A Lei do Logaritmo Iterado para Martingales, transcrita abaixo, pode ser encontrada em
Hall & Heyde (1980), Teoremas 4.7 e 4.8.
Teorema 2.6(Hall & Heyde (1980)). Seja{Sn,Ft−1} uma martingale, Sn=∑nt=1Ut , E(Sn)=
0, E(S2n)< ∞, {Zt}t∈N e {Wt}t∈N seqûencias de varíaveis aleat́orias ñao negativas tais que






UtI(|Ut |> Zt)−E[UtI(|Ut |> Zt)|Ft−1]
√
2W2n log logW2n






E[U2t I(|Ut | ≤ Zt)|Ft−1]−E[UtI(|Ut | ≤ Zt)|Ft−1]2
W2n






E[U4t I(|Ut | ≤ Zt)|Ft−1]
W4t





= 1 q.c. e lim
n→∞















2.2 Modelo Autoregressivo (AR)
O processo Autoregressivo (AR) foi proposto inicialmente por Yule (1921) para a mo-
delagem de śeries temporais e vem sendo utilizado em diversasáreas, dentre outras citamos
econometria (Maddala & Lahiri 2009), engenharia (Schneider 1988) e geńetica (Carvalheira,
Blake, Pollak, Quaas & Duran-Castro 1998).
38
O problema de estimaç˜ o de ordem em modelos AR inicialmente foi abordado usando
testes de hiṕoteses por Quenouille (1947), Whittle (1951, 1954) e Bartlett& Rajalakshman
(1953). Akaike (1969) prop̂os o ḿetodo de minimizaç̃ao do erro final de predição (FPE
– Final Prediction Error) para a estimaç̃ao da ordem em modelos AR, que foi o precur-
sor do ḿetodo AIC, proposto pelo mesmo autor em 1974. Após isso, foram desenvolvidos
outros ḿetodos de estimaç˜ o, que se destacam o BIC (Akaike 1979) e HQC (Hannan &
Quinn 1979). Vale ressaltar que o problema de estimação de ordem em modelos AR motiva-
ram a criaç̃ao do AIC e influenciou o desenvolvimento de estimadores de orm em outros
processos, como exemplo em cadeias de Markov. Para uma visão mais detalhada sobre o
desenvolvimento das técnicas de estimaç˜ o de ordem em processo ARMA (que tem o AR
como caso particular), veja Choi (1992).
No que segue, o ferramental desenvolvido nesse trabalhoé aplicado para a estimaç˜ o da
ordem em modelos AR e um novo estimador de ordemé proposto. Tamb́em s̃ao apresen-
tadas simulaç̃oes nuḿericas que indicam, no geral, uma melhor performance do estimador
proposto quando comparado com as alternativas AIC, BIC e HQC.
2.2.1 Definiç̃oes
Abaixo o processo AŔe definido para inovações Gaussianas e em seguidaé apresentada
a Condiç̃ao 2.3, quée requisito cĺassico para a obtenção de resultados assintóticos.
Definição 2.7. Uma seqûencia de varíaveis aleat́orias X = {Xt}t∈Z com valores emR é
um processo Autoregressivo de ordem r∈ N, denotado por AR(r), se satisfaz as condições
abaixo.
(i) Para todo t∈ Z,
Xt = ht + εt .
(ii) ht = α1Xt−1+ · · ·+αrXt−r , θr = (α1, . . . ,αr) ∈ Rr e αr 6= 0.
(iii) {εt}t∈Z é uma seqûencia de varíaveis aleat́orias i.i.d. N (0,σ2).
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αizi 6= 0 ∀z∈ C, |z| ≤ 1. (2.3)
Principais propriedades do processo autoregressivo
Algumas propriedade básicas para processos AR, que são utilizadas no desenvolvimento
dessa Seç̃ao, s̃ao apresentadas abaixo.
(a) E(Xi |Fi−1) = hi q.c.

















(c) Usando queX é estaciońario e (2.3), temos que
0< |m(k)|< ∞. (2.5)
ondem(k) = E(XtXt+k) e t,k∈ Z (Anderson (1994), ṕagina 173).
FunçõeslogLn,k e suas derivadas































































Alguns resultados disponı́veis na literatura s̃ao estabelecidos para modelos Lineares em
Espaço de Estados (LSS), que possui como caso particular osmodelos AR. Nesse sentido,
definimos abaixo modelos LSS e apresentamos condiç˜ es para a existência de ergodicidade
V-uniforme. Esses resultados podem ser encontrados de forma mais geral em Meyn & Twe-
edie (1993).
Definição 2.8. Uma seqûencia de vetores aleatóriosY = {Yt}t∈Z com valores emRr é um
modelo Linear em Espaço de Estados (LSS) se
(i) Existe matriz(r × r) F e matriz(r × p) G tal que para todo t∈ N, Yt e Wt com respec-
tivos valores emRr eRp satisfazem, para todo t∈ N,
Yt = FYt−1+GWt (2.10)
e Y0 é arbitrário.
(ii) Os vetores aleat́orios{Wt}t∈N são i.i.d., s̃ao independentes de Y0 e possuem distribuiç̃ao
com ḿedia e varîancia finitas.
Condição 2.4.SeY é um modelo LSS, então
(i) W possui distribuiç̃ao Gaussiana emRp com ḿedia zero e varîancia1. Isto é, W∼
N (0, I), I a matriz identidade(p× p).
(ii) Seλ ∈ C é autovalor de F, então |λ |< 1.
SeX é um AR(r), podemos representá-lo como um modelo Linear de Espaço de Estados
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Usando isso, podemos usar o ferramental desenvolvido para cadeias de Markov, no que se
refere a estabilidade assintótica. Em outras palavras, temos o seguinte resultado.
Lema 2.9(Meyn & Tweedie (1993) e Anderson (1994)). Se um AR(r)X satisfaz(2.3), ent̃ao
Y, o modelo Linear de Espaço de Estados correspondente conforme definido em(2.11),
satisfaz a Condiç̃ao 2.4,é Harris positivo e V-uniformemente ergódico para V(x) = |x|2+1.
Além disso,Y satisfaz a Condiç̃ao 2.2 paraβ ∈ (0,∞), b1 ∈ (−∞,∞) e B conjunto pequeno
e compacto.
Demonstraç̃ao. Temos queY satisfaz a Condiç̃ao 2.4 (Anderson (1994) página 180). Usando
a Proposiç̃ao 4.4.3 de Meyn & Tweedie (1993) temos que as condições dos Teoremas 12.5.1
e 17.6.2 de Meyn & Tweedie (1993) são satisfeitas e portantoY é Harris positiva ée
V-uniformemente erǵodico paraV(x) = |x|2 + 1. A demonstraç̃ao do Teorema 17.6.2 de
Meyn&Tweedie mostra queY satisfaz a Condiç̃ao 2.2.
2.2.2 Consist̂encia do estimador de ordem de depend̂encia
Abaixo é definido estimador de ordem EDC para o caso particular de process s AR.
Em seguida estão uma śerie de resultados com o objetivo de demonstrar as hipóteses H1-H4
do Teorema 1.5 e concluir os casos de convergência do estimador proposto, que estão su-
marizados no Teorema 2.18. Como mencionado anteriormente, atécnica de utilizar o com-
portamento assintó ico das primeiras derivadas de logLn,k para concluir o comportamento
assint́otico de logLn,k foi utilizada por Nishii (1988) em caso particular de estimação de
dimens̃ao de modelos i.i.d. e considerando logLn,k como a log-verossimilhança. Ressalta-
se tamb́em que, de forma semelhante, Basawa & Heyde (1976) utiliza o comportamento
assint́otico das primeiras derivadas da log-verossimilhança parconcluir o comportamento
assint́otico do estimador de ḿaxima verossimilhança. A essência dessa técnicaé a utilizaç̃ao
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da expans̃ao em śeries de Taylor em determinados pontos, para isso são exigidas as condições
de regularidade das derivadas de logLn,k.






para logLn(θ̂k) como definida em(2.6)e{cn}n∈N uma seqûencia de ńumeros positivos.
Lema 2.11.SejaX= {Xt}t∈Z um AR(r), k≥ r, logLn(θ̂k) como definida(2.6), θ̂k ∈Θk ⊆Rk
o estimador de ḿaxima verossimilhança, então























e m(k) = E(XtXt+k).
(ii) A2 é positiva definida.





















(ii) Demonstraç̃ao pode ser encontrada em Anderson (1994), Lema 5.5.4, página 196.
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N (0,σ2E(X21 )) q.c. (2.13)
Demonstraç̃ao. AssumindoFt a σ -álgebra gerada por{Xl}l≤t e considerando o Teorema









E [((X1−h1)X1−i)((Xt −ht)Xt−i)] .


















Para a segunda parcela






|g(Yt)| = |(Xt −ht)Xt−i|





Na peńultima desigualdade usamos que todas as normas são equivalentes em espaços de
dimens̃ao finita. De (2.14) e (2.2) concluı́mos (2.1) paraf = max{1, |g|}, b0 = (b1+β/d1)
eC= B∪{x∈ Rr ; |V(x)| ≤ 1/d1}. Tamb́emπ(V2(Yt))≤ d2π( max
i=t−r..r
|Yt |4)< ∞ (Anderson
1994).


















Da mesma forma concluı́mos (2.12) e (2.13).
Corolário 2.13. Seja{Xt}t∈Z um AR(r) satisfazendo (2.3), k≥ r, θ̂k = (α̂1, · · · , α̂k) o estima-




























































































Onde 1/λk é o maior autovalor deA−1n .









ondeλk é o menor autovalor de A2.















Aplicando o Teorema 1.6, item (ii), e usando os Lemas 2.11 e 2.2 temos o desejado.
Usando outra t́ecnica, podemos obter o Teorema abaixo, queé ´ til se for posśıvel deter-
minar o limitante superior em (1.16), ao aplicar o Lema 2.12,de forma a ñao depender dek
ou r. Se for posśıvel, podemos encontrar ocn = O(log logn) preciso que gera um estimador
r̂edc fortemente consistente.





≤ (k− r)c2 q.c.
Demonstraç̃ao. Tomando a śerie de Taylor para logLn,k(θ̂r) em θ̂k e usando (2.9), temos























































||θ̂k− θ̂r ||21 = σ̂2r − σ̂2k (2.16)
ondeσ̂2l é o estimador deσ







(1− α̂2i (i)) (2.17)
ondeα̂i(l) é o estimador de ḿaxima verossimilhança deαi , considerandol a ordem verda-





































O resultado segue de (1.4). Usamos també queσ̂2r →q.c. σ
2 e a inequaç̃ao (1.16), quando se
aplica o Lema 2.12. O argumento utilizado tem um valor te´ ico interessante. Entretanto,
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basta verificar diretamente (2.6) e observar que




e continuar as contas a partir de (2.18).

































































Usamos a normalidade assintótica de
√
n(α̂i(i)− 0), que pode ser encontrada no Teorema
5.5.7 de Anderson (1994).






Demonstraç̃ao. Tomando a śerie de Taylor para logLn,r(θ̂k) em θ̂r e usando (2.9), temos



































































Embora a demonstraç˜ o da Proposiç̃ao anterior seja elegante,´ utilizado diretamente o
fato das derivadas de ordem 3 de logLn,k serem nulas. Com isso, a técnica utilizada nessa
demonstraç̃ao ñaoé aplićavel no caso geral.
Teorema 2.18.SejaX um AR(r) satisfazendo a Condição 2.3 er̂edccomo na Definiç̃ao 2.10.



















= 0 e liminf
n→∞
cn = ∞.
(iii) r̂edc é inconsistente se
limsup
n→∞
cn < ∞. (2.20)
Demonstraç̃ao. O conjunto dos possı́veis valores deθr , Θr , definido em (2.3),́e aberto e
θr ∈ Θr . De Anderson (1994), temos que o estimador de máxi a verossimilhançâθk é
fortemente consistente parak ≥ r, isto é, vale (1.10). As derivadas de logLn,k, (2.7) e (2.8)
são cont́ınuas em relaç̃ao aθ e axn1 e portanto s̃ao mensuŕaveis em relaç̃ao ax
n
1. Temos de
(2.9) que (1.11)́e satisfeita.
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(i) Usando o Lema 2.11 temos que as condições satisfeitas para a aplicação do item (ii)
do Teorema 1.6 e com isso temos (H2) satisfeita. A hipótese (H1) segue da Proposição
2.17. O resultado segue do item (i) do Teorema 1.5.
(ii) Usando o Lema 2.11 e o Corolário 2.13, conclúımos (H3) usando os Teoremas 1.6 e
1.7. Portanto temos o resultado a partir do Teorema 1.5, item( i).
(iii) De forma semelhante, usando o Teorema 2.16, temos (H4)e conclúımos o resultado
pelo item (iii) do Teorema 1.5.
Corolário 2.19. SejaX um AR(r) satisfazendo a Condição 2.3, K≥ r. Então o estimador










para logLn(θ̂k) como definida em(2.6).
Demonstraç̃ao. cn = logn/2 e satisfaz (2.19).
Corolário 2.20. SejaX um AR(r) satisfazendo a Condição 2.3, K≥ r. Então o estimador






para logLn(θ̂k) como definida em(2.6).
Demonstraç̃ao. cn = 2 e satisfaz (2.20).
Embora o estimador ˆrbic2 definido em (2.21) seja fortemente consistente, observou-se
nas simulaç̃oes nuḿericas que ele ñao apresenta performance satisfatória para casos em que
σ2 6= 1. Isso ocorre porque−2logLn(θ̂k)/n coincide com o estimador deσ2 supondo que a
ordem sejak, e por isso as diferenças logLn(θ̂k+1)− logLn(θ̂k) dependem, de certa forma,
dessa grandeza. Os estimadores AIC, BIC e HQC resolvem esse probl ma aproximando




. Entretanto, essa aproximação reduz a oscilação do
estimador. Para solucionar isso, propomos o seguinte estimador de ordem.
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Corolário 2.21. SejaX um AR(r) satisfazendo a Condição 2.3, K≥ r. Então o estimador









para logLn(θ̂k) como definida em(2.6)e σ̂2K o estimador deσ2.
Demonstraç̃ao. cn = σ̂2K logn/2 e satisfaz (2.19).
Vale ressaltar que o fator̂σ2K é utilizado para se obter uma aproximação da grandeza de
σ2 o que ñao requer precis̃ao, e portanto ñao limita de forma substancial o valor deK.
2.2.3 Simulaç̃oes nuḿericas



















































[xt − (xt−1α̂1+ · · ·+xt−Kα̂K)]2
n
.
Os α̂i são os estimadores de máxima verossimilhança para os parâmetrosαi. Não h́a





R̂(1,1) . . . R̂(1,k)
...
...



































Ressalta-se que foram utilizadas as definições propostas por Shibata (1976) e Hannan &
Quinn (1979) para os estimadores baseados nos critérios AIC, BIC e HQC.
Na Tabela 2.1 estão os resultados de simulações nuḿericas para modelos AR com ordem
r ∈ {1,3,10,50} e desvio padr̃aoσ = 0,1. Para cada caso foram realizados 100 simulações.
Os valores iniciais, de 1 atéK, foram gerados aleatoriamente usando a distribuiçãoN (0,σ2).
A colunar representa a ordem en é o tamanho da amostra, que foi escolhida empiricamente
para melhor comparaç˜ o entre os estimadores. As colunas “<”, “=” e “>” representam
respectivamente as quantidades de casos que o estimador “subestimou a ordem”, “acertou
a ordem” ou “superestimou a ordem”. Nas Tabelas 2.2, 2.3 e 2.4temos respectivamente os
casos ondeσ = 1, σ = 10 eσ = 1000. Parar = 1,3,10 foi consideradoK = 20 e parar = 50
foi consideradoK = 100. Em todos os casos simulados foi consideradoαi = 0 parai < r e
αr = 0,5.
Observa-se que o EDC apresentou performance superior ao HQCe AI em todos os
casos. Comparado com o BIC, o EDC apresenta performance ligeiramente inferior em casos
simples, onder ≤ 3, e superior para casos mais complexos,r ≥ 10. Isso sugere que em
casos de maior complexidade o EDC apresente performance relativa ainda maior. Ressalta-
se que simulaç̃oes mais detalhadas, modificando-se as escolhas deθ e n, podem nos levar
a conclus̃oes mais precisas. Entretanto, estes aspectos nã ão os objetivos principais deste
trabalho.
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Tabela 2.1: casoσ = 0,1
r n
EDC BIC AIC HQC
< = > < = > < = > < = >
1
50 0 1 99 1 49 50 0 0 100 0 11 89
100 0 54 46 0 82 18 0 12 88 0 52 48
200 0 84 16 0 92 8 0 18 82 0 68 32
500 0 94 6 0 96 4 0 22 78 0 69 31
500000 0 99 1 0 99 1 0 21 79 0 81 19
3
50 0 2 98 10 29 61 0 0 100 0 5 95
100 0 50 50 4 74 22 0 7 93 0 42 58
200 0 81 19 0 87 13 0 15 85 0 66 34
1000 0 93 7 0 94 6 0 14 86 0 69 31
500000 0 100 0 0 100 0 0 28 72 0 93 7
10
50 0 5 95 51 3 46 0 0 100 6 5 89
100 17 51 32 56 31 13 0 14 86 14 33 53
200 3 77 20 12 76 12 0 19 81 1 58 41
500 0 95 5 0 96 4 0 34 66 0 80 20
20000 0 100 0 0 100 0 0 29 71 0 95 5
500000 0 100 0 0 100 0 0 23 77 0 92 8
50
200 0 0 100 0 0 100 0 0 100 0 0 100
500 9 81 10 100 0 0 0 0 100 2 70 28
1000 0 98 2 22 76 2 0 3 97 0 72 28
5000 0 100 0 0 100 0 0 12 88 0 89 11
50000 0 100 0 0 100 0 0 11 89 0 91 9
Tabela 2.2: casoσ = 1
r n
EDC BIC AIC HQC
< = > < = > < = > < = >
1
100 0 47 53 0 87 13 0 4 96 0 43 57
200 0 84 16 0 92 8 0 18 82 0 68 32
500 0 93 7 0 95 5 0 13 87 0 81 19
50000 0 100 0 0 100 0 0 19 81 0 92 8
500000 0 100 0 0 100 0 0 17 83 0 95 5
3
100 0 50 50 0 77 23 0 7 93 0 46 54
200 0 81 19 0 87 13 0 15 85 0 66 34
500 0 94 6 0 94 6 0 23 77 0 74 26
500000 0 99 1 0 99 1 0 27 73 0 82 18
10
100 16 42 42 54 35 11 0 7 93 11 35 54
200 3 77 20 12 76 12 0 19 81 1 58 41
500 0 89 11 0 89 11 0 16 84 0 65 35
10000 0 99 1 0 99 1 0 26 74 0 83 17
500000 0 100 0 0 100 0 0 28 72 0 90 10
1000000 0 100 0 0 100 0 0 20 80 0 94 6
50
500 12 65 23 99 0 1 0 1 99 4 57 39
1000 0 94 6 23 74 3 0 1 99 0 67 33
5000 0 99 1 0 99 1 0 5 95 0 90 10
20000 0 99 1 0 99 1 0 10 90 0 88 12
50000 0 100 0 0 100 0 0 11 89 0 79 21
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Tabela 2.3: casoσ = 10
r n
EDC BIC AIC HQC
< = > < = > < = > < = >
1
50 0 2 98 4 47 49 0 0 100 0 7 93
100 0 54 46 0 83 17 0 5 95 0 47 53
200 0 84 16 0 92 8 0 18 82 0 68 32
500 0 95 5 0 98 2 0 13 87 0 76 24
10000 0 100 0 0 100 0 0 18 82 0 85 15
500000 0 100 0 0 100 0 0 24 76 0 92 8
3
50 0 2 98 12 30 58 0 0 100 0 5 95
100 0 49 51 3 72 25 0 9 91 0 41 59
200 0 81 19 0 87 13 0 15 85 0 66 34
500 0 93 7 0 94 6 0 17 83 0 75 25
5000 0 100 0 0 100 0 0 15 85 0 83 17
500000 0 99 1 0 99 1 0 21 79 0 90 10
10
50 1 8 91 36 6 58 1 1 98 4 6 90
100 7 59 34 41 48 11 0 9 91 5 38 57
200 3 77 20 12 76 12 0 19 81 1 58 41
500 0 92 8 0 93 7 0 23 77 0 71 29
1000 0 96 4 0 97 3 0 21 79 0 81 19
5000 0 100 0 0 100 0 0 32 68 0 88 12
500000 0 99 1 0 99 1 0 20 80 0 92 8
50
200 0 0 100 0 0 100 0 0 100 0 0 100
500 4 79 17 98 2 0 0 3 97 3 62 35
1000 0 94 6 28 70 2 0 4 96 0 70 30
2000 0 97 3 0 99 1 0 12 88 0 78 22
5000 0 99 1 0 99 1 0 11 89 0 85 15
100000 0 99 1 0 99 1 0 8 92 0 94 6
Tabela 2.4: casoσ = 1000
r n
EDC BIC AIC HQC
< = > < = > < = > < = >
1
50 0 3 97 6 52 42 0 0 100 1 10 89
100 0 59 41 0 94 6 0 8 92 0 55 45
200 0 84 16 0 92 8 0 18 82 0 68 32
500 0 95 5 0 96 4 0 16 84 0 76 24
20000 0 100 0 0 100 0 0 16 84 0 84 16
100000 2 98 0 0 100 0 0 20 80 0 90 10
3
50 0 1 99 17 33 50 0 1 99 1 7 92
100 0 47 53 3 80 17 0 5 95 0 41 59
200 0 81 19 0 87 13 0 15 85 0 66 34
1000 0 99 1 0 99 1 0 24 76 0 80 20
10000 0 99 1 0 99 1 0 12 88 0 83 17
100000 6 94 0 0 98 2 0 23 77 0 90 10
10
50 2 3 95 41 5 54 0 1 99 5 3 92
100 19 43 38 51 37 12 0 9 91 11 34 55
200 3 77 20 12 76 12 0 19 81 1 58 41
500 0 91 9 0 94 6 0 24 76 0 68 32
10000 0 100 0 0 100 0 0 28 72 0 78 22
100000 1 99 0 0 100 0 0 25 75 0 86 14
50
200 0 0 100 0 0 100 0 0 100 0 0 100
500 9 67 24 100 0 0 0 1 99 5 55 40
1000 0 98 2 24 75 1 0 4 96 0 79 21
2000 0 99 1 0 99 1 0 5 95 0 81 19
5000 0 100 0 0 100 0 0 11 89 0 93 7
50000 0 100 0 0 100 0 0 9 91 0 90 10
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2.3 Modelo Autoregressivo de Heteroscedasticidade
Condicional (ARCH)
Processos Autoregressivos de Heteroscedasticidade Condicional (ARCH) foram propos-
tos originalmente por Engle (1982) como uma melhor alternativa para modelagem de s´ ries
temporais em ceńarios econ̂omicos. Desde então, modelos ARCH e variações v̂em sendo uti-
lizados com sucesso em econometria na modelagem de taxas de inflaç̃ao (Engle 1982), śeries
temporais em mercado de câmbio (Domowitz & Hakkio 1985), valores de ativos (Bollerslev,
Chou & Kroner 1992), dentre outros.
A consist̂encia forte e normalidade assintótica dos estimadores para o caso ARCH foi
estabelecida por Weiss (1986). Muito embora não existam trabalhos sobre a consistência de
estimadores de ordem para modelos da famı́li ARCH, os crit́erios de informaç̃ao AIC e BIC
vêm sendo utilizados sem qualquer formalização (Hughes, King & Kwek 2004).
Nessa seç̃ao a classe de estimadores EDCé definida para processo ARCH e a con-
sist̂encia forteé estabelecida em função do termo de penalidade. Como consequência ime-
diata, a consistência forte do estimador de ordem BICé demonstrada.
Processos ARCH́e um caso particular dos processos BEKK-GARCH, queé objeto da
próxima seç̃ao. Todavia, as demonstrações para o caso ARCH utilizam condições diferentes
das exigidas para o caso geral, e por isso são mantidas.
2.3.1 Definiç̃oes
No que segue,́e apresentada a definição para modelos ARCH seguida de condições
de ergodicidade e regularidade que são necesśarias para o estabelecimento dos próximos
resultados. A propriedade básica de processos ARCH́e que o desvio padrão da inovaç̃ao
depende dośultimosr valores do processo.
Definição 2.22. Uma seqûencia de varíaveis aleat́orias X = {Xt}t∈N é um processo Au-
toregressivo de Heteroscedasticidade Condicional (ARCH) deor m r∈ N, denotado por
ARCH(r), se satisfaz as condições abaixo.
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(i) Para todo t∈ N,
Xt = εt (ht)
1
2 .




t−1+ · · ·+αrX2t−r , θr = (α0, . . . ,αr) ∈Rr+1 eα0,αr > 0.
(iii) {εt}t∈N é uma seqûencia de varíaveis aleat́orias i.i.d. N (0,1).
Condição 2.5(Ergodicidade). ParaX um ARCH(r), eθr = (α0, . . . ,αr) ∈Rr+1 seus respec-




αi < 1. (2.22)
Condição 2.6(Regularidade). ParaX um ARCH(r), ent̃ao
(i)
E(X4t )< ∞.
(ii) αi > 0 para todo i∈ {1, . . . , r}.
(iii) Existe um intervalo conhecido, I= [c,d], tal queα0 ∈ I◦ = (c,d) e c> 0.
Usando a Condiç̃ao 2.5, Francq & Zakoian (2010) (Teorema 2.5, página 37) demonstra
queXt admite momentos estacionários finitos de ordem 2. O Teorema 2.9 (página 45) da
mesma refer̂encia prov̂e condiç̃oes para a existência de momentos pares maiores que 2. O
uso do item (ii) da Condiç̃ao 2.6 dispensa a exigência de momentos de ordem superiores. Em
trabalhos futuros, deve ser avaliado a possibilidade de adequ r a t́ecnica para enfraquecer
essa exiĝencia. O item (iii)é a particularizaç̃ao da condiç̃ao exigida em Jeantheau (1998) e
Comte & Lieberman (2003).
Principais propriedades do processo ARCH
(a) E(Xt) = 0.
E(Xt) = E(E(Xt |Ft−1)) = E(0) = 0.
(b) E(XtXt−k) = 0, sek≥ 1
E(XtXt−k) = E(E(XtXt−k|Ft−1)) = E(Xt−kE(Xt |Ft−1)) = 0.
56








ε2t−p, se i ≥ 1. Basta utilizar um argumento
indutivo para
ht = α0+α1X2t−1+ · · ·+αrX2t−r
≥ α0+α1X2t−1
= α0+α1ε2t−1ht−1.

















FunçõeslogLn,k e suas derivadas











































































Na literatura (exemplo em Bollerslev (1986) e Engle (1982)) afunção (2.24)é assumida

















































































































































































































































































Convencionamos 0/0 = 0/∞ = 0. Parai, j, l ∈ {0, . . . ,k} (2.25), (2.26) e (2.27) valem
se definirmos “X2t−0 := 1”.
Definição 2.23. Para {Xt}t∈N um ARCH(r), k ≥ r, logLn(θ̂k) como definido em(2.24),








2.3.2 Consist̂encia do estimador de ordem de depend̂encia
Os resultados desenvolvidos nessa seção seguem a mesma técnica utilizada para a defini-
ção do estimador EDC em processos AR. Para fazer isso, os processos ARCH s̃ao inseridos
no contexto de cadeias de Markov para obtenção da Lei Forte dos Grandes Números. Foi
necesśario a utilizaç̃ao de resultados desenvolvidos para Martingales para a aplicaç̃ao da Lei
do Logaritmo Iterado.
Na definiç̃ao abaixo o estimador de ordem EDCé definido de forma particular para pro-
cessos ARCH. O Teorema 2.47 provê condiç̃oes paracn que definem a classe de estimadores
EDC fortemente consistentes.






para logLn,k(θ̂k) como definida em(2.24)e{cn}n∈N uma seqûencia de ńumeros positivos.
O processo de imersão de processos ARCH em cadeias de Markov foi proposto, em caso
mais geral, por Boussama (1998). A partir disso vêm sendo utilizado por outros autores, tais
como Comte & Lieberman (2003) e Hafner & Preminger (2009a, 2009b). Abaixo segue a
particularizaç̃ao desse resultado.
Definição 2.25.SejaX = {Xt}t∈N um ARCH(r). A cadeia de Markov k-derivada deX é o
processoY= {Yt}t∈N com valores emRk,
Yt = (Xt ,Xt−1, . . . ,Xt−k+1)
′. (2.29)
Teorema 2.26(Boussama (1998)). Seja{Xt}t∈N um ARCH(r), k≥ r, satisfazendo a Condição
2.5, ent̃ao Y, a cadeia de Markov k-derivada deX, é Harris positiva e geometricamente
ergódica.
O Teorema 2.27 estabelece certa regularidade no comportamento assint́otico de alguns
objetos, que s̃ao necesśarios para o desenvolvimento dos próximos resultados.
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Teorema 2.27.Seja{Xt}t∈N um ARCH(r), k ≥ r, logLn,k como definido em(2.24), θ̂k ∈

























(ii) A2 é positiva definida.









































































































































































































































































(ii) Paraθk = (a0, . . . ,ak) ∈ Rk+1 qualquer, tal que‖θk‖> 0, temos


































































































(iii) Esseé um caso particular da equação B3 de Comte & Lieberman (2003).
Como, pelo Teorema 2.26, os modelos ARCH são inseridos no contexto de cadeias de
Markov, seria natural a utilizaç˜ o da Lei do Logaritmo Iterado apresentada no Teorema 2.5.
Entretanto, as Condições 2.1 ou 2.2 ñao est̃ao estabelecidas de forma suficiente para proces-
sos ARCH. Dessa forma, optou-se nesse trabalho por utilizar o Teorema 2.6 na demonstração
do pŕoximo Lema.
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Lema 2.28. Seja{Xt}t∈N um ARCH(r) satisfazendo as Condições 2.5 e 2.6, k≥ r, logLn,k









































Para aplicar o Teorema 2.6, basta demonstrar as hipóteses (L1-L4) que seguem.
(L1) Pela desigualdade de Chebyshev temos que
















































































e usando o Lema de Borel-Cantelli temos que
P
({










































































) = 1 q.c.





UtI(|Ut | ≤ tδ )|Ft−1
]
= 0 q.c.




|E(U2t |Ft−1)−E(U2t I(|Ut | ≤ tδ )|Ft−1)|> ε
]




















































































P(|Ut |> tδ )1/2.







































































































Usando o Lema de Borel-Cantelli,
P
[






















































Ressalta-se que a desigualdade generalizada de Chebyshev e o Tor ma Ḿedio de Ces̀aro
foram utilizados por Hafner & Preminger (2009a), em situaç̃ao semelhante, para demonstrar
a normalidade assintótica do estimador do parˆ metroθr no caso de processos FACTOR-
GARCH.
Corolário 2.29. Seja{Xt}t∈N um ARCH(r), satisfazendo as Condições 2.5 e 2.6, k≥ r,




























































O próximo Lema cont́em resultados técnicos que s̃ao utilizados no que segue.
Lema 2.30.SejaX um ARCH(r) satisfazendo as Condições 2.5 e 2.6, k≥ 0, A⊆ Θk, ent̃ao





























































































≤ E (ht)< ∞.




)− ≤ max{− log(c),0}< ∞.



























































































Abaixo demonstramos H1 para processos ARCH. O resultado anál go demonstrado para
processos AR utilizou um argumento simples, fundamentado nexpans̃ao de Taylor e con-
siderando que as derivadas de terceira ordem de logLn,k são nulas nos processos AR, o que
não ocorre no geral. Assim, optou-se por desenvolver uma demonstraç̃ao (abaixo) utilizando
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a comparaç̃ao das densidades pela divergˆ ncia de Kullback-Leibler em um contexto mais
geral. Para isso foi necessário atentar para alguns detalhes de convergência de seqûencias.





















em (2.23). Usando o Lema 2.30, temos que
E [|lt(θ)|]< ∞












= E (l1(θr)) = c1 < ∞ q.c.
Usando o Teorema do valor médio, paraθ̇ = sθr +(1− s)θ̂r , s∈ (0,1), n suficientemente




































































































































= c2 ≤ c1 q.c.





















logLn j (θ̂k(n j))
n j
q.c.
































































é a diverĝencia de Kullback-Leibler, quépositiva sef (θ̄k) 6=

















Teorema 2.32.SejaX um ARCH(r) satisfazendo as Condições 2.5 e 2.6 êredc como na












Demonstraç̃ao. O conjunto dos possı́veis valores deθr , Θr , definido em (2.22),́e aberto e
θr ∈ Θr . De Weiss (1986), temos que o estimador de máxi a verossimilhançâθk é forte-
mente consistente parak ≥ r, isto é, vale (1.10). As derivadas de logLn,k, (2.25) e (2.26)
são cont́ınuas em relaç̃ao aθ e axn1 e portanto s̃ao mensuŕaveis em relaç̃ao ax
n
1. Temos de
(2.27) que (1.11)́e satisfeita. Usando o Teorema 2.27 e o Corolári 2.29 temos as condições
satisfeitas para a aplicaç˜ o do item (ii) do Teorema 1.6 e com isso temos (H2) satisfeita. A
hipótese (H1)́e segue do Teorema 2.31. O resultado segue do item (i) do Teorema 1.5.
Corolário 2.33. SejaX um ARCH(r) satisfazendo as Condições 2.5 e 2.6 , K≥ r. Então o









para logLn,k(θ̂k) como definida em(2.24).
Demonstraç̃ao. cn = logn/2 e satisfaz (2.33).
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2.4 Modelo ARCH multivariado generalizado
(BEKK-GARCH)
Desde sua criação por Engle (1982), o modelo ARCH teve diversas generalizações e
adaptaç̃oes em que se destacam os modelos GARCH (Bollerslev 1986), NGARCH (Engle &
Ng 1993), EGARCH (Nelson 1991) e generalizações multivariadas como BEKK-GARCH
(Engle & Kroner 1995), CCC-GARCH (Bollerslev 1990), VEC-GARCH (Bollersl v, Engle
& Wooldridge 1988), dentre outros.
Os modelos multivariados tem especial aplicação na seleç̃ao de portf́olios e precificaç̃ao
de ativos (Hafner & Preminger 2009b). Na classe dos modelos multivariados, o BEKK-
GARCH se destaca por ser geral e por haver avanços significativos dispońıveis na literatura.
Dos citados, apenas o VEC-GARCHé mais geral que o modelo BEKK-GARCH e, mesmo
assim, os casos VEC-GARCH que não s̃ao representáveis na modelagem BEKK-GARCH
são de certa forma degenerados (Stelzer 2008).
Boussama (1998), utilizando técnicas de geometria algébrica, inseriu os modelos BEKK-
GARCH no contexto de cadeias de Markov e demonstrou a ergodicida e geoḿetrica des-
ses modelos a partir de determinadas condições. Com algumas alterações, esses resultados
tamb́em foram publicados por Boussama, Fuchs & Stelzer (2011).
Comte & Lieberman (2003) utilizou os resultados de Boussama (1998) para demonstrar
as condiç̃oes propostas por Jeantheau (1998) para obter a consistência forte de estimadores de
máxima verossimilhança para processos BEKK-GARCH. Usando as cndiç̃oes de Basawa &
Heyde (1976), a normalidade assintótica do estimador de ḿaxima verossimilhança também
é estabelecida por Comte & Lieberman.
Assim como em processos ARCH, não h́a a formalizaç̃ao de estimadores de ordem para
modelos BEKK-GARCH, embora os critérios de informaç̃ao AIC e BIC v̂em sendo utiliza-
dos (Francq & Zakoian 2010).
Nessa Seç̃ao, a classe de estimadores EDCé definida para modelos BEKK-GARCH e
são demonstradas a consistência forte para uma subclasse, que inclui o estimador de ordem
baseado no critério de informaç̃ao BIC. A t́ecnica utilizadáe semelhantèa utilizada para o
caso de modelos ARCH, a maior diferença está no uso de ćalculo matricial, quée necesśario
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para a manipulaç̃ao dos objetos existentes na definição multivariada.
2.4.1 Definiç̃oes
No que segué apresentada a definição de modelo BEKK-GARCH e da notaç˜ o utili-
zada nos pŕoximos resultados.
Definição 2.34.Uma seqûencia de varíaveis aleat́oriasX = {Xt}t∈N com valores emRm é
um processo Autoregressivo de Heteroscedasticidade Condici al Generalizado na modela-
gem BEKK (BEKK-GARCH) de ordem(p,q) ∈ N2, denotado por BEKK-GARCH(p,q), se
satisfaz as condiç̃oes abaixo.
































(iii) {εt}t∈N é uma seqûencia de varíaveis aleat́orias i.i.d emRm com distribuiç̃aoN (0, Im),





∈M uma matriz eM o espaço das matrizes(m×m).
(i) O operador vec: M→ Rm×m é definido por
vec(A) = (a11,a21, . . . ,am1,a12, . . . ,am2, . . . ,a1m, . . . ,amm)
′
(ie., empilha as colunas de A).
(ii) O operador vech: M→ Rm(m+1)/2 é definido por
vech(A) = (a11,a21, . . . ,am1,a22, . . . ,am2, . . . ,amm)
′
(ie., empilha as colunas da parte triangular inferior de A).
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é a matriz duplicaç̃ao, em que
di j = I[(i, j) ∈ Ad] e
Ad =
{
(a,b) ∈ N2 : (a,b) = (( j −1)m+ i,( j −1)(m− j/2)+ i) ou
(a,b) = ((i−1)m+ j,( j −1)(m− j/2)+ i)
i, j ∈ N e i≥ j} .




(v) Se Bé matriz(m×n) e Cé matriz(m′×n′), ent̃ao o Produto de Kronecker B⊗C é a
matriz(mm′×nn′) com os blocos ai j B.
(vi) O raio espectral de Áe definido porρ(A) = max{|λi | : λi é autovalor de A}.




Usando a notaç̃ao definida, temos o seguinte resultado que pode ser encontrad em
Francq & Zakoian (2010).
Proposiç̃ao 2.36(Francq & Zakoian (2010)). Seja A matriz(m×m), B e C matrizes tais que
o produto ABC esteja bem definido. Então
vec(A) = Dmvech(A),
vech(A) = D+mvec(A) e
vec(ABC) = (C′⊗A)vec(B).
A condiç̃ao a seguir, necessária para a obtenção de ergodicidade de processos BEKK-
GARCH, foi proposta por Boussama (1998) eé utilizada por diversos trabalhos, dentre eles
Comte & Lieberman (2003).
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Principais propriedades do processo BEKK-GARCH
(a) E(Xt) =~0.
E(Xt) = E(E(Xt |Ft−1)) = E(0) = 0.
(b) E(XtXt−k) =~0, sek≥ 1.
E(XtXt−k) = E(E(XtXt−k|Fi−1)) = E(Xt−kE(Xt |Fi−1)) = 0.
(c) E(XtX′t |Ft−1) = Ht q.c. (Comte & Lieberman 2003).
(d) SupondoN = 1, um BEKK-GARCH(k1,k2) X pode ser imerso em uma classe de mo-
delos parcialmente aninhadosM= {Mk}k∈N2 tomando,̄k= max{k1,k2},
Θk = Ω0×Ω1×·· ·×Ω2k̄.
OndeΩi = {0}m
2
se i/2 > k2 e i é impar oui/2 > k1 e i é par, nos demais casos
Ωi ⊆ Rm
2
com interior ñao vazio.
γ(k) = m2(1+k1+k2),
assumindoAi = 0 sei > k2, Bi = 0 sei > k2,




































FunçõeslogLn,k e suas derivadas
Para uma amostraxn1, temos que a log-verossimilhança demk = f (x
n



































































































Na literatura (exemplo em Comte & Lieberman (2003)) a função (2.36)é assumida direta-















































































































































































































2.4.2 Consist̂encia do estimador de ordem
Abaixo definimos a classe de estimadores EDC para processos BEKK-GARCH consi-
derandoN = 1 eθ como as colunas concatenadas das matrizes{Al}l=1···q e{Bl}l=1···p. Esse
resultado pode ser generalizado para qualquerN, observando que devem ser consideradas
condiç̃oes para garantir que o processo seja identificável, que por Jeantheau (1998)Ht deve
ser injetiva quase certamente. De forma semelhante,é posśıvel generalizar para matrizes
Al (θ) e Bl (θ) com condiç̃oes sobre as derivadas dessas matrizes em relação aθ . Esses dois
casos de generalizaç˜ o s̃ao objetos de trabalhos futuros.
Definição 2.37.Para K∈ N2, r = (p,q) ∈ N2, k= (k1,k2) ∈ N2, X um BEKK-GARCH(r) e






para logLn,k(θ̂k) como definida em(2.36)e{cn}n∈N uma seqûencia de ńumeros positivos.
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Os dois pŕoximos resultados tratam da imersão dos modelos BEKK-GARCH em cadeias
de Markov, que podem ser encontrados em Boussama (1998) ou Boussama, Fuchs & Stelzer
(2011).
Definição 2.38.SejaX = {Xt}t∈N um BEKK-GARCH(r) e k≥ r. A cadeia de Markov k-
derivada deX é o processoY= {Yt}t∈N com valores emRζ (k),
Yt = (vech(Ht+1)
′,vech(Ht)
′, . . . ,vech(Ht−k1+2)
′,X′t ,X
′









Teorema 2.39(Boussama (1998)). SejaX = {Xt}t∈N um BEKK-GARCH(r), k≥ r, satisfa-
zendo a Condiç̃ao 2.7, ent̃ao Y, a cadeia de Markov k-derivada deX, é Harris positiva e
geometricamente ergódica.
As condiç̃oes abaixo s̃ao propostas por Comte & Lieberman (2003) e foram baseadas
nas condiç̃oes propostas por Jeantheau (1998) para o estabelecimento da consist̂encia forte
dos estimadores. Áunica exceç̃ao é o item (v), que em Comte & Lieberman são exigidos
momentos finitos de ordem 8 e nessa teseé n cesśario a finitude de momentos de ordem 16
para a demonstraç˜ o do Lema 2.43.
Condição 2.8. ParaX = {Xt}t∈N um BEKK-GARCH(r),θr seu respectivo parˆ metro eΘr
seu conjunto de parˆ metros.
(i) Θr é compacto.
(ii) θr é ponto interior deΘr .




(iv) Ht(θ) = Ht(θ ′) q.c. se e somente seθ = θ ′.
(v) Xt admite momentos finitos de ordem 16.
O próximo Teorema sumariza os principais resultados de Comte & Lieberman (2003)
que s̃ao utilizados a seguir.
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Teorema 2.40(Comte & Lieberman (2003)). SejaX= {Xt}t∈N um BEKK-GARCH(r), k≥ r,
θr = (α1, . . . ,αγ(k)) seu par̂ametro verdadeiro,̂θk = (α̂1, . . . , α̂γ(k)) o estimador de ḿaxima
































é finita e ñao depende de t.























(vii) O estimadorθ̂k é fortemente consistente.








No Teorema 2.41 e no Lema 2.42, alguns resultados de Comte & Lieberman (2003) s̃ao
ajustados para serem utilizados no que segue.
Teorema 2.41.SejaX = {Xt}t∈N um BEKK-GARCH(r), k≥ r, θr = (α1, . . . ,αγ(k)) seu
parâmetro verdadeiro,̂θk = (α̂1, . . . , α̂γ(k)) o estimador de ḿaxima verossimilhança deθr ,
logLn,k como definido em(2.36), θ̂k ∈ Θk satisfazendo as Condições 2.7 e 2.8,̇θ = sθr +
(1−s)θ̂k e s∈ [0,1] e Bδ (θr)⊂ Θk uma vizinhança deθr , ent̃ao








































Demonstraç̃ao. (i) Usando o item (iv) do Teorema 2.40 e o Teorema 2.39, basta aplicar
o Teorema 2.5.
(ii) De forma ańaloga à utilizada no Lema 5 de Hafner & Preminger (2009a), como
D2θ lt(θ) e D
3
θ lt(θ) são cont́ınuas em relaç̃ao aθ e θ̂k é fortemente consistente, então,


















































































queé finito usando o Teorema 2.40, itens (viii) e (ix), e a Condição 2.8.
Lema 2.42. SejaX = {Xt}t∈N um BEKK-GARCH(k) em que as Condições 2.7 e 2.8 s̃ao




















Demonstraç̃ao. Pela demonstraç˜ o do Lema A.2 de Comte & Lieberman (2003), temos que
D1θ Ht admite momentos finitos de ordemp se Xt admite momentos finitos de ordem 2p.
Portanto, usando a Condição 2.8, temos o desejado.
Como ocorre para o caso de modelos ARCH, não foi posśıvel satisfazer as Condições 2.1
ou 2.2 para modelos BEKK-GARCH de forma suficiente para a aplicac¸ão da Lei do Loga-
ritmo Iterado (LLI) apresentado no Teorema 2.5. Dessa forma, foi necesśario a utilizaç̃ao da
LLI para Martingales apresentada no Teorema 2.6. A demonstraç̃ao segue de forma an´ loga
à do Lema 2.28. As diferenças significativas estão na utilizaç̃ao de ćalculo matricial e no uso
do Lema 2.42, basicamente, em substituição ao item (ii) da Condiç̃ao 2.6.
Lema 2.43.SejaX= {Xt}t∈N um BEKK-GARCH(r), k≥ r, θr =(α1, . . . ,αγ(k)) seu par̂ametro




































Demonstraç̃ao. Usando o item (v) do Teorema 2.40 e assumindoFt−1 = σ(X1, . . . ,Xt), Zt =


































Para aplicar o Teorema 2.6, basta demonstrar as hipóteses (L1-L4) que seguem.
(L1) Pela desigualdade de Chebyshev, temos que






































Pelo Lema de Borel-Cantelli, temos que
P
({















































Al ém disso, pelo item (v) do Teorema 2.40,
E(E(U2t |Ft−1)) = E(U2t )< ∞
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) = 1 q.c.
Usando o Teorema da Convergˆ ncia Dominada, temos que
lim
t→∞
E(UtI(|Ut | ≤ n)|Ft−1) = 0 q.c.




|E(U2t |Ft−1)−E(U2t I(|Ut | ≤ tδ )|Ft−1)|> ε
]




E(U2t I(|Ut | ≤ tδ )|Ft−1)−E(U2t |Ft−1)
]
= 0 q.c.
















































































P(|Ut |> tδ )1/2.
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(L3) Adotando a notaç̃aoḢt :=
∂Ht
∂αi , temos que
























































































































































































Onde usamos a relaç˜ o|Tr(ABC)| ≤ ‖A‖‖B‖‖C‖. Portanto,








































































paraδ1 ∈ (12,1), usando as desigualdades de Chebyshev e Jensen,
P
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Usando o Lema de Borel-Cantelli,
P
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Corolário 2.44. SejaX= {Xt}t∈N um BEKK-GARCH(r) em que as Condições 2.7 e 2.8 s̃ao





























































O Lema abaixo possui resultados técnicos que s̃ao utilizados na demonstraç˜ o do Teo-
rema 2.46, que conclui a hipótese H1.
Lema 2.45.SejaX= {Xt}t∈N um BEKK-GARCH(k), i∈ {0, . . . ,γ(k)}, em que as Condições


































































Teorema 2.46.SejaX = {Xt}t∈N um BEKK-GARCH(r), k6≥ r, θr seu par̂ametro verda-














logLn(θ̂r)− logLn(θ̂k̄)+ logLn(θ̂k̄)− logLn(θ̂k)
n
.

































em (2.35). Assim, temos que pelo Teorema 2.41, item (iii), que
E [|lt(θr)|]< ∞
86












= E (l1(θr)) = c1 < ∞ q.c.
Usando o Teorema do valor médio, paraθ̇ = sθr +(1− s)θ̂k̄, s∈ (0,1), n suficientemente



































































































































= c2 ≤ c1 q.c.










Usando queΘk é compacto, tomen j uma subseqûencia deni tal que












logLn j (θ̂k(n j))
n j
q.c.
































































é a diverĝencia de Kullback-Leibler, quépositiva sef (θ̄k) 6= f (θr), e comoθr 6∈ Θ̄k ⊆Rγ(k),

















No Teorema abaixo aplicamos os resultados desenvolvidos nessa Seç̃ao para o esta-
belecimento da consistência forte dos estimadores de ordem EDC para modelos BEKK-
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GARCH. Como caso particular, temos a consistência forte do estimador baseado no critério
de informaç̃ao BIC. Nota-se que, caso seja possı́vel encontrar cotas superiores menores
para H2, essa classe pode ser estendida para termos de penalidade menores, da ordem de
O(log logn).
Teorema 2.47.SejaX= {Xt}t∈N um BEKK-GARCH(r) em que as Condições 2.7 e 2.8 s̃ao












Demonstraç̃ao. O conjunto dos possı́veis valores deθr , Θr , definido em (2.34),́e aberto
e θr ∈ Θr . De Boussama (1998), temos que o estimador de máxi a verossimilhançâθk é
fortemente consistente parak≥ r, istoé, vale (1.10). As derivadas de logLn,k, (2.37) e (2.38)
são cont́ınuas em relaç̃ao aθ e axn1 e portanto s̃ao mensuŕaveis em relaç̃ao ax
n
1. Usando o
Teoremas 2.41 e o Corolário 2.44 temos as condições satisfeitas para a aplicação do item (ii)
do Teorema 1.11 e com isso temos (H2) satisfeita. A hipótese (H1) segue do Teorema 2.46.
O resultado segue do item (i) do Teorema 1.10.
Corolário 2.48. SejaX= {Xt}t∈N um BEKK-GARCH(r) em que as Condições 2.7 e 2.8 s̃ao










para logLn(θ̂k) como definida em(2.35).
Demonstraç̃ao. cn = logn/2 e satisfaz (2.47).
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Conclus̃ao
O método de estimação de ordem baseado no crité o de informaç̃ao EDC, concebido
originalmente para cadeias de Markov, se mostra bastante promissor no contexto de seleção
de modelos.
Al ém dos resultados obtidos com a definição do estimador de ordem EDC para proces-
sos AR, ARCH e BEKK-GARCH, observa-se a possibilidade de aplicação do ferramental
desenvolvido para estimaç˜ o de tamanho de espaço de estados e ordem de dependência ocul-
tos em cadeias de Markov Ocultas e seleção de modelos aninhados em modelos Lineares de
Espaço de Estados.
Como casos particulares, foi demonstrado nesse trabalho a consist̂encia forte dos esti-
madores de ordem baseados no critério de informaç̃ao BIC para os modelos ARCH e BEKK-
GARCH. Como ainda ñao existiam estudos sobre estimadores consistentes para esses ca os,
esses resultados se mostram altamente relevantes.
A generalizaç̃ao da funç̃ao verossimilhança para classe de funções logLn,k, além de apre-
sentar resultados práticos para a seleção de ordem utilizando o critério EDC, evidencia a
possibilidade de utilizaç̃ao desse conceito no tratamento de outros problemas.
Para processos AR, o desenvolvimento de estimadores iniciado por Akaike (1969), com
o procedimento de minimizaç˜ o do erro final de predição (FPE), seguido dos ḿetodos ba-
seados em critérios de informaç̃ao (AIC, BIC e HQC), utilizavam essencialmente o mesmo
radical, alterando apenas o termo de penalidade. Nessa tese, usando o ferramental desen-
volvido para generalizaç˜ o do EDC,́e proposto um novo estimador, que apresentou no geral
melhor performance nas simulações nuḿericas realizadas.
Como trabalhos futuros, observou-se a possibilidade de existênc a de cotas superiores
menores na hiṕotese H2, o que permitiria a extensão da classe de estimadores EDC forte-
mente consistentes para termos de penalidade assintoticamente enores.
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APÊNDICE A -- Teorema Ḿedio de Ces̀aro



































































































n ≥ a− ε.
Proposiç̃ao A.2. Seja{at}t∈N e{bt}t∈N seqûencias de ńumeros reais tais quelimt→∞ |bt −at |=


















































APÊNDICE B -- Desigualdade Generalizada de
Chebyshev
Teorema B.1(Desigualdade generalizada de Chebyshev). Seε > 0 e r> 0, ent̃ao
















= ε rP(|X|> ε)
Ent̃ao,
P(|X|> ε) ≤ E (|X|
r)
ε r
.
