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ABSTRACT
THIS paper explores an extensive range of factors which might have

some contributory influence

on the selection of the bicycle as the mode choice for the trip to work using MSA-Ievel data
extracted from the 1990 U.S. Census. The sample included 100 percent oitbe MSAS in the U.S.
Regression analysis was employed to provide insight into tne contributory factors. The dependent
variable used in the analysis was the percentage of the modal split captured by bicycle for the trip
to work in each MSA.

INTRODUCTION
HISTORICALLY, in the U.S., little regard has been given to the bicycle-to-work element of the
peak-period commute. This, in part, may be due to our on-going infatuation with the
automobile which, in tum, nourishes our unwillingness to embrace other travel modes such
as public trans~. walking, and BICYCLING. In addition, it is often pointed out that high levels
of automobile commuting can be explained by low fuel prices, nominal cost or free parking
at the trip end, and evolutionary land-use development oriented towards travel by
automobile.
CONCOMITANT with increases in vehicle travel demands, roads have become more
congested (1) and energy usage (2) continues to increase. Transportation planners and
engineers are searching for new and innovative ways to combat these serious problems.
The spectrum of travel is very broad, however, and, unfortunately, one particular commute
mode BICYCLING has received relatively little priority from transportation planners and
engineers, and policy- and decision-makers.
CoMMUTING by bicycling constitutes a small portion of the total trips made in the U.S.
Komanoff and Roelofs estimate that, in the U.S. in 1990-1991, bicyclists rode 5.8 to 21.3
billion miles (~ annually, representing 0.28 to 1.03 percent of total vehicle miles
traveled .(~

TEMPORAL data from the Nationwide Personal Transportation Survey (NPTS) may shed
some light on the Mure of bicycling as a commute alternative.(ID According to data from
the NPTS, the percentage of individuals in the United States who bicycled to work
decreased from 0.75 percent in 1983 to 0.72 percent in 1990. This slight decrease
suggests that the viability of the bicycle as a commute alternative has not lost ground with
regard to its share of the modal split that has long been dominated by the privately owned
vehicle (POV). Moreover, according to NPTS data for this same time period, the
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oercentage oi individuals using a POV to get to work increased from 81.78 oercent ic
37.35 oercent. an increase of 5.57 percent. It is imoortant to point out that. even in light
of the percentage increase in POV use over this same time irame . the modal spiit share
of trips by bicycle remained relatively static.
MosT persons agree that it is desirable to encourage individuals to travel by bicycle more
often, no matter what the trip purpose. It is believed that this would diminish various autorelated problems such as congestion, pollution, and energy consumption;. lessen the
orospect of infrastructure expenses for auto-related facilities like roads and parking lots;
reduce personal expenditl,!res on auto-related transportation such as insurance, fuel,
parking, and maintenance; and improve personal health and well-being. Cleariy,
commuting by bicycling to work, or for any other travel purpose, is regarded as an
admirable and health-conscious pursuit.(§)

LITERATUR:
Review of bicycle-related literature indicates that there has been some heed given to the
factors that may or may not influence individuals to commute to work by bicycle rather than
by POV or public transit. As is well known, commuting by bicycling or any other mode to
work, or for any other trip purpose, is a matter of personal choice and is dependent on
many tangential factors that are both within and outside an individual's control. Although
it appears that there has not been an examination at the metropolitan level (macro-level)
of what factors may influence commuting by bicycle using 1990 Census data, there have
been a few sp.ecialized studies (micro-level) that suggest some of the factors that influence
an individual's choice to commute by bicycle.

IN a study of employees at six employment sites in the greater Seattle area Badgett,
Niemeier, and Rutherford found that excessive distance; unsafe streets; lack of sidewalks;
inadequate trip end facilities such as showers and bicycle racks; the convenience, speed,
and low cost of driving; the need to make multiple trips during the day; and a public
perception that biking is not fashionable were all factors that deterred individuals from
commuting by bicycle in the greater Seattle area.(Z)
IN a study that looked at bicycle ownership and use in Amsterdam, Holland, Beck asked
bicycle owners what their reasons were for choosing and not choosing to use their bicycle
as a commuting option.@) Beck found that, in most cases, the three main reasons for
choosing to use a bicycle were because it is faster, riders don't have to rely on public
transit, and it is healthier to bicycle. Some of the main reasons noted by Beck for not
commuting by bicycle were trip distance, uncomfort, inability to travel with other people,
and I can't carry bags (cargo).
IN a similar vein, Ohrn makes assumptions regarding factors that might be related to
commuting by bicycle in Minneapolis-St. Paul, Minnesota. These factors included flexibility
of schedule, average trip length, age of trip maker, availability and cost of automobile
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storage. cargo needs of trio. street congestion, quality oi the pedestrian system. and the
availability of oublic transit. ill)
HANSON compared the affects oi daily weather data on discretionary and non-discretionary
travel by bicycle in Uppsala, Sweden.(.1Q) Unlike the non-discretionary work trip, travel for
discretionary reasons can be postponed or not undertaken if adverse weather exists.
However, due to the inflexibility of the time in which the work trip must be made, Hanson
points out that "the only travel decision [that an individual) is really free to make .(aside from
the route to be taken) is the mode of travel to be used."(lQ) Specifically, with regard to the
effects of weather on bicycling to work, Hanson found that daily travel to work .by bicycle
was sensitive to temperature and amount of cloud coverage at 7 a.m. She fdund that the
percentage of daily trips to work by bicycle increased as a function of increasing
temperature and decreased as a function of greater morning cloud coverage.
SIMILARLY, Ashley and Banister conducted a study that considered an extensive array of
factors at the ward level in Greater Manchester, England, which might influence an
individual's choice to utilize the bicycle for the work trip.(11) They found that trip distance,
car ownership, transit (bus) availability, rainfall, traffic, hilliness, and social class of head
of household were all factois that influenced bicycle commuting.
EVERETI and Hirst, in two analogous studies, assumed that the essential ingredients for
explaining an individual's choice not to commute to work by bicycle were based solely on
economic grounds.(12)(ll) In their analyses, they noted that nominal trip costs and travel
time favor the choice of the automobile over the bicycle as a commuting option.
GOLDSMITH found that, in addition to the many factors listed above, family circumstances,
personal habits, and topography also affect an individual's decision to commute by
bicycle.W)
OBJECTIVE
ABSENT from the literature is an examination at an aggregate level that focuses on factors
that influence travel to work by bicycle. This article addresses this dearth through an
empirical investigation that explores some of the factors that influence the nondiscretionary work trip by bicycle at the metropolitan level utilizing data extracted from the
1990 U.S. Census. The aim of this paper, therefore, is to develop a predictive model using
regression analysis which might suitably depict the contribution of the factors that influence
the use of the bicycle for the trip to work at the metropolitan area levei.U2)
SAMPLE
THE U.S. Census Bureau (USCB) conducts periodic and special studies to describe the
characteristics of the American people, their governments, and their businesses. The
USCB aggregates and releases data from the Decennial Census by political and statistical
areas.
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CENSUS data include a comprehensive codification of possible travel modes available for
analysis. The travel modes codified by the Census include less traditional modes such as
bicycling and walking as well as the more traditional modes of POV and public transit. The
Census contains information pertaining only to the non-discretionary work trip:
discretionary trip purposes are not included.
THE data used in the analysis included factors from a sample of 284 Metropolitan Statistical
Areas (MSA) in the United States, including both Hawaii and Alaska, and excluding Puerto
Rico. This sample represents 100 percent of the MSAS in the U.S. For reference, the
specifi~ 1990 Census file and table sources and universes are identified in Table I for aii
variables used in this paper; universe refers to the segment of the population to which the
respective variables refer.
IT would be hard to model individualized travel behavior without first gathering primary
data. On the other hand, secondary data, such as the Decennial Census, are of high
quality, readily obtainable, and easily analyzed. However, relying on aggregate and
summarized data such as Census data limit the specificity of the analysis that can be
performed. The acquisition of individualized records is required for maximum analytical
flexibility. Therefore, due to the aggregate and summarized nature of Census data, its use
will not fully expose the micro-level determinants that influence bicycling to work.
FACTORS

Due to a lack of previous research, judgement was utilized in selecting the variables used
in the analysis. This resulted in the selection of 27 variables. They are listed and briefly
· explained in Table II.
METHOD
To analyze the sample of 284 MSAs, multiple regression analysis was performed utilizing
the stepwise regression option set at the 0.05 significance level. This small significance
level of 0.05 was chosen to guard against the inclusion of any independent variables that
may not contribute to the overall predictive power of the model. The stepwise option
performs regression in "steps," i.e., it substitutes each independent variable one at a time
either through backward elimination or through forward selection in an attempt to find the
best model. Stepwise regression analysis is a useful and valid statistical procedure,
particularly when attempting to identify a few significant variables that should be included
in the model from a multitude of independent variables.
SOMETIMES in postulating a regression model the independent variables are often highly
related to each other. This problem is termed multicollinearity. When two independent
variables are highly correlated the regression equation cannot accurately estimate their
independent effects on the dependent variable. Optimally, a correlation of zero is
preferred. Unfortunately, however, when performing regression analysis, multicollinearity
is usually present.
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FiNDINGS
THE dependent variable utilized in each of the stepwise regression runs was the
percentage of work trips in 1990 by bicycle (labeled as PERBIKE) in each MSA. The mean
for PERBIKE for all MSAS in the sample was 0.45. The maximum value of PERBIKE was 3.92
in the Chico, California, MSA, and the minimum value was 0.011 in the SteubenvilleWeirton, Ohio-West Virginia, MSA. For simple comparisons, Table Ill shows the maximum,
minimum, and mean for the percentage of work trips by bicycle, public transit, walking, and
automobile.
INITIAL inspection of the extracted Census data indicated that some regional disparity exists
between some of the independent variables. Therefore, in addition to perfonning a
stepwise regression run for the entire sample of MSAS (n=284), separate stepwise
regression runs were made utilizing the MSAS contained in each of the four main
geographic regions as defined by the USCB. These regions are the WEST, NORTH CENlRAl,
NORTHEAST, and SOUTH. Table IV shows the number of MSAS in each .of the four main
Census regions and each region's corresponding percentage of all MSAS.

FACTORS THAT INFLUENCE BICYCLING To WORK
TABLE II
lABEl AND ExPLANATION OF INDEPENDENT VARIABLES
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TABLE V shows the simple correlation coefficients for all variables used in the analysis.
None of the 27 variables showed a particularly strong correlation when regressed with
PERBIKE. The five variables with the strongest correlation with PERBIKE were, in order of
absolute value, PERCOLLG (0.51231), OWNER (-0.41432), PER1629 (0.35671), PERMANU (0.35316), and NOVEHCL (-0.27342). The scattergram plots in Figure I graphically illustrate
the strength of these five relationships.
TABLE Ill
MSA MODAL SPLIT CHARACTeRISTICS
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TABLE VI lists each of the independent variables that entered the five equations. In
addition to listing the variables, the table also specifies the standardized regression
coefficients (beta weights), t values, and significance level for each variable and summary
statistics for each equation. A total of eight independent variables entered the equation
for ALL MSAs and had a multiple correlation coefficient of 0.707, meaning that approximately
50 percent of the variation in PERBIKE was accounted for by the equation. The equations
for the NORTH CENTRAL, NORTHEAST, and soUTH contained three variables each and had
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multiple correlation coefficients of 0.821, 0.831 , and 0.764. meaning that the equations
explained approximately 67, 77. and 58 percent of the variation in bicycling to work in each
region. resoectiveiy. Four variables entered the eouaiion for the WEST. The WEST equation
generated a multiple correlation coefficient of 0. 797. meaning that neariv 64 oercent of the
variation in PERBIKE was explained.

TABLE IV
USCB GEOGRAPHICREGIONS
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THE strongest finding is that MSAS with a high percentage of persons age 18-24 enrolled
in school (labeled PERCOLLG) had higher rates of bicycling to work. During the stepwise
regression runs, PERCOLLG entered into four of the fwe equations early in the elimination
process; however, it did not enter into the equation for the NORTHEAST. PERCOLLG was
highly significant for ALL MSAS and for the WEST, NORTH CENTRAL, and SOUTH, as shown in·
Table VI. This finding is logical since unique types of metropolitan areas such as those
with universities within their boundaries are more likely to have higher usage rates of nonmotorized transportation modes such as the bicycle. A precise interpretation of the reason
for PERCOLLG not entering the NORTHEAST equation is difficult to discern. This may be due,
in part, to certain characteristics such as the density of northeastern MSAS causing other
modes such as walking and public transit to be viewed as more utilitarian for the work trip
t han bicycling.
A ranking of all MSAS by PERCOLLG and PERBIKE showed that Chico, CA; Gainesville, Fl;
Santa Barbara-Santa Maria-Lompoc, CA; Eugene-Springfield, OR; Bryan-College Station,
TX; Fort Collins-Loveland, CO; Madison, WI; Tucson, AZ; Champaign-Urbana-Rantoul, ll;
and Sacramento, CA, were the ten MSAS with the highest percentage of persons age 18-24
enrolled in school and the highest percentage of work trips by bicycle; not surprising, most
of these MSAS have major universities within their statistical geographic boundaries.
SINCE the results of the stepwise regression runs showed that metropolitan areas with
unique types of communities within their boundaries such as universities or colleges are
more likely to have higher usage rates of non-motorized transportation modes, it would be
expected that the variable PERMLTY (percentage of population in the armed forces) would
enter into one or more of the equations to reinforce this finding since military bases are
considered unique communities due to their atypical housing and economic characteristics.
However, PERMLTY did not enter into any of the five equations with PERBIKE as the
dependent variable. To test this hypothesis, the dependent variable PERBIKE was
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substituted with the percentage of work trips made by walking (labeled ::::RWALK) in 1992
in each MSA. A regression run was performed using PERWALK as the dependent variable
utilizing the same stepwise options ior backward elimination and iorward selection .
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USING PERWALK as the dependent variable, a total of 11 independent variables entered the
equation for ALL MSAS and had a multiple correlation coefficient of 0.856, meaning that
approximately 73 percent of the variation in PERWALK was accounted for by the equation.
As hypothesized, both PERMLTY and PERCOLLG entered into the equation and were
significant at the 1 percent level when PERWALK was used as the dependent variable.
Therefore, this result lends further evidence to support the supposition that metropolitan
areas that contain communities with unique housing characteristics and economic strata
promote the use of non-motorized transportation modes.
FoR ALL MSAs, a strong inverse relationship appeared between not having a vehicle
available (NOVEHCL) and bicycling to work. This variable was significant at the 1 percent
level. This particular variable, however, did not appear in any of the regional equations.
Explanation of this is somewhat problematic. One possible reason for these regional
differences might be that persons too poor to own and operate a POV are forced to
commute to work by bicycle or some other non-POV mode. However, variables such as
median family income (labeled MEDINC) did not appear in any of the regional equations and
the percentage of families that are poor (labeled PERPOV) only entered into the regional
equation for the WEST. However, the percentage of the population that is unemployed
(labeled NOWORK) did enter into the equation for ALL MSAs, the WEST, and the SOUTH.
Another possible explanation is that workers who live so near to their place of employment
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:io not need to own a POV. If this were the case. it would be logical to expect that
variables such as POPDENS. P:Rwcc. and PERPCC would have entered into one or more of
!::e ragional eouations.

TABLE VI
VARIABLES THAT ENTERED THE STEPWISE REGRESSION EQUATIONS
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As mentioned, there appears to be some relationship between income and the propensity
to bicycle to work since NOWORK, a strong indicator of income, entered into three of the five
equations. Contrary to expectation, however, MEDtNC did not enter into any of the
equations and PERPOV entered only into the equation for the WEST, but was inversely
related. The variable OWNER, another strong indicator of income, entered the equation for
ALL MSAS with a negative sign, thus, reinforcing the assumption that income may have had
some effect on PERBIKE as well.
FOR all MSAS, except those in New England which

are an amalgamation of cities and towns,
are composed of entire counties and include some land designated as agricultural.(15)
The percentage of persons employed in agriculture (labeled PERAGRI) appeared in the
equation for ALL MSAS and for the WEST. In both of these equations, PERAGRt was significant
at the 5 percent level. Somewhat unexpectedly, however, PERAGRI did not enter the
equation for the SOUTH. An interpretation for this result could not be inferred. Moreover,
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?::RAGRI revealed itself as the dominant variable in the eauation for the NORTHEAST and was
significant at the 1 percent level.
FIGURE I
?IVE STRONGEST SIMPLE CORRELATIONS WITH PERBIKE
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THE percentage of the population employed in manufacturing (labeled PERMANU) and the
percentage ofthe population age 16 to 29 (labeled PER1629) entered only into the equation
for the NORTHEAST region; these variables did not enter into the equation for ALL MSAs nor
the other regional equations. These two variables were significant at the 5 percent and 1
percent significance levels, respectively.
Several variables related to minority status did not enter into any of the equations. The
variables labeled as PERFEMA (percentage offemales age 16 and over in the work force),
PERBLACK (percentage of population that is Black), and PERHISP (percentage of population
that is of Hispanic origin) were included as variables in order to test the supposition that
minority status is related to commuting to work by bicycle. Surprisingly, none of these
variables entered into any of the equations. However, the variable PERASIAN or the
percentage of the population that is Asian entered into the equations for ALL MSAS, NORTH
CENTRAL, and for the SOUTH. In the equation for ALL MSAs, PERASIAN was significant at the
5 percent level and for the NORTH CENTRAL and souTH equations, it was significant at the
1 percent level. The interpretation is that minority status, Asian in this case, does have a
small effect on choosing the bicycle as a commute alternative for making the trip to work.
This finding may also suggest that certain minorities may have less opportunity in securing
a residence that is in close proximity to their location of employment due to a host of
mitigating factors such as low income and housing segregation.

,,
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As pointed out by Hanson (1 0), there appears to be some correlation between weather
conditions and the level of bicycling. Testing this hypothesis in this paper is impossible due
to the fact thai weather information is not gathered as part of the Decennial Census data
collection function. However, based on historical trends. it is possible io draw some
inferences pertaining to regional weather patterns and each region's level of bicycling. The
regional means for PERBIKE were calculated as: WEST, 1.01; NORTH CENTRAL. 0.364;
NORTHEAST, 0.269; and souTH, 0.321. Not surprising, the highest levels of bicycling
occurred in the WEST. which typically has good year-round weather. and the lowest levels
oc:urred in ine "ORTH!:'I<ST , which typically has prolonged and more severe winters. Tabie
VII shows the regional differences in PERBIKE.

TABLE VII
REGIONAL DIFFERENCES IN P ERBIKE
RE<liOI~
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0.00
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CONCLUSIONS
WITHIN the U.S. and elsewhere, levels of bicycling varies greatly from metropolitan area to
metropolitan area. MSAS with relatively high levels of non-discretionary bicycling seem to
have urban densities that promote shorter trips, relatively temperate year-round climates,
and a large proportion of the population that are students, particularly college students.
The strongest finding from this paper reinforces what is already well-known about nondiscretionary travel by bicycling: commuting to work by bicycle is most prevalent in MSAs
that have unique communities within their statistical boundaries such as universities or
colleges. According to 1990 U.S . Census data, these unique types of MSAs enjoy the
highest levels of bicycling.
THIS was a static analysis, and the resuHs reported within do not provide much assistance
in determining temporal trends related to bicycle usage. A.Hhough the data used in this
paper were of an aggregate nature, they did provide some insight into the different factors
that influence bicycling to work at a metropolitan level. As mentioned, it would be hard to
model individualized travel behavior without first gathering the requisite data v ia case
studies or travel surveys within particular MSAS. The acquisition of individualized data are
required for maximum analytical flexibility and will certainly provide better insight into the
final determinants that influence bicycling than through the use of MSA-Ievel data.
UTILIZING the results from this study, what can be done to increase the level of bicycling?
The results from this analysis do not provide much guidance in this direction. Increasing
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the absolute numoer oi universities would be viewed as an inauspicious policy, at best.
However. heed should be given to the lessons learned from the unique MSAs that enjoy
high levels of bicycling. Wrth the prooer combination of education, publicity, incentives.
and planning, bicycle usage will likely spill over into other metropolitan areas and, thus.
gain a greater share of the national modal split. As Everett makes clear, "careful planning
and establishment of bike-routes where they will enjoy the greatest usage is essential for
the long-run viability oi bicycle transportation."(.ll)

IN the absence of similar studies, a set of factors have been presented in this paper that
ha,ve been largely neglected. Planners and engineers are well aware that practical
solutions for increasing the use of the bicycle are not often straightforward. Hopefully,
others will follow suit with studies of this nature that utilize a host of data ranging from
future Censuses, NPTS, travel surveys, and individualized case studies. These studies
will be a welcome addendum to these preliminary resu~s.
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