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Abstract
A key system is represented by an ordered rooted tree. We construct trees minimizing relevant cost functions. Our application
concerns interactive voice response (IVR), or automated telephone operators, for navigation purposes.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We determine the optimal design of key systems where alternatives are ordered. Such a system can be represented
by an ordered rooted tree T. Let N(T ) denote the set of nodes of T, let L(T ) denote the set of leaves of T. Siblings are
ordered from left to right. Deﬁne a cost function c on N(T ) recursively as follows. For the root r of T, let c(r)= 0. Let
n be a node of T with parent p and with t siblings before n. Then c(n) = c(p) + t + 1. Let L(T ) = {l1, . . . , lk}, where
c(l1) · · · c(lk). We associate with T the cost vector cT = (c(l1), . . . , c(lk)). Let
W = {(d1, . . . , dk) ∈ Rk : d1 · · · dk > 0}.
Our main problem is to ﬁnd trees T such that the scalar product cT · w is minimal, for a given weight vector w ∈ W .
We will also use the following notation. For a node n, let Tn denote the subgraph of T consisting of n, all descendants
of n and the edges connecting these nodes. Let T \Tn consist of all nodes in N(T )\N(Tn) and all edges connecting
these nodes.
Section 2 treats the case with equal weight, i.e., w = (1, . . . , 1). General weight vectors are treated in Section 3.
Applications to interactive voice response (IVR), or automated telephone operators, are described in Section 4.We start
with an example.
Example 1.1. An agency renting apartments has divided the city into 16 sections. The IVR instructs a customer “for
the inner city press one, for the inner northern suburbs press two, for the inner southern suburbs press three, . . . , for
the outer south-eastern suburbs press 16”. A customer interested in the inner city will press one as soon as the recorded
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voice says: “for the inner city press one”, whereas a customer interested in the outer south-eastern suburbs will listen
to all 16 alternatives before making his choice.
This particular design of the IVR, where the 16 sections are simply listed, is clearly a poor one for the unfortunate
user.We are interested in better design solutions. More precisely, our goal is to minimize the number of “button pressing
instructions”, i.e., statements of the type “for . . . press . . .” that users encounter. Our key assumption is that a user
makes his choice as soon as his alternative is read at each step in the selection process.
Consider ﬁrst the case with equal weights. One problem is to minimize the number of button pressing instructions for
reaching the average destination. A closely related problem is to minimize the number of button pressing instructions
for the most unfortunate user.
For the IVR described in the example, the average number of button pressing instructions for reaching a destination
is 8,5 and the maximal number is 16. Consider instead a design where the IVR for the same agency is represented by
a binary tree of height 4 with 16 leaves. Then the corresponding numbers are 6 and 8, respectively. On the other hand,
it is possible to design the IVR so that these numbers are 4,5 and 5, respectively, which is optimal (see Theorem 2.7
below). Section 4 contains a detailed discussion about applications.
2. Equal weights
In this section w = (1, . . . , 1) so that cT · w =∑l∈L(T )c(l) and our general main problem concerning minimizing
cT · w can be phrased as P1 below. We also consider the closely related problem P2 corresponding to minimizing the
cost in the worst case.
Problem P1. Given a ﬁxed integer k2, ﬁnd a tree T such that
∑
l∈L(T )c(l) is minimal and |L(T )| = k.
Problem P2. Given a ﬁxed integer k2, ﬁnd a tree T such that max{c(l) : l ∈ L(T )} is minimal and |L(T )| = k.
The next example illustrates a useful construction for solving P1 and P2.
Example 2.1. Let T be a tree where the root has s4 children, all of which are leaves. Then∑
l∈L(T )
c(l) = 1 + · · · + s = s(s + 1)/2, max{c(l) : l ∈ L(T )} = s.
For s4 we shall construct a tree with s leaves where the corresponding numbers do not exceed s(s + 1)/2 and s, but
where no nodes have as many as s children which are leaves.
Let T ′ be a tree where the ﬁrst child of the root has s/2 children, all of which are leaves. The root has another
s/2 children, all of which are leaves. Then |L(T ′)| = |L(T )| = s, and∑
l∈L(T ′)
c(l) = 2 + 3 + · · · + (1 + (s + 1)/2) + 2 + 3 + · · · + (1 + (s + 1)/2).
In particular, for s = 5∑
l∈L(T ′)
c(l) = 2 + 3 + 4 + 2 + 3 = 14, max{c(l) : l ∈ L(T˜ )} = 4,
∑
l∈L(T )
c(l) = 15, max{c(l) : l ∈ L(T )} = 5.
In general, for s4,∑
l∈L(T ′)
c(l)
∑
l∈L(T )
c(l), max{c(l) : l ∈ L(T ′)} = s/2<max{c(l) : l ∈ L(T )} = s.
Lemma 2.2. If T is a solution of P1, then T can be replaced by a tree T˜ , such that each node in N(T˜ ) has at most three
children in L(T˜ ).
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Proof. Let n be a node in T such that n has exactly s4 children l1, . . . , ls in L(T ). Since T is a solution of P1, these
leaves are the last s children of n. Assume that c(l1) = a + 1. Then
c(l1) + · · · + c(ls) = (a + 1) + · · · + (a + s) = sa + s(s + 1)/2.
Form the new tree T ′ from T by making l1 an internal node with s/2 children, all of which are leaves, and by
decreasing the number of children of n which are leaves to s/2.
For T ′, the children of n in L(T ′) correspond to the sum
z1 = (a + 2) + · · · + (a + 1 + s/2)
and the children of l1 in L(T ′) correspond to
z2 = (a + 2) + · · · + (a + 1 + s/2).
Then
z1 + z2 = sa + (2 + · · · + (1 + s/2)) + (2 + · · · + (1 + s/2))
sa + 1 + · · · + s = sa + s(s + 1)/2,
since s4.
One group of s siblings inL(T ) corresponds to two groups, both having at most s/2 elements, of siblings inL(T ′).
By successive applications of this procedure, we obtain T˜ . 
The proof of the next result is similar.
Lemma 2.3. If T is a solution of P2, then there are at most three leaves in each group of siblings in N(T ).
Lemma 2.4. If T is a solution of P1, then every node in N(T )\L(T ) has at least two children in L(T ).
Proof. Let n ∈ N(T )\L(T ). If all children of n are leaves, then it is obvious that n has at least two children.
Otherwise, let n1 be the last child of n which is not a leaf and put c(n1)= a. By the case already treated, n1 has two
descendants d1, d2 ∈ L(T ) where
c(d1)a + 1, c(d2) = c(d1) + 1.
Suppose that n has less than two children in L(T ) for a contradiction. If c(d2)> a + 2, then the tree obtained by
removing d2 and the connecting edge, and adding a new child of n contradicts T being a solution of P1. Indeed, the
cost of the new child is at most a + 2 since n is assumed to have at most one child in L(T ). The argument is similar if
n has no children in L(T ) and c(d2) = a + 2.
It only remains to treat the case when n has exactly one child in L(T ) and c(d2) = a + 2. Then n has exactly three
descendants in L(T ). The tree obtained by replacing all descendants of n by three children, all of which are leaves,
contradicts T being a solution of P1. Indeed, in terms of costs we replace the triple a + 1, a + 1, a + 2 by the triple
a, a + 1, a + 2. 
Lemma 2.5. Let 4k ∈ N, let T1, T2 be trees such that∑l∈L(T1)∪L(T2)c(l) is minimal given that |L(T1)|+|L(T2)|=k.
Then T1, T2 can be replaced by trees T˜1, T˜2 such that
|L(T˜1)| + |L(T˜2)| = k, |L(T˜1)| − |L(T˜2)|1.
Proof. Assume that |L(T1)| − |L(T2)|2 and that
max{c(l) : l ∈ L(T1)} = a.
By Lemmas 2.2 and 2.4, we may assume that there are two or three leaves in each group of siblings in N(T1) and
N(T2). It is enough to treat the case when the last child f in each group of siblings in T2 satisﬁes c(f )a. Indeed,
otherwise one can move one leaf from T1 to T2 without increasing the relevant sum. It follows that
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(a) the average cost for an element in L(T1) is at most a − 12 ;(b) the average cost for an element in L(T2) is at least a − 1.
First, we show the following claims.
(i) L(T2) contains a group of three siblings with average cost a − 1;
(ii) L(T1) contains a group of exactly two siblings with average cost a − 12 .
If (i) was not true, then the average cost for a leaf in L(T2) would be at least a − 12 . This contradicts T2 being a
solution of P1, since the average cost for a leaf in L(T1) is at most a − 12 and |L(T1)| − |L(T2)|2.
(ii) Assume that there is no such pair for a contradiction. Then the average cost is at most a− 32 for groups of exactly
two siblings in L(T1). For groups of three siblings in L(T1), the average cost is at most a − 1. Consequently, if we
remove one leaf with maximal cost from T1, then the average cost for the remaining leaves would be less than a − 1,
contradicting that T2 is a solution of P1.
Let p be the parent of the three siblings as in (i). Form a tree T ′2 by adding two children to the ﬁrst one of these
siblings. Then
∑
l∈L(T ′2)
c(l) =
∑
l∈L(T2)
c(l) + a + 1.
For a pair of siblings in T1 as in (ii), remove the one with cost a. The resulting tree Tˆ1 has a leaf with no siblings in
L(Tˆ1). It is easily seen that we can replace Tˆ1 by a tree T ′1 such that |L(T ′1)| = |L(Tˆ1)| and
∑
l∈L(T ′1)
c(l)<
∑
l∈L(Tˆ1)
c(l) = −a +
∑
l∈L(T1)
c(l).
If we replace T1, T2 by T ′1, T ′2, then the total cost has not increased, but |L(T ′1)| = |L(T1)| − 1, |L(T ′2)| = |L(T2)| + 1.
By successive applications of this procedure, we obtain T˜1 and T˜2. 
Deﬁnition 2.6. Construct the tree Ek with k leaves for k2 recursively as follows. For E2, E3 all nodes except the
root are leaves. For k4, let n be the ﬁrst child of the root of Ek . Put Ekn = Ek/2 and Ek\Ekn = Ek/2 (Fig. 1).
Fig. 1. The tree E16
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Theorem 2.7. Ek is a solution of P1 as well as P2 for all 2k ∈ N.
Proof. We ﬁrst prove the result for P1. Obviously E2, E3 are solutions. Let T be a solution of P1 where k4. Then
the ﬁrst child n of the root of T is a parent by Lemma 2.2. Let
n1 ∈ L(Tn), n2 ∈ L(T \Tn)
and n˜1, n˜2 be the corresponding leaves in T. Then
c(n˜1) = c(n1) + 1, c(n˜2) = c(n2) + 1.
Consequently,∑
l∈L(Tn)∪L(T \Tn)
c(l)
is minimal given that |L(Tn)| + |L(T \Tn)| = k. By Lemma 2.5 we may assume that
|L(Tn)| = k/2, |L(T \Tn)| = k/2.
By induction, one can choose Tn as Ek/2 and T \Tn as Ek/2.
As forP2, the result follows fromLemma 2.3 and the observation corresponding to Lemma 2.5, by a similar argument.

The next results are immediate consequences of Theorem 2.7.
Corollary 2.8. Let 2r ∈ N. Let T be a tree such that c(l)r for all leaves l ∈ L(T ). Then |L(T )|2r−1.
Corollary 2.9. Let T be a solution of P1 such that k = |L(T )|2.
(i) log2 k + 1/2
∑
l∈L(T )c(l)/k < log2 k + 3/2.
(ii) Let 1r ∈ N. Assume that 2rk < 2r+1. If k = 2r + r1 where r12r−1, then∑
l∈L(T )
c(l) = 2r−1(2r + 1) + r1(r + 2).
If k = 2r + 2r−1 + r2 where r2 > 0, then∑
l∈L(T )
c(l) = 2r−1(3r + 3) + r2(r + 3).
Remark 2.10. Construct the tree Fk with k leaves for k2 recursively as follows. For F 2, F 3, F 4 all nodes except
the root are leaves. For k5, let n be the ﬁrst child of the root of Fk . Put Fkn = F k/2 and Fk\Fkn = F k/2. Then Fk
is a solution of P1 but not of P2.
3. General weight vectors
In this section we consider general weight vectors w ∈ W , where
W = {(d1, . . . , dk) ∈ Rk : d1 · · · dk > 0}.
Recall from the introduction that for a tree T with leaves {l1, . . . , lk} where
c(l1) · · · c(lk),
the associated cost vector cT is deﬁned as cT = (c(l1), . . . , c(lk)). Let
C = {cT : T is an ordered rooted tree and |L(T )|2}.
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Example 3.1. Let w = (2, 1, 1, 1, 1, 1, 1, 1, 1, 1). Let T be the tree with |L(T )| = 10, where the ﬁrst child of the root
has four children in L(T ), the second child of the root has three children in L(T ) and the last three children of the
root are leaves. Then cT = (2, 3, 3, 3, 4, 4, 4, 5, 5, 5) and cT · w = 40, which is minimal for elements in C. Notice
that Tn has four leaves whereas T \Tn has six leaves, for the ﬁrst child n of the root. However, for any tree T ′ such
that |L(T ′)| = 10, |L(T ′m)| = 5, where m is the ﬁrst child of the root, one has c′T · w> 40. We conclude that an equal
distribution of leaves is not optimal for general weight vectors, in contrast to the case w = (1, . . . , 1).
3.1. An algorithm for optimal cost vectors
We shall construct a subset U ⊂ C containing cost vectors for essentially all optimal trees. First we need some
deﬁnitions and notation.
Deﬁnition 3.2. A set S ⊂ C corresponds to a complete set of optimal trees if it satisﬁes the following condition. For
every weight vector w ∈ W there exists a cost vector u ∈ S such that
u · w = min{v · w : v ∈ C}.
Deﬁnition 3.3. For a vector v ∈ Nk , deﬁne o(v) ∈ Nk as the vector with the same multiset of components as v, such
that
o(v)1 · · · o(v)k .
Assume that sets U2 ⊂ N2, . . . , Uk−1 ⊂ Nk−1 are given. For k > 2 let
Ak = {(1)(u + (1, . . . , 1)) : u ∈ Uk−1, u1 	= 1},
{(1, 2)(u + (2, . . . , 2)) : u ∈ Uk−2, u1 	= 1},
...
{(1, 2, . . . , k − 5)(u + (k − 5, . . . , k − 5)) : u ∈ U5, u1 	= 1}.
For 2 ik − 2 let
Bi =
{ {o((u + (1, . . . , 1))(v + (1, . . . , 1))) : u ∈ Ui, v ∈ Uk−i , |ui − vk−i |1}
for ik/2,
∅ for i > k/2.
Theorem 3.4. With notation as above, a setU ⊂ C corresponding to a complete set of optimal trees can be constructed
recursively as follows. Let U2 = {(1, 2)}. Then the set Uk ⊂ Nk for k > 2 is a subset of
{(1, 2, . . . , k)} ∪ Ak ∪
(
k−2⋃
i=2
Bi
)
,
and U =⋃∞k=2Uk .
Proof. Let u ∈ C ∩ Nk , u = cT for some ordered rooted tree T and w ∈ W ∩ Rk . Assume that
u · w = min{v · w : v ∈ C}.
It is enough to show that
 · wu · w,
for some
 ∈ {(1, 2, . . . , k)} ∪ Ak ∪
(
k−2⋃
i=2
Bi
)
.
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First, consider the case when u1 =1. Let S ⊂ N(T ) be the set of all children of the root before the ﬁrst sibling which
is not a leaf. It is easily seen that if |S|>k − 5, then
(1, 2, . . . , k) · wu · w.
It remains to treat |S|k− 5. Let T ′ be the subtree of T consisting of the nodes in N(T )\S and their connecting edges.
If |S| = l, then
cT = (1, 2, . . . , l)(cT ′ + (l, . . . , l))
for some tree T ′. It follows easily from the induction assumption that there exists a tree T˜ such that c
T˜
∈ Uk−l and
((1, 2, . . . , l)(c
T˜
+ (l, . . . , l))) · wcT · w.
We are done since (1, 2, . . . , l)(c
T˜
+ (l, . . . , l)) ∈ Ak.
It remains to consider the case when u12.
Let n be the ﬁrst child of the root. Then
cT = o((cTn + (1, . . . , 1))(cT \Tn + (1, . . . , 1))).
Put
u′ = cTn, u′′ = cT \Tn .
Then
u · w = (u′ + (1, . . . , 1)) · w′ + (u′′ + (1, . . . , 1)) · w′′,
where w′, w′′ are vectors formed by components of w. If u′, u′′ are not both in U, then there exist v′, v′′ ∈ U such that
v′ · w′ + v′′ · w′′u′ · w′ + u′′ · w′′
by induction. It follows that
o((v′ + (1, . . . , 1))(v′′ + (1, . . . , 1))) · w
(v′ + (1, . . . , 1)) · w′ + (v′′ + (1, . . . , 1)) · w′′
(u′ + (1, . . . , 1)) · w′ + (u′′ + (1, . . . , 1)) · w′′ = u · w.
Hence
o((v′ + (1, . . . , 1))(v′′ + (1, . . . , 1))) · w = u · w,
since u · w is minimal.
It is enough to show that
o((v′ + (1, . . . , 1))(v′′ + (1, . . . , 1))) ∈
k−2⋃
i=2
Bi .
It only remains to verify that the last component of v′ and v′′, respectively, differ by at most one. Assume that they
differ by more than one for a contradiction. Let Q′ be a tree such that cQ′ = v′ and let Q′′ be a tree such that cQ′′ = v′′.
Form a tree Q such that m is the ﬁrst child of the root, Qm = Q′ and Q\Qm = Q′′. Then cQ · w = u · w. It is possible
to construct a new tree Q˜ from Q such that
c
Q˜
· w<cQ · w
by “moving one leaf” of maximal cost either from Qm to Q\Qm, or from Q\Qm to Qm. Indeed, using the assumption
about the last components it is clear that one can construct such a tree Q˜ where exactly one leaf corresponds to a
decreased cost, and the other leaves correspond to the same cost. It follows that
c
Q˜
· w<cQ · wu · w,
contradicting that u · w is minimal. 
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Using the algorithm given in Theorem 3.4, we list sets U1, . . . , U10 corresponding to optimal trees on the last page.
The sets are minimal in the sense that for every  ∈⋃10i=1Ui , there exists a weight vector ∈ W , such that  ·<u ·
for all  	= u ∈⋃10i=1Ui .
4. Applications
Our application concerns designing interactive voice response (IVR), or automated telephone operators. The purpose
of the IVR is to direct the user to the desired destination. The key assumption is that a user makes his choice as soon
as his alternative is read at each step in the selection process. We are interested in minimizing the number of “button
pressing instructions”, i.e., statements of the type “for . . . press . . .” that users encounter. For example, suppose that a
user is guided by the following sequence of messages: “If s1 then press 1, If s2 then press 2”, (the user presses 2) . . . “if
s21 then press 21” (the user presses 21) . . . “wait for a representative” . . . . Here, the user had to listen to three button
pressing instructions.
We model an IVR as an ordered rooted tree where each leaf corresponds to a destination. For reaching the destination
represented by a leaf l, the user has to listen to c(l) button pressing instructions. Given the destinations, possibly with
different weights, we are interested in ﬁnding optimal trees.
Problem P1 and P2 concern the cost for the average destination and the most expensive destination, respectively. In
both cases Ek is a solution for k destination, as we have seen. If it is known that most users want to reach a speciﬁc
destination, one might want to design the tree so that this particular destination is easy to reach. Weight vectors are
used for systems with such preferences.
Of course it is always possible to design an IVR with k destination as Ek . The (non-mathematical) challenge is to
avoid too long and complicated instructions. There are k! ways to place the k destinations (since there are k leaves) and
all the internal nodes may be given any content, so the designer has a lot of ﬂexibility. Moreover, if the designer chooses
to deviate from Ek somewhere, the knowledge about optimal solutions can still be used for designing the remaining
subtrees in an optimal way.
As pointed out, the problem of designing an IVR is characterized by the fact that a user makes his choice as soon
as his alternative is read at each step in the selection process. This assumption is realistic provided that the alternatives
are well phrased, so that the user recognizes his alternative as soon as it is read.
In contrast, when reading a web page one is able to consider several links simultaneously and choose the appropriate
one. Consequently, the problem of designing web sites is not closely related to problems treated in this paper. As for
web sites, a much studied problem concerns minimizing the expected number of steps needed to visit the leaf pages
from a home page. One approach is creating “hotlinks”, i.e., shortcuts from web pages at or near the home page of a site
to popular pages in the network of pages (see e.g. [1,2]). Given a tree representing a web site, and weights representing
the popularity of leaf pages—a typical problem concerns constructing a new tree by adding at most one hotlink per
page so as to minimize the expected number of steps for reaching the desired leaf page.
A similar approach using hotlinks is not natural for designing an IVR. In particular, using methods of the same type
as the hotlink assignments in [1,2] when designing an IVR do not give good results. The reason is that although a
hotlink would save time for some users, it would waste time for others. More precisely, every user who encounters a
hotlink, but does not wish to use it, has to listen to one extra button pressing instruction in order to reach the desired
destination. In contrast, a hotlink on a web page does not delay any users.
U2: (1, 2).
U3: (1, 2, 3).
U4: (1, 2, 3, 4).
U5: (1, 2, 3, 4, 5), (2, 2, 3, 3, 4).
U6: (1, 2, 3, 4, 5, 6), (1, 3, 3, 4, 4, 5), (2, 2, 3, 3, 4, 4).
1974 K. Crona / Discrete Applied Mathematics 154 (2006) 1966–1974
U7: (1, 2, 3, 4, 5, 6, 7),
(1, 2, 4, 4, 5, 5, 6),
(1, 3, 3, 4, 4, 5, 5),
(2, 2, 3, 3, 4, 4, 5).
U8: (1, 2, 3, 4, 5, 6, 7, 8),
(1, 2, 3, 5, 5, 6, 6, 7),
(1, 2, 4, 4, 5, 5, 6, 6),
(1, 3, 3, 4, 4, 5, 5, 6),
(2, 2, 3, 3, 4, 4, 5, 5).
U9: (1, 2, 3, 4, 5, 6, 7, 8, 9),
(1, 2, 3, 4, 6, 6, 7, 7, 8),
(1, 2, 3, 5, 5, 6, 6, 7, 7),
(1, 2, 4, 4, 5, 5, 6, 6, 7),
(1, 3, 3, 4, 4, 5, 5, 6, 6),
(2, 3, 3, 3, 4, 4, 4, 5, 5),
(2, 2, 3, 3, 4, 4, 5, 5, 6).
U10: (1, 2, 3, 4, 5, 6, 7, 8, 9, 10),
(1, 2, 3, 4, 5, 7, 7, 8, 8, 9),
(1, 2, 3, 4, 6, 6, 7, 7, 8, 8)
(1, 2, 3, 5, 5, 6, 6, 7, 7, 8),
(1, 2, 4, 4, 5, 5, 6, 6, 7, 7),
(1, 3, 4, 4, 4, 5, 5, 5, 6, 6),
(1, 3, 3, 4, 4, 5, 5, 6, 6, 7),
(2, 2, 3, 3, 4, 4, 5, 5, 6, 6),
(2, 3, 3, 3, 4, 4, 4, 5, 5, 5).
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