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a b s t r a c t
Encoding and processing information in DNA-, RNA- and other biomolecule-based devices
is an important requirement for DNA based computing with potentially important
applications. To make DNA computing more reliable, much work has focused on designing
the good DNA sequences. However, this is a bothersome task as encoding problem is an
NP problem. In this paper, a new methodology based on the IWO algorithm is developed
to optimize encoding sequences. Firstly, the mathematics models of constrained objective
optimization design for encoding problems based on the thermodynamic criteria are set up.
Then, amodified IWOmethod is developed by defining the colonizing behavior of weeds to
overcome the obstacles of the original IWO algorithm, which cannot be applied to discrete
problems directly. The experimental results show that the proposed method is effective
and convenient for the user to design and select effective DNA sequences in silicon for
controllable DNA computing.
Crown Copyright© 2008 Published by Elsevier Ltd. All rights reserved.
1. Introduction
DNA computing, where computations are performed by biomolecules, is challenging traditional approaches to
computation both theoretically and technologically. Given its vast parallelism and high-density storage, DNA computing
approaches are employed inmany complex computational problems. Because DNA computing relies heavily on biochemical
reactions and is restricted due to technological difficulty, it may result in undesirable computations. Therefore, the problem
of data and information encoding on DNA bears an increasing interest upon both biological and non-biological applications
of biomolecular computing. It is also a fundamental, crucial problem in DNA computing.
However, encoding sequences design is a bothersome task as the encoding problem is an NP problem [1,2]. It is
computationally difficult because the size of the solution space – all possible sets of sequences of the specified length and
size – can be enormous (e.g. for sequences of length 10, there are more than 10370 sequences sets of size 100), and there is
no known efficient procedure that is guaranteed to find optimal sequences even for the simplest design criteria. As a result,
heuristic algorithms are used for encoding sequence design. GA is generally based onmanipulating populations of bit strings
using both crossover and mutation operators [3]. A DNA-based GA was proposed as an application of an evolution program
searching for good encoding sequences [4]. Wood and Chen [5] proposed and implemented a sequences design scheme
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suited for the royal road problem using GA. Particle SwarmOptimization (PSO) [6], which is a generic heuristic optimization
algorithm based on the concept of swarm intelligence, was also applied to produce good sequences for DNA computing [7].
Invasive Weed Optimization (IWO) is a novel numerical stochastic search algorithm mimicking the natural behavior
of weeds colonizing opportunity spaces for function optimization [8]. Adapting to their environments, invasive weeds
take advantage of opportunity spaces left behind by improper tillage; followed by enduring occupation of the field. They
reproduce rapidly bymaking seeds and raise their population. Their behavior changeswith time as the colony become dense
leaving lesser opportunity of life for the ones with lower fitness.
The rest of the paper is set out as follows. In Section 2, problem formulation and preliminaries are given; mathematics
models of objective optimization design for encoding problem are set up. The main results are stated in Section 3.
Conclusions are drawn and future studies are discussed in Section 4.
2. Problem formulation and preliminaries
2.1. The encoding problem
The encoding problem for DNA computing consists of mapping the instances of an algorithmic problem in a systematic
manner onto specific molecules and chemical protocols so that the resulting products contain, with a high degree of
reliability, the answers to the problem’s instances to enable a successful extraction phase. An optimal encoding would
maximize the likelihood of desired hybridizations while minimizing the occurrence of undesirable hybridizations and,
furthermore, lead to equilibrium reaction conditions favorable for retrieving the solution of the problem in the extraction
phase [1].
In otherwords, a good encoding should prevent unwanted hybridization errors during the computation phase and enable
easy retrieval of the answer(s) in the extraction phase. The design of good encodings relies heavily on unanswered questions
on the relevant biochemistry and the role of reaction conditions [9]. In fact, each successful instance of an algorithmic
problem in DNA computing relies heavily on designing or selecting proper DNA sequences to realize desired chemical
reactions and solution extractions.
2.2. Thermodynamic constraints criteria
In order to ensure that chemical reactions are controllable, some constraints have beenproposed in termsof the definition
of encoding problems, such as similarity, H-measure [10], secondary structure [10,11], continuity [10,12], free energy [11,
13], melting temperature [11,14], GC content [15], and so on. All the constraints focus on designing better DNA sequences
to reduce the possibility for undesirable chemical reactions [2]. However, the most natural and optimal criteria to solve
the encoding problem may be buried beneath the thermodynamics because it governs the kinetics of hybridization and
ligation [16]. For oligonucleotides up to about 50 bases in length, which are always utilized for performing DNA computing,
melting temperature and free energy are the two most crucial thermodynamic parameters.
Melting temperature (TM ) is the temperature in equilibrium at which 50% of the oligonucleotides have hybridized to
their perfect complements and 50% of oligonucleotides are separated. It is an important factor for efficiency of the reaction.
The accurate prediction of TM is particularly critical in the case of the PCR. Large errors in the TM estimation can lead to the
amplification of non-specific products or to an inappropriate hybridization performance in general.
It has been demonstrated that the method and thermodynamic parameters provided by Santa Lucia have performance
well in predicting the experimental TM of short single-stranded DNA sequences. The TM calculation is performed according
to the following equation.
TM = 1H◦/(R ln(CT/α))+1S◦ (2.1)
where R is the gas constant, CT is the concentration,1H◦ is the enthalpy and1S◦ is the entropy. Parameter α is set to 1 for
self-complementary and to 4 for non-self- complementary. Parameters 1H◦ and 1S◦ are calculated based on the nearest-
neighbor model [17].
Free energy (1G) is a thermodynamic quantity which can be used to determine if a reaction is spontaneous or not.
Reactions can be exothermic or endothermic. Exothermic reactions produce heat, 1G < 0. Endothermic reactions require
heat, 1G < 0. Therefore, 1G is the driving force for the reaction. Thus, well selected or designed encoding sequences
are those in which planned hybrids are most thermodynamically stable. It is perhaps the most important thermodynamic
quantity that relates enthalpy and entropy. Many physical properties of DNA sequences depend directly or indirectly on the
free energy. The change in 1G for a chemical reaction indicates whether it will be thermodynamically favored at a given
temperature.
X. Zhang et al. / Computers and Mathematics with Applications 57 (2009) 2001–2008 2003
2.3. Mathematics models for encoding problem
The encoding problem can be regarded as a constrained objective optimization problem and can be solved by using the
objective evolutionary method, because it has the advantage to provide multiple choices to users and makes the encoding
problem easy to choose among candidates. We set up optimization designmathematics models for encoding problem using
the thermodynamic criteria.
Definition 1. Define a function f (x) : {A, C,G, T } → {0, 1, 2, 3} as:
f (x) =

0, x = A,
1, x = C,
2, x = G,
3, x = T ;
(2.2)
where x is one of the four nucleotides. Then a sequence can be represented by corresponding to this number. The
complementary base of each DNA base can then be calculated by the following inverse function:
x = f −1({3} − f (x)) =

T , x = A,
G, x = C,
C, x = G,
A, x = T ;
(2.3)
where {3} represents an appropriate finite length sequence consisting of multiple copies of integer 3. The numerical
calculation can then be conducted base by base.
Definition 2. Define X = {x1, x2, . . . , xn}(1 ≤ i ≤ n) as the set of n sequences with the length l, xi is the Watson–Crick
complementary sequence to xi, 〈x, y〉 is the combination of sequences x and y, and xy is the concatenation of sequences x
and y in that order.
Objective function: In optimization problems, the establishment of objective function is very important, and it is also the
key of optimization design. It affects not only the quality of optimal design schemes, but also the optimal process. Therefore,
appropriate optimized targets should be chosen during the establishment of tractable objective function. In general, the
quality of a set of sequences can be measured from multiple perspectives. However, according to thermodynamic criteria,
free energy is the most important evaluation indicator.
Let |1G′(x, y)| be the minimum free energy released when non-specific hybridizations occur between sequence x and
sequence y. It can be calculated recursively by using dynamic programming. For knowing its detailed computation steps,
see Ref. [16]. Then, the objective function can be written as follows.
f (X) =
n∑
i=1
max(|1G′(xi, Y )|), (2.4)
here, the following combinations are considered for the 〈xi, Y 〉.
〈xi, xvxw〉, 0 ≤ i, v, w ≤ n;
〈xi, xvxw〉, 0 ≤ i, v, w ≤ n, i 6= w;
〈xi, xvxw〉, 0 ≤ i, v, w ≤ n, i 6= v;
〈xi, xvxw〉, 0 ≤ i, v, w ≤ n, (i 6= v) ∧ (i 6= w).
The determination of constraint condition: To reduce the probability of non-specific hybridizations, the TM should be
uniform, so we propose the following constraint condition for uniform melting temperature.
|TM(xi)− T ′M | ≤ d1, (2.5)
where T ′M is the target value of TM of DNA sequences, d1 is a threshold value.
In addition, if the same bases occur continuously in a sequence, the sequence can show unexpected structures. It could
be avoided by thermodynamic constraints, but the time complexity of the algorithmwhich calculates minimum free energy
is high. Then we propose another constraint condition:
n∑
j=1
(j− 1)N (i)j < d2, (2.6)
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where N (i)j denotes the number of times to which the same base appears j-times continuously in DNA sequence xi, d2 is a
threshold value. Therefore, the objective function with constraints is written as follows:
min f1G(X) =
n∑
i=1
max
(∣∣1G′(xi, Y )∣∣)
|TM(xi)− T ′M | ≤ d1,
n∑
j=1
(j− 1)N (i)j < d2.
(2.7)
2.4. Invasive weed optimization
As described by Mehrabian and Lucas [8], the IWO algorithm is an adaptive algorithm based on the metaphor of natural
biological evolution of weed colonizing in opportunity spaces for function optimization. Weeds are plants whose vigorous,
invasive habits of growth pose a serious threat to desirable, cultivated plants, making them a threat to agriculture. Weeds
have shown to be very robust and adaptive to change in environment. As a form of evolutionary algorithm, we attempt to
mimic robustness, adaptation and randomness of colonizing weeds. The algorithm is simple but has shown to be effective
in converging to optimal solutions employing basic properties, e.g. seeding, growth and competition, in a weed colony.
A solution to a given problem is represented in the form of a plant called aweed. The IWO techniqueworkswith an initial
population of p weeds dispersed on the d dimensional problem space with random positions. The weed i is represented as
Xi = (xi1, xi2, . . . , xid); where d represents the number of variable. The fitness of each weed is determined by evaluating
it against an object function. Afterwards, a member of the population of plants will produce seeds based on its fitness,
the colony’s fitness and the highest fitness, to simulate the natural survival of the fitness process. The generated seeds are
randomly distributed over the d dimensional search by normally distributed random numbers, withmean equal to zero, but
varying variance. This means that seeds will be randomly distributed such that they lie close to the parent plant. However,
standard deviation (SD), σ is given in σit = [(itmax − it)/itmax]n × (σi−σ f ) + σf , where itmax is the maximum number of
iterations, σit is the SD at the present time step, n is the nonlinear modulation index, σi is the initial SD and σf is the final SD.
The seed solutions are then evaluated and used to evolve the population if they provide better solutions than those weeds
with lower fitness in a colony. Usually, the process is also applied to their offspring to the end of a given run, to obtain a
best-fit solution, realizing competitive exclusion.
3. Experimental design and result
The original IWO algorithm can only optimize problems in which the elements of the solution are continuous real
numbers,while it can’t be applied to discrete problemsdirectly. Focusing on this encoding problem,wedeveloped amodified
IWO method by defining the colonizing behavior of weeds.
3.1. Description of IWO for the encoding problem
This paper presents a quick solution to search for good DNA sequences using the IWO algorithm. Let n DNA sequences of
m-mer form a DNA sequences set. We denote it as a plant. The detailed steps are given below.
(1) Initializing a population: A population of seeds is being randomly dispersed over the feasible search area. We could
calculate each seed’s fitness by putting its position into a designated objective function.
(2) Reproduction: Some members of the population of plants are allowed to produce seeds depending on their own,
and the colony’s, lowest and highest fitness. The number of seeds each plant produces increases linearly from theminimum
possible seed production to its maximum. Fig. 1 illustrates the procedure. Denote the best fitness of the colony as Fg , the
worst fitness of the colony as Fw and the fitness of the ith weed as Fi respectively. Accordingly, the numbers of seeds ith
produces can be calculated by Eq. (3.1).
Num_Seeds[i] = (Fi − Fw)/(Fg − Fw) ∗ (Smax − Smin)+ Smin. (3.1)
(3) Spatial dispersal: The generated seeds are being randomly distributed over the d dimensional search space by
normally distributed randomnumberswithmean equal to zero, but varying variance. Thismeans that seedswill be randomly
distributed such that they lie close to the parent plant. Accordingly, the position of new seed is given as follows:{
σit = [(itmax − it)/itmax]n × (σi − σf )+ σf
New Si = Mod(Parent’s positionwi + σit ∗ Randn(0, 1), 4) (3.2)
where the Mod (number, divisor) function returns the remainder after a number is divided by a divisor, Randn(0, 1) is a
normally distributed random number with mean equal to 0 and variance to 1.
(4) Competitive exclusion: If a plant leaves no offspring then it would go extinct. When themaximum number of weeds
in a colony is reached, eachweed is allowed to produce seeds according to themechanismmentioned in step 2. The produced
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Fig. 1. Seed production procedure in a colony of weeds.
seeds are then allowed to spread over the search area according to step 3. When all seeds have found their position in the
search area, they are ranked togetherwith their parents (as a colony ofweeds). Next,weedswith lower fitness are eliminated
to reach the maximum allowable population in a colony.
In this way, plants and offspring are ranked together and the oneswith better fitness survive and are allowed to replicate.
As mentioned in step 2, this mechanism give a chance to plants with lower fitness to reproduce, and if their offspring has a
good fitness in the colony then they can survive. The population control mechanism is also applied to their offspring to the
end of a given run, realizing competitive exclusion. This process continues until the maximum number of plants is reached;
now only the plants with lower fitness can survive and produce seeds, others are being eliminated. The process continues
until themaximum iterations has been reached andhopefully the plantwith best fitness is the closest to the optimal solution.
3.2. Constraint handing
The encoding problem belongs to constrained combinatorial optimization problems. Constraint handing has a decisive
impact on the quality of coding. Manymethods were proposed for handling constraints. Koziel et al. [18] grouped them into
four categories: methods based on preserving feasibility of solutions; methods based on penalty functions; methods that
make a clear distinction between feasible and infeasible solutions; and other hybrid methods. For IWO, some ideas from
the above constraint handling methods can be adopted. The most straightforward one is the method based on preserving
feasibility of solutions. In order to find the optimum in feasible space, all the weeds are initialized by feasible solutions, and
eachweed searches thewhole space but only keeps tracking feasible solutions. If infeasible solutions are found, the crossover
and mutation operators will be introduced. The mutation operation changes DNA base at a random position. The crossover
operator is implemented between infeasible sequence and feasible sequence within a DNA sequences set. Both operators’
processes continue until they generate enough feasible sequences. Using both operators showed empirically better results
than using one of operators.
3.3. Experimental results
To illustrate the effectiveness and performance of IWO algorithm for the encoding problem, we compared IWO with
other approaches [19,20]. In the experiment, parameters set up for the IWO algorithm for DNA encoding problem are given
in Table 1.
Here, we adopt three evaluation functions to show the performance of IWO by comparing our algorithm with other
approaches. These evaluation functions are described as follows.
(1) H-measure: H-measure for the given set of sequences is defined as follows:
FHD(P) =
n∑
i=1
n∑
j=1
HD(xi, xj) (3.3)
where xi and xj are parallel to each other. H-measure is divided by two terms. One term is for the overall discrete similarity
and the other is the penalty term for the continuous common subsequence. Formally, HD(x, y) is defined as follows:
HD(x, y) = Maxk(Hdis(x, Y [k,l+k])+ Hcon(x, Y [k,l+k])) (3.4)
where,
Hdis(x, y) = T
(
l∑
i=1
Eq(xi, yi), hdis × l
)
,
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Table 1
IWO parameter values for DNA encoding.
Symbol Quantity Value
N0 Number of initial population 10
itmax Maximum number of iterations 10000
pmax Maximum number of plant population 30
smax Maximum number of seeds 3
smin Minimum number of seeds 0
n Nonlinear modulation index 3
σinitial Initial value of standard deviation 5
σfinal Final value of standard deviation 1
xini Initial search area 0–3
Table 2
The sequences in Ref. [19] and the sequences by IWO.
IWO Deator et al.
AGACGCTACTCTGTGATGCC ATAGAGTGGATAGTTCTGGG
TAGTACGATATGGCGATGTC CATTGGCGGCGCGTAGGCTT
AGCATCGTTGAGGATTAGTG CTTGTGACCGCTTCTGGGGA
TAAGACTGAGACTCCCGTTT GAAAAAGGACCAAAAGAGAG
ATGTTCGCTCGAATACGGAG GATGGTGCTTAGAGAAGTGG
CCGGTCGCGCTAACGAATTA TGTATCTCGTTTTAACATCC
CATGTTTGCCAGCAAAGTCT TTGTAAGCCTACTGCGTAGC
Hcon(x, y) =
L∑
j=1
T (CEq(x, y, j), hcon × l),
Y = yy, L = 2l, 0 ≤ k ≤ l− 1, T (a, b) =
{
a, a > b
0, a ≤ b ,
CEq(x, y, i) =
{
c, if ∃c, s.t. xi 6= yi, xi+j = yi+j, for 1 ≤ j ≤ c, xi+j+1 6= yi+j+1
0, otherwise , 1 ≤ i ≤ l.
Eq(xi, yi) =
{
1, xi = yi
0, xi 6= yi, (3.5)
hdis is a real-value between 0 and 1, and hcon is an integer between 1 and l. Both values are set by user, and CEq(x, y, i)means
the length of continuous base pairing starting from ith base of sequence.
(2) TM :Melting temperature is an important factor for the efficiency of the reaction of DNA. So Tanaka et al. [21] proposed
the following evaluation function for uniform melting temperature:
f (TM) =
n∑
i=1
(TM(xi)− T ′M)2, (3.6)
where T ′M is the mean value of the TM of DNA sequences. We calculate melting temperature by using the nearest-neighbor
model [17].
(3) Free energy: According to thermodynamic criteria, free energy is the most important evaluation indicator. We adopt
the aforementioned objective function as the evaluation function for free energy:
f (1G) =
n∑
i=1
max
(|1G′(xi, Y )|) . (3.7)
First, we compared IWOwith Ref. [19]. In Ref. [19], a genetic algorithmwas used to design good sequences for Adleman’s
graph. The set of seven DNA sequences whose length is 20-mer, as shown in Table 2, and similarly, we also design a set
of DNA sequences with the same number and length, as shown in Table 2. The comparison results are shown in Fig. 2.
Our sequences show much lower free energy. This suggests the sequences made by IWO have much lower probability of
non-specific hybridizations, and the sequences designed by IWO have much more advantage in keeping a uniform melting
temperature; this strengthened the stability of a DNA duplex. It further implies a much higher probability to hybridize with
the correct complementary sequences.
To further clarify the validity of IWO, according to the evaluation of H-measure, we gave the H-measure average values of
sequences, as shown in Fig. 2.We can see that our sequences show lowerH-measure values. This indicates that our sequences
show better performance in H-measure, and also further illustrates the effectiveness and practicality of the thermodynamic
criteria.
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Table 3
The sequences in Ref.[20] and the sequences by IWO.
IWO Shin et al.
GCAGATTCCCGGATACTCAG GTGACTTGAGGTAGGTAGGA
GATGGATTTACCTTGCACCT ATCATACTCCGGAGACTACC
CTGGAAGCGTTTGCTAACTT CACGTCCTACTACCTTCAAC
CCTTCTCTCGTCTTCATACA ACACGCGTGCATATAGGCAA
ACGATCGATTAATGGGAGTC AAGTCTGCACGGATTCCTGA
ATAAGTAGGGACTGCTCTAC AGGCCGAAGTTGACGTAAGA
CCTAAGAACACAGGGCATAG CGACACTTGAAGCACACCTT
GTCCACTGTCAACGGTGAAA TGGCGCTCTACCGTTGAATT
ACGTCGGAGACCTCTGTTTA CTAGAAGGATAGGCGATACG
ACTCGCTATCGGTCATCTAT CTTGGTGCGTTCTGTGTACA
CATTGATATTGGCGGCGGTA TGCCAACGGTCTCAACATGA
CCTATAATTCGCCCACCCTC TTATCTCCATAGCTCCAGGC
GAGTGTGAGGAGGAAACCAG TGAACGAGCATCACCAACTC
GTACGACCAAGCTAGGCTAG CTAGATTAGCGGCCATAACC
Fig. 2. Comparison results between average values of Detea et al. and IWO.
Fig. 3. Comparison results between average values of Shin et al. and IWO.
Then, we compared the sequences in Ref. [20] generated by evolutionary algorithm. Shin et al. designed a set of 14 DNA
sequences whose length is 20-mer, as shown in Table 3. Fig. 3 shows comparison results in terms of the evaluation function
values of all sequences. It shows IWO can find better sequences in all measures.
4. Conclusions
In this work, the mathematics models of constrained objective optimization design for encoding problems based on the
thermodynamic criteria are set up. Then, we introduce a novel IWO algorithm that provides a new solution for the encoding
problem. Furthermore, the experimental result shows that the proposed method is effective for the encoding problem.
However, it is an attempt to investigate solving the encoding problem using IWO. To be useful in practical applications,
this effect should be further explored in different scenarios. In future work, we will investigate how our algorithm can be
further adapted so that much larger sets, such as used in microarray applications, can be designed efficiently. In addition,
the time complexity of the algorithm which calculates minimum free energy is high. It will further improve the accuracy of
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algorithms and reduce the complexity of calculation if combined with other methods. These will also be investigated in our
future work.
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