This paper explores a sweet spot between flow-insensitive and flowsensitive subset-based points-to analysis. Flow-insensitive analysis is efficient: it has been applied to million-line programs and even its worst-case requirements are quadratic space and cubic time. Flowsensitive analysis is precise because it allows strong updates, so that points-to relationships holding in one program location can be removed from the analysis when they no longer hold in other locations. We propose a "Strong Update" analysis combining both features: it is efficient like flow-insensitive analysis, with the same worst-case bounds, yet its precision benefits from strong updates like flow-sensitive analysis. The key enabling insight is that strong updates are applicable when the dereferenced points-to set is a singleton, and a singleton set is cheap to analyze. The analysis therefore focuses flow sensitivity on singleton sets. Larger sets, which will not lead to strong updates, are modelled flow insensitively to maintain efficiency. We have implemented and evaluated the analysis as an extension of the standard flow-insensitive points-to analysis in the LLVM compiler infrastructure.
Introduction
One of the design decisions facing a developer selecting a subset based points-to analysis is flow sensitivity. On one hand, flowinsensitive analyses are well understood, and techniques have been developed that make them quite efficient and scalable (e.g. [2, 12, 15, 19, 25, 27] , among many others). On the other hand, flowsensitive analyses promise potentially more precise results. Recently, there has been a resurgence of interest in techniques that reduce the previously prohibitive cost of flow sensitivity [14, 22, 31, 32] . This paper proposes a hybrid subset-based analysis algorithm that has desirable properties of both flow-insensitive and flowPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. POPL'11, January 26-28, 2011, Austin, Texas, USA. Copyright c 2011 ACM 978-1-4503-0490-0/11/01. . . $10.00 sensitive analyses. This "Strong Update" analysis provides the key precision benefit that flow sensitivity brings, strong updates. However, its performance is comparable to that of flow-insensitive analysis: in the worst case, it requires quadratic space and cubic time, and in practice, it is almost as fast as flow-insensitive analysis. More precisely, the strong update analysis requires O(V A) space and O(EV 2 ) time, where V is the number of pointer variables in the program, A is the number of variables whose address is taken (i.e. possible pointer targets), and E is the number of edges in the interprocedural control flow graph.
The idea that enables this good compromise is the realization that the precise points-to sets that matter most are also cheap to propagate, even flow sensitively. A strong update can only be performed if the may-point-to set of the dereferenced pointer corresponds to exactly one (runtime) target; otherwise, the analysis could not guarantee that any one of the possible targets is definitely overwritten. A necessary condition for this case is that the points-to set must be a singleton (i.e., contain one abstract target). When one strong update improves the precision of a given points-to set, the more precise set may enable a chain of further strong updates. Thus in order to be precise overall, an analysis must model these small sets precisely. Yet singleton sets are also very cheap to represent and propagate. In particular, it is possible to propagate singleton sets flow-sensitively without significantly increasing the asymptotic complexity of an otherwise flow-insensitive analysis or its practical running time.
Thus our strong update points-to analysis can be summarized as follows. It is a flow-insensitive subset-based analysis extended with flow-sensitive modeling of singleton sets, which are used to enable strong updates. The analysis maintains sound flow-insensitive points-to sets for all pointers. In addition, it provides flow-sensitive points-to sets for those pointers and at those program points where the sets are singletons. When a flow-sensitive set is available, the analysis uses it, possibly to perform a strong update. When no flow-sensitive set is available (because it is not a singleton), the analysis falls back to the flow-insensitive information. Although we have described the analysis here as a combination of two separate analyses, both analyses are intertwined in the actual algorithm and performed at the same time so that they can query each other. Thus the flow-sensitive analysis improves the precision of the flowinsensitive analysis, and the flow-insensitive analysis provides a fall-back to the flow-sensitive analysis when necessary.
This paper makes the following contributions:
• It identifies and discusses the characteristics of flow-sensitive analyses that give rise to improved precision over flow-insensitive analyses. It argues that strong updates are the most important such characteristic.
• It presents the hybrid strong update analysis algorithm, first as a system of constraints, and then as an algorithm extending the flow-insensitive algorithm.
• It shows that the worst-case complexity of the strong update analysis is the same as that of the flow-insensitive analysis, quadratic in space and cubic in time.
• It describes an implementation of the strong update analysis in the LLVM compiler infrastructure [24] . The implementation is available for download at http://plg.uwaterloo. ca/~olhotak/su.
• It experimentally evaluates the implementation on the SPECINT 2000 and SPECCPU 2006 benchmark suites [33] , shows that its practical performance is comparable to that of the flowinsensitive analysis, and that it performs 98% of the strong updates and propagates more precise sets than a flow-insensitive analysis at 98% of the loads at which a fully flow-sensitive analysis would.
The paper is organized as follows. Section 2 presents background material. It first defines the form of the intermediate representation on which the analyses work. It then presents a high level specification, in the form of subset constraints, of three existing analyses: a flow-insensitive analysis and a flow-sensitive analysis without and with strong updates. Section 3 presents the highlevel decisions guiding the design of the strong update analysis. It discusses the key benefits of flow sensitivity and assumptions about the intermediate representation that make analyses easier to express. It then presents, at the same high level of subset constraints, the strong update analysis for comparison with the existing flow-insensitive and flow-sensitive analyses. Section 4 presents the strong update analysis algorithm in detail. It also proves the worstcase complexity results. Section 5 presents details of the implementation of the strong update analysis in LLVM as an extension of the flow-insensitive analysis already existing in that framework. Section 6 presents results of an experimental evaluation of the strong update analysis measuring both its practical efficiency and the benefits to precision. The results show that the performance of the strong update analysis is comparable to that of the flow-insensitive analysis, and that the analysis provides the same benefits as a fully flow-sensitive analysis at 98% of stores and loads. Section 7 surveys other work related to efficient flow-sensitive points-to analysis. Finally, Section 8 concludes.
Background
This section defines the program model and the notation that will be used throughout the rest of the paper, briefly reviews flowinsensitive subset-based points-to analysis (often called Andersen's analysis [1] ), and specifies a flow-sensitive extension of that analysis.
The program model commonly used in the points-to analysis literature and in the points-to analysis implementation in LLVM represents the program using a control flow graph containing the four kinds of pointer-manipulating instructions shown in the left column of Figure 1 . More complicated statements that manipulate pointers (such as statements containing multiple levels of indirection) are decomposed into these basic instructions. The ADDROF instruction is used to model all statements that cause a pointer p to point to some new target a. This includes not only statements that take the address of a variable, but also statements that allocate new objects dynamically, in which case the pointer target is the statement at which the allocation takes place, the allocation site. The COPY instruction is used to model all copying of one pointer to another, including the interprocedural copying of arguments to procedure parameters due to procedure calls. The STORE and LOAD Figure 1 . Constraints for flow-insensitive subset-based points-to analysis instructions model dereferencing of and writes and reads through pointers.
For simplicity of presentation, we follow the LLVM convention of separating variables into two disjoint sets of top-level and address-taken variables. The set A is defined to contain all possible targets of a pointer, including address-taken variables and dynamic allocation sites. The set P contains all top-level pointer variables. The instructions in Figure 1 are restricted to operate only on toplevel pointers p, q ∈ P, except for the ADDROF instruction that takes the address of an address-taken variable a ∈ A. If a program contains a variable v violating this restriction (i.e. it has its address taken, and is also used in a copy, store, or load instruction), the program is transformed into an equivalent program that replaces v with a separate top-level pointer pv and target variable av by adding the instruction pv = &av and replacing all occurrences of v in the original program with * pv. The set of all variables is denoted V = P ∪ A. We use a, b, and c to range over A, p, q, and r to range over P, and v and w to range over V.
The flow-insensitive points-to relation pt : V → 2 A , is defined as the least solution to the subset constraints shown in Figure 1 . For each pointer in the program, it provides a set of targets to which the pointer may point. The solution can be computed by initializing all points-to sets to the empty set, then iteratively choosing a subset constraint that is violated and propagating the contents of the points-to set on the left-hand-side of the constraint into the righthand-side, thereby satisfying the constraint. In formal terms, this process is equivalent to applying a monotone function on the cartesian product lattice of the powerset lattices 2
A associated with each of the individual points-to sets. The height of this lattice is finite. The constraints therefore have a unique least solution, and the iterative process converges to it [10] .
The concretization of a given points-to analysis result is defined as all execution states in which the C expression v == &a evaluates to false for all v and a for which a ∈ pt(v).
The feature that distinguishes a flow-sensitive analysis from a flow-insensitive one is that the flow-sensitive analysis takes control flow between instructions into account and computes a possibly different result for each program point. The subset-based points-to analysis can be extended to be flow-sensitive as shown in Figure 2 . Each instruction is annotated with a label ∈ L to indicate its position in the control flow graph. The points-to relation is extended with an extra parameter that dictates the program point at which the points-to information applies. The notation and indicates the program points immediately before and after the instruction labelled , respectively. For example, pt[ ](v) gives the pointsto set of pointer v after the instruction labelled . The subset constraints modelling the four kinds of instructions are similar to those in the flow-insensitive analysis, except they now relate a points-to set before each instruction with a points-to set after that instruction. The new CFLOW constraints model the effect of control flow: whenever 2 follows 1 in the control flow graph, the points-to sets before 2 contain everything contained in the points-to sets after 1. The new PRESERVE constraint accounts for the fact that any pointers not affected by an instruction maintain the values that they had before the instruction executed. For each pointer v not in the kill set of the instruction, the points-to set after the instruction contains all the targets that were in the points-to
Figure 2. Constraints for flow-sensitive subset-based points-to analysis set before the instruction. For a simple implementation of a flowsensitive analysis, it is sufficient (and sound) to define all the kill sets to be empty, so that the PRESERVE subset constraints apply to every pointer at every instruction. Following past work on flow-sensitive points-to analysis, we focus on path-insensitive analysis (i.e. the analysis ignores condition expressions in conditional branches). Path-sensitive analyses are a different compromise in the tradeoff between analysis precision and efficiency, and they are beyond the scope of our study.
Additional precision can be obtained using strong updates, which are implemented in the analysis by defining kill sets that are not empty. A strong update occurs when it is known that an instruction completely overwrites a previous value of a given pointer. In this case, the pointer is listed in the kill set of the instruction to prevent the PRESERVE constraints from propagating the previous value of the pointer through the instruction.
To soundly include an abstract pointer v in the kill set, we must be sure that the instruction definitely writes to v, and that the abstract pointer v represents no more than a single concrete pointer in the execution of the program. For example, if v is a dynamic allocation site, an instruction may overwrite one but not all of the objects allocated there, so it would be unsound to include v in the kill set. In Section 5, we will define a set singletons ⊆ V of abstract pointers corresponding to a single concrete pointer at run time.
Precise kill sets to implement strong updates are defined in Figure 3 . Each of the ADDROF, COPY, and LOAD instructions overwrites a target top-level pointer p, so that pointer is in the kill set. For a STORE instruction * p = q, the kill set depends on the pointsto set of p before the instruction. If its size is greater than 1, the analysis cannot determine which of the targets will be overwritten, so the kill set is empty (because no specific target is certain to be overwritten). If its size is exactly 1, and the unique target a is in singletons, then the instruction will definitely overwrite a, so a is in the kill set.
For correctness, we must also consider the case when the pointsto set of p is empty. It is tempting but incorrect to suggest that in this case, the instruction cannot have any effect (except to dereference a null pointer, halting the program), so the kill set should be empty. Such a definition would violate the monotonicity of the subset constraints, which would invalidate the guarantee of a unique least solution and cause the analysis to loop forever on some programs without converging to a fixed point. Concretely, suppose the pointsto set of p before : * p = q were empty, so that PRESERVE constraints would be created at for all variables. Later, some target a might be added to the points-to set of p and therefore to the kill set of . This would entail the removal of the PRESERVE constraint for a. But this constraint might have been responsible for causing a to be in the points-to set of p in the first place, so fully removing the constraint would require removing a from the points-to set of p, thus forcing the constraint to be added back again. Thus the analysis would loop forever.
When the points-to set of p is empty, the correct definition of the kill set is V, the set of all variables. As a result, no PRESERVE constraints are generated until the points-to set of p becomes nonempty. No subset constraints ever need to be removed after they are generated, so the non-monotonicity of the constraints and nontermination of the analysis are avoided. Suggesting that a dereference of an empty points-to set kills the values of all pointers may be surprising, but it is sound. If p can only point to null, dereferencing p causes the program to abort, and therefore the values of any pointers before the null dereference cannot be observed anywhere in the program after the dereference. Since the statements after the null dereference are unreachable, from the point of view of abstract interpretation, their points-to sets should be ⊥, and indeed, in the points-to domain, this value corresponds to all points-to sets being empty.
Design Overview
In this section, we present the design objectives for the strong update points-to analysis. We begin with a discussion of the beneficial effects of flow sensitivity in a points-to analysis that are desirable in our strong update analysis. We then discuss the performance tradeoffs that are made to achieve those precision improvements.
Benefits of flow sensitivity
The advantage of flow sensitivity can be classified into two benefits: handling of straight-line code and strong updates. Of the two, strong updates generally provide the greater improvement in precision. The strong update algorithm that we will present aims to provide the benefit of strong updates at a cost comparable to that of a flow-insensitive analysis. The flow-sensitive points-to analysis that was presented in Figure 2 provides some improvement in precision even without strong updates (i.e. when all of the kill sets are defined to be empty). If the program being analyzed contains code that is not inside any loop and can never be executed more than once, a flow-sensitive analysis can determine that facts established at the end of such code do not yet hold at the beginning of such code. For example, consider the short program in Figure 4 . The program sets pointer a to point to b in line 4 and then to c in line 5. A flow-insensitive analysis would report that pt(a) = {b, c}. A flow-sensitive analysis, even one without strong updates, would determine that after line 4, a does not yet point to c: pt [4] (a) = {b}. Thus flow sensitivity improves precision for this program even without strong updates.
However, this benefit is brittle: if the same code appeared inside a loop, the analysis would determine that pt[ ](a) = {b, c} at all points . More generally, we can show that the points-to sets at every point inside a given loop are always identical: Proposition 1. Suppose that there is a cycle in the interprocedural control flow graph leading from 1 to 2 and back to 1. Then if all the kill sets are empty, pt
Proof. The cycle in the control flow graph induces a similar cycle of CFLOW and PRESERVE constraints pt
Most of the code of most programs is found inside loops. Many compiler optimizations target loops because loop bodies are where the most frequently executed code appears. Even many long straight-line sequences of code occur inside a large outer loop. For example, long-running programs such as web servers or database servers run most of their code inside an outer loop that handles individual requests. Relying on code to be outside of any loop is also brittle. For example, when a program is incorporated into a benchmark suite, it is generally invoked from a test harness that executes it multiple times, in a loop. In all of these cases, due to Proposition 1, a flow-sensitive analysis without strong updates would compute the same points-to sets at all program points inside the loop. That is, its result would be no more precise than that of a flow-insensitive analysis.
We therefore focus the design of the strong update analysis algorithm on providing the benefits of strong updates at low cost. The benefit of precisely handling straight-line code is minimal, and it is difficult to achieve without an expensive analysis that maintains distinct, large points-to sets at different program points. On the other hand, we will show how to achieve the more significant benefit of strong updates within the quadratic space and cubic time bounds of a flow-insensitive analysis.
Using SSA form for strong updates of top-level variables
The kill sets from Figure 3 define strong updates of both top-level variables (the first definition in the figure) and of address-taken pointer targets (the second definition). It is well known that the effect of strong updates of top-level variables can be easily achieved by first converting the program to Static Single Assignment (SSA) form [9] . In SSA form, every variable is written to only once. Conversion to SSA form requires identifying all of the writes to a variable. Therefore, for a program with pointers, SSA conversion requires points-to information to enumerate the indirect writes to variables through pointers, so full SSA conversion cannot be done before the points-to analysis. However, since top-level variables cannot be accessed through pointers, it is possible to convert the top-level variables into SSA form prior to points-to analysis. Specifically, we require the program to be converted to strict SSA form, which enforces that every use of a variable is dominated by its (unique) definition. We can show that for a program whose toplevel variables are in strict SSA form, a flow-insensitive analysis provides the precision of flow-sensitive analysis with strong updates for top-level variables:
Proposition 2. Given a program whose top-level variables are in strict SSA form, a top-level variable p whose unique definition is at d , and an arbitrary label u at which p is used, a flowsensitive points-to analysis with strong updates will determine that pt
Proof. Since the program is in strict SSA form, there is a path in the ICFG from
(p) (using CFLOW and PRESERVE constraints and the fact that no instruction other than d kills p). Notice that in the constraints in Figure 2 , whenever the points-to set pt[ ](p) of a top-level variable p appears on the right-hand side of a constraint, either there is a definition of p at , or the left-hand side of the constraint also contains the same top-level variable (i.e., the constraint is Figure 5 . Constraints for flow-sensitive subset-based points-to analysis on SSA form where is some other label). The only label for which there can be a constraint whose left-hand side is not a points-to set of p is d , the unique definition of p. Therefore, every path {a}
Since the analysis finds the least solution, the only pointer targets in pt[ u](p) will be ones for which there is such a path, and are therefore also in pt
As a result of Proposition 2, we can merge all of the flowsensitive points-to sets pt[ * ](p) of p into a single flow-insensitive points-to set pt(p) without reducing the precision of the analysis. The subset constraints after this simplification are shown in Figure 5 . Note that the CFLOW and PRESERVE constraints for a top-level variable p reduce to the trivial pt(p) ⊆ pt(p) and are therefore not needed. While this analysis is as precise as the flowsensitive analysis, it has regained some of the simplicity of the flowinsensitive analysis. The space required to store the points-to sets has been reduced from O(|V||L||A|) to O(|P||A| + |A| 2 |L|). SSA transformation has also been used as a preparatory step for sparse analysis of top-level variables [17] , which follows def-use chains between top-level variables instead of paths in the control flow graph. SSA form simplifies these def-use chains.
Quadratic-space representation of points-to sets of pointer targets
To achieve space requirements that are quadratic in the size of the program, we must further reduce the |A| 2 |L| term in the above bound, which is due to the size of the points-to sets pt[ ](a) of address-taken variables. The strong update algorithm does this by taking advantage of the following insights:
• Most of the precision benefit of flow-sensitivity comes from strong updates.
• A strong update requires the points-to set of the dereferenced pointer to contain at most one pointer target.
• A singleton points-to set is cheap to store and manipulate.
• Any larger points-to sets will not directly enable strong updates, so there is little benefit in spending much space or time storing them.
Therefore, the strong update analysis stores points-to sets of pointer targets flow sensitively when they are singletons, and only flow insensitively when they are larger.
To implement this, we define the singleton-set lattice S as shown in Figure 6 . An element of this lattice is either the empty set, a singleton set, or indicating some larger set. For each program point and for each pointer target a, the analysis stores an element of this lattice su[ ](a). However, unlike in a constant propagation analysis, the value of in the strong update analysis does not immediately imply that a pointer can point to anything. Instead, the analysis also stores a flow-insensitive points-to set pt(a) for each pointer target a to be used when the flow-sensitive analysis indicates . The STORE constraint updates both pt(a) and su[ ](a) if {} {a} {b} {c} · · · Figure 6 . The singleton-set lattice S Figure 7 . Constraints for Strong Update Analysis the points-to set of the variable q being stored is a singleton (and sets su[ ](a) to if it is not). When the LOAD constraint needs the points-to set of a at , it first looks for a possible singleton by consulting su[ ](a); if this returns , it falls back on the points-to set pt(a). This is implemented by the ptsu function in Figure 7 . Only the small su sets need to be propagated flow-sensitively along the control flow edges of the program, so the CFLOW and PRE-SERVE constraints act only on these sets. The possibly large pt sets are stored only once for the whole program. As a result, the space bound of this representation is O(|P||A| + |A| 2 + |L||A|), reflecting the space requirements of the points-to sets of P, the points-to sets of A, and the sets su, respectively. Of course, it is possible to construct examples on which this simplification loses precision compared to a fully flow-sensitive analysis: p = &a; *p = &b; if(*) *p = &c; else *p = &d; q = *p; r = *q; Both the strong update analysis and the flow-sensitive analysis will perform strong updates at all three stores. At the final load, su[ ](a) = due to the control flow merge, so the flow-insensitive points-to set pt(a) = {b, c, d} will be propagated to r in the strong update analysis, whereas the flow-sensitive analysis would propagate {c, d}. However, as we will see in Section 6, such examples are very rare in practice.
Although the asymptotic complexity of the strong update representation is low, we should also consider actual behaviour on realistic programs. In most programs, only a small number of pointer targets a will have singleton points-to sets at a given label. Thus the representation of the sets su[ ] at each program point should be worst-case linear not only in |A|, but also in the (much smaller) subset of pointer targets a for which su[ ](a) is a singleton. Since su[ ](a) = for most values of a, we use a map storing only those pointer targets whose associated value is not , and default to when we do not find a particular pointer target in the table. There is one other special case, however. Following a store through a pointer p whose points-to set is empty, su[ ](a) = {} for all values of a. Therefore, in our implementation, we use a boolean flag to indicate this special value. When the flag is true, su[ ](a) = {} for all values of a. When the flag is false, a map stores the values of su[ ](a) other than , and is returned when a pointer target is not found in the map. This hybrid representation is compact in all of the common use cases. As we will see in Section 6, the mean number of entries in each map is less than 2.2 in all of the SPEC benchmarks.
Sparse Allocation of Labels
Almost all practical flow-sensitive analyses share the representation of flow-sensitive facts for successive program points at which the facts cannot change, and the same can be done for the strong update analysis. We do this by removing redundant labels from the program representation. In our discussion thus far, every instruction was assigned its own unique label . However, most instructions do not change the points-to sets of address taken variables a ∈ A. The only instructions whose outgoing su value is different from its incoming su value are STORE instructions, instructions with multiple control flow predecessors (i.e. control flow merges), and the very first instruction in the program.
When it is certain that the su sets at one instruction are identical to those at its predecessor, we assign both instructions the same label. Specifically, we relabel the instructions in the program in the following way. First, every STORE instruction is assigned a unique label. Second, at every control flow merge point, we add a new no-op instruction and give it a unique label. The su value computed at this label will be the join of the su values at the control flow predecessors. Third, we add a no-op instruction at the very beginning of the program and also give it a unique label. The su value computed at this label will be λa. , meaning that no flow-sensitive information is known. Finally, we label every other instruction with the label of its (unique) control flow predecessor. As a result, every label in the program can be classified as either a store, a merge, or a clear (the beginning of the program). In particular, every LOAD instruction in the program is now labelled with the same label as the most recent instruction at which the su value may have changed.
After this relabelling process, it is necessary to update the references to program points in the constraints from Figure 7 . The notation and for the program points immediately before and after the instruction at may no longer designate the appropriate program points when there are multiple instructions with the same label . Instead of distinguishing su[ ] and su[ ], the strong update analysis algorithm defines one strong update value su[ ] for each label . The value su[ ] is defined to describe the program state at the point immediately after the first instruction at label . By construction, this first instruction is always a STORE or a no-op. Because a STORE instruction is always the first instruction at its label, the su[ ] in the STORE constraint from Figure 7 is equivalent to su[ ], where is the new label of the instruction. Similarly, because a LOAD instruction always comes after the first instruction at a label, the ptsu[ ] in the LOAD constraint is equivalent to ptsu[ ], where is the new label of the instruction. Thus, in the remainder of this paper, we no longer use the notation and , but use simply to refer to the program point immediately after the first instruction with label .
Strong Update Analysis Algorithm
This section presents the strong update analysis algorithm used to solve the constraints of Figure 7 . The algorithm is an extension of the flow-insensitive subset-based points-to analysis algorithm already implemented in LLVM and other compilers. We therefore begin with a brief review of that algorithm, and follow it with an explanation of the extensions that enable strong updates.
The original flow-insensitive algorithm that solves the constraints of Figure 1 is shown in Figure 8 . The core data structure, 1 foreach ADDROF constraint p = &a do pt(p) ∪= {a}; worklist ∪= {p} od 2 foreach COPY constraint p = q do graph ∪= {q → p} od 3 while worklist = {} do 4 remove a variable v from worklist Figure 8 . Original Flow-insensitive Points-to Analysis Algorithm in LLVM graph, maintains a set of edges corresponding to the subset constraints being solved. The presence of the edge v → w corresponds to the subset constraint pt(v) ⊆ pt(w). The graph is initialized with the constraints corresponding to COPY instructions in Line 2, and the constraints induced by STORE and LOAD instructions are added to it as they are discovered during the analysis. The worklist keeps track of the variables v ∈ V whose points-to set has grown since the variable was last processed. The body of the main loop in Lines 3 to 13 is executed for each such variable. In Lines 9 to 12, the new elements are propagated along the edges in the constraint graph; as a result, all of the subset constraints with v on their lefthand side become satisfied. Any other variables whose points-to sets grow in the process are added to the worklist. Lines 7 and 8 and the ProcessLoad and AddEdge helper procedures add new subset constraints induced by STORE and LOAD instructions to the graph. Whenever a new constraint v → w is added, the AddEdge procedure immediately propagates the existing contents of pt(v) into pt(w) in Line 18. This is necessary because the normal propagation in Lines 9 to 12 propagates only the part of the points-to set that was added since the last propagation. The algorithm maintains the invariant that if for any variable v, there may be a constraint pt(v) ⊆ pt(w) that is not satisfied, then v is on the worklist. Therefore, once the worklist empties, all of the constraints are satisfied. Every iteration increases the size of oldpt(v), and since every oldpt is a subset of A, the iteration must eventually terminate.
The extended algorithm that enables strong updates and solves the constraints of Figure 7 is shown in Figure 9 . The lines marked with asterisks are additions to the original flow-insensitive algorithm. Lines not marked with asterisks are identical to or only trivially changed from corresponding lines in the flow-insensitive algorithm of Figure 8 .
An important change is in the worklist: in the strong update algorithm, the worklist holds not only variables v whose subset constraints need to be reprocessed, but additionally labels whose su constraints need to be reprocessed. More precisely, the algorithm maintains the following invariants:
1. If there is a constraint pt(v) ⊆ pt(w) that is not satisfied, then v is on the worklist.
2. If there is a LOAD or STORE instruction dereferencing p that induces subset constraints not already in graph, then p is on the worklist. The first two invariants were already present in the original flowinsensitive points-to analysis algorithm. Invariant 3 is a variation of Invariant 1 adapted to the modified constraint involving ptsu that is induced by a LOAD instruction. Invariants 4 and 5 ensure that all violated constraints involving su are tracked by the worklist and eventually satisfied. We will explain how the invariants are maintained shortly.
First, however, we explain how the algorithm processes a label appearing on the worklist. As was explained in Section 3.4, each label is associated with either a clear, a control flow merge, or a unique store instruction : * p = q. The first two possibilities are handled in the obvious manner in Lines 17 and 18. The interesting case is that of a STORE instruction. If pt(p) is empty, then su[ ] remains at ⊥ (i.e. λa.{}), as was explained in Section 2, so nothing needs to be done (Line 20). Note that it is not possible for pt(p) to be empty when su[ ] is not ⊥, because all of the code that modifies su[ ] is conditional on pt(p) being non-empty, and pt(p) never shrinks, so once it is non-empty, it can never become empty again. When pt(p) is non-empty, the algorithm needs to establish the constraints ∀a ∈ pt(p) . pt(q)
su[ ](a) due to the STORE instruction. The algorithm first converts pt(q) into an element of the singleton set lattice of Figure 6 , substituting if pt(q) is not a singleton set; this is done by the PtToSu procedure. Then a strong or weak update is done to su[ ]. If the points-to set of p is a singleton {a}, the target a of p is certain to be overwritten by the store, so the algorithm simply assigns PtToSu(q) to su[ ](a), overwriting the existing value (which came from the control flow predecessor of in Line 21). This is a strong update (Line 24). If pt(p) is not a singleton, weak updates to all the locations a to which p may be pointing are performed, by joining PtToSu(q) with the existing value of su[ ](a) which came from the control flow predecessor of (Line 25). The processing of LOAD instructions is updated to take advantage of the flow-sensitive information available in su in Lines 34 1 foreach ADDROF constraint p = &a do pt(p) ∪= {a}; worklist ∪= {p} od 2 foreach COPY constraint p = q do graph ∪= {q → p} od 3 while worklist = {} do 4 remove a variable v or a label from worklist 5 if a variable v was removed then if v → w ∈ graph then graph ∪= {v → w}; pt(w) ∪= pt(v); if pt(w) changed then worklist ∪= {w} fi fi 40 endproc 41* proc PtToSu(q) 42* if |pt(q)| ≤ 1 and pt(q) ⊆ singletons then return pt(q) else return fi 43* endproc The algorithm must ensure that it maintains the invariants enumerated earlier. Invariants 1 and 2 are guaranteed by the existing code from the original flow-insensitive algorithm and by the similar addition of p to the worklist in Line 36. Invariant 3 for a LOAD : * p = q can be violated when, for some a ∈ pt(p), either su[ ](a) changes, or su[ ](a) = and pt(a) changes. The first case is handled by Line 29, which calls ProcessLoad, which updates pt(p) to restore the invariant in Line 36. The second case is handled the same way as in the original flow-insensitive algorithm: when su[ ](a) becomes , an edge a → p is added to graph in Line 35, which establishes the invariant and ensures that it remains established in response to changes in pt(a) using the normal propagation code of Lines 12 to 15. Invariant 4 applies to constraints modelling control flow in the program. Line 28 restores the invariant by ensuring that whenever su[ ] changes, every control-flow successor of is added to the worklist. Invariant 5 is the most complicated. For a given STORE : * p = q, the invariant can be invalidated when either pt(p) or pt(q) grows. Growth of pt(p) is detected by the loop on Line 8. Growth of pt(q) is handled by Line 9, by adding all affected stores to the worklist. The affected array is used to keep track of all the STORES : * p = q whose invariant may be invalidated by a change in pt(q). These are all stores whose righthand side is q, but excluding those for which pt(q) was already seen to be a non-singleton in Line 22 and whose su values are therefore already . Line 22 ensures that the affected array is correctly maintained.
The invariants ensure that when the worklist is empty, all of the constraints of Figure 7 are satisfied. A variable v is added to the worklist only when pt(v) grows. A label is added to the worklist only when some su[ ] grows or when labels a STORE * p = q and either pt(p) or pt(q) has grown. Since each pt(v) and su[ ] can grow only a finite number of times, the algorithm eventually terminates at a fixed point that satisfies all of the constraints. Since each update of pt(v) or su[ ] is the application of a monotone function, and since the algorithm begins with all of these values at ⊥, the fixed point at which it converges is the least fixed point of all the constraints.
Worst-case complexity
As we have already discussed in Section 3.3, the strong update algorithm maintains the quadratic space bound of the flow-insensitive points-to analysis algorithm. We will now show that the strong update algorithm also maintains the cubic time bound of the flowinsensitive algorithm.
For the worst-case analysis, we assume that the set propagation operation s1 ∪= s2 takes time proportional to the size of the set being propagated (i.e. O(|s2|) time).
Lemma 1. The total number of times that a variable is removed from the worklist is O(|V||A|), and the sum of the sizes of all the sets ∆ computed in Line 6 is also O(|V||A|).
Proof. A given variable v is added to the worklist only when pt(v) changes. Since the maximum size of pt(v) is |A|, and elements are never removed from pt(v), pt(v) can only change |A| times. Moreover, the sum of all the increases in the size of pt(v) is at most |A|. Thus a variable is added to the worklist O(|V||A|) times and the sum of the sizes of ∆ is also O(|V||A|).
Lemma 2. The total number of times that a label is removed from the worklist is O(E|A|)
, where E is the number of edges in the interprocedural control flow graph.
Proof. A given label is added to the worklist only when su[ ] changes for some ∈ pred( ), or, if is a store * p = q, when pt(p) or pt(q) changes. The total number of times that the former can happen is at most 2E|A|, since for any given a ∈ A, su[ ](a) can change at most twice (from an empty set to a singleton, then to ). The total number of times that the latter can happen is 2|A| for any given store, or a total of 2|L||A| times. Since every label in the control flow graph has a predecessor (else it would not be reachable), |L| < E, and so the total number of times that a label can be added to the worklist is O(E|A|). In general graphs, the number of edges can be up to quadratic in the number of vertices. However, it is well known that control flow graphs are very sparse, since most instructions have one successor, some have two (conditional branches), and few rare ones have more (switch statements and indirect function calls). Other complexity analyses of flow-sensitive points-to analysis also rely on this empirical fact [13] .
An improvement: equivalence to top-level variables
The precision of the strong update algorithm can be further improved "for free" by a small extension to the lattice from which su[ ](a) values are chosen. Given a store * p = q where pt(p) = {a}, the lattice presented so far (and shown in Figure 6 ) can represent the fact that pt(a) is a singleton set after the store, if pt(q) happens to be a singleton set. However, the analysis can be easily extended to track that pt(a) = pt(q) even when pt(q) is not a singleton, and this extension has no effect on the asymptotic complexity. In the extended analysis, su[ ] maps each address taken variable a to a pair α, β . The α component is a value from the singleton set lattice, as in the original analysis. The β component is an element of the lattice shown in Figure 10 : it is either a top-level variable p, or or ⊥. For example, the pair su[ ](a) = {b}, p indicates that at , pt(a) = {b} = pt(p), while su[ ](a) = , p indicates that although pt(p) may not be a singleton set, pt(a) = pt(p).
To adapt the algorithm to this extended lattice, only minor changes are needed. The if statement in Line 42 is updated to return pt(q), q in the then clause and , q in the else clause. To take advantage of the additional information, an extra else-if clause is added to the if statement in Line 34. When su[ ](a) is , q but not , , this new clause calls AddEdge(q, p) so that the contents of pt(q) (which the su information says are equal to pt(a)) are propagated to pt(p).
This simple extension increases the height of the lattice that su[ ](a) ranges over from 3 to only 4, so it does not affect the asymptotic complexity of the algorithm and has a negligible effect on actual running times. Knowing that pt(a) = pt(p) when pt(p) is not a singleton may not directly enable additional strong updates, but it can yield some improvement in analysis precision.
Constraint optimization
For flow-insensitive points-to analysis, several techniques have been developed to speed up the analysis by simplifying the subset constraints [12, 15, 16, 26, 28] . With suitable modifications, these techniques can also be used for strong update analysis. We have adapted and implemented strong update versions of the three techniques used in LLVM: Hash-based Value Numbering (HVN), HVN with Union (HU), and Hybrid Cycle Detection (HCD).
HVN and HU
Both HVN and HU, as well as the earlier Off-line Variable Substitution (OVS) [28] , are intended to simplify the original constraints before the constraint solving begins. All three of the techniques perform the following two steps: 1. Identify top-level pointers whose points-to sets are known to be equal.
2. Merge the nodes representing these top-level pointers and update all the subset constraints to refer to the newly merged node.
The techniques differ in how aggressive they are in Step 1: each technique finds possibly different sets of pointers that are provably equal. All three techniques are based on the idea of a subset graph [28] (also called the pointer assignment graph [25] and the offline constraint graph [16] ). Nodes in the graph are top-level pointers p, addresses &a, and dereferences * q, and edges in the graph correspond to the ADDROF, COPY, and LOAD statements from Figure 1 . For each node of the subset graph, we can define a subset-graph points-to set pt SG as follows: pt SG (p) = pt(p), pt SG (&a) = {a}, pt SG ( * q) = a∈pt(q) pt(a). All three techniques depend only on the following property of the subset graph.
Proposition 3. For every top-level pointer p, pt(p) is the union of pt SG (α), where α ranges over all predecessors of p in the subset graph.
The techniques merge pointers appearing in a common cycle in the subset graph and pointers having similar ancestors in the subset graph. The three techniques differ in their precise definition of similar ancestors and the method used to compute them. HU finds more pointer equivalences than HVN, but HU takes cubic time while HVN takes only quadratic time. Therefore, LLVM uses the more aggressive HU, but precedes it with a pass of HVN to reduce the size of the input to HU and therefore its cost.
Thanks to the use of SSA form as described in Section 3.2, the strong update algorithm models top-level pointers flow-insensitively. Therefore, the strong update analysis can merge top-level pointers (Step 2 above) in the same way as the flow-insensitive algorithm. It is only Step 1 that must be adapted to the strong update algorithm, since the increased precision may cause different pointers to have equal points-to sets than in a flow-insensitive analysis.
The only change needed is to separate dereference nodes by program point label (i.e. change nodes of the form * q to the form : * q), since in the strong update algorithm, the result of a load from * q depends on the location of the load. The definition of pt SG is changed to include the label as follows: pt SG ( : * q) = a∈pt(q) ptsu[ ](a). This updated definition satisfies Proposition 3, so OVS, HVN, and HU can be safely applied without further modifications.
HCD
Unlike OVS, HVN, and HU, the HCD technique is intended to find subset constraint cycles that do not arise until the analysis begins to solve the constraints. Suppose there is a path * p → q → . . . → r in the subset graph and a store * p = r. Before constraint solving, HCD creates a data structure compactly recording all such paths. During constraint solving, when some address a is added to pt(p), the following constraint cycle is created: pt(a) ⊆ pt(q) ⊆ . . . ⊆ pt(r) ⊆ pt(a). When this happens, the top-level pointers on the path from q to r can be merged. HCD also "merges" the address node a with the top-level pointers q to r, but we must be careful in interpreting the meaning of "merging" an address a and a top-level pointer p. HCD merges only the representation of the points-to sets pt(p) and pt(a). It does not merge the notion of the address a; ADDROF constraints involving &a are not changed. If two addresses a and b are both merged with p, although pt(a) is known to equal pt(b), the addresses a and b are still distinct, and membership of a in a given points-to set is still independent of the membership of b in that points-to set. When merging a toplevel pointer p with an address a, by convention, we can always choose the top-level pointer p as the representative of the merged node. This has the advantage that none of the instructions from Figure 1 involving p need to be rewritten with a, and preserves the property that all instructions involve only top-level pointers (except the right-hand side of ADDROF, of course).
The strong update analysis analogue of an HCD path is a path : * p → q → . . . → r and a store : * p = r at the same label . When a is added to pt(p) during constraint solving, the following constraint cycle is created:
Thus the top-level pointers q to r can be merged. The flow-insensitive HCD also merges pt(a) with pt(q); the analogous merge of su[ ](a) and pt(q) cannot be done in the strong update analysis because su[ ](a) is not a points-to set. However, such a merge is also unnecessary because unlike pt(a) in the flow-insensitive analysis, which is of size Θ(|A|), su[ ](a) has a constant size of only a few bytes.
Implementation
We have implemented the strong update algorithm by extending the existing flow-insensitive subset-based points-to analysis that is included in the LLVM compiler infrastructure [24] , version 2.6. In the rest of this paper, we call this base analysis "flow-insensitive", even though some flow sensitivity is achieved by analyzing an intermediate representation in SSA form as discussed in Section 3.2. The base analysis is an implementation of the flow-insensitive algorithm of Figure 8 using sparse bit vectors to represent points-to sets, and with extensions for the constraint optimizations discussed in the previous section. Thus it was straightforward to extend the implementation to implement the strong update analysis algorithm, with only a few issues that we will explain in this section. Our implementation is publicly available at http://plg.uwaterloo. ca/~olhotak/su.
An implementation detail that is important for soundness is identifying which address-taken variables are completely overwritten by strong updates (i.e. what the singletons set should be). First, we strongly update only variables that are the same size as a pointer, because, for example, a store to an array of multiple pointers would only update one element of the array, so the analysis should not strongly update the whole array. Second, we strongly update only global variables and local variables of procedures that are not recursive (either directly or mutually through other procedures). A local variable of a recursive procedure can have many instances on the stack at the same time, and a store only updates one of those instances, so a strong update would be unsound. Recursive procedures are found by detecting cycles in the call graph built ahead of time by LLVM, which conservatively assumes that a procedure pointer could point to any procedure whose address has been taken. Finally, we never apply strong updates to dynamically allocated variables, since multiple instances of them can be created by repeating the allocation.
To test the correctness of the implementation, we enabled the LLVM transformations that take advantage of points-to information and used the analysis to compile the SPEC CINT 2000 and SPEC CPU 2006 benchmarks [33] that are written in C. The SPEC harness validated that all of the compiled benchmarks generated the correct output. On these benchmarks, with these test inputs, and for these LLVM transformations using the analysis results, our implementation of the strong update analysis is sound.
To compare the results of the strong update analysis with fully flow-sensitive analysis results, we also expressed the flow-sensitive analysis constraints of Figure 2 in Datalog. We used the LogicBlox Datalog implementation and applied the manual Datalog optimization techniques suggested by Bravenboer and Smaragdakis [3] . We extracted the input to the Datalog program from the LLVM pointsto analysis to ensure that both analysis implementations were using the same input constraints. This setup enabled us to compare the strong update analysis results with fully flow-sensitive results.
Empirical Evaluation
We compared the strong update analysis with the original flowinsensitive points-to analysis by running both of them on the C benchmarks from the SPECINT 2000 and the SPECCPU 2006 suites [33] . The first column of Table 1 gives the name of the benchmarks, and the following four columns give various measurements of the size of each benchmark. Column 2 shows the number of lines of source code. The next three columns show the number of top-level pointers, the number of address-taken pointer targets, and the number of labels in the sparse labelling that was defined in Section 3.4. These counts are taken after applying the HVN and HU constraint simplifications discussed in Section 4.3.
The next three columns show the running times of the flowinsensitive analysis and the strong update analysis, and the relative time difference between them. The times shown are means of ten runs. The time differences have a geometric mean of a 5% slowdown and range from a speedup of 9% to a slowdown of 22%. The 9% speedup on 400.perlbench is due to the smaller points-to sets that need to be propagated as a result of the increased precision of the strong update analysis. These results confirm that the speed of the strong update analysis is comparable to that of the flowinsensitive analysis not only in theory, but also in practice.
For information only, the next two columns show the running times of two flow-sensitive analysis implementations that are not directly comparable with LLVM's built-in flow-insensitive analysis implementation and our strong update adaptation. The FS column shows the running time of the Datalog/LogicBlox implementation of the fully flow-sensitive analysis. This analysis runs on the same input constraints as the analyses in the FI and SU columns, and therefore produces comparable output (except for the added precision from flow sensitivity). However, this implementation is written in Datalog, whereas the LLVM implementation is written in C. On four of the benchmarks, the fully flow-sensitive analysis did not complete even after running for 48 hours. The HL [17] column shows the running time of Hardekopf and Lin's SSO semisparse analysis [17] . Ben Hardekopf provided an implementation and helped us make it run on the SPEC benchmarks. In theory, the HL analysis should compute the same output as the FS analysis, satisfying the constraints from Figure 2 . Like the LLVM implementations of FI and SU, the HL analysis is written in C, but there are important differences that affect performance and make it impossible to directly compare the analysis output: 2. The LLVM implementation of FI and our adaptation SU use sparse bit vectors to represent points-to sets. The HL implementation uses binary decision diagrams (BDDs).
3. The SU implementation is built on top of the LLVM 2.6 version of the FI analysis. The HL implementation is built on top of LLVM 2.5.
The final column shows the space usage of the strong update analysis in terms of the number of tuples , a, b, p such that su[ ](a) = {b}, p . This metric was chosen because it is proportional to the size of the su sets, the only data structure of significant size added in the transformation of the flow-insensitive analysis to the strong update analysis. This data structure is an array of maps, one for each label . The last column in the table shows the total number of entries in these maps. Each such entry records three 32-bit numbers representing a, b, and p. These maps could be implemented using different data structures. Even assuming a 2x space overhead for the map data structure, for the largest benchmark (403.gcc), the strong update analysis uses at most 6.1 MB more memory (268375 entries times 24 bytes) than the flow-insensitive analysis. The overall memory usage is lowered by the reduction in points-to set sizes due to the increased precision of the strong update analysis. Table 2 compares the strong update analysis with the fully flow-sensitive analysis. The three columns under Stores -Strong Updates measure the number of store instructions in the program at which a strong update can be performed (i.e. the points-to set of the dereferenced pointer contains only one target, and this target is in the singletons set). As discussed in Section 3.1, strong updates are the main benefit of a flow-sensitive analysis compared to a flowinsensitive analysis. The FS column counts the number of stores at which the flow-sensitive analysis performs a strong update. In theory, the strong update analysis can perform a strong update at some subset of these stores; the size of this subset is shown in the SU column. In total (excluding the four benchmarks on which the flow-sensitive analysis does not complete), the strong update analysis performs 98% of the strong updates that the flow-sensitive analysis performs.
The right section of the table presents counts of loads in each benchmark. Load instructions are where any difference between analyses is observed because they are the only instructions in the LLVM IR in which address-taken variables are read. Every other instruction works directly only with top-level variables; if an addresstaken variable is to be used, it must first be loaded into a top-level variable using a load instruction. The FS column in the table counts the number of loads : p = * q at which the flow-sensitive pointsto set of * q is strictly smaller than the flow-insensitive points-to set of * q (i.e.
. At these loads, a smaller (i.e. more precise) set is propagated to p than would be if the analysis were flow-insensitive. The SU column presents the analogous counts for the strong update analysis (i.e.
∪ a∈pt(q) pt(a)). In total, of all the loads at which the fully flow-sensitive propagates more precise sets than a flow-insensitive analysis would, on 98% of them the strong update analysis does too.
The benefit that a given client analysis derives from flow sensitivity in the points-to analysis needs to be evaluated separately for each proposed client. Our study has shown that the strong update analysis improves points-to precision at 98% of program points at which a flow sensitive analysis does. Thus we conclude that if a client analysis benefits from flow sensitivity in the points-to analysis, then it will similarly benefit from the strong update analysis. 
Related Work
The study of flow-sensitive pointer analyses has a long history. Choi et al. [6] presented an early flow-sensitive alias pair analysis as an instantiation of the standard dataflow analysis framework [23] .
The analysis was applied on a Sparse Evaluation Graph [5] ; that is, a control flow graph with irrelevant nodes removed. In order to improve efficiency further, Choi et al. [7] devised one of the first extensions of SSA form [9] to represent indirect writes through pointers. Their Factored SSA (FSSA) form allowed "preserving" definitions, analogous to weak updates that may or may not overwrite the value of a variable. Chow et al. [8] proposed a different extension of SSA form for handling pointers, Hashed SSA (HSSA) form. This intermediate representation added two new kinds of nodes. A χ node was placed after every store to indicate that address-taken variables may or may not have been updated (similar to a preserving definition). A µ node was used to indicate a possible use of an address-taken variable by a load.
Emami et al. [11] defined a points-to analysis that was not only flow-sensitive but also context-sensitive. Each points-to relationship was annotated as either possible or definite to enable strong updates. Like earlier analyses, the analysis was implemented as a dataflow analysis on the control flow graph.
Wilson and Lam [37] presented a context-sensitive pointer analysis based on partial transfer functions (PTF) summarizing the effects of procedures. Each PTF was constructed using a flow-sensitive analysis, which was efficient because it was intraprocedural. The PTFs were then combined to obtain contextsensitive interprocedural results. They presented experimental results on programs of up to 5 kLOC. This work sparked a line of similar points-to analyses that were flow-sensitive intra-procedurally and generated procedure summaries that could be instantiated at call sites [29, 35, 36] . However, these analyses performed strong updates only on top-level variables.
Hasti and Horwitz [18] proposed a technique that iteratively builds SSA form for variables with known aliasing, then performs alias analysis to increase the set of variables for which aliasing is known. It remains an open question whether the fixed point of this technique matches the results of a fully flow-sensitive alias analysis.
Hind and Pioli [20, 21] performed an empirical study of the benefits of flow sensitivity in alias analysis as well as of techniques to improve its performance. They found that flow sensitivity improves precision for a small subset of pointers.
Goyal [13] derived a flow-sensitive points-to analysis algorithm that uses a fine-grained worklist to run in asymptotically cubic time and cubic space in the worst case. The worst-case cubic bounds are likely to be achieved on typical programs because the algorithm explicitly generates a full points-to graph for each program point, and points-to graphs are typically quadratic in size. In contrast, the strong update algorithm is similar in both structure and empirical behaviour to flow-insensitive analysis, which has been shown to run in quadratic time in practice [30] . We are not aware of any implementation or empirical evaluation of Goyal's algorithm, but Staiger-Stöhr [31, 32] designed and implemented a similar algorithm with the same asymptotic complexity.
Zhu and Calman [38] took initial steps towards using Binary Decision Diagrams (BDDs) [4] to efficiently represent flowsensitive points-to sets.
Tok et al. [34] presented a technique to speed up flow-sensitive dataflow analysis on a control flow graph using computed def-use chains for address-taken variables. As the analysis discovers new def-use chains, the chains are used to reorder the instructions in the worklist to reduce the analysis time.
Hardekopf and Lin [17] presented a semi-sparse algorithm to improve the running time of a fully flow-sensitive subset-based points-to analysis. The analysis was sparse in that it did not process control flow graph nodes as a whole, but instead followed def-use chains to directly find the stores that produce the values for each load. Because def-use chains for address-taken variables are not known until the analysis completes, the analysis was semisparse in that it was sparse only on top-level variables. The analysis used BDDs to keep the memory requirements of full flow sensitivity manageable. It was the first fully flow-sensitive subset-based points-to analysis that scaled to benchmarks of hundreds of kLOC.
Conclusion
We have presented a subset-based points-to analysis algorithm that combines the key advantages of flow-insensitive and flowsensitive analyses. Like a flow-sensitive analysis, the algorithm enables strong updates, which are the main precision benefit of flow sensitivity. Like a flow-insensitive analysis, the strong update algorithm requires, in the worst case, quadratic space and cubic time. We have shown that its running time in practice is comparable to that of the flow-insensitive analysis. We have also shown that the strong update analysis performs 98% of the strong updates of a fully flow-sensitive analysis, and propagates more precise points-to sets at 98% of the loads at which a fully flow-sensitive analysis does. These benefits of the algorithm stem from the notion that it is the precise points-to sets that enable strong updates (and therefore further precision), yet it is also these sets that can be manipulated efficiently. Thus the strong update algorithm focuses attention on these sets to gain the precision benefits of flow sensitivity and the efficiency benefits of flow insensitivity.
