Investigating the effect of liquid viscosity on two-phase gas-liquid flows by Abdulahi, Abolore
Abdulahi, Abolore (2014) Investigating the effect of liquid 
viscosity on two-phase gas-liquid flows. PhD thesis, 
University of Nottingham. 
Access from the University of Nottingham repository: 
http://eprints.nottingham.ac.uk/30935/1/663245.pdf
Copyright and reuse: 
The Nottingham ePrints service makes this work by researchers of the University of 
Nottingham available open access under the following conditions.
· Copyright and all moral rights to the version of the paper presented here belong to 
the individual author(s) and/or other copyright owners.
· To the extent reasonable and practicable the material made available in Nottingham 
ePrints has been checked for eligibility before being made available.
· Copies of full items can be used for personal research or study, educational, or not-
for-profit purposes without prior permission or charge provided that the authors, title 
and full bibliographic details are credited, a hyperlink and/or URL is given for the 
original metadata page and the content is not changed in any way.
· Quotations or similar reproductions must be sufficiently acknowledged.
Please see our full end user licence at: 
http://eprints.nottingham.ac.uk/end_user_agreement.pdf 
A note on versions: 
The version presented here may differ from the published version or from the version of 
record. If you wish to cite this item you are advised to consult the publisher’s version. Please 
see the repository url above for details on accessing the published version and note that 
access may require a subscription.
For more information, please contact eprints@nottingham.ac.uk
The University of 
Nottingham 
UNITED KINGDOM • CHINA • MALAYSIA 
Department of Chemical and Environmental 
Engineering 
INVESTIGATING THE EFFECT OF 
LIQUID VISCOSITY ON TWO-PHASE 
GAS-LIQUID FLOWS 
ABOLORE ABDULAHI, B.Sc., M.Sc. 
Thesis submitted to the University of Nottingham 
for the degree of Doctor of Philosophy 
DECEMBER 2013 
IMAGING SERVICES NORTH 
Boston Spa, Wetherby 
West Yorkshire, LS23 7BQ 
www.bl.uk 
BEST COpy AVAILABLE. 
VARIABLE PRI NT QUALITY 
Abstract 
Simultaneous flow of gas-liquid in pipes presents considerable challenges 
and difficulties due to the complexity of the two-flow mixture. Oil-gas 
industries need to handle highly viscous liquids, hence studying the effect 
of changing the fluid viscosity becomes imperative as this is typically 
encountered in deeper offshore exploration. This work looks at the effect 
of liquid viscosity on gas-liquid flows. The work was carried out using two 
different pipes of 67mm and 127mm internal diameter. 
For the experiments carried out on the 67mm diameter pipe, air and three 
different liquids were used with viscosities 1, 42 and 152cp. With these 
experiments, the effect of viscosity on the entrainment process from the 
Taylor bubble in a vertical tube was investigated with the Taylor bubble 
being held stationary in a downward liquid flow with the use of three 
different gas injection methods. Taylor bubble length, the gas flow rate 
and the liquid flow rate approaching the stationary bubble were varied. In 
addition, the wake length below the stationary bubble was measured at 
different conditions of gas and liquid superficial velocities and comparison 
was made with the work by previous authors. Videos were taken with high 
speed camera to validate the measurement taken on wake lengths. A Wire 
Mesh Sensor system was placed at two different positions below the air 
injection point on the 67mm diameter pipe of the stationary bubble facility 
whose data acquisition provided time and cross-sectionally resolved 
information about spatial distribution. This information was used to 
generate time averaged void fraction, bubble size distribution and contour 
plots of the two-phase flow structure. A Probability Density Function (PDF) 
of void fraction can be obtained from the former, with PDFs of the wake 
section of the stationary bubbles showing that the flows are in the bubbly 
region while the PDF for the entire slug unit assumed that for a typical 
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twin-peaked slug flow. The interpretation of this is that holding a bubble 
stationary can simulate real slug flow. Results on the bubble length 
measurement and gas loss into a bubble wake have shown good 
agreement with existing work by other authors. 
Experiments on the 127 mm diameter pipe were carried out because most 
published work on gas/liquid flow were on smaller diameter pipes with air 
and water, yet many of the industrial applications of such flows in vertical 
pipes are in larger diameter pipes and with liquids which are much more 
viscous than water. Another important parameter considered in the study 
is pressure because of its effect on gas density. This part of the research 
goes some way to rectify this lack and presents void fraction and pressure 
gradient data for sulphur hexafluoride with gas densities of 28 and 45 
kg/m 3 and oil (viscosity 35 times water). The gas and liquid superficial 
velocities were varied in the ranges 0.1-3 and 0.1-1 m/s respectively. The 
void fraction was also measured with a Wire Mesh Sensor system. Flow 
patterns were identified from the signatures of the Probability Density 
Function of cross-sectionally averaged void fraction. These showed the 
single peak shapes associated with bubbly and churn flow but not the twin-
peaked shape usually seen in slug flow. This confirms previous work in 
larger diameter pipes but with less viscous liquids. For the bubble to churn 
flows investigated, the pressure gradients decreased with increasing 
superficial gas velocity. The change in pressure ultimately affects the 
density of gas in the two-phase flow mixture. Though there was little effect 
of pressure on void fraction below certain transitional flow rates, the effect 
became significant beyond these values. Different statistical analysis 
techniques such as power spectral density, probability density function, 
mean, standard deviation and time series of the acquired data have been 
used which also show the significant effect of pressure on void fraction at 
high gas density which have not been measured previously. 
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A phase has been described by Modell and Reid (1983) as a region of 
thermodynamic system, throughout which all physical properties of a 
material are essentially uniform. A phase can either be gas, liquid or solid. 
In contrast to single phase flow, multiphase flow is a complex mixture of 
multiple fluids in the same geometry. Multiphase flow found application in 
many industrial fields, which include nuclear plants, heat exchangers, 
steam generators, boilers, reboilers, chemical reactors, pipelines and 
risers for hydrocarbon production. For instance, in petroleum industries, 
oil, natural gas and/or sand flows may emerge up the well tubing which 
can later be separated into different phases (solid, liquid and gas) and 
then processed for domestic use. The stages involved in processing are 
very complex due to the interaction between phases. 
In modelling gas-liquid flows for liquids with viscosities considerably higher 
than water, industries are hampered in not knowing how the important 
phenomena characterising the flow will change with increasing liquid 
viscosity. For instance, when oil is produced during petroleum exploration, 
the reservoir pressure decreases and the oil flow rate decreases in 
proportion to the decreasing pressure difference between the reservoir and 
the processing facility. At low oil flow rates, a well becomes unstable and 
this leads to reduced production and processing problems. The formation 
of slug flow in pipelines is a manifestation af such flaw instability. 
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The literature is awash with two-phase stUdies addressing mainly the flow 
behaviour for low viscosity liquids and gases (typically water which has a 
viscosity of around 0.001 Pa s, 1 cP). Very few studies have addressed 
high-viscosity multiphase flow behaviour. However, the oil industry has to 
handle liquids which have much higher viscosities; ranging up to 200cp. 
Research in two-phase gas-liquid flows has been carried out since the mid 
twentieth century (Bennett et al. (1965), Turner et al. (1969), Alves 
(1954), Belkin et al. (1959), Nishikawa et al. (1969)) with motivation 
initially based on the needs of nuclear power and chemical industries. 
Since the later part of the twentieth century, there has been more focus 
on the subject area by oil and gas industries. With the increase in demand 
for oil globally and a decrease in oil and gas discovery in conventional 
offshore regions, oil exploration in deeper water has become prevalent. 
Risers employed for deeper water are now commonly made of larger 
diameters pipework (greater than 100mm) than the conventional ones to 
convey more fluid and to reduce pressure losses during fluid transport. 
Previous researchers have shown that the structure of the gas-liquid flow 
in large diameter pipes is different from that seen in small diameter pipes. 
An example is the absence of the classical bullet-shaped Taylor bubbles in 
slug flow which have been observed in small diameter pipes. 
1.2 Aims and Objectives 
1.2.1 Aims 
The aim of the research described in this thesis is to investigate high 
viscosity liquid-gas flows in vertical pipes at conditions relevant to the oil 
and gas industries, based on the needs described in the previous section. 
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The work was supported by TMF5 and was undertaken at the SINTEF 
Multiphase Laboratory in Norway and within the Faculty of Engineering 
Laboratories at the University of Nottingham 
The work reported in this Thesis can be divided into two: The first part 
looks at gas-liquid flows in a 127mm diameter pipe over a range of gas 
and liquid superficial velocities using a high viscosity liquid at two different 
pressure conditions, giving a high and low density gas and allowing the 
impact of both viscosity and pressure in larger diameter pipes to be 
investigated. The second part deals with gas-liquid flow in 67mm pipe with 
the gas phase kept stationary while the liquid phase is allowed to move 
downward with liquids with three different viscosities. The configuration is 
known as a stationary Taylor bubble. 
1.2.2 Objectives 
The objectives for the experiments carried out at SINTEF will focus on: 
• Vertical SF6-oil flows at two different pressures (4.5 to 7.5 bara). 
• Void fraction measurements performed with calibrated Wire Mesh 
Sensor (WMS). 
• Differential pressure measurements using calibrated differential 
pressure transducers 
• Statistical methods for data gathering from the information extracted. 
• Gathering and implementing information necessary for improvement 
of current two-phase flow models. 
The objectives for the experiments carried out in Nottingham on the 67mm 
diameter pipe are: 
• Compare water-air flows to previous research based on small diameter 
pipes to validate experimental design and methodology. 
• Investigate the impact of bubble cap geometry on formation of 
stationary bubble including wake behaviour. 
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• Investigate the impact of a range of gas and liquid superficial 
velocities (0.008-0.08 and 0.25-0.33 m/s respectively) on void 
fraction in wake and bubble geometry. 
• Repeat experiments for two oils of high viscosity in direct replacement 
for water, recording void fraction, bubble geometry and wake 
characteristics. 
• Draw conclusions regarding the impact of viscosity on bubble 
behaviour. 
1.3 Rationale for use of Stationary Taylor 
Bubble 
In the oil industry, the challenge is in predicting the risk of moving slugs in 
pipelines, with an experimental setting the unsteadiness of slug flow 
makes accurate and detailed measurement of flow a major challenge. 
The front of a slug could be regarded as a propagating, continuously 
breaking wave, which continuously entrains gas. Since slug flow has two 
major parts: the Taylor bubble section and the liquid slug section, making 
one of the parts (Taylor bubble section) stationary is an ideal way of 
adequately studying a slug flow. Such a study enhances insight into the 
physical mechanisms of gas entrainment and re-coalescence in a slug flow 
which will lead to a better prediction of a gas-liquid two-phase flow related 
to these processes. However, there are some differences between this flow 
situation and that of an upward slug flow. For instance, in an upward flow, 
the tube wall is running downwards relative to the slug. Hence, the film 
velocity relative to the slug in an upward slug flow will be much higher 
than in this experimental case. Moreover, the turbulence level in a moving 
slug flow will be different from this experimental work. Riiser et al. (1992) 
have emphasized that even if this type of situation is not exactly like that 
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of a slug flow, the advantage of having a standing tail allows accurate 
measurement of the entrained rate which is always difficult to realize with 
an advancing slug. Riiser et a!. (1992) have a view that the entrainment 
mechanisms, together with the drift of small bubbles in the slug, control 
the void fraction. Brauner and Ullmann (2004b) noted that the underlying 
physical mechanism for the gas entrainment either from a stationary 
elongated bubble, or from a Taylor bubble in slug flow, are essentially the 
same. Hence, they concluded that the rate of gas entrainment from the 
bubble tail is sometimes determined by the rate of turbulent kinetic energy 
available at the bubble wake from recurrent generation of the surface 
energy of the entrained bubbles. With all these considerations put 
together, it is expected that the data obtained from the entrainment 
measuring part of this work will be close to those obtained from a real slug 
flow. 
A slug flow is commonly classified into two sections: the Taylor bubble 
section and the liquid slug section (shown in Figure 1.1 (a». In a typical 
slug flow for a vertical two-phase flow, the gas in the liquid slug rises 
through the liquid, coalescing with other gas bubbles within the liquid slug 
as it rises and then with the Taylor bubble. The liquid passes over the 
Taylor bubble in the form of a film and runs down the side of the bubble. A 
wake region forms at the base of the Taylor bubble through liquid film 
impinging on the Taylor bubble tail. As a result of the impinging film, gas 
is swept from the Taylor bubble into the slug to form small bubbles; this is 
known as entrainment. These small bubbles can be seen in Figure 1.1 (a) 
being part of the liquid slug. Part of these bubbles may re-coalesce at the 
wake of the Taylor bubble while others disperse into the liquid slug below 
it. A Taylor bubble can be divided into the nose section and the falling film 
5 Abolore Abdulahi 
Chapter One Introduction 
part shown in Figure 1.1 (b), with the lower end of the Taylor bubble 
















Figure 1.1: A cross section of (a) a typical slug flow (Taitel et al. (1980» 
(b) a Taylor bubble showing the nose and the falling film sections 
1.4 Structure of Thesis 
This thesis is divided into 9 chapters which are described below: 
Chapter one gives an introduction to the thesis, with some description of 
the problems, aims and objectives of the work as well as the structure of 
the thesis. 
Chapter two contains a review of published work on two-phase flows in 
vertical pipes. In addition, industrial models available for predicting the 
void fraction and pressure drop are described, with a survey of viscosity 
effect, film thickness, gas entrainment and recoalescence. 
Chapter three describes the experimental apparatus for the research work 
at SINTEF, Norway; the 127mm diameter rig design, the properties of 
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fluids used and the technique for measurements of void fraction and 
differential pressure gradient. This chapter also gives a brief description of 
the data acquisition software and instrumentation. 
Chapter four presents the experimental results obtained on the 127mm 
diameter pipe carried out at SINTEF using SF6-oil, providing a thorough 
analysis of the results especially comparison of results from the two 
pressure conditions investigated. 
Chapter five describes the experimental facility for the research work at 
the Nottingham laboratory with the rig design, properties of the fluid used 
and method of data acquisition. The results are reported in Chapters 6 and 
7. 
Chapter six gives the detail of the results and analysis of the on air-water 
experiment. 
Chapter seven presents the experimental results using the Laser Focal 
Displacement Meter (LFDM) for liquid film thickness measurements. 
Results are also compared with published work. 
Chapter eight presents the experimental results and analysis of air-oil data 
using two oils of different viscosities. The analysis includes comparison 
with the air-water experiments from chapter 6 hence providing analysis of 
the impact of viscosity. 
Chapter nine brings together all the key conclusions from this work. 
Recommendations for further work are also provided. 






The work within this thesis describes investigations of two-phase gas-liquid 
flow for liquids of high viscosity in both small and large diameter pipes. 
The need for this research is driven by practical needs and fills a gap in 
knowledge, as identified within this chapter. This review also draws out 
existing knowledge which was used to establish methodology and provide 
validation with the limited data that exists within the open literature. This 
literature survey first presents an overview of flow patterns occurring in 
vertical gas-liquid flows which also includes flow pattern maps. Later, it 
identifies efforts by previous researchers on proposing prediction models 
for void fraction as well as models for transition from one flow regime to 
another. This is then followed by an overview of entrainment and 
recoalescence as well as a brief literature on effect of viscosity. Lastly, the 
survey ends with falling film thickness measurement 
2.2 Gas-Liquid flow patterns 
Two-phase flows through vertical, horizontal or inclined pipes adopt flow 
patterns that vary depending on pipe geometry and orientation. Although 
most of the flow regime studies on gas-liquid two-phase flow have dealt 
with either horizontal or vertical tubes using low viscosity liquids in vertical 
flows, there are limited results that have been reported for high viscosity 
liquids in vertical flows especially as it affects entrainment of gas (for 
instance, Su and Metcalfe (1997». Before the work on high viscosity liquid that 
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exists is described, there is need to briefly summarize the types of flows seen within 
two phase vertical flow. 
2.2.1 Vertical gas-liquid flows 
Azzopardi (2006) identified the major flow patterns in a vertical gas-liquid 
flows as bubbly, slug, churn and annular flows as can be seen in Figure 
2.1. The change of flow patterns occur when the conditions of flow are 
altered. For instance, if a system starts with a single phase liquid flow 
through pumping of the liquid into a vertical pipe and then gas is injected 
into the lower end of the pipe, bubble flow occurs. When the gas flow rate 
is further increased while the liquid flow rate remains constant, the flow 
pattern changes, which results into a slug flow. This is attributed to the 
coalescence of the small bubbles in the previously formed bubbly flow. 
Again, when the flow rate of the gas is increased further, the flow pattern 
changes again to what is called churn flow. This results from the 
deformation of the agglomerated bubbles because of instability in the flow. 
If the gas flow rate is increased further, annular flow is formed. A brief 
description of each flow pattern will be discussed further. 
Other authors like Dziubinski et al. (2004) have proposed different flow 
patterns as shown in Figure 2.2. The major addition to the flow pattern 
proposed by Dziubinski et al. (2004) is the presence of froth flow (F) and 
dispersed flow (D). In some cases, slug and churn flow regions are 
classified as intermittent flows with the flow pattern map shown in Figure 
2.3 as described by Ali (2009) 














Figure 2.1: Flow patterns in vertical flow (Taitel et al. (1980)) 
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Figure 2.2: Basic flow structures in vertical upward flow: B- bubble flow, 
S- slug flow, F- froth flow, A- annular flow, D- dispersed flow Dziubinski et al. 
(2004) 
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Flow Flow Bubble Flow Flow Flow y y y 
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Figure 2.3: Flow pattern shown in Ali (2009) 
2.2.1.1 Bubbly Flow 
In Azzopardi (2006), bubbly flow is described as a two-phase system of 
flow where there is a continuous liquid phase with the gas phase dispersed 
as bubbles within the liquid continuum, while Hewitt and Hall-Taylor 
(1970) describes bubbly flow as one in which the gas phase is 
approximately uniformly distributed in the form of discrete bubbles in a 
continuous liquid phase as cited in Taitel et al. (1980). A short description 
is given below to establish a definition of bubbly flow used throughout the 
thesis. 
In bubbly flow, gas bubbles vary in size and shape and they are generally 
non-uniform (Figure 2.1). However, they are relatively small compared to 
the diameter of the tube in which they are formed. These bubbles rise 
within the liquid due to buoyancy. They gather together at the centre of 
the pipe in some instances while they are distributed near the wall of the 
pipe in other instances. Two sub-regimes are derived from bubbly flows 
which are termed as "discrete bubble" and "dispersed bubble". Discrete 
11 I Abolore Abdulahi 
Chapter Two Literature Survey 
bubbles are small bubbles which are suspended in a liquid continuum while 
dispersed bubble flow is characterised by a gas- liquid flow where one 
phase is dispersed in the other continuous phase. 
2.2.1.2 Slug or Plug Flow 
Azzopardi (2006) described slug flow as a flow occurring when coa lescence 
begins, and the bubble size tends towards that of the channel. 
With an increasing gas void fraction, the proximity of the bubbles becomes 
closer such that bubbles collide and coalesce to form larger bubbles; with 
the bubble size tending towards that of the cross-section of the pipe. The 
front of these bubbles has a characteristic shape similar to a bullet, with a 
hemispherical nose and a blunt tail end. These bubbles are commonly 
referred to as "Taylor bubbles" or in some cases, "Dumitrescu bubbles" as 
can be seen in Figure 2.4. 
o 
o 




Figure 2.4: A typical Taylor bubble showing the nose and the tail section 
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The Taylor bubbles are separated from one another by "slugs'" of liquid 
which have small bubbles present within them. The behaviour of the 
entrained gas travelling in-between the Taylor bubbles is not well 
understood. Taylor bubbles are surrounded by a thin liquid film which 
forms between the gas bubble and the wall of the pipe. These films may 
flow downward due to the force of gravity even though the net flow of fluid 
is upward. Therefore, slug flow displays intermittency in the flow direction, 
which results in a significant change in the shear stress/frictional pressure 
gradient, resulting in negative values that are not consistent with some 
correlations. Further details on these films will be discussed in the later 
part of this Chapter (section 2.13). 
Slug flow patterns have been argued to be absent in large diameter pipes. 
(for instance Omebere-Iyari (2006), Sharaf (2011), Ali and Yeung (2013)) 
although Pioli et al. (2012) showed its presence in very large diameter 
pipes using very high viscosity liquids (with ~ = 2 0 0 P a . s ) . . Part of this 
research will demonstrate this argument as will be illustrated in Chapters 3 
and 4. 
2.2.1.3 Churn flow 
For churn flow, Azzopardi (2006) reported that the Taylor bubbles in slug 
flow at higher velocities break down into an unstable pattern in which 
there is a churning or OSCillatory motion of liquid in the tube. The 
procedure involves increasing the superficial gas velocity which enables 
the structure of the flow to become unstable which results in the 
breakdown of the Taylor bubbles. The gas-liquid flow mixture travels up 
and down in an OSCillatory or churning motion, but with a net upward flow. 
This type of flow is characterised by irregular shaped bubbles (Figure 2.1) 
which results from the instability of the Taylor bubbles. This flow pattern is 
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in fact an intermediate flow pattern between the slug and annular flow 
regimes. 
Churn flow is an important pattern, which often covers a fairly wider range 
of gas flow rates than other flow regimes. At the lower end of the range 
(i.e. at low gas flow rates of churn flow), the flow may be regarded as a 
broken-up form of slug flow, with occasional bridging of the tube by the 
liquid phase. At the higher end of the range, churn flow may be considered 
as a degenerate form of annular flow, with variation in the direction of the 
film flow and very large waves being formed on the interface. In this 
higher range which has close proximity to annular flow, the term "semi-
annular flow" has sometimes been used to describe this. Previous studies 
have shown that a mechanistic description of the gas-liquid interaction in 
the churn flow regime is very difficult, hence the flow remains the least 
understood, as reported by Van Der MeuLen (2012). 
2.2.1.4 Annular Flow 
For annular flow, Azzopardi (2006) described this configuration as being 
characterised by liquid travelling as a film on the channel walls whereas 
Hewitt and Hall-Taylor (1970) described annular flow as a flow which is 
characterized by the continuity of the gas phase along the pipe in the core. 
As soon as the interfacial shear of a high gas velocity on the liquid film 
interface becomes dominant over the gravitational force, the liquid is 
expelled from the centre of the tube and flows as a thin film on the wall of 
the pipe which forms an annular ring of liquid thereby "wetting" the wall. 
The gas flows concurrently with the liquid as a continuous phase up the 
centre of the tube. The interface between the gas and the liquid is 
disturbed by high frequency waves and ripples (in Figures 2.1 and 2.2). 
Waves are formed on the surface of the liquid film and the amplitude of 
the waves increases as the gas velocity increases. Liquid may also be 
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entrained in the gas core in the form of small droplets, and the fraction of 
liquid that is entrained may be balanced by the re-deposition of droplets 
from the gas core onto the liquid film. The liquid phase is always moving 
upwards, whether as droplets or as a film, which is the main difference 
between annular flow and churn flow, although there is a continuous gas 
core in both flow patterns. 
2.2.1.5 Wispy-Annular Flow 
Bennett et al. (1965) were the first authors to first identify this unusual 
flow pattern. A further increase in the flow rate for annular flow will result 
in the formation of large liquid objects within the gas core which are 
referred to as "wisps". Hewitt and Roberts (1969) have classified this as a 
separate flow pattern while other flow maps rarely mention it. For 
instance, Hawkes et al. (2000) suggested that the observed wisps may 
have arisen from agglomeration of the drops that are present in large 
concentrations within the gas core. Under some Circumstances, bubbles of 
gas may be entrained in the liquid film. 
2.3 Flow pattern maps 
The range of conditions that particular flow structures present are 
illustrated in diagrams often called the flow maps. Authors including Hewitt 
and Roberts (1969) identified flow pattern from visual observation at the 
initial stages of research into two-phase flows. Hewitt and Roberts (1969) 
came up with a flow pattern map plotted on the liquid momentum flux 
against gas momentum flux as shown in Figure 2.5. Since this map is 
based on visual observation, it is assumed to provide subjective 
information. 
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Taitel et al. (1980) developed a flow pattern map which appears to be the 
most commonly used flow pattern map with coordinates of liquid 
superficial velocity and gas superficial velocity. This is shown in Figure 2.6 
for a map for air/water mixture in a 50mm diameter tube. Many other flow 
pattern maps nevertheless exist such as the mechanistic map by Shoham 
(2006) which is able to illustrate the flow pattern for all pipe orientations. 
The map also takes into consideration the fluid properties. This is depicted 
in Chapter 3 for the high viscosity liquid and high gas density used. 
-1"1 ~ ~ 100000 
etJ Bubbly Wispy annular .:;;I. 












- Annular c ~ ~




10.1 -::r 100000 :.::i 
. '') (.as momentum flux, PK"g; (kglms-) 
Figure 2.5: Flow pattern map of Hewitt and Robert (1969) 
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Figure 2.6: Flow pattern map of Taitel et al. (1980) 
2.4 Flow pattern identification: void fraction 
measurements 
Costigan and Whalley (1997) identified six flow patterns by examination of 
void fraction traces and PDFs as shown in Fig 2.7. This method of using 
PDF has proved to be very vital in establishing flow regimes. This is also 
applied in analysing results in the current study. 
Furthermore, based on their identification of flow regimes from Figure 2.8, 
the same methodology was employed for data in the current study which 
show the data paints plotted using Shoham mechanistic map illustrated in 
Chapter 3. 
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Having established definitions for all of the flow types, slug flow will now 
be reviewed in more depth as this is the critical flow regime for the current 
study. 
2.5 Slug flow and its Characteristics 
Slug flow exists over a broad range of gas and liquid flow rates and is 
encountered in a wide variety of industrial applications like oil and gas 
wells, process vaporizers and gas-liquid pipeline reactors (Nigmatulin and 
Bonetto (1997». 
In developed slug flow, the Taylor bubbles occupy most of the pipe cross-
section and move upward with a constant velocity. The liquid around the 
elongated bubbles moves downward as a thin falling film. The liquid 
velocity in the film is usually several times larger than the mean velocity of 
the liquid in the slug. Each slug sheds liquid in its tail to the subsequent 
film, which accelerates as it moves downward (Talvy et al. (2000». For a 
fully developed slug flow, the distance between any two consecutive 
bubbles is large enough so that the trailing bubble is uninfluenced by the 
wake of the leading one. In this case, the information on the bubble nose 
motion is sufficient for the description of the flow. However, in the 
entrance region of the pipe, the distance between the bubbles is not 
sufficiently large (Polonsky et al. (1999». The bubbles in this region are 
influenced by flow in the wake of their predecessors, resulting in merging 
of bubbles and variation of the flow structure along the pipe (Moissis and 
Griffith (1962), Taitel et al. (1990». Hence, a study of the wake and the 
bubble within it will be carried out in order to add to the knowledge 
gathered within this area. 
19 Abolore Abdulahi 
.. 
Chapter Two 
~ A Y L . . O R · · · BUB8LE 
LIQUID SLUG 










Figure 2.9: Schematic description of slug flow geometry (Taitel et al. 
(1980)) 
Considering two consecutive Taylor bubbles, as can be seen in Fig 2.9, the 
first (top) bubble will move at a velocity given by Nicklin et al. (1962) 
relation: 
u ~ ~ = 1.2ul + O . 3 5 ~ ~gD (2.1) 
According to Taitel et al. (1980), the second (lower) bubble will move at 
the same speed when the slug length, Is, (in Figure 2.9) is long enough so 
that the velocity profile in the liquid at the front of the second bubble will 
be the same as that at the front of the first bubble, namely, the average 
velocity is III and the centreline velocity is 1. 2 ul 
Moissis and Griffith (1962) measured the velocity profiles in the wake of a 
stationary plastic 'bubble'. This simulation has some shortcomings. The 
rigid boundary of the plastic model does not represent the free-surface 
boundary of the gas bubble. In addition, the flow conditions in their 
experiments are different from those in a real slug flow where the gas 
bubble moves relative to the pipe walls . 
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The rise of a single bubble in stagnant and moving liquid in a vertical pipe 
has been studied by numerous researchers, both theoretically Dumitrescu 
(1943); Davies and Taylor (1949); Goldsmith and Mason (1962); Collins et 
al. (1978) Zukoski (1966), Mao and Dukler (1990) and experimentally 
White and Beardmore (1962). Most of the data are related to the flow 
around the nose of the bubble. The interest in gas entrainment from 
stationary large bubbles attached to spargers emerges from two diverse 
routes. One is related to the design and performance of Circulating bubble 
columns while the other is to get insight into the gas entrainment process 
from the Taylor bubbles in a gas-liquid slug flow. In real slug flow, 
measurements of the gas entrainment into the liquid slug are complicated 
due to the fast movement of the Taylor bubbles and the intermittency in 
the flow as reported by Brauner and Ullmann (2004b). 
In slug flow, gas is often entrained from the large elongated gas bubble 
into the liquid slug and this is thought (if not taken for granted) to have a 
significant effect on the slug behaviour. It is hence desirable to understand 
and model this phenomenon in order to understand its impact as well as to 
improve the accuracy of the prediction of slug characteristics (Bonizzi and 
Issa (2003)). In achieving this, it is imperative to understand the principle 
of gas exchange between the Taylor bubble and its liquid slug and this is 
therefore the subject of chapters 5 and 6 for water-air and 8 for oil-air, 
introducing the impact of viscosity into this study. 
2.6 Models for transition between flow 
regimes 
Since a flow pattern map may be constructed either experimentally or 
theoretically, many researchers have proposed theoretical models for the 
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transition from a flow regime to another by considering the inter-phase 
characteristics between these regimes. The common flow regime inter-
phases are bubble to slug, slug to churn, churn to annular and bubble-
slug-churn to dispersed bubble transitions. 
The combined flow pattern boundary is shown in Figure 2.10 which 
includes the boundaries by various workers for pipe diameters less than 
100mm. 
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Figure 2.10: Combined flow pattern map for pipes with diameter less than 
100mm (Bubble-to-slug: Taitel et al. (1980), Slug to churn: Jayanti and 
Hewitt (1992), Churn to annular: Barnea (1986), intermittent to dispersed 
bubble: Taitel et al. (1980), Barnea (1982» 
2.6.1 Bubble to slug flow transition 
The relationship between bubble coalescence caused by agglomeration and 
break-up by turbulence is key to the transition from bubbly-slug flow. 
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Radovcich and Moissis (1962) investigated the frequency of bubble 
collision and found out that a rapid increase occurs at a void fraction of ex 
> 0.2. Taitel et al. (1980) employed the critical void fraction, which they 
suggested at ex, = 0.25, for transition from bubble to slug flow regime. 
The transition equation is given by using the terminal velocity of a large 
bubble, Uo, 
II Is 
I - £ gc 
-----'--u 
£ gc 
gs -(1-£ )U gc ° (2.2) 





=153 PI-P g ga Un . - J 
P / ~ ~
(2.3) 
Song et al. (1995) used a 25mm diameter pipe to propose the following 
correlation for bubble flow, 




An extension to this work for a larger diameter pipe was done by Azzopardi 
(2006) through assessing the data from Cheng et al. (2002) in a 29 mm 
pipe and Guet et al. (2002) in a 72 mm pipe. 
2.6.2 Slug to churn flow transition 
A review of the slug to churn transition was done by Jayanti and Hewitt 
(1992) which assessed models based on four different mechanisms: 
Dukler and Taitel (1986)'5 entrance effect; McQuillan and Whalley (1985)'s 
flooding; Kaichiro and Ishii (1984)'s wake effect and Brauner and Barnea 
(1986)'s bubble coalescence. In effect, Jayanti and Hewitt (1992) 
presumed that the flooding mechanism is the most closely related to the 
slug-churn transition. They made two major improvements to the model 
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by McQuillan and Whalley (1985). First, the correlation by Broz (1954) was 
employed in place of Nusselt (1916) relationship for the film flow rate 
surrounding Taylor bubbles, due to its wide range of applicability (Fulford 
(1964)). Secondly, the effect of Taylor bubble length on flooding velocity 
was additionally considered. The model gives relatively good prediction for 
a pressurised system that was assessed by Watson and Hewitt (1999) up 
to 5 bara. 
2.6.3 Bubble-slug-churn to dispersed bubble flow 
transition 
At a high liquid flow rate, there is an increase in the rate of bubble break-
up. This is due to turbulence and the transition to the slug flow is 
suspended leading to a dispersed bubble regime as shown in Figure 2.9. 
Taitel et al. (1980) derived the correlation for transition to dispersed 
bubble flow by using the maximum stable bubble diameter proposed by 
Hinze (1955). 
Taitel et al. (1980) suggested a maximum volumetric packing at e = 0.52 
Ii 
which can be the transition to the dispersed bubbly flow. 
U Is O.923u gs (2.5) 
2.6.4 Churn to annular flow transition 
The critical condition of a sufficiently high gas velocity to keep the 
entrained droplets suspended was suggested by Taitel et al. (1980). From 
the force balance for a droplet, the following result could be inferred: 
(2.6) 
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A correlation by Hinze (1955) was used to predict the maximum stable 
drop size: 
(2.7) 
The churn to annular transition is expressed from the combination of 
equations (2.6) and (2.7) by using critical Weber number, We, = 30 and 
Drag coefficient, Co = 0.4 as suggested by Turner et al. (1969) in the 
Kutateladze number which is given in equation (2.19): 
=3.1 (2.8) 
Barnea (1986) suggested a churn-to-annular transition for all ranges of 
pipe inclinations with two mechanisms considered to cause the transition. 
These mechanisms are the instability of liquid film and the blockage at 
wave crest due to large water accumulation. 
2.7 Models for void fraction 
Void fraction models are currently being used in oil and gas industries to 
predict void fraction especially when the results may be needed to ensure 
continuous flow of gas and liquid from the reservoir. Some of these models 
perform well for predicting void fraction. These models have been 
compared with data from experimental campaigns described in Chapter 4 
(section 4.2.3) 
2.7.1 Homogeneous and Separated flow model 
The homogeneous model is based on the assumption that one phase is 
dispersed with the other phase continuous and that both phases flow move 
with the same velocity, whereas a separated model considers the slip 
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II, 
velocity U (defined by - ~ ~ ) between the phases. From the mass balance of 
R III 
each phase of the fluid, void fraction can be expressed as: 
1 
C = --------:-----:-
g p(l-x) I +V g , ~ ~
R 
P I X ~ ~
(2.9) 
Several correlations have been reported for UR, (for instance Chisholm 
(1972), Premoli et al. (1970)). The simple correlation given by Chisholm 
(1972) gives a relatively good prediction as follows: 
(2.10) 
While Premoli et al. (1970) at CISE suggested the following equation: 
V R = 1 for other conditions, 
. c ~ H H
where ) = -.:.:...' -
l-cgH 














Here, Reynold, Re and Weber, We numbers used are defined as 
(2.15) 
(2.16) 
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2.7.2 Drift-flux model 
Zuber and Findlay (1965) proposed the following correlation for the mean 
gas velocity using mixture velocity and drift velocity V lid as follows: 
II Ii.\ 








2.7.3 Direct correlations 
Beggs and Brill (1973) proposed a correlation based on the air/water 
experimental data obtained from their 25 to 38mm diameter pipes at 
several inclination angles. The correlation depends on the flow pattern, 




Table 2.1: Constants for Beggs and Brill correlation 
Fr<L1 L1 <Fr<L2 Fr>L1,L2 
Constants (Segregated) (Intermittent) (Oi stri buted) 
C81 0.98 0.845 1.065 
C82 0.4846 0.5351 0.5824 
C83 0.0868 0.0173 0.0609 
C84 (upflow) Eq (2.32 Eq (2.34) 0 
Cs4 (downfl ow) Eq (2.33 Eq (2.33) Eq (2.33) 
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~ ~ =exp( -4.62-3.7S7X" -0.48IX; -0.0207 Xn (2.25) 
L2 = exp(I.061- 4.602X" -1.609X,; - O.179X; + 0 . 0 0 0 6 3 5 X ~ ) ) (2.26) 
(2.27) 
2.8 Models for pressure gradient 
2.S.1 Lockhart-Martinelli parameter 
Two-phase frictional pressure gradient was predicted by Lockhart and 
Martinelli (1949) using two-phase multiplier, 
2 ( !1p / !1z )TP 
fA = (!1p / !1z), (2.28) 
These parameters were correlated with a dimensionless parameter X 
(shown in Figure 2.10), 
x = (2.29) 
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In Figure 2.11, the subscripts tt, vt, tv and vv represents viscous and 
turbulent flow for liquid and gas phase respectively. 
Chisholm and Laird (1958) suggested the equations for this relationship 
given by 
1 C 1 
AI- = 1+-+-
'f'1 X X2 (2.30) 
For the turbulent-turbulent case, which can be applied to most cases, 
Chisholm and Laird (1958) suggested C = 21. 
Overall models give good prediction for the first step; however there still 
exists significant error. Hence, an understanding of the detailed flow 
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Figure 2.11: Two-phase multiplier versus Lockhart- Martinelli parameter 
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2.8.2 Slug flow models 
Models for slug flow were proposed by Fernandes et al. (1983), Sylvester 
(1987) and de Cachard and Delhaye (1996). Recent work on slug flow 
modelling by researchers include Benitez-Centeno et al. (2012), Sarica et 
al. (2011). Brauner and Ullmann (2004a) have developed the idea of 
considering the entrainment to the liquid slug and investigated the effect 
of the fluids, flow rates, physical properties, pipe diameters, inclination 
and Taylor bubble/liquid slug lengths, which they called the Taylor bubble 
wake model. 
A schematic diagram of the Taylor bubble wake model is depicted in Figure 
2.12. Superscripts 'w' and's' in the liquid indicate slug wake and far wake 
regions, respectively. Void fraction in the wake region c['," is higher than 
that in the far wake region ci:' Since Taylor bubbles move faster than 
liquid slugs, liquid is shed to the film surrounded by Taylor bubbles. 
s 
Figure 2.12: Schematic diagram of the Taylor bubble wake model 
(Brauner and Ullmann (2004a)) 
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When the volumetric flow rate of bubble entrainment from a Taylor bubble 
Q ~ < , , and re-coalescence QKh to the successive Taylor bubble nose is given, 
the net gas flow rate QR1 = QK<, - QKh is released from the Taylor bubble 
and absorbed into the successive Taylor bubble. This causes Taylor bubble 
translation velocity, lil" , to be higher than the velocity of Taylor bubble U Rlh 
2.8.3. Churn flow models 
One of the difficulties found in churn flow is that its definition is 
ambiguous. Hewitt and Jayanti (1993) and Barbosa Jr et al. (2001) painted 
out the difference on the characteristics of flow structure between churn 
and slug/annular flow: 
• A steep increase of pressure gradient due to the gas/liquid interaction 
occurs after the breakdown of slug flow. The pressure gradient decreases 
with the gas superficial velocity. The pressure recovery can be observed in 
annular flow region (Figure 2.13). 
• Periodic reversals of huge waves and liquid film are observed in churn 
flow, whilst unidirectional film flows in annular flow. The work by Govan et 
al. (1991) shows the link between the transition from churn flow and 
capability of creating flooding waves. 
• A large amount of entrainment is observed in churn flow due to the huge 
waves. The entrained fraction decreases with increasing gas flow rate and 
increases again in annular flow. The difference of entrainment mechanism 
was found by Azzopardi (1983). 
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Figure 2.13: Dimensionless pressure gradient against dimensionless gas 
velocity by Owen (1986) 
The plot shown by Owen (1986), described in Figure 2.13, shows a 
decreasing d%z in the bubble to slug region, while the slug to churn 
region shows an increasing pressure gradient. However, this plot does not 
show an increasing pressure gradient for large diameter pipes, since slug 
flows do not occur in such pipes. This is shown in Chapter 4 (section 4.3) 
2.9 Entrainment in Taylor bubbles' wakes 
Entrainment is the process of gas loss from the rear of a Taylor bubble, 
which results in small gas bubbles in the liquid slug. According to Kockx et 
al. (2005), the first step in the entrainment process is a transition from a 
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smooth to a rough free surface of the falling liquid film along the Taylor 
bubble. Kockx et al. (2005) observed that only after this roughness or 
waves appeared on the free surface, gas entrainment increased 
perceptibly. Hence they concluded that entrainment is assumed to be 
caused by the fact that the free surface of the liquid pool is not capable of 
responding to the (transverse) oscillations of the incoming film as 
schematically shown in Figure 2.14. 




Figure 2.14: Entrainment mechanism at the bottom of the Taylor bubble 
due to distortions on the falling liquid film Kockx et al. (2005) 
The aspects of the entrainment in Fig 2.14 above have been described by 
Kockx et al. (2005) as follows: When a wave on the film surface 
approaches the pool it generates a gravity wave, which propagates on the 
pool surface as shown in Fig 2.14 (a). When the slope of the induced 
gravity wave is large enough and the waves on the film surface travel fast 
enough, the crest of the gravity will contact the next wave on the film 
surface and air will be enclosed as can be seen in Fig 2.14 (b). 
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Delfos et al. (2001b) suggested that entrainment could only occur when 
the intensity of the turbulent velocity fluctuations in the film is sufficiently 
strong to provoke it. Hence they affirmed that the entrainment rate is 
proportional to both the velocity with which the film flow enters the Taylor 
bubble wake, and the intensity of the turbulent velocity fluctuations in the 
film. In their concept, for short Taylor bubble length, LTB, the entrainment 
process is governed by the turbulence present in the flow upstream of the 
bubble; whereas for large LTB, it is governed by the wall shear-generated 
turbulence. 
The first model for the entrainment flux was proposed by Fernandes et al. 
(1983). They proposed that the gas flux out of the rear of the Taylor 
bubble is connected to a thin boundary layer in the Taylor bubble, which 
develops as a result of the liquid film flowing downward. Experiments on a 
stationary Taylor bubble in a vertical pipe with internal diameter, Dj = 
51mm by Su (1995) resulted in the creation of a bubble by injecting gas 
through a small pipe, with outer diameter Du = 19mm, in the centre of the 
vertical pipe and a downward liquid flow. The author observed that the 
vortices in the wake of the Taylor bubble play an important role in the 
entrainment process. These vortices tear the gas off the fixed bubble and 
entrain it into the liquid slug in the form of a swarm of small bubbles. 
Several attempts have been made to propose theoretical models for the 
prediction of the shape and rise velocity of Taylor bubbles in gas-liquid 
cases. However, due to the complex hydrodynamics, the development of a 
generalized solution taking care of all the physical and geometrical 
parameters is formidable. Therefore, several researchers have proposed 
solutions on the basis of different simplifying assumptions. The assumption 
of inviscid flow past the nose of the bubble has provided the first and 
probably the simplest analysis of the problem (Mandai et al. (2007». 
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Recent work on gas entrainment model was carried out by Skartlien et al. 
(2012) but the authors' work was based on horizontal pipes. 
2.10 Re-coalescence 
Re-coalescence is the process by which a part of the entrained gas bubbles 
in the liquid slug coalesce with the bottom of the Taylor bubble. In 
literature, the re-coalescence flux is often neglected and thus only the net 
gas flux out of the rear of the Taylor bubble is usually considered. Direct 
re-coalescent measurements can give us information whether the flux is 
negligible or not. Measurements have only been performed by Kockx 
(1999) and Delfos et al. (2001a) by means of helium-injection method 
based on the basic idea of injecting small helium bubbles, which 
approximately behave similar to the air bubbles, into the wake of the 
Taylor bubble. By measuring the helium concentration in the Taylor 
bubble, entrainment and re-coalescent fluxes were derived. However, the 
work only considered water as liquid which has low viscosity compared to 
higher viscosity oils in the current study. 
The Taylor bubble velocity is understood in vertical co-current flow. For the 
downward flow, the velocity measurement has been briefly reported by 
Nicklin (1962) and Griffith and Wallis (1961); and has been investigated 
more extensively by Martin (1976). 
The general form of expressing the rise velocity of the elongated bubbles, 
UTB in upward (co-current) flow is given by the equation below: 
(2.31) 
On the right hand side, the first term of the equation represents the 
absolute transitional velocity of the Taylor bubble in stagnant liquid 
(UL =0), g is the acceleration due to gravity, D is the diameter and UL is the 
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mean downward liquid velocity whereas the coefficient C1 is a function of 
the physical properties of the liquid and the duct diameter 
Three meaningful dimensionless parameters were introduced by White and 
Beardmore (1962) which are: 
U 
Froude number, Fr = & 
vgD 
which represents the inertial effects (negligible if Fr < 0.0025). 
(2.32) 
In some of the analysis in this Thesis, a modified Froude number is used 
based on gas superficial velocity which is given as: 
(2.33) 
This was achieved by squaring both sides of equation (2.32), then 
multiplying both the numerator and the denominator by density. i.e. 
D2 
Edtvos Number, E" = ~ ~
a 
which represents the surface tension effects (neglected if Eo > 70) 
4 
Morton Number, M" = gP1 pO'-




The values of C1 = 0.35 eqn 2.31, is accepted provided that viscous and 
surface tension effects are negligible. 
Since the value of C1 plays a great role in flow analysis and it is affected by 
viscous effects, it is necessary to look into the influence of viscosity change 
on the flow during experimentation. 
Lastly, Ohnesorge number (Oh) relates to the ratio of the viscous forces to 
the inertial and the surface tension forces which is expressed as follows: 
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This implies that large Oh indicates a significant influence of viscosity. 
Although, the Ohnesorge number (Oh) takes into account the effect of 
viscosity, density and surface tension, it does not account for the velocity 
of flow for the two-phase gas-liquid flows. Hence a dimensionless number 
which account for this parameter may be used. The Kapitza number (Ka) is 
defined as the ratio of Froude number (Fr) to the square root of Ohnesorge 
number (Oh). 
Fr 
Ka= ";Oh (2.38) 
(2.39) 
This equation will playa major role in identifying the effect of viscosity as 
it relates to gas entrainment especially in Chapter 8. 
2.11 Effect of Liquid Viscosity 
2.11.1 Survey on effect of Liquid viscosity 
Since the most common type of flow regime observed in oil production 
pipelines is slug flow, the knowledge of the liquid distribution, and hence 
the void fraction within the liquid slug, is important for the design of slug 
catchers for pipelines. There are other investigations which have been 
carried out using air as the gas phase and oil as the liquid phase. However, 
only a few investigations have been made showing the effect of liquid 
viscosity on the characteristics and hence the phase distribution in gas-
liquid slug flows. Investigations of the influence of liquid viscosity on slug 
characteristics in horizontal, slightly inclined pipes have been carried out 
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by Crowley et al. (1984) and Sam and Crowley (1986). According to the 
results of these investigations, increasing the liquid viscosity is expected to 
result in increasing slug velocities, increasing liquid film heights and 
increasing flow averaged liquid holdups. Zukoski (1966) experimentally 
investigated the influence of viscosity and surface tension on bubble 
velocity for different tube inclination angles. In particular the combined 
effects of surface tension and inclination angle are superbly demonstrated. 
It was observed that for all inclinations, the effect of surface tension is to 
reduce the bubble velocity more than (gD)1/2 when the diameter is 
reduced, and to finally bring the bubble to rest, altogether. The classical 
problem is rather well understood for all inclinations, although solution is 
only available for purely inertial or viscous flow in vertical tubes 
(Bendiksen (1984)). However, these investigations have not involved 
vertical pipes as well as gas entrainment rate. 
Highly viscous single-phase flow of Newtonian fluids in pipes is probably 
one of the most understood areas of fluid mechanics. However, its two-
phase counterpart is an area that has received little attention, although 
some studies have been done. Furukawa and Fukano (2001) used 
glycerine solutions with viscosities of up to 15 mPa s to investigate the 
effects of liquid viscosity on flow pattern. Fukano and Furukawa (1998) 
used glycerine solutions with viscosities of up to 10 mPa s to investigate 
the effect of liquid viscosity on interfacial shear stress and frictional 
pressure drop. Mori et al. (2007) used glycerine solutions with viscosities 
of up to 70 mPa s to investigate the inception of disturbance waves and 
droplets in two-phase flow, while Mori et al. (1999) used viscosities of up 
to 20 mPa s to investigate the effect of liquid viscosity on interfacial 
waves. The effects of a highly viscous liquid phase on vertically upward 
two-phase flow in a pipe was also investigated McNeil and Stuart (2003) as 
well as in McNeil and Stuart (2004). The former was based on two 
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approaches (flow pattern independent and flow pattern dependent 
approaches). A new correlation for the interfacial friction factor was 
proposed for the highly viscous experimental dataset investigated by the 
authors. The latter work looked into highly viscous liquid-phase in a nozzle 
and orifice plate with a vertically upward two-phase flow. The authors 
concluded from the study that a substantial increase in liquid viscosity has 
a significant effect on nozzle and orifice plate flows. However, all the work 
mentioned above could not address the effect of viscosity of gas 
entrainment below Taylor bubbles in a slug flow. Only the work by Su and 
Metcalfe (1997) used viscous liquid for entrainment studies. However, the 
viscosity of the liquid used (6mPa.s) was still far below the viscosities of 
oils used (42mPa.s and 152mPa.s) for the current study. 
2.12 Falling film 
Several publications have evolved plunging jets which results from falling 
film and the associate gas entrainment especially in open pools. However, 
most of these studies have focused on co-current flows rather than 
stationary flows which are easily used for predicting the hydrodynamics of 
plunging jets and the associated gas entrainment which may further be 
used to generate correlations. In this section, the literature is reviewed 
and presented regarding falling film and the gas entrainment due to 
plunging jets. 
2.12.1 Falling Film reviewed 
Falling and plunging jets commonly studied in open channels have been 
carried out for several years using different measurement techniques. The 
studies previously published on falling films and plunging jet in pipes are 
either in terms of experimental and modelling studies or computational 
and numerical simulations. These would be itemised as follows: 
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2.12.1.1 Experimental and modelling studies of falling film 
Previous work on plunging jet characteristics were reported for low liquid 
velocities and for low viscosity liquid such as water as the working fluid. 
Nusselt (1916) has been reported as one of the early researchers in film 
thickness measurement. A model was developed which is very useful for 
the laminar flow region. Another researcher carried out an extensive 
literature survey on the hydrodynamics of liquid jets and how they affect 
gas entrainment is Bin (1993). An equation for low velocity jets based on 
energy balance, for calculating impact jet diameter, which is a function of 
the jet length, gravity, liquid flow rate and relaxation diameter, was 
proposed by the author. However, the proposed equation does not take 
into consideration the effect of the interfacial shear at the liquid-gas 
interface. Since the work by Bin (1993) was based on low jet velocity, Van 
De Sande and Smith (1976) worked on high jet velocity thereby proposing 
a correlation which was based on the Weber number, Reynolds number as 
well as nozzle design parameters. However, this correlation is valid only 
for specific combinations of Weber and Reynolds numbers, for some nozzle 
lengths and nozzle diameters. 
McKeogh and Ervine (1981) measured the jet turbulent intensity using a 
turbulent probe consisting baSically of a pitot tube connected to a pressure 
transducer. The authors proposed a power law relationship which 
correlated the jet surface roughness, jet radiUS, jet length, and the jet 
breakup length. The power index and constant in the correlation depended 
mainly on the jet turbulence level. Kusabiraki et al. (1992) also carried out 
experimental studies considering different liquid properties, such as 
density, viscosity and surface tension, with different nozzle designs and 
different jet velocities, to determine the effect of jet shape on the gas 
entrainment. A pitot tube was used to measure the liquid jet velocity near 
the plunging point while the shape of the jet was determined by analysing 
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a series of jet photographs. The studies by the authors deduced that 
correlating jet undulations with different physical properties show the 
same trend of the measured gas entrainment. 
An investigation of falling film entrance region was carried out by Hikita et 
al. (1987) both theoretically and experimentally in a rectangular inclined 
channel. The investigation by the authors was on angles of inclination from 
10° to 90° using three different fluids which include water and two other 
different concentrations of aqueous sucrose solution. The authors used a 
micrometre attached to a pointer to measure film thickness while applying 
a finite element method to acquire the falling film velocity. The authors 
used a model which is based on boundary layer approximation that also 
involves the Galileo number, Ga, (which is a function of the discharge 
coefficient, inclination angle and the Reynolds number). 
The liquid film around a standing bubble was experimentally investigated 
by Kockx et al. (2005) and Kockx et al. (1998) in a 100mm diameter pipe 
through continuous injection of air into a narrow tube. The stationary 
Taylor bubble generated had a length of 150cm. A Laser Induced 
Fluorescence (UF) technique was used by the authors and the results 
obtained show that the liquid film thickness decreases as the distance from 
the nose of the Taylor bubble increases until an axial distance of 8-9 pipe 
diameters and film thickness of 2.6 mm are reached. Beyond these pOints, 
the liquid film thickness slightly increases to a value of 2.8 mm, thus 
remaining constant for axial distances larger than 12 pipe diameters. The 
experimental results obtained by the authors agree well with the prediction 
of the model proposed by Karapantsios and Karabelas (1995) as well as 
with measurements results obtained by Su (1995). Unlike Kockx et al. 
(2005), these authors (Karapantsios and Karabelas (1995) as well as Su 
(1995» use a conductance technique to measure falling film thickness. 
Karapantsios and Karabelas (1995) investigated falling film characteristics 
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in a vertical pipe of 50 mm 1.0. and 2.66 m long over a Reynolds number 
range of 370 to 11020. The authors took measurements at different 
lengths from the air injection points (34.40, 36.40, 37.80, 39.80, 43.80, 
and 49.20) through the use of parallel wire conductance probes located 
1800 apart in the circumferential location. Karapantsios and Karabelas 
(1995) proposed a correlation for film thickness, which was a modified 
version of the correlation proposed by Takahama and Kato (1980), the 
difference being that the correlation by Karapantsios and Karabelas (1995) 
is capable of predicting the film thicknesses in flows with higher Reynolds 
numbers than those of Takahama and Kato (1980). Karapantsios et al. 
(1989) also employed a conductance technique to measure falling liquid 
film thickness for Reynolds numbers in the range of 509 and 13090. The 
authors were able to show extensive statistical analysis of the wave 
dynamics on the liquid film surface. Other authors that use conductance 
technique to measure film thickness include Geraci et al. (2007). 
Portalski and Clegg (1972) measured falling liquid film thickness utilizing 
the light absorption technique. Also, the roughness of jet was measured by 
Oavoust et al. (2002) using the same light absorption technique as 
Portalski and Clegg (1972). However, the suitability of such technique to 
capture inertia is in doubt. 
Some other film thickness measurement techniques have been employed 
by other researchers including Liu et al. (1993), Liu et al. (1995) Karimi 
and Kawaji (1998), Karimi and Kawaji (1999), Chu and Oukler (1974), 
Cummings and Chanson (1997), Chanson and Jaw-Fang (1997), 
Cummings and Chanson (1999) and Conte and Azzopardi (2003). 
Lastly, jet and falling film thickness and waviness measurements, were 
investigated by researchers including Zhou et al. (2009) who measured 
film thickness with a confocal chromatic sensor technique. The 
measurement method adopted by Schagen et al. (2006) was based on 
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luminescence indicators to determine the local film thickness of a falling 
film and the temperature distribution over a heated plate. 
2.12.1.2 Numerical and Computational Simulation of falling film: 
the review 
It is quite difficult to directly simulate the hydrodynamics of a falling film, 
as noted by Kostoglou et al. (2010) who reported the reconstruction of film 
thickness time traces for wavy turbulent free falling films. Hence, 
simplifications and assumptions based on experimental data are required 
to simulate such phenomena. Taha and Cui (2006) used the FLUENT code 
to run CFD simulations on slug flow. The authors' results showed that the 
film thickness around a Taylor bubble decreased as the surface tension 
increased. 
Haeri and Hashemabadi (2008) developed a CFD Simulation for falling film 
on inclined plates utilizing a finite volume code. Lahey Jr. (2008) 
presented a direct numerical simulation (DNS) of various incompressible 
and compressible single and two-phase flows including jets. He provided 
detailed information on the jet flow structure utilizing a suitable adaptive 
grid 3D solver. Oron et al. (2009a) and Oron et al. (2009b) derived and 
analyzed the spatiotemporal dynamics of thin liquid films falling on an 
oscillating vertical plane via the time-modulated weighted-residual 
boundary-layer (TMB) equations. Other previous work on numerical 
modelling of film thickness have been carried out by researchers such as 
Oron et al. (2009) and Xu et al. (2008). 
However, all the above studies do not statistically analyse the 
development of film thickness in a practical way. The key characteristic of 
a free falling liquid film is that its thickness changes continuously with the 
axial distance. In the current work, statistical analysis of the film thickness 
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as it travels down the pipe while covering a stationary Taylor bubble will 
be provided. 
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Chapter Three 
Two-phase flow in a 127mm 
diameter vertical pipe at 
elevated pressure 
3.0 Introduction 
In chapter two, it was emphasized that very little work has been done on 
viscous liquids. Hence, it is imperative to work with fluid of high viscosity, 
since oil and gas industries will need to handle highly viscous fluids. This 
chapter introduces the two-phase flow experiments conducted at SINTEF 
Multiphase flow laboratory using high viscous liquid. It begins with a 
description of the medium flow loop, which was designed at the University 
of Nottingham and then connected to the facilities at SINTEF to give a 
closed loop. The design methods, as well as the rig components, are also 
described herein. Finally, experimental results are presented. In this 
chapter, the experimental results discussed are those carried out at 
7.5barg pressure. In this case, differential pressure transducers were used 
which were connected to (i) the test section and (ii) a reference pressure 
line. Further discussion of this will be made later in this chapter. 
3.1 Overview of the flow facilities 
3.1.1 Brief description ofthe rig 
The medium closed loop flow facility at SINTEF Petroleum Research, 
Multiphase Flow Laboratory was designed to accommodate both vertical 
and horizontal flow lines as described in Eskerud Smith et al. (2011). A 
schematic diagram of this loop is given in Figure 3.1. The pipework for the 
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127mm diameter 9m riser section of the vertical flow facility was designed 
and constructed at the University of Nottingham. This consists of the 
gas/liquid mixer at the lower end of the riser as well as a bend at the 
topside of the riser. The riser was pressure tested at Nottingham before 
the components were shipped to the SINTEF laboratory at Tiller near 
Trondheim, where it was incorporated into their Multiphase flow medium 
scale closed loop for the duration of the tests to allow measurements using 
a wire mesh sensor and differential pressure transducers to acquire void 

























Figure 3.1: The experimental rig with the riser section as labelled 
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3.1.2 System test fluid: properties and reason for their 
choice 
In this facility, the gas used was Sulphur Hexafluoride (SF6)' The gas was 
initially compressed to a liquefied form at 80bar in a cylindrical tank. This 
was sent into the separator (Figure 3.1) which already contained a high 
viscosity oil mixture (mixture of Nexbase 3080 oil with viscosity of 
89mPa.s and Exssol 080 oil with viscosity of 1. 76mPa.s). The properties of 
the fluids are presented in Table 3.1. It is worth noting that the oil samples 
were chosen because they are non-flammable, transparent and non-toxic. 
Exssol 080 is de-aromatized aliphatic hydrocarbon oil commonly used in 
flow loop experiments while Nexbase 3080 is catalytically hydro-
isomerised and dewaxed base oil comprising of hydrogenated, highly iso-
paraffinic hydrocarbons. The two oils were combined to achieve a mixture 
with a viscosity of 35mPa.s which was instantaneously monitored using a 
coriolis flowmeter with model number CMFS400. 
Table 3.1: Fluid properties for the experimental campaign 
Typical Density Temperature Range, 
Type of Fluid (kg/m 3) Viscosity (mPa.s) TC2 (DC) 
SF,Gas (at 7.9bara) 45 0.0151 
SF,Gas (at 4.5bara) 28 0.0151 
Uquid Mixture (Exxsol 
080 + Nexbase 3080) 840 35 21.05-25.52 
3.1.3 Components of the flow facility 
3 
The compressor on this facility has a volumetric capacity of 180 m /h and 
can compress up to 20 bara. The maximum operating speed is 2900 r.p.m. 
The compressor is driven by an electriC motor and most of the heat 
generated during the compression process is absorbed by the circulating 
oil in the system. This is removed in the heat exchanger to which water 
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from the mains was provided at a constant rate as provided in Fig. 3.1. 
Gas enters the compressor, which has impellers that rotate eccentrically in 
relation to the centreline of the compressor ring. This results in the change 
of volume and creates a vacuum and compression process. Compressed 
gas is directed to the storage tank where the two phases were separated. 
The heat exchanger helps to ensure that the system fluid properties are 
maintained as drop or increase in temperature affects fluid properties 
which may alter actual data acquired. The oil is circulated by the 
centrifugal pump via the heat exchanger; hence the oil conditions are 
regulated by the heat exchanger. The oil temperature was constantly 
monitored and recorded. 
Flow lines and Riser: The riser was made of 316-stainless steel in order to 
withstand the high pressure to which it was subjected. It was 9 meters 
tall from the baseline. There was a 90 degrees bend at the end of the riser 
which connects to the drop-leg as can be seen in Figure 3.1. 
Separator: The separator tank had a nominal volume of 10m3• Gas and oil 
from the downcomer are separated here before being injected separately 
back into the riser base. 
3.1.4 Gas-liquid mixing section 
In the mixer employed here (Figure 3.2c) which is similar to that used by 
Hernandez Perez (2008), Hernandez Perez et al. (2010), Szalinski et al. 
(2010) and Azzopardi et al. (2010a), the liquid was introduced into a short 
annulus from the bottom. Gas was then mixed through 4mm diameter 
holes at the inner wall of the annulus. The mixture then flows into the 
main pipe. This design was chosen to: (i) produce small bubble sizes and 
(ii) to minimize the flow of liquid back into the gas supply line. To avoid 
liquid from entering the gas injection holes, the shutdown process involves 
stopping the liquid flow while the gas flow was continuously circulated for a 
48 I Abolore Abdulahi 
Chapter Three Two-phase flow in a 127mm diameter vertical pipe 
few more minutes in order to expel all liquid in the test section. The gas 
fl ow was then stopped. The holes were positioned in rings up the pipe with 
an axia l spacing of 20mm and a circumferential spacing of 16mm. 
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Figure 3.2: Mixing configuration showing (a) gas injection tube (b) layout 
of the gas injection unit (c) Two-phase flow mixing point 
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3.1.5 Flow measurement section 
The flow measurement section contained the measuring instrument for 
the experiment. The Differential pressure transducers (DPTl and DPT2 
shown in Figure 3.3) were placed at two different positions along the riser 
with a constant pressure reference line positioned in-between the two 
transducers. One transducer (DPT1) was placed 2m from the mixing 
section while the other transducer (DPT2) was placed 6.65m from the 
mixing zone, as can be seen in Figure 3.3. The wire mesh sensor was 
positioned 6.5m from the mixing zone in order to allow measurements to 
be made on a fully developed flow. It was assumed in this work that 
steady state conditions have been attained at this axial position and 
instabilities were ignored. In principle, a two-phase flow is assumed to be 
fully developed if all the measured properties such as average void 
fraction, radial void fraction and other measurable parameters do not 
change as the ratio L to D is increased. Lucas et al. (2005) as well as 
Szalinski et al. (2010), reported that developed flow conditions are 
attained at L/D=40 for average void fraction and radial void fraction 
profiles. However, some experiments on vertical pipes indicate that as 
much as 200 pipe diameters or more are needed to establish a fully 
developed flow, and such a length is seldom possible in experimental rigs 
due to the high cost involved. Besides, such experiments are in mainly in 
the annular flow region. In the current study, the ratio L/D=51.2 at the 
position of the Wire Mesh Sensor while it was 52.4 at the position of the 
pressure transducer downstream. This position is well beyond that 
proposed by Lucas et al. (2005). 
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Figure 3.3: Positions of the measuring instruments 
3.1.5.1 Differential Pressure Transducers (OPTs) 
The differential pressure transducers used in this work had a range 
between 0-2.5bar with a nominal pressure of 16bar, an accuracy of +/-
0.25% and were made by Impress sensor and systems. The model number 
was 730-E-2501-1-5-100-JOO-l-000. Just like any other measurement 
technique, calibration is an essential preparation step before using the 
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transducers. One of the advantages of DP Transmitters is that they have a 
zero span feature that makes them easy to calibrate. Both DPTs located on 
the test section in Figure 3.3 (DPTl and DPT2) were calibrated using 
exactly the same procedure. Although the differential pressure transducers 
used in the experiment were Supply Company calibrated with a calibration 
certificate provided to the user, a second calibration was conducted on the 
transducers to confirm the accuracy of the supplied calibration. The tube 
for calibration was made of polycarbonate material. The tube was filled 
with water from one end and the other end was sealed. Each transducer 
was connected in-between the two ends of the tube via a saddle (one at a 
time). 
The transducer was connected to a 32 channels DAQ card (from National 
Instruments) which converted the electrical signals from the sensors to the 
numerical values using LABVIEW 8.6 software (also from National 
Instruments). The rate of data acquisition was controlled using built-in 
functions in the software. The data sampling rate for the present study 
was 1000Hz for duration of 1-3minutes. The Signals from the sensors were 
obtained simultaneously and saved on a PC as EXCEL files. The equation 
from the calibration plot (shown in Appendix Figure Bl) was programmed 
into Labview to acquire field measurements during experimentation. The 
program developed by the author using Labview software consists of 
routines corresponding to each pressure transducer signal, in which the 
time-varying voltage is converted into pressure. 
3.1.5.2 Thermocouples 
Two T-type thermocouples, TCl and TC2, were inserted into both the 
liquid inlet and the two-phase flow outlet of the riser in Figure 3.1 to 
ensure that temperature data were logged to monitor and control the 
temperature as changes to this parameter will have an effect on viscosity. 
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The calibration of these thermocouples was done using ice, hot and boiling 
water. A thermometer was inserted into each system (ice cubes, hot and 
boiling water) to measure the temperature. This temperature 
measurement with the aid of a mercury thermometer which has an 
accuracy of ±1 DC was simultaneously taken alongside the voltage readings 
using a digital multimeter. These data from thermocouple calibration were 
used to produce a calibration equation that was included in the Labview 
programme. The plot for this calibration equation is shown in Appendix 
Figure B2. 
3.1.5.3 Wire Mesh Sensor 
Capacitance wire mesh sensor which was manufactured by HZDR, 
Germany was used to acquire void fraction data. Further information on 
this instrument can be found in Chapter 5. Wire mesh sensor was placed 
at 6. Sm above the mixing section in the riser. The data acquired by the 
instrument were analysed and the results can be found in section 3.4.2. 
3.2 Experimental 
The gas and oil flow rates, as well as the oil density, were measured by 
two coriolis meters. Measurement of the gas density was made through 
manually weighing a gas sample obtained from the flow loop. The medium 
flow loop is located inside a building at the SINTEF Multiphase Flow 
Laboratory at Tiller, Trondheim. The pressure in the test section was 
initially at 7.9bar, this was later lowered to 4.5bar. For the purpose of this 
Chapter, data for experiments at 7.9bara are reported. Comparison of the 
results from both pressure conditions will be discussed in Chapter 4. The 
velocity of the oil ranged from D.l-lm/s while that of the gas ranged 
between D.1-3m/s. 
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3.3 Experimental conditions 
The experimental conditions at which data were taken have been 
represented in two different flow pattern maps (Hewitt and Roberts (1969) 
and Shoham (2006) mechanistic model) with dot and diamond 
representing discrete experimental points of the current work. A third flow 
pattern map based on Bennett et al. (1965) is not appropriate because of 
the assumption of a slip ratio of 1 is invalid for these flows. The Hewitt and 
Roberts flow map (shown in Figure 3.4) indicate that slug flows existed. 
However, slugs were not identified during experimentation. The Shoham 
mechanistic model flow map is identified as a more appropriate flow map 
which delineates the flow conditions into their respective pattern, as can 
be seen in Figure 3.5. This is because it does not show existence of slug 
flows as was observed during experimentation. The results from the 
observed flow pattern are shown in Table 3.2. The regimes where data 
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Figure 3.4: Flow pattern identification using the method proposed by 
Hewitt and Roberts (1969) 
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Figure 3.5: Flow pattern showing the positions of experimental points of 
consideration based on Shoham mechanistic model (Shoham (2006)) 
3.3.1 Visualisation method of identification 
The pipe used for the work was made of steel (hence non-transparent) 
which made it difficult to see what was happening within the pipe conduit. 
However, there was a transparent section in the Wire Mesh Sensor which 
allowed visibility. Through this section, individual f low regimes could be 
observed although this only revealed what happened around the pipe wall 
and not the pipe core. Hence, this judgement may not be regarded as a 
very effective way of identifying regimes but it does give an opinion on 
what was observed. Bullet-shaped Taylor bubbles were missing in all the 
flows that were observed. The summary of the flow regimes observed is 
given in Table 3.2 
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Table 3.2: Flow regimes during experimentation 
Liquid superficial Gas superficial flow regime flow regime by 
velocity (m/s) velocity (m/s) by PDF visualisation 
0.1-0.2 0.1 Bubbly Bubbly 
0.6 Bubbly Bubbly 
1 Intermittent Intermittent 
1.4 Intermittent Intermittent 
2 Intermittent Intermittent 
2.4 semi-annular semi-annular 
3 semi-annular annular 
0.4-0.6 0.1 Bubbly Bubbly 
0.6 Intermittent Bubbly 
1 Intermittent Intermittent 
1.4 Intermittent Intermittent 
2 Intermittent Intermittent 
2.4 Intermittent Intermittent 
3 semi-annular semi-annular 
0.8 0.1 Bubbly Bubbly 
0.6 Intermittent Bubbly 
1 Intermittent Intermittent 
1.4 Intermittent Intermittent 
2 Intermittent Intermittent 
2.4 Intermittent Intermittent 
3 semi-annular Intermittent 
1 0.1 Bubbly Bubbly 
0.6 Intermittent Bubbly 
1 Intermittent Intermittent 
1.4 Intermittent Intermittent 
2 Intermittent Intermittent 
2.4 Intermittent Intermittent 
3 semi-annular Intermittent 
These regimes identified in Table 3.2 have been corroborated by the flow 
pattern maps previously described in this chapter. 
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3.4 Results 
3.4.1 Pressure Measurement 
Pressure is the driving force for flow in pipes. Hence, it is an important 
design parameter in flow assurance and transient multiphase flows. In all 
the two-phase experimental campaigns presented in this chapter, time-
varying, averaged total pressure drops, as well as pressure gradients, 
have been measured simultaneously with the other parameters such as 
gas volume fraction. The local pressures in the riser test section are 
measured by a pair of differential pressure transmitters (DPl-2) and a 
reference line. Hence two groups of pressure gradient data are available, 
named as dPl and dP2. They correspond to the pressure gradient between 
DPtlRef and DP2/Ref pressure transmitters, respectively. The total 
pressure gradient consists of three components, gravitational, frictional 
and accelerational pressure gradients. In these tests, the accelerational 
pressure gradient was close to zero and has been neglected. The 
gravitational pressure gradient was estimated from the void fraction data. 
The time series of the pressure data close to the position of the Wire Mesh 
Sensor (DP2) are shown in Figure 3.6 
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Figure 3.6: Time series of the pressure data at different flow conditions 
The maximum and minimum values of the pressure time series can be 
seen as shown in Figure 3.6. These values are between 730-745kPa. The 
time series in Fig. 3.6 are able to reveal the fluctuations in the data as the 
gas-liquid flows through the pipe. The difference between the maximum 
and the minimum values in the plots do not show a huge pressure 
fluctuation (more than 50kPa) which are associated with the presence of 
bridging gas in slug flows. Hence, slug flows were completely missing as 
evidenced by this description. Hence the minimal pressure fluctuation 
identified can be attributed to this absence. Plots of the ratio of the 
standard deviation/mean of the pressure against superficial gas velocity 
show the extent of the pressure fluctuation as Figure 3.7 shows that the 
ratio is in the range of +/-0.35%. 
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Figure 3.7: Percentage Standard Deviation/Mean Pressure versus 
superficial gas velocity 
3.4.2 Void fraction 
The cross sectional averaged void fractions were acquired with the use of a 
wire mesh sensor and these results have been used to express flow 
reg imes in terms of time series, probability density function of void 
fraction and power spectral density. Some of the analyses of the time 
series are shown in Figure 3.8. Figure 3.8 (a) covers a long time span 
which may be difficult to make out the detail. Hence, if emphasis is placed 
on the highlighted section, more information about the time series is 
59 I Abolore Abdulahi 
Chapter Three Two-phase flow in a 127mm diameter vertical pipe 
revealed as can be seen in Figure 3.8 (b). This is similar for all other 
conditions . An interesting feature is that the perturbations in the void 
f ractions in Figure 3.8 are replicated in the pressure plots of Figure 3.6. 
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Figure 3.8: Time series of void fraction at various conditions of flow 
Time varying void fraction traces have been used by various authors, 
including Costigan and Whalley (1997) to identify flow patterns. Void 
fractions below 0.25 are categorised as bubbly flow by Costigan and 
Whalley (1997). Slug flows are regarded as having continual low and high 
void fractions which are indicative of the presence of gas dominated Taylor 
bubbles followed by liquid dominated liquid slugs, These are absent from 
the time series shown in Figures 3.8 (a)-(f). Hence Figures 3.8 (b)-(f) can 
be regarded as intermittent flows with Figures 3.8 (e) and (f) showing time 
series characteristic of churn flows. Kaji (2008) described a unique method 
of identifying slugs in two-phase gas-liquid flows as shown in Figure 3.9. 
From this description, the range of magnitude between the values for the 
peaks of the bubble region and those of the troughs of the slug region is 
usually wide at an average of 0.6. This is dissimilar to what has been 
observed in Figures 3.8 (a)-(f) which further buttresses the absence of 
such a flow regime in the current experimental campaign. 
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Figure 3 .9: Criteria for the detection of slug (Kaji (2008)) 
Nevertheless, other flow pattern delineating signatures can be used to 
identify positions of the two-phase flows as observed during 
experimentation wh ich will be discussed later in this chapter. 
3.4.3 Probability density function of void fraction 
Probabil ity density function is a function of a continuous random variable, 
whose integra l across an interval g ives the probability that the value of the 
. variabl e lies wi thin the same interval. In this chapter, the variable used is 
void fracti on. Costigan and Whalley (1997) used the probability density 
functions (PDF) to identify flow regimes. In their work, they used two 
meters to examine the dynamic variation of void fraction in air-water flows 
in a vertical 32mm diameter tube. The research led to the identification of 
six flow regimes through examination of the void fraction traces and their 
probability distribution functions. The regimes identified were: bubble flow, 
spherical cap bubble flow, stable slug flow, unstable slug flow, churn flow 
and annular flow. Using PDF in the current study, the narrow single peaks 
which occur at void fractions between 0.06 and 004, as defined by 
Costigan and Whalley for discreet bubbly flows can be seen in Figures 3.10 
(a) and (b). Spherical cap bubble flows (have a PDF trace that has a single 
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peak like bubble flow but with a broadening tail extending at higher void 
fraction). Stable slug flows and unstable slug flow both have twin peaks. 
However, they are all absent in Figure 3.10 (a) and (b). This is 
understandable as the pipe diameter in Costigan and Whalley's case was 
32mm. Churn flow which has a void fraction close to 0.8 but with erratic 
liquid film thickness that has large disturbances with void fraction down to 
less than 0.6 was present. 
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Figure 3.10: Probability Density Function plots for liquid superficial 
velocities at (a) O.4m/s, (b) 0.8m/s 
Radial profiles can also be extracted from the data of the wire mesh sensor 
as can be seen in Figures 3.11 (a) and (b). They are time and azimuth 
averaged gas fraction. The x-axis displays the distance in mm of the 
respective ring from the centre of the pipe. Unlike previous work with 
other instruments, the radial profiles are obtained relatively easily from 
the WMS data because the WMS intrusively scans the full cross-section of 
the pipe. Radial void fraction for bubble flows show that small bubbles tend 
to move to the pipe wall which results in increasing the effect of wall drag 
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as well as increasing the wall shear stress. This was also reported by 
Olerni et al. (2013). As the gas superficial velocities are increased, the 
bubbles increase in momentum and they tend to coalesce, which results in 
their movement towards the pipe core. At low gas volume fraction and low 
gas superficial velocity (for bubbly flows), the concentration are high 
towards the wall periphery as can be seen in Figure 3 .11 
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Figure 3.11: Radial void fraction profiles at liquid superficial velocity of (a) 
0.2m/s and (b) OAm/s 
3.4.4 Bubble size distribution 
Details on the methodology for extracting bubbles size information from 
Wire mesh sensor data can be found in Prasser et al. (2001). They are 
constructed by summing the contribution of the bubbles of a given range 
of diameters to the integral volumetric gas fraction. The partial gas 
fraction (de:jdDaub in %/mm) is plotted against the equivalent bubble 
diameter (Daub)' When integration is carried out over the entire bubble 
size distribution, the result is the volumetric gas fraction averaged over 
time and cross-section. There is a general shift in the peak f rom left to 
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right as the superficial gas velocity is increased. This indicates that bubbles 
grow bigger as they gather more momentum. This can be seen in Figure 
3.12 for liquid superficial velocity of O.lm/s. Bubble sizes for bigger pipes 
cover a broader range than those in smaller pipes, as can be seen in the 
work by Prasser et al. (2004) shown in Figure 3.13. This is similar to what 
is shown in Figure 3.12. 
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Figure 3.12: Bubble size distribution plot at Usl= O.lm/s 
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200mm diameter pipes as measured by Prasser et al. (2004) 
3.4.5 Flow pattern identification using other methods 
3.4.5.1 Power Spectral Density (PSD) 
Power spectral density function (PSD) shows the strength of the variations 
(in this case, it is taken for void fraction) as a function of frequency. In 
other words, it shows at which frequencies variations are strong and at 
which frequencies variations are weak. With the aid of power spectral 
density (PSD) analysis, it is possible to distinguish between periodic and 
chaotic responses. It is known that for a chaotic motion, the power 
spectrum is a continuous function. Since intermittent region of two-phase 
flow is regarded as chaotic, PSD analysis is a useful tool in identifying flow 
regimes. The transition from smooth flows to chaotic flows can be 
identified through the PSD signatures. In Figures 3.14(a) - (d) at low 
superficial gas velocities, the harmonic Signal response is more chaotic 
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than at higher superficial gas velocities. This is the response to changes 
from bubbly flows to intermittent flows. 
C 0.0tl0008 
. 1ji 0000007 
= . 
~ ~o 0.000006 
~ ~ 0000005 
~ ~




~ ~ 0.0tl0002 
& 0.000001 
O L - - - - - - - ~ - - - - ~ ~ ~
0.01 01 1 10 100 
Frequency 
(a) 







~ ~ 0.1lIm 
(,) 




~ ~ 0rm12 
~ ~
0.01 01 10 100 
Frequency 
(c) 












~ ~ 0.00002 
o OL-----.L.---.:-...-----.J 




. ~ ~ 0.00006 
~ ~
Cl 000005 
';l ~ ~ 0.00004 
&000003 
rJJ 
~ ~ 0.00002 ~ I I L ~ ~ 0.00001 
~ ~
001 01 1 10 100 1000 
Frequency 
(d) 
Figure 3.14: PSD and frequency plots at liquid superficial velocity of 0.4 
m/s and gas superficial velocities (m/s): (a) 0.1, (b) 0.6, (c) 1.0, (d) 2.0 
3.5 Summary 
A set of data have been obtained on a large diameter pipe at high pressure 
with high viscosity liquid and high density gas. The following summary 
could be drawn from this chapter: 
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• The mechanistic flow pattern of Shoham (2006) performed well for the 
set of experimental conditions under review. 
• The time series of void fraction revealed the absence of bridging gas 
troughs that is characteristic of slug flows. 
• The characteristic twin peaked PDFs that indicates the presence of slug 
flows did not feature in any of the PDFs for the current study which 
highlights the absence of slug flows in big diameter pipes 
• Radial distribution of void fraction show that for bubbly flows the 
bubbles tend to move away from the pipe core towards the pipe wall 
while they move towards the centre of the pipe for other flow regimes 
as a result of bubble coalescence. Hence for bubbly flows, the plot is 
nearly flat while for other flows the plots are almost parabolic. 
• By using the frequencies from power spectral denSity, the change from 
one regime of flow to another can be identified as the harmonic signals 
smooth out as the flows move from bubbly to intermittent flows. 
• Bubble size distribution plots reveal that the bubbles increased in 
diameter as the superficial gas velocities are increased. However, the 
two characteristic division of bubble layers observed by Prasser et al. 
(2004) in small diameter pipes was absent, while a similar shape for 
big pipe in Prasser's work has been observed in the current study. 
• Pipe diameter, viscosity of the oil as well as the gas density have 
probably played a major role in shifting the flow regimes, hence, the 
usual flow pattern maps which have mainly been obtained from air-
water experiments may not be relevant for handling such fluids. 
Although some of the flow maps do consider these fluid properties, 
they are unable to fit-in well for good flow delineation. New maps has 
however been suggested. 
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Chapter Four 
Effect of pressure on a two-
phase gas-viscous liquid flow 
4.1 Introduction 
Most work in two-phase flow has focused on pressures close to 
atmospheric. However, the conditions in oil and gas wells can be at very 
high pressures. Some recently discovered fields have pressures >300bar. 
Therefore, the effect of pressure on gas/liquid flows needs to be 
understood. When gas and liquid are forced to flow together inside a pipe, 
there are different geometrical configurations, or flow regimes, that occur. 
The regimes depend on the fluid properties, the size of the conduit and the 
flow rates of each of the phases. The flow regime can also depend on the 
configuration of the inlet; the flow regime may take some distance to 
develop and it can change with distance as (perhaps) the pressure, which 
affects the gas density changes. For fixed fluid properties and pipe 
configuration, the flow rates are the independent variables that when 
adjusted, will often lead to changes in the flow regime. 
Studies on the effect of pressure on two-phase gas-liquid flows which have 
been carried out in the past have focused on water or other liquids with 
similar viscosities. Hence most of the available industrial models and 
correlations have been validated with experimental results from air-water 
data. In this chapter, an investigation into the effect of pressure on a two-
phase flow of gas using a high viscosity liquid will be reported. This was 
carried out on a large diameter pipe (127mm). As earlier noted in chapter 
3, the experiments were conducted at two different pressures: 7.9 and 4.5 
bar. This chapter will compare the results for both pressures as well as 
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with other published data. For clarity, in this chapter low and high pressure 
refer to 4.5 and 7.9 bar respectively 
4.2 
4.2.1 
Mean void fraction 
Comparison of mean void fraction at low and high 
pressure 
As a first step, mean void fraction acquired using a WMS for both pressure 
conditions are compared. These are shown in Figures 4.1 (a)-(d). At low 
superficial liquid velocities, the effect of pressure was insignificant because 
almost all the data fallon the same line as can be seen in Figures 4.1(a) 
and slightly apart in Figure 4.1(b) between gas superficial velocities of 0.5-
2.5m/s. This may still be regarded to be within the uncertainty region for 
WMS (which has been reported by Da Silva et al. (2007) to have a 
confidence interval of 95%) However, in Figure 4.1 (c) as the liquid 
velocities increases the effect of pressure begins to show at a gas 
superficial velocity of O.8m/s at a liquid velocity of O.6m/s (Figure 4.1c. 
Beyond this velocity, the mean void fraction at high pressure were seen to 
be higher than those at low pressure, Figure 4.1d 
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Figure 4.1: Effect of pressure on void fraction at superficial liquid velocities 
(m/s) (a) 0.2, (b) 0.4, (c) 0.6, (d) 0.8 
4.2.2 Comparison between calculated void fraction and 
measured void fraction 
Effect of pressure can be further evaluated by comparing the void fraction 
values of both low and high pressure experiments obtained from WMS with 
those calculated using data acquired from differential pressure transducers 
over a range of superficial liquid velocities. In Figure 4.2, the void fraction 
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calculated from equation 4.1 as well as the measured void fraction were 
almost the same at low pressure. 
( ~ / g g )-PI 
(Pi! - PI) (4.1) 
However when the pressure was elevated, the difference becomes 
significant, especially at low superficial gas velocities. The calculated void 
fraction was derived from the relationship between total pressure gradient, 
gravitational pressure gradient (assuming frictional pressure gradient is 
zero and a steady state flow with acceleration pressure gradient equals 
zero). Abduvayt et al. (2003) show that the transition between flow 
regimes occurs as a result of changes in the pressure in the pipe, pipe 
diameter and the inclination angle even with the same superficial gas 
velocity and liquid velocities as can be seen in Figures 4.2 (a)-(e) at 
different pressures. However comparing measured void fraction with 
calculated void fraction may not necessarily reveal this transition as 
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Figure 4.2: Comparison between Measured void fraction from Wire Mesh 
Sensor and calculated void fraction from Differential Pressure Transducers 
at different velocities 
4.2.3 Comparison of measured void fraction with other void 
fraction prediction models 
The oil industry has a great number of void fraction prediction models. 
Many of these models have been modified to fit into transient flows to 
effectively predict flow assurance and multiphase flows. For instance, 
OLGA for flow assurance as well as 1D LedaFlow and Maximus use some of 
these models in flow assurance predictions. Hence, it is imperative to carry 
out analysis based on these models in order to suggest ways of improving 
on the performance of the existing models since some of these models 
have been observed to either under-predict or over-predict void fraction. 
In this section, comparisons will be made with the models at the conditions 
set for the experimental campaign. 
Figures 4.3-4.5 show some of the comparisons between experimental work 
and predictions from various models. In Figure 4.3, the liquid momentum 
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was too low and the predicted void fraction deviates significantly from 
those obtained from experiments. However, the Beggs and Brill model at 
a superficial liquid velocity of O.lm/s and the elSE/Friedel model at a 
superficial liquid velocity of O.2m/s have predictions closer to those 
obtained from the experimental work. The liquid momentum for the flow 
conditions shown in Figure 4.4 is greater. The CISE/Friedel and 
homogenous models over-predict the void fraction at low liquid (O.4m/s) 
and high gas superficial velocities while Beggs and Brills under-predicts 
at superficial liquid velocity of O.6m/s. In Figure 4.5, Uls=O.8m/s both the 
homogenous and CISE/Friedel models perform well while the Beggs and 
Brill model over-predicts the void fraction. 
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Figure 4.3: Comparison of models with experimental data at superficial 
velocities of O.lm/s and O.2m/s (a) High pressure (b) Low pressure 
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Figure 4.5: Comparison of models with experimental data at superficial 
velocities of O.8m/s and 1.0m/s (a) High pressure (b) Low pressure 
In summary, the models are quite effective at higher liquid velocities. 
These liquid velocities are the pOints at which the liquid momentum is high 
enough to avoid reverse flows, which may occur at low liquid superficial 
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velocities. In addition, the results show that the models perform better at 
lower pressure than at high pressure as can be seen in Figure 4.5. Beggs 
and Brill model appears to be the best option as it is the closest to 
experimental results in overall. As reported by Szalinski et al. (2010), 
these correlation perform well with oil at low viscosity although poorly with 
water at a lower viscosity. However, their performance with highly viscous 
liquid is not well understood. 
4.3 Pressure gradient 
The pressure gradient relationship with superficial gas velocity was found 
to be linear for both low and high pressure experiments as can be seen in 
Figure 4.6 at low superficial liquid velocity. However, this changed as the 
liquid velocity increased further. In this case, the slope is in a decreasing 
direction because at this stage of the co-current flow, the gravitational 
portion of the pressure gradient dominates over the frictional pressure 
gradient which is in agreement with Owen (1986), as reported by Hewitt 
(2012). However, the minima and maxima in the plot shown by Owen (see 
Figure 2.13) are absent in this case. Since this was used to delineate flow 
pattern, it is perhaps a result of the pipe diameter involved in the current 
study preventing the formation of slug flow. This observation was also 
reported by Zangana (2011). 
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Figure 4.6: Pressure gradient relationship with superficial gas velocities 
The axes of Figure 4.6 are dimensional with units. It might be more 
appropriate to examine the data in terms of equivalent dimensionless 
groups. Pressure drop can be written as a ratio to the gravity head based 
on the density difference between gas and liquid in a manner similar to 
that used by Owen (1984). The gas su perficial velocity was replaced by a 
P°.5 l/ x' g Kutateladze number, . 0.25 ' rather than the Froude number, 
([ PI - P Ii ] g a ) 
expressed as VG* in Owen (1986) as this was more appropriate for larger 
diameter pipes. As can be seen in Figure 4.7, the effect of pressure 
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Figure 4.7: Dimensionless pressure gradient relationship with Kutateladze 
number 
The clear difference between Figures 4.6 and 4.7 is as a result of the changes in gas 
density. For Figure 4.6, the changing function was gas superficial velocity but for 
Figure 4.7, gas densities changed as well as the gas superficial velocities. 
4.4 Flow structures comparison 
The gas-liquid flow structures, as revealed by the wire mesh sensor are 
illustrated in Figures 4.8-4.9 at high and low pressures. At low superficial 
gas velocities, there are no significant changes in the bubble distribution 
between the high and low pressures. However, at higher velocities, wisps 
are easily noticed when the pressure was elevated, as can be observed in 
Figure 4.9. (Note, blue region represents liquid/oil while the red region 
represents gas, SF6). Wisps are large liquid objects which are observed 
within the gas core at both high liquid and gas flow rates. Their 
appearance has been compared to ectoplasm. Hence to identify a wisp, 
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there must be merging together of liquid droplets which leads to the 
formation of large lumps of liquid in the gas core. As can be seen in Figure 
4.9 (a), large lumps of liquid which are represented with blue colour break 
up the continuous gas core (shown in red colour). 
Hawkes et al. (2000) have suggested that the wisps arise from 
agglomeration of the drops that must be present in large concentrations 
within the gas core. Azzopardi et al. ( 2008) have shown the existence of 
these wisps in the region usually identified as churn flow region. 
A 
B 
(0 .1) (0 .6) (1.0) ( 1.4) (2. 0) (2.4) (3 .0) (0.1) (0 .6) (1.0) (1.4) (2 .0) (2.4) (3 .0) 
Figure 4.8: Visualisation of wire mesh sensor data with superficial liquid 
velocity at 0.4 m/s and gas superficial velocity as indicated below each 
structure (A and B at high and low pressures respectively) 
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(a) (b) (c) (d) 
Figure 4.9: Visualisation of wire- mesh sensor data at liquid superficial 
velocity of 0.2 m/s and gas superficial velocities of (a) 1.0, (b) 1,4 m/s 
High pressu re ; (c) 1.0, (d) 1,4 m/s Low pressure 
Wisps also exist at low pressures but this highlights that wisps exist at 
high pressure, as may be the case in subsea systems. 
Interestingly, wisps were observed by Hernandez Perez et al. (2010) and 
Sharaf et al. (2013) at the same superficial liquid velocities. Wisps 
frequencies wi th these published works are compared in section 4.7. 
4.5 Bubble size distribution 
Details on the methodology for extracting bubbles size information from 
Wire mesh sensor data can be found in Prasser et al. (2001). Bubble size 
distributions fo r selected gas superficial velocities and at liquid superficial 
velocities of 0.2, 0,4, 0.6, 0.8 and 1.0 m/s are shown in Figure 4.10. They 
are constructed by summing the contribution of the bubbles of a given 
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range of diameters to the integral volumetric gas fraction. The partial gas 
fraction (de:/dDBub ) is plotted against the equivalent bubble diameter (DBub)' 
When integration is carried out over the entire bubble size distribution, the 
result is the volumetric gas fraction averaged over time and cross-section. 
At the lowest liquid velocity of 0.2m/s, high pressure causes formation of 
bubbles greater than 100mm in diameter while lower pressure causes 
bubbles with diameters less than 100mm to be formed as shown in Figure 
4.10 (a)-(b). However, as the liquid velocity is increased the bubble sizes 
for low pressure conditions become larger as shown in Figure 4.10 (c)-(d). 
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Figure 4.10: Some selected bubble size distribution plots at the following 
conditions: liquid and gas superficial velocities of (a) 0.2, 0.1 (b) 0.2, 0.6, 
(c) 004, 0.1, (d) 004, 0.6, (e) 0.6, 0.1, (f) 0.6,0.6 m/s respectively 
4.6 Statistical analysis 
Statistical analysis of data statistically is another way of demonstrating 
changes between flow regimes and the pressure changes effect. The void 
fraction data considered in the current work have been examined to 
identify a more objective method of flow pattern delineation. Kaji (2008) 
plotted values of statistical parameters, such as standard deviation, 
skewness and kurtosis of the void fraction time series for different liquid 
superficial ve locities to define different flow pattern. Kaji observed that 
slug to churn transition occurs at a standard deviation of 0.1. Similarly, a 
standard deviation of 0.1 corresponds to the transition from bubbly to slug 
flow. Standard deviations> 0.1 occur for slug flow whilst those <0.1 are 
found in bubble and churn flows. In the current study, the highest value 
for standard deviation is 0.05. This is understood to result from the 
absence of slug flow. The peak of standard deviation could be a transition 
from bubbly flow to intermittent flow, as can be seen in Figure 4.11. The 
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standard deviation values of the lower pressure data are higher. Transition 
occurs at different positions for each pressure (for low pressure, transition 
occurs in zone B while the transition occurs in Zone A for high pressure, 
especially for low superficial liquid velocities). Hence, standard deviation 
could be a useful tool to identify flow regimes. However, as with the work 
of Kaji (2008), Figure 4.12 does not show clear relationships between the 
values of Kurtosis and flow pattern. Skewness as can be seen in Figure 
4.13 show a decreasing relationship as the superficial gas velocities are 
increased for both pressure variation. 
Transition for low pressure 
Transition for high pressure 
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Figure 4.11: Standard deviation of void fraction versus superficial gas 
velocity (open symbol-high pressure, closed symbol-low pressure) 
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Figure 4.12: Kurtosis versus superficial gas velocity (open symbol-high 
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Figure 4.13: Skewness versus superficial gas velocity (open symbol-high 
pressure, closed symbol-low pressure) 
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4.7 Effect on frequency 
A different approach from what was used by Hubbard (1965) and Nydal 
(1991) has been used to obtain the frequency. This is referred to as the 
Power Spectral Density (PSD) method. Hubbard and Duckier (1966) used 
PSD of pressure fluctuation to identify flows such as separated, dispersed 
and intermittent flows for horizontal pipes. Dominant frequencies were 
obtained using the Power Spectrum Density functions (PSD). This was 
estimated by using Fourier transform of the Auto Covariance function of 
the void fraction time series. Further details on this analytical method have 
been reported by Kaji (2008). 
When the dominant frequencies are acquired using this method, they are 
plotted against their respective gas superficial velocities, as shown in 
Figure 4.14. In most cases, the frequencies increase as the pressure is 
increased (Figure 4.14). They are also higher as the liquid superficial 
velocities increase. However, the trends are quite irregular at low gas 
velocities. These can be attributed to changes in flow pattern, perhaps 
from bubbly flow to intermittent regime. This is similar to what was 
reported by Szalinski et al. (2010) 
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Figure 4.14: Frequency of periodic structures as derived from power 
spectral density analysis: closed symbols and x =High pressure, open 
symbols and *=Low pressure 
A good way to describe the frequency of periodic structures is in terms of 
the Strouhal number (fDJu). As could be seen in Figure 4.15, the data for 
gas based Strouhal number versus the Lockhart-Martinelli parameter for 
low and high pressures lie on a line parallel with the data of Azzopardi et 
al. (2010a), Legius et al. (1997) and others. This is expected as Gokcal 
et al. (2009) reported that there was a distinct effect of viscosity in their 
data, which was for horizontal pipes. In fact, the higher the viscosity in 
this plot the higher the movement to the left of the plot for all cases 
compared. In other words, data for low viscosity liquid (for instance, 
water) lie to the far right while those for higher viscosity (for instance, Oil 
with viscosity of 35cp in the current study) lie to the far left of the plot. 
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Figure 4.15: Gas based Strouhal number versus Lockhart-Martinelli 
parameter (Note AW=Air-water,ASiO=Air-Silicone Oil while 150,194 and 
67 mean corresponding pipe diameters) 
In Figure 4.15, the Silicone Oil used by Azzopardi et al. (2010a) denoted 
as Ijioma67 had a viscosity of 5mPa.s and water experiments had 
viscosity of 1mPa.s while Legius et al. (1997) work was based on 
experiments using water with a viscosity of 1mPa.s. By plotting gas based 
Strouhal number against the product of the dimensionless inverse viscosity 
number and velocity ratio as proposed by Gokcal et al. (2009) to account 
for viscosity effect (see Figure 4.16), the data in the present study is 
compared with data of Szalinski et al. (2010) who used oil with a viscosity 
of 5cp in a 67mm diameter pipe. Similar trend is shown between the 
compared data. Hence, the effect of viscosity is imperative in proposing a 
good design. 
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Figure 4.16: Gas based Strouhal number versus Inverse viscosity number 
Since wisps were observed in the current work as earlier reported in 
section 4.4, it is worth plotting the frequencies of these wisps to compare 
with published data in Figure 4.17. These wisps are seen to increase with 
increase gas superficial velocity, which is in agreement with those 
observed by Sharaf et al. (2013) but the trend vary from those observed 
by Hernandez Perez et al. (2010). 
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Figure 4.17: Wisps frequency versus gas superficial velocity compared 
with data from Sharaf et al. (2013) and Hernandez Perez et al. (2010) 
Since the viscosities of the fluids for all cases compared in Figure 4.17 are 
different, it is more logical to make comparison based on the viscosity 
change. Figure 4.18 expresses Wisps frequencies in terms of 
dimensionless numbers, with consideration given to viscosity changes. On 
a general note, the trends shown in this plot are seen to be the same 
especially comparing the work of Sharaf et al. (2013) and the current 
work. 
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Figure 4.18: Strouhal number versus product of viscosity number and 
velocity ratio plotted and compared with data from Sharaf et al. (2013) 
and Hernandez Perez et al. (2010) 
When the differences in gas superficial velocities are analysed in terms of 
Weber number, the resulting plots show similar trend with the work by 
Sharaf et al. (2013), as can be seen in Figure 4.19. The ratio of wisps 
frequency (fw) to the overall frequency (f) is plotted against the Weber 
number in Figure 4.19. This is high at low Weber number in the work by 
Sharaf et al. (2013) compared to the current study. This may be attributed 
to the viscous effect of the liquid on the bubble coalescence process. 
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Figure 4.19: Ratio of wisps frequency to overall frequency against Weber 
number for both low and high pressure compared with data from Sharaf et 
al. (2013) 
4.8 Summary 
Two-phase flow data at two different pressure conditions have been 
analysed and the results have been compared to see the effect of pressure 
as well as the performance of predictive models. The following can be 
summarised for this chapter: 
• With the flow structures, wisps are observed at higher pressure and at 
lower pressure using the Wire Mesh Sensor 
• Pressure has more effect on mean void fraction at higher liquid superficial 
velocity than at low liquid velocities as shown in the text . 
• As the liquid velocity goes up, the calculated void fraction shows some 
disparity from measured void fraction. 
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.Correlations of CISE/Friedel, homogeneous and Beggs and Brills perform 
well at higher liquid superficial velocities when compared with those 
measured from experiment for void fraction. This could be attributed to 
higher momentum at higher liquid velocity. Better agreement was 
observed for higher pressure than for lower pressure . 
• The pressure gradient relationship observed by Owen (1984) is absent in 
the current study due to the non-appearance of slugs in large diameter 
pipes . 
• Viscosity effect can be moderated using dimensionless numbers 
.Standard deviation is a promising tool for flow regime delineation although 
skewness and kurtosis do not reveal any significant flow pattern. 
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Chapter Five 
Experimental Arrangement for 
Downflow with 67mm vertical 
• pipe 
5.1 Introduction 
The previous chapters provided an insight into two-phase flow in vertical 
pipes. However, classical slug flow was completely absent in such a pipe 
diameter. Since the most common type of flow regime observed in gas-
liquid flows in well risers is slug flow, the knowledge of the liquid 
distribution, and hence the void fraction within the liquid slug, is important 
for the design of slug catchers for pipelines. As discussed in Chapter Two, a 
typical slug unit has two sections: the Taylor bubble and the liquid slug 
section. Gas from the Taylor bubble is entrained in the liquid slug below it 
for a flow in pipes. However, the entrained gas is difficult to measure in a 
two-phase concurrent flow. Hence, a method was devised to hold the slug 
unit stationary. The first authors to utilise this method were Davidson and 
Kirk (1969). In a subsequent work by Davidson et al. (1979), the method 
was further developed. Other authors, such as Riiser et al. (1992), Su and 
Metcalfe (1997), Delfos (1996) and Bacon et al. (1995), have also used 
methods similar to the one proposed by Davidson and Kirk (1969). In this 
chapter, a combination of the previous methods and an entirely different 
approach for a stationary Taylor bubble will be discussed and evaluated. 
The different approach which involves holding a bubble stationary using 
spherical and conical caps will be discussed further in section 5.2.3 
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5.2 Overview of the flow facilities 
To generate a stationary Taylor bubble, the closed liquid circuit, shown 
schematically in Figure 5.1, with a working section of 67mm internal 
diameter pipe and length 3m, and an open gas circuit was employed. The 
experimental system allowed investigations of liquid flow rates ranging 
from 10-150 litres/minute and for gas flow rates from 0-10 litres/minute. 
In the work reported in this and the subsequent two Chapters, tap water 
was used as the liquid. It was maintained at 22±0.5°C. While the work 
reported in Chapter 8 used oil. The gas used was air taken from the 
laboratory compressed air supply. 
A full description of the experimental rig can be found in section 5.2.1, 
with the experimental procedures summarised in section 5.2.2. Three 
different physical cases were investigated across a range of conditions. 
Different gas injection geometry configurations were used to generate 
different stationary bubble shapes. This is described in more details in 
section 5.2.3. High speed video imaging was utilised to capture details of 
the flow which is described in section 5.4.1. Information relating to the 
measurement methodologies regarding void fraction acquisition with the 
use of wire mesh sensor can be found in section 5.4.2 
5.2.1 Experimental Apparatus 
Figure 5.1 provides a schematic of the experimental rig, highlighting 
features of the working section in the enlarged view within the box to the 
right of the overall schematic. The liquid flow is driven by an adjustable 
progressive cavity pump whose rotation speed can be controlled manually 
to achieve a desired flow rate. To select the liquid flow rate, a series of 
valves are used in conjunction with the pump controls with a bypass circuit 
incorporated into the system to provide finer control on flow rate 
adjustment. Flow measurement was via a turbine flowmeter, model MG025 
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manufactured by Trimec Industries, which can measure liquid flow rate in 
the range 10-150 litres/min up to a temperature of 80°C and a pressure of 
20bar. It has an accuracy of ±O.S% of reading and a repeatability of 
0.033%. 
The pipe section immediately after the pump before the riser is well-
jacketed with both inner and outer pipes to prevent increase in 
temperature. The inner pipe conveys the working fluid while the outer pipe 
has a counter-current flow of cold water which ran round the pipe 
containing the working fluid to ensure the temperature is maintained. A 
thermocouple is connected to this end which ensured that temperature is 
monitored periodically. The pipework outside of the working section was 
constructed with copper pipe SO.8mm in inner diameter, with a transition 
to the 67mm internal diameter perspex pipe. The copper pipe is joined to 
the perspex pipe on the test section by a flange. The working section is 
made of perspex pipe, primarily to allow visibility of fluid flow, and had an 
internal diameter of 67mm, a thickness of Smm and a length of 
approximately 2m. 
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pump 





Figure 5.1: Bubble Hold down facility: (left) test facility (right) test section 
with the two positions of WMS 
At the bottom of the working section there is a valve to provide a facility to 
prime the equipment to a fully flooded condition. After passing through the 
test section, the two-phase mixture was fed to a large separator vessel. 
The separation of gas from the liquid was enhanced through the presence 
of baffles, as well as fine and coarse meshes in the tank. The latter also 
helped in sieving from the liquid any impurity that may be present in the 
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flow loop. The total capacity of the liquid in the system was 10% of the 
liquid held within the separator vessel. 
The gas system was an open system with the injection into the working 
section as shown in Figure 5.2. The gas was released back into the lab 
from a vent in the separator vessel. The gas injection systems are shown 
in more detail in Figure 5.3. Upstream of the injection point, there are 
pressure regulation pOints and a rotameter to measure the gas flow rate. 
The gas injection was delivered by a narrow tube of inner diameter 7mm 
and outer diameter of 10mm, which includes a collar around the injection 
pipe to provide flow straightening of the liquid flow upstream of the gas 
entry pOint. Within the working section, a wire mesh sensor was placed at 
two positions to capture time averaged void fraction data. This is described 
in section 5.4.2 
5.2.2 Experimental procedure 
After switching on the pump, the bypass valve was shut so that liquid filled 
up the riser. Then, the pump was adjusted until the desired liquid flowrate 
was achieved on the liquid flowmeter. The liquid was allowed to rise within 
the test section up to where the nose of the bubble was formed. This was 
made possible through a valve located at about 2.9m below the 
downcomer which helped to cause a restriction to flow. With this 
restriction, liquid built up to a level above the cap or the injection pOints 
shown in Figure 5.2, which formed a liquid column. Air was then 
introduced at this paint. It took several minutes for the bubble to become 
stabilised, after which timed measurements such as bubble length, wake 
length and void fraction were taken. The liquid film falling down along the 
bubble ran into the bubble wake and eventually entrains gas. 
Abolore Abdulahi 
Chapter Five Experimental Arra ngement fo r Downflow with 67mm vertical pipe 
5.2.3 The injection methods 
Th ree injection methods were used in this experiment: a conical cap, a 
spherical cap and a nozzle jet geometry which had no cap. These are 
shown in Figure 5.2. The geometries of the two caps are also shown in 
Figure 5. 3 . Wi th the nozzle jet geometry, the 7mm ID tube was reduced to 
3.4mm toward the t ip of the tube so that the gas exited in a form of jet as 






.. /--------' with no 
cap 
b) (c) 
Figure 5.2 : The three air inlet geometries used (a) conical (b) spherical (c) 
no cap 
The con ical cap was made from a plastic laboratory funnel of wall thickness 
3mm and base diameter 44mm (Figure 5.3a). The point at which the air 
tube was connected to this cap was 30mm from the base of the cap. The 
spherical cap was machined from Perspex material with a base diameter of 
47mm and a wall thickness of 5mm, as shown in Figure 5.3(b). This was 
shaped in order to simulate the nose of a theoretical Taylor bubble, as 
defined by Dumitrescu (1943), which had a radius of curvature expressed 
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as Rn=O.375D. According to Kockx (1999), the purpose of the caps is to 
enhance the stability of the bubble in the centre of the main vertical pipe 
and to simulate the shape of a real Taylor bubble as accurately as possible. 
In effect, without the cap, the bubble had a tendency to become unstable, 
which could result in the deformation into a non-symmetric bubble. 
7 m m l D ~ ~
tube 




.... ~ I - - - - - 4 7 m m - - - ~ ~ ~
(b) 
Figure 5.3: Geometry of the caps: (a) conical (b) spherical 
5.2.4 System test fluids: properties and reason for their 
choice 
Fluids of different viscosities were used for the tests in order to investigate 
the effect of viscosity. Air was chosen as the test gas for both economic 
and environmental reasons. For low viscosity fluid, water was chosen for 
the same reasons as air. While for high viscosity fluid, Shell Telius oils 22 
and 68 were chosen over other viscous fluids for the following reasons: 
./ Thermal stability: They have been tested and shown to withstand extreme 
conditions of load and temperature. In addition, they are highly resistant 
to degradation and sludge formation . 
./ Oxidation resistance: They resist oxidation in the presence of air, water 
and copper. 
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./ Hydrolytic stability: Shell Tellus Oils are chemically stable in the presence 
of moisture hence reducing the risk of corrosion and rusting . 
./ Excellent air release and anti-foam properties: One beauty of the oils is 
that they are quick at releasing air without excessive foaming. Since air is 
involved in the experiment, it would easily be released from the mixture 
thereby avoiding its recirculation in the oil. This is particularly important 
for a gas entrainment study 
./ Low friction: Shell Tellus Oils have high lubrication properties and 
excellent low friction features in hydraulic systems operating at both low 
and high speeds . 
./ Compatibility property: Shell Tellus Oils are compatible with most pumps 
Table 5.1: Properties of the Fluid used during experimentation 
Fluid properties 
Shell Tellus Oil at 
22°C Tellus 22 Tellus 68 Water Air 
Density (kglm 3) 866 875 1000 1.204 
Dynamic viscosity 
(kglm.s) 0.042 0.152 0.00102 0.00000102 
Dynamic viscosity 
(cP) 42 152 1.02 0.00102 
surface Tension in 
Air 0.027 0.072 
The fluid properties in Table 5.1 were obtained in the laboratory using 
measuring instruments. For the viscosity of the fluids, a DV-I Prime 
Viscometer made by Brookfield Engineering Laboratories was used to 
measure accurate viscosities while a densitometer was used to measure 
the density of the fluids. The results from the densitometer were 
compared with measurement using mass per unit volume method and 
they are within 2%. 
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5.3 Data acquisition methods 
5.3.1 High speed video system 
An Ametek v675 phantom camera http://www.visionresearch.com/Home/) 
was used for capturing images during experimentation. Ten grams of 
Sodium Fluorescein was added to the water as a form of dye to provide 
colouration of the liquid in order to ensure visibility when using the high 
speed video camera. The ceD camera produced digital images of 1280 x 
800 pixels with a maximum frame rate of 1000 frames/sec. 
The lens of the camera has a maximum focal length of 300mm. This was 
used to acquire images at both the bubble and the wake section, post-
experimental analysis to be carried out by interrogating each frame. This 
was critical in analysing the wake length, which is very difficult to measure 
visually during experimentation, especially when in a turbulent flow region. 
The set up for the image acquisition is shown in Figure 5.4 
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Figure 5.4: Set-up for image acquisition 
5.3.2 Wire Mesh Sensor (WMS) 






Several techniques have been used to measure void fraction, with a review 
of the subject published by Hewitt (1978). This generally classifies the 
techniques by the extent of the volume being investigated. Average 
methods average the result of the measurement along a considerable 
length of pipe. Localised methods usually give information over the tube 
cross-section. Point methods give information of the void fraction at a 
specific point) A common technique consists of measuring the quantity of 
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liquid present instantaneously in a pipe section with two-quick closing 
valves. Hewitt (1978) concluded that the two quick closing valves 
technique gave the best result. In addition, the technique was also easy to 
implement while also being economically advantageous and suitable for all 
liquids. The main disadvantage if compared to a localised method, such as 
Capacitance probes (WMS), is that the void fraction measured is averaged 
across the test section. In addition, its fluctuations cannot be detected. 
Hence, the need to choose better instrumentation for void fraction 
acquisition 
5.3.2.2 Measurement of Void Fraction using Capacitance Wire 
Mesh Sensor 
In order to get more insight into the distribution of the small bubbles 
below the Taylor bubble, a good measurement method was desired. The 
technique adopted here was the measurement of the time-averaged void 
fraction distribution. The output of this was used to extract spatial 
information on the time-average of the local presence of bubbles via a 
Wire Mesh Sensor (WMS). The Wire Mesh Sensor is shown in Figures 5.5 
and 5.6. The WMS used in the current study acquired data for an entire 
cross section every millisecond. An acquisition time of 8 seconds was 
employed for each experimental run. It is assumed that 8 seconds was 
enough to allow gas-liquid flows through the WMS since a frequency of 
1000Hz is chosen. Large amounts of data were acquired for each 
experimental case. Analysing the results from the sensor provided the 
cross sectionally averaged void fraction. The results obtained are 
presented and discussed in Chapter 6. The Probability Density Function 
(PDF) gives the frequency of occurrence of each void fraction while the 
time series shows the variation of the void fraction data at different time 
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intervals. The WMS was also used to generate bubble size distributions. 
Various authors, such as Azzopardi et al. (2010b), Pietruske and Prasser 
(2007), Richter et al. (2002), Wangjiraniran et al. (2005), Prasser et al. 
(2005b) and Thiele et al. (2008)) have used the Wire Mesh Sensor to carry 









Figure 5.5.: CapaCitance Wire Mesh Sensor (Inset shows a WMS with 
crossing wires) 
Figure 5.6.: 24x24 CapaCitance Wire Mesh Sensor 
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Wire Mesh Sensors are sensitive to the capacitance of the fluid. In the case 
of a two-phase flow, the water phase is slightly conducting, while the gas 
phase is practically an ideal insulator. The mode of operation and theory 
behind the tomographic instrument has been discussed in detail by Prasser 
et al. (1998) and Prasser et al. (2004). The sensor consists of two grids of 
parallel wires which span over the measurement cross-section. The wires 
of both planes cross at an angle of 90 degrees. During the signal 
acquisition, one plane of electrode wires is used as a transmitter and the 
other as a receiver (Figure 5.5). Further information about the technique 
can be found in Da Silva et al. (2010). 
For the specific Wire Mesh Sensor used in the 67mm pipe, there were 24 
receiver and 24 transmitter wires 250IJm diameter, which gave a 
measuring matrix with 24x24 elements. The distance between the wires is 
3mm and the inner diameter of the sensor was equivalent to that of the 
test section. Further information about the specific sensor used can be 
found in Abdulahi et al. (2011). 
5.3.2.3 Principles of operation of the WMS 
Within the WMS, an associated electronic sensor measures the local 
permittivity in the gaps of all crossing pOints. This is achieved by 
successfully applying an excitation voltage (with a sine wave of 5 MHz) to 
each one of the transmitter electrodes at one wire plane whilst measuring 
in parallel the current flowing towards the receiver electrodes at the other 
wire plane (For example, Figure 5.7). The non-activated transmitter wires 
are grounded during this process. This step assures that the electrical field 
distribution is focused along the activated wire and allows for a sampling of 
only a defined region within the pipe. In this way, the measured currents 
are unambiguously related to the corresponding crossing pOint. For the 
permittivity measurements, a sinusoidal alternating voltage is applied and 
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then a demodulation scheme is subsequently applied. The measured data 
are sent to a computer where they are processed and displayed after 
digitizing. This processing method is able to generate up to 7,000 images 
per second. Further details of the electronic circuits used may be found in 
Da Silva et al. (2010) 












Figure 5.7: Block diagram of the measurement electronics for a 2 x 2 wire 
section of the wire-mesh sensor (adapted from Da Silva et al. (2010» 
The principle of operation of the wire mesh sensor is that the high speed 
imaging of the flow is based on the capacitance measurements made at 
each crossing point of the wire. The wire mesh subdivides the flow channel 
cross-section into a number of independent sub regions, with each 
crossing point representing one region. 
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The output from a wire mesh sensor is in the form of a data matrix V (i, i, 
k), which represent the voltage measured at each (if i) crossing point with 
i E (1, ... ,0.24) and i E (1, ... ,0.24) and at a given time step, k. These 
voltage readings are proportional to the relative permittivity of the two-
phase mixture Em.- as reported by da Siva et al. (2010) 
(5.1) 
where a and b are constants which represent the specific parameters of 
the electronics. The constants a and b in equation 5.1 require reference 
measurements for their determination. This in turn allows calculating the 
mixture permittivity at every crossing point of the wire to be found. First, 
the sensor measures the empty pipe, i.e., gas which has low permittivity ( 
c,.G = I), which yields a reference data matrix 0" (i, i). This data is 
normally an average of the raw data over a sufficient temporal range to 
suppress noise. This procedure is then repeated with the entire cross-
section covered with the liquid phase, with a high permittivity value of c,.l. 
which gives another reference data matrix denoted by \I (i, i). On the 
basis of equation (5.1) for the two conditions described, the measured 
mixture permittivity is calculated by 
v (i, j, k) = a In cm (i, j, k) + b (5.2) 
subject to the boundary conditions given by: 
cm(i,j,k) =c,.G = l;V(i,j,k)=VG (i,j) 
cm ( i, j, k ) = C,. L ; V ( i, j, k ) = V L ( i, j) 
The values of the boundary conditions are then SUbstituted into equation 
(5.2) which is then solved simultaneously with equation (5.1) to obtain the 
values of the constants, a and b. 
cm(i,j,k)=c,.G =1; V(i,j,k)=VG(i,j) 
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Hence equation (5.2) becomes 
vG(i,j)=alnl+h since clIl(i,j,k)=1 
But In1=O, 
therefore Vi; (i, j) = h (5.3) 
Also, substituting the boundary condition for the liquid phase, 
c/1I(i,j,k)=c"L;V(i,j,k)=V L (i,j)directly into equation (3.2), this gives 
(5.4 ) 
substituting equation (5.3) into equation (5.4) yields, 
(5.5) 
(5.6) 
By substituting equations (5.6) and (5.3) into (5.2), this becomes 
Vl(' ') VG(' ') 
( , 'k) . l,j - l,j I (" k) VG(' ') VI, j, = n c/1I I, j, + I, j 
In cr.L 
(5.7) 
When rearranged in order to obtain c/1I (i, j, k), equation (5.7) becomes 
" (; ") vL(i,j)-VG(i,j) (") 




I (" k) - In C 
nCm I,j, - vL(i,j)-VG(i,j) r.l. (5.9) 
(5.10) 
McKeen and Pugsley (2003) reported different models for the description 
of the effective permittivity of a mixture based on different assumptions of 
how the phases are geometrically distributed. The parallel model is most 
commonly used for gas-liquid flows. This defines the effective permittivity 
as being linearly dependent on the phase fraction. The void fraction is 
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obtained from the measured permittivity £/11 using the Wire mesh as 
follows: 
a( . . k') £] I - £ (i, j, k ) l,j, = . - III (5.11) 
£ -£ T1 T.G 
where ET .G is the gas permittivity which is 1 while ET.I. is the liquid 
permittivity. 
Different levels of complexity may be used to analyse the resulting 3D 
matrix of the void fraction data a(;,j,k) . Image sequences of the flow, as 
well as cross-sectional images from the pipe, can be generated, to mention 
but a few. Three-dimensional contour images of the gas-liquid interface 
may be generated, showing for example the shape of bubbles. By 
averaging the measured void fraction in space and/or in time, quantitative 
insights of the flow are obtained which yield a time series of void fraction 
or mean void fraction over the entire measurement. 
5.3.2.4 Method involved in Processing of Void fraction from WMS 
In order to obtain quantitative information on the two-phase flow, both 
timed and cross-sectional averaging of the void fraction data were used 
similar to the description in Prasser et al. (2002). The averaging was 
based on weight coefficients which defined the contribution of each 
crossing point of wires (i, j) in the sensor matrix to the size of the domain, 
over which the averaging was done. The weight coefficients (ai,j) needed 
to obtain a cross-sectional averaged void fraction is defined as shown in 
Figure 5.B. The averaging was done by individually calculating each 
sampling period as indicated below in equation 5.12: 
'£ = £(tk) = LLQ;.j"£;.J.k (5.12) 
; J 
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In calculating the radial time averaged void fraction, the average of the 
local instantaneous void fractions over the measurement period and over a 
number of ring-shaped domains (m) was performed using the following 
equation: 
- 1 III £=--= {[ . .£. k 1./.111 1../.1.. 
max I. i , 
(5.13) 
Where a· are the weight coefficients which indicate the contribution of 
1./.111 
each measurement point with the indexes i, j to a ring with the number m 
while k. is the maximum time interval. The ring-shaped averaging 
In.IX 
domains covered a given radial distance from the centre of the sensor as 
can be seen in Figure 5.9. 
central mesh 
---t--____ ~ ~ ai.j.Aseusor = L\X.L\y 
~ ~ ~





Figure 5.8: Weight coefficients for the cross-section averaging of local void 
fractions measured by the WMS (Prasser et al. (2002» 
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Figure 5.9: Weights coefficients for the cross-section averaging of local 
void fractions over a number of ring-shaped domains (Prasser et al. 
(2002)) 
It is worth mentioning that the same methods described above were 
applied to the Wire Mesh Sensor measurements in Chapters 4 and 5. The 
only difference being the number of crossing wires in the sensor. Since a 
larger diameter pipe was used for the experiments carried out in those 
Chapters, more crossing wires were necessary in order to maintain the 
high resolution of the instrument. Hence a 32x32 Wire Mesh Sensor was 
applied in that case. For a smaller diameter pipe (say 38mm diameter 
pipe), a 16x16 Wire Mesh Sensor is the common type. These wires are so 
designed to capture bubbles of very small diameters. Although the 
distance between each crossing wires may vary depending on the number 
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of crossing wire involved, they are usually in the range 2.8-3mm. For 
instance, it is 2.Smm for 16x16 Wire Mesh Sensor but it is 3mm for 32x32 
Wire Mesh Sensor. 
5.4 Velocity Measurement based on rise 
velocity 
The downward liquid velocity in the current study could be varied over a 
wide range of values; however, only under a limited range of conditions 
could a stable stationary bubble be created. This range was related to the 
relative velocity of the stagnant bubble and the liquid. In a typical bubble 
column experiment, gas is bubbled through a stationary/still liquid. In this 
case, the rise velocity can be calculated using the correlation by Nicklin 
(1962) for a slug flow which is given in eqn 5.1 
UTB =1.2Um +O.35vgD (5.1) 
Where Um=Ugs+Uls 
According to Zukoski (1966), the first contribution in the equation 5.1 is 
the transportation by the mean flow which is zero. However, in the case of 
a stationary bubble, the bubble velocity is zero (because it is stationary) 
and the mean liquid velocity to maintain the bubble at a stationary position 
can be measured. This mean velocity is equivalent to O.35vgD. Su and 
Metcalfe (1997) have identified that when the liquid mean velocity is close 
to the drift velocity of Taylor bubbles in a stagnant liquid, the long bubbles 
simulate real stationary Taylor bubbles very well. This velocity has been 
calculated from the parameters identified above in order to keep the 
bubble stationary. In the work by Delfos et al. (2001b), this velocity was 
O.35m/s whereas in the current work, this velocity was O.29m/s 
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Hence, the liquid velocities for this work have been set at a.25m/s, 
O.29m/s and O.33m/s for the investigations, to ensure that Taylor bubbles 
can be created for the gas flow rates and geometries employed. The 
accuracy of the liquid velocities is within ±5%. 
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Chapter Six 
Experiments on a stationary 
downward flow with air-water 
in a 67mm diameter pipe 
6.1 Introduction 
This chapter introduces the results from the experiments on a stationary 
bubble for air-water. As discussed in Chapter 5, the held-down bubble is 
designed to simulate a real slug flow. Also recall that a slug unit has a 
Taylor bubble and a liquid slug with the wake bridging the front of one 
Taylor bubble and the tail of the next one. Details of these have previously 
been explained in Chapter 2. 
6.2 Breakdown of Results 
At the initial stage, bubble lengths as well as wake lengths were measured 
with the aid of a meter rule placed by the test section. The results were 
measured visually and the average values were taken since the bubble tail 
tended to oscillate. These results were validated with measurements made 
using the high speed camera. The results from bubble length 
measurements are discussed in section 6.2.1, while the effect of gas loss 
from the measured stationary bubble is discussed in section 6.2.2. The gas 
loss from the stationary bubble results from falling liquid film impinging on 
the lower end of the stationary bubble. This impingement causes 
entrainment at the wake, which is discussed in section 6.2.3. Section 6.2.4 
describes the wake length measurements. Lastly, sections 6.3 and 6.4 
explain the statistical analysis of results from Wire Mesh Sensor, especially 
in terms of void fraction measurements. 
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6.2.1 Effect of Bubble Length 
A simple held down bubble is shown in Figure 6.1. This was achieved with 
spherically and conically shaped caps, which helped its stability. As the gas 
injected through the cap was increased, the length of the bubble grew. 
Figures 6.2(a) and (b) indicate how the bubble lengths changed with 
increased superficial liquid velocities. It is clear from the results in Figure 
6.2 that the bubble length increases with increasing superficial gas velocity 
but decrease with increasing superficial liquid velocity. The plots also show 
the error bars obtained through statistical analysis of the mean and 
standard deviation of the bubble lengths which revealed the repeatability 
of the work. The plots show that the bubble tends to be unstable at higher 
superficial gas velocities, as the standard deviation at these velocities are 
in the maximum range of ±2.6m/s. The same trend was observed for all of 
the three geometries used. When the Taylor bubble length increased, the 
void fraction in the wake also increased. This is because the liquid film 
impinging on the bubble wake acquires more momentum, thereby causing 
more small bubbles to tear off the Taylor bubble. The small air bubbles 
entrained from the large bubble are not simply swept away from the 
entrance with the average flow but concentrate in the wake of the bubble 
(Figure 6.1). The void fractions in this wake are shown in the time series 
of Figure 6.10b. 
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Figure 6.1: A simple held down bubble as observed during experimentation 
with a conical cap 
The voidage in the wake is usually much higher than further downstream. 
This is in part due to some bubbles going upwards to merge with the tail of 
the Taylor bubble and others travelling down with the liquid. Also, the wall 
jets carrying the air with them into the liquid slug are expected to 
penetrate deep into the liquid slug. According to Mao and Dukler (1985), 
the length needed to redistribute the momentum of the wall jets is about 
8-16 tube diameters. This length could be regarded as the first vortex 
below the standing Taylor bubble, which was obtained in the current work. 
More of this will be discussed in a later section. 
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Figure 6.2 (b): Length of bubble against superficial gas velocity at O.S2m/s 
liquid velocity 
6.2.2 Gas loss from the Taylor bubble 
A stationary Taylor bubble reaches a steady state when the bubble length 
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does not change and the rate of gas inflow is equal to the rate of gas 
outflow. Hence, the superficial gas velocity can be assumed to be equal to 
the gas loss since the flow is through the same cross sectional area. This 
method has been adopted by Delfos et al. (2001b), Bacon et al. (1995), 
Su and Metcalfe (1997) and Riiser et al. (1992). Although this method 
does not take into account the process of re-coalescence, it enables a 
comparison of the present study with work by the various authors 
mentioned above. This comparison can be seen in Figure 6.3, which shows 
similar trend. The Froude number in the current study is a modified one 
which is described in equation 2.33 of Chapter 2. For instance, at a FrG 
below 25x10-7, the work by Delfos et al. (2001b) shows good agreement 
with the present study. However as the Froude number is increased 
beyond this pOint, the differences become significant. This could be taken 
as meaning that at low superficial gas velocity, the bubble lengths 
generated are almost the same but as the gas velocity becomes higher, 
the effect of pipe diameter becomes more pronounced and the length 
increases rapidly. Comparing the present work with the work of Su and 
Metcalfe (1997) shows better agreement at high Froude number, FrG 
especially above 30, which translates to high superficial gas velocities. Su 
and Metcalfe (1997) used 50-50 wt% water-glycerin mixture with a 
viscosity of 6 x10- 3kg/m.s and a density of 1125kg/m3 • This has been 
compared with the current study in Figure 6.4 but for Figure 6.3, the work 
on water by Su and Metcalfe (1997) was used for comparison. As can be 
observed there is a strong effect of viscosity on bubble length. This effect 
will be evaluated with other viscous liquids in Chapter 8. With the work of 
Riiser et al. (1992), the data is fairly comparable with the current work as 
can be seen in Figure 6.3, although the results do not go above a FrG of 
18xlO-7 • However, the work of Bacon et al. (1995) shows little agreement 
with the current study. Bacon et al. (1995) observed that the bubble grew 
119 I Abolore Abdulahi 
Chapter Six Experiments on a stationary downward flow with air-water 
with increasing gas flow rate and decreasing l iquid flow rate which has 
been observed in the present work. The differences with the current study 
may be attri buted to the fact that an open ended downcomer was used. 
This restricted the liquid flow rate because of the tendency of their 
apparatus to de-flood. In addition, entrainment was created by a plunging 
film jet in the present study, while it was created directly from gas 
spargers d in the work by Bacon et al. (1995). 
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Figure 6.3: Bubble length as a function of Dimensionless Froude number 
based on results from conical cap 
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Figure 6.4: Dimensionless bubble length versus Froude number using 
different viscosity liquids 
Since the conical cap geometry results did not agree well with the work by 
Bacon et al. (1995), which was one of the gas injection methods used by 
these authors for experimentation, the "no cap" geometry tests were done 
with air-water. This involved placing the gas injection tube centrally 
without a cap, as described in Chapter 5. When the bubbles became 
stable, images were taken and measurements of bubble lengths were 
made at various superficial gas velocities. These images could be short or 
long depending on the flow dynamics, as shown in Figures 6.5(a) and (b). 
The results show very good agreement, as can be seen in Figure 6.6. It is 
worth mentioning that stability of bubbles was only achieved at high 
superficial liquid velocities (O.52m/s) in this case. 
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Figure 6.5 (a): Images of bubbles as observed by Bacon et al. (1995); (i) 
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Figure 6.5 (b): Images of bubbles as observed in the current study; (i) 
bubble at low gas rate (ii) at high gas rate 











~ ~ 8 
.D 
~ ~
.D 6 III 
III 
~ ~
Q 4 0 
.... 


















... Bacon et al (1995) 
• Cutrept wQrl\ 
0.02 0.04 0.06 0.08 0.1 
Gas loss rate (m/s) 
Figure 6.6: Comparison of bubble length measurement with work by Bacon 
et al. (1995) 
6.2.3 Entrainment from the tail of the Taylor bubble tail 
The flow rate of the entrained air is very low for the small bubbles in these 
experiments. This can be observed directly from the low void fractions 
measured. 
The entrainment at the wake of the bubble was captured with the help of 
the high speed video camera. This helped to detect in more detail the 
process involved in the distribution of small bubbles in the region below 
the Taylor bubble. The tail position can clearly be seen in Figure 6.7, While 
the nose of the bubble is as shown in Figure 6.1. 
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Figure 6.7: Entrained bubbles at the wake of the Taylor bubble 
With the aid of high speed video recordings, Riiser et al. (1992) were able 
to observe waves travelling downward on the interface of the falling film 
which are not visible without using such a time stretching device. They 
observed that the perturbation of the tail appeared simultaneously with 
the waves and led to the formation of very thin fingers of gas at the 
perimeter of the bubble tail. This was elongated by shear and then broke 
up to be entrained in the wake. It can be seen in Figure 6.7 that, in line 
with the work by Riiser et al. (1992), the entrained gas is more 
concentrated towards the tail end of the standing bubble. Some bubbles 
were entrained downwards by the liquid jet entering the front of the liquid 
slug, but these bubbles were just a few millimetres in size, compared to 
those directly behind the stationary bubble. This is further analysed with a 
bubble size distribution parameter and is discussed later in section 6.4. 
6.2.4 About the Wake of Taylor bubble 
Coalescence with the Taylor bubble takes place at the bottom surface of 
the Taylor bubble. Therefore, it must depend on the details of the flow 
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below the bottom of the Taylor bubble, which is called the wake of the 
Taylor bubble (Delfos et al. (2001a)). This is very unsteady; although it 
moves vigorously, the wake surface is nearly flat. Lee et al. (1999), 
Sotiriadis et al. (2005) and Sotiriadis and Thorpe (2005) have described 
the wake, or re-circulation region, of a ventilated cavity (a name given to 
a simulated Taylor bubble) as shown in Figure 6.8. This description is used 
in the present work. 
Uquid 
!!l ~ ~ J J J J J 
C ~ J J
.6c -+---. E-o 
3 Ji 
J J J J J 
Two-phase 
bubble Dow 
Figure 6.8: Flow geometry for ventilated cavity and recirculation region 
(Sotiriadis and Thorpe (2005)) 
Van Hout et al. (1992) reported that the wake length is Lw= (2±0.5) D. 
Similarly Pinto and Campos (1996) have defined the length of the wake as 
a vertical distance between the lower surface of the bubble and the lower 
stagnation point in the wake, Lw is considered to be constant and equal to 
2.350 whilst Delfos et al. (2001b) proposed Lw=1-1.5 D. These were 
compared with the wake lengths measured in the current study with the 
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results shown in Table 6.1. The wake lengths were measured by studying 
the images acquired through video recordings. 
Table 6.1: Comparison of wake length values 
Maximum Minimum 
Pipe diameter wake wake Maximum Minimum 
Wake considered by length at length at value value 
Author Length, Lw author (mm) D=0.067m D=0.067m (cm) (em) geometry 
Van Houl el al 
(1992) (2±0.5)D 50 0.1675 0.1005 16.75 10.05 rising bubble 
Pinlo and 
Campos 
(1996) 2.350 52 0.15745 15.745 rising bubble 
I Delfos 1996 & 
Deltos el al 
(2001) 1-1.50 100 0.1005 0.067 10.05 6.7 stationary bubble 
current work (1.5-2.2)0 67 0.1474 0.1005 14.7 10.05 stationary bubble 
As well as the results of observations of wake length, particle image 
velocimetry (PIV) techniques were used to study the flow in the wake and 
near wake regions of individual Taylor bubbles rising through stagnant and 
co-current columns of Newtonian liquids by Nogueira et al. (2006). The 
wake was classified into three types: Laminar, Transition and Turbulent. 
These authors concluded that the wake flow pattern depends on a 
I 
. (gD')'2 
dimensionless number, Nf (define as N f = ) which was originally 
. v 
proposed by Campos and Carvalho (1988). 
When all the conditions mentioned above are taken into consideration, 
bearing in mind that the wake length in a turbulent flow is very difficult to 
determine visually, wake lengths in the current work were determined 
from high speed camera videos due to the underlying fact about the 
difficulty in observing turbulent wake length. This measurement was done 
by first making a video recording of the wake lengths which were later 
126 I Abolore Abdulahi 
Chapter Six Experiments on a stationary downward flow with air-water 
studied by replaying the videos to note down the lengths. This shows that 
the lengths are within the range of lO-15cm which is equivalent to (1.5-
2.2) pipe diameters. This relationship is shown in Figure 6.9 at different 
superficial gas velocities. Bearing in mind that Delfos et al. (2001b) have 
also used photographs to determine the length of the recirculating wake, 
the conclusion from this is that wake length generally depends on pipe 
diameter and the wake flow classification. 
100 
A Bubble length 6. Wake Length I 
80 
o 0.02 0.04 0.06 0.08 
Gas superficial velocity (m/s) 
Figure 6.9: Simultaneous bubble length and wake length measurement at 
liquid superficial velocity of O.29m/s 
6.3 Probability Density Function and Time 
Series 
In gas-liquid flow, the fraction of the cross section occupied by the 
gas/vapour phase is defined as the void fraction. Knowledge of the void 
fraction is imperative for determining the acceleration and gravity 
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components of pressure drop, from which the friction component can be 
obtained (see Azzopardi (2006)). Probability density functions and the 
power spectral density obtained from void fraction time series data are 
useful for flow pattern characterization. The term 'Probability Density 
Function' (PDF) is used in the current study to describe the function which 
represents the relative distribution of frequency of occurrence of void 
fraction within a stipulated region. Since it is difficult to plot all the data on 
a single chart, it is important to group the void fraction data to enhance 
easy visualisation. This is achieved through statistical means using the 
Probability Density Function. These Probability Density Functions (PDFs) of 
the time series from experiment using water and air have been plotted in 
Figures 6.12-6.14. 
Averaged-time series indicate the sequence of void fractions, measured 
typically at successive times spaced at uniform time intervals. The time 
series in Figures 6.10-6.11 show that the maximum void fraction was 
around 0.85 and the minimum was around 0.71 when the instrument was 
placed at about 3S.Scm below the bubble nose while the maximum was 
about 0.115 and the minimum was about 0.07 when the instrument was 
placed at about 81cm below the bubble nose for a conical cap gas injection 
geometry. This highlights the importance of void fraction time series in 
determining the flow regime and the spread of bubbles in a two-phase 
flow. 
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Figure 6.10: Time series of data when instrument was place at (a) 35.5cm 
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Figure 6.11: Combined time series of data for both cases shown in Figure 
6.10 
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Figure 6.10 (a) depicts the trend in a Taylor bubble held stationary while 
Figure 6.10 (b) depicts the trend in void content of the liquid slug. 
Although several models have been proposed for predicting the void 
content of the liquid slugs, Fernandes et al. (1983) and Barnea and 
Brauner (1985), none of them predicts the trend in experimental data, 
which has shown that the void fraction increases with increasing superficial 
gas velocity, whatever the superficial liquid velocity according to the work 
of Mao and Dukler (1985) and Barnea and Shemer (1989). The trend 
shown in the current study also reveals that the void content increases 
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Figure 6.12: The effect of increased superficial gas velocity on void fraction 
with instrument at 3S.5cm from bubble nose while the superficial liquid 
velocity was maintained at 0.25mjs 
The results obtained from experiments at different flow conditions were 
assessed for the presence of bubbles in the wake region of the Taylor 
bubble using the Probability Density Function. Plots of the fluid flow at 
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conditions when the superficial liquid velocity was sufficient to keep the 
bubble stationary (i.e. a.29m/s) were compared with other superficial 
liquid velocities at different superficial gas velocities. Other velocities 
would have been considered but at a liquid velocity higher than a.33m/s, 
the stationary bubble was observed to be too short (below Scm) and the 
onset of entrainment was much delayed, while at a very low liquid 
velocity, less than a.2Sm/s, the bubble was so long that it could not be 
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Figure 6.13: The effect of increased superficial liquid velocity on void 
fraction with instrument at 3S.Scm from bubble nose 
From Figure 6.13, it can be observed that at a superficial liquid velocity of 
a.33m/s, the peak of the PDF was lower than those for superficial liquid 
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velocities of 0.29m/s and 0.25m/s (the superficial gas velocity being 
maintained at 0.016m/s). This peak occurred at volume fraction of 0.8. At 
a void fraction of 0.88, the PDF was highest when the superficial liquid 
velocity was at 0.25m/s. A similar observation is seen in Figure 6.14 for 
the wake section. Void fraction is highest at the lowest superficial liquid 
velocity of 0.25m/s. The lowest void fraction occurs at the highest 
superficial liquid velocity of 0.33m/s, both at a constant superficial gas 
velocity of 0.016m/s. This is an indication that the volume fraction of gas 
present in the wake increased as superficial liquid velocity increased, for 
the same superficial velocity of gas. The effect of liquid film on bubbles 
could not be ruled out. Besides, the lengths of the Taylor bubble in all 
cases are quite different. 
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Figure 6.14: The effect of increased superficial liquid velocity on void 
fraction with instrument at 81cm from bubble nose 
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Considering the work by other authors, for instance Azzopardi (2006) and 
Costigan and Whalley (1997), and combining the two PDFs from the two 
positions of the instrument, a typical slug flow pattern which has twin 
peaks as shown in Figure 6.1S(a) is obtained. This is a clear indication that 
WMS has effectively been able to capture both the stationary Taylor bubble 
section (where gas volume fraction is high) and the wake section (where 
there is low gas volume fraction) when placed at two different locations. 
Therefore the stationary Taylor bubbles in the current study replicates a 
slug flow. Hence the methodology is hereby proven to be valid. 
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Figure 6.15 (a): A typical PDF of a slug flow at Usg=0.016m/s and 
Usl=0.29m/s (Inset, PDF of a slug flow by Costigan and Whalley (1997) 
A comparison of a typical slug flow from the current work shown in Figure 
6.15 (a) with the data of Hernandez Perez et al. (2010) can be seen in 
Figure 6.15 (b). The twin peaks of the low void fraction section (the liquid 
slug part) and the high void fraction section (the Taylor bubble section) 
can clearly be noticed in the plot. Though the data from Hernandez Perez 
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et al. (2010) show higher PDF peaks, both work show similar trends as the 
peaks for low void fraction liquid slug and high void fraction Taylor bubble 
appear at almost the same void fraction values. The difference in the PDF 
values may be attributed to the length of the experimental time for data 
acquisition in both cases. 
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Figure 6.15 (b): Comparison of the PDF of a slug flow in the current work 
with Hernandez Perez et al. (2010) slug flow data. 
6.4 Bubble Size Distribution in Slug 
A Wire Mesh Sensor has been used by various authors (Da Silva et al. 
(2010); Prasser et al. (2001)) to obtain the bubble size distribution. 
Bubble size distributions are constructed by summarizing the contribution 
of the bubbles of a given range of diameters to the integral volumetric gas 
fraction. In Prasser et al. (2001), the partial gas fractions de:jdDsub was 
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plotted against the equivalent bubble diameter dDsub ' They observed that 
t he resulting curves were uneven at large diameters because there were 
only a few large bubbles which carry most of the gas volume. A sim ilar 
observation was noticed in this work as can be seen in Figure 6.16. Da 
Silva et al. (2010) observed that a bubbly flow occurred at bubble 
diameters lower than 20mm, similar to the bubble diameters observed in 
th is work. In the present study, low superficial velocities of gas produced 
small bubbles such that their distribution at a particular bubble diameter 
are low compared with those at high superficial gas ve locities, as could be 
seen in Figures 6.16 (a), (b), and (c). Hence the bubble si ze distributions 
at superficial gas velocity of O.008m/s appear to be lowest for all 
geometries while those at superficial gas velocity of O.025m/s appear to be 
highest at almost the same size of bubble. Figure 6.16 was obtained from 
the extracted data from Wire Mesh Sensor for the distribution of void 
fraction across the pipe cross section by plotting the ind ividual void 
fraction per bubble diameter against the bubble diameter. 
3.5 Gas superficial velocity (m/s) 
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Figure 6.16: Bubble size distribution at superficial liquid velocity of 
0.2Sm/s for (a) conical cap (b) spherical cap data (c) no cap at 0.S2m/s 
superficial liquid velocity 
Aside from bubble size distribution measurements, another feature of the 
Wire Mesh Sensor is the capability to provide the bubbles radial 
distributions across the pipe conduit. These are illustrated in Figure 6.17. 
The Figures were constructed through a MATLAB reconstruction 
programme by loading the diametric data obtained from wire mesh sensor. 
They show/tell us how the gas-liquid flows were distributed around the 
instrument. The section which captures the stationary bubble can clearly 
be observed in Figures 6.17 a(ii), b(ii) and c(ii) which identify the liquid 
falling by the pipe wall while Figures 6.17a(i), b(i) and c(i) show the 
interphase of the two phase flow at the bubble wake with void distribution. 
The roughness of this section is as a result of the wavy nature of the 
bubble wake. Regions with red colour indicate those occupied by air while 
Abolore Abdulahi 
Chapter Six Experiments on a stationary downward flow with air-water 
those with yellow or light green indicate gas liquid interphase. The blue 
regions show the section occupied by water. 
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Figure 6.17(a): Contour images of flow with WMS at (i) 81cm below 
bubble nose (ii) 35.5 cm below bubble nose with conical cap geometry 
Pipe Diameter (mm) Pip. Diameler (mm) Pipe Diameter (mm) Pipe Diamele! Imm) 
(i) (ii) 
Figure 6.17(b): Contour images of flow with WMS at (i) 81cm below 
bubble nose (ii) 35.5 cm below bubble nose with spherical cap geometry 
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Figure 6.17(c): Contour images of flow with WMS at (i) 81cm below bubble 
nose (i i) 35.5 cm below bubble nose with no cap 
6.5 Structure of flow below the stationary 
bubble 
Critical observation of the cross-sectional frames of the WMS gives more 
information about the flow structure. Large bubbles, which occupy most of 
the pipe cross section, occur as the superficial gas velocities are increased, 
as can be seen in Figure 6.18. In some cases, it appears that t t ~ ~ e e large 
bubbles are formed as a result of coalescence of small bubbles. The 
structure of f low at the point of entrainment shows that entrained bubbles 
increase as the superficial gas velocity is increased (see Figure 6.19). The 
impinging falling film tends to cause more turbulence at the wake as the 
stationary bubble grows. As this phenomenon continues, the number of 
entra ined bubbles increases, as can be seen in Figure 6.19. More entrained 
bubbles were observed when the gas velocity was increased. The images 
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in Figure 6.19 were captured using the high speed camera described in 
Chapter 5 at low and high superficial gas velocities respect ively using the 
same liquid superficial velocity. 
(a) (b) (c) (d) (e) (f) (g) (h) 
Figure 6.18: Flow structure from WMS display at Usl = 0.29m/s and Usg 
(m/s) at (a) 0.008, (b) 0.016 (c) 0.024 (d) 0.033 (e) 0.041 (f) 0.049 (g) 
0.057 (h) 0.065 
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(a) (b) 
Figure 6.19: Entrained bubbles below the Stationary bubble tail (a) at low 
superficial gas velocity (b) at high superficial gas velocity 
6.6 Wire Mesh sensor images 
The images in Figure 6.20 illustrate how the acquired data from WMS are 
viewed when a special display programme is used. These images are for 
the stationary bubble section (i.e. 35.5cm from the bubble nose) of the 
three geometries discussed in Chapter 5. The red colour indicates the gas 
section while the blue colour indicates the liquid section. Although no 
distinct changes may be noticed, the blue section can be seen to be 
thinner as the superficial gas velocity (Ugs) is increased, especially in 
Figures 6.20 (a-c). This is true when compared with the plots of the void 
fraction which shows that the void fraction increases with an increase in 
the gas superficial velocity at a constant liquid superficial velocity 
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Figure 6.20: Display by WMS showing the bubble section with no cap (a-
c), with conical cap (d-f) and with spherical cap (g-i). 
The images in Figure 6.21(a-i) show the entrained gas bubbles for all the 
three cap geometry used when WMS was placed at the wake section of the 
stationary bubble. The blue colour shows the predominant liquid section 
while the red colour shows the gas (air). The images reveal that as the gas 
superficial velocity is increased, the entrained gas bubbles in the wake also 
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increased. In other words, as Ugs increases from O.037-0 .057m/s, more 
bubbles are crea ted and entrained at the stationary bubble wake. 
lillt l 0 0 ~ ~
(a ) Ugs= O.037m/s (b) Ugs= O.045m/s (c) Ugs= O.057m/s 
lOOt 11llt 100% 
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Figure 6.21: Display by WMS showing the wake sect ion with no cap (a -c), 
w ith conical cap (d- f) and w ith spherical cap (g-i). 
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6.7 Summary 
Experimental data from a stationary Taylor bubble in a vertically 
downward flow has been presented in this chapter. Photographs from a 
high speed camera on the Taylor bubble nose, as well as the wake of the 
stationary bubble, have been presented and compared with published 
work. The chapter can be summarised as follows: 
• The photographs show that a freely rising bubble and the 
theoretical shape resemble the nose of the simulated stationary 
Taylor bubble. The photographs, as well as the PDFs, illustrate that 
gas entrainment below a stationary bubble increases with increases 
in gas superficial velocity. 
• From the experiments carried out using the WMS, it is concluded 
that most of the flows are in the bubbly region when the instrument 
was placed at 81cm from the air inlet section as opposed to when it 
was placed at about 3S.Scm below the nose of the Taylor bubble. 
• Previous work carried by various authors, has shown that the liquid 
slug below the Taylor bubble has some entrained bubbles in it. This 
is found herein by the various PDFs shown in the experimental 
results. The void fraction in the slug below the held down bubble 
correlates with the gas loss rate from the Taylor bubble. The shapes 
of these gas loss curves show trends similar to work by some 
selected authors. 
• The wake lengths measured for stationary bubbles were compared 
with previous work by some authors. This showed that the wake 
length depends on the class of flow and the pipe diameter. 
However, maximum and minimum values obtained from the video 
capture show some agreement with the work by van Hout et al 
(1992) and are generally close to the results of other authors. 
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• Bubble sizes increase with increase in gas superficial velocity at 
constant liquid superficial velocity. This may be as a result of 
continuous coalescence of entrained bubbles of small diameters to 
form bigger bubbles until these bubbles become unstable and then 
deform. 
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Chapter Seven 
Film Thickness Measurement 
on a standing bubble using a 
Laser Instrument 
7.1 Introduction 
This chapter reports on measurements carried out on the film thickness of 
a stationary bubble in a two-phase downward flow. This is needed in the 
design calculations for the hydrodynamics and heat and mass transfer. The 
entrainment characteristics discussed in Chapter 6 are not complete 
without studying the root cause of such entrainment. This has been 
established in Chapter 6 as being the result of falling liquid films impinging 
on the tail of a Taylor bubble in slug flows. Also, in chapter two, 
importance of these falling films were reported. 
There is little information concerning mean film thickness for downward 
co-current flow, especially in the region of strong phase interaction. Kulov 
et al. (1979) simultaneously measured the mean film thickness, pressure 
drop and entrainment in a 2m long, 25mm diameter pipe. However, these 
measurements were based on falling films in upward flows only. A study of 
the inception and growth of waves on falling liquid films has been reported 
by Portalski and Clegg (1972). The authors used two experimental 
techniques, the instantaneous sampling of the varying film thickness at 
fixed points of the wetted wall using a light absorption method and, 
'freezing' of the incipient wave motion on dyed liquid films using 
photographic means, and using micro-densitometry to produce profiles of 
the developing waves. They showed that the mean film thickness 
increased slightly after the inception of waves. Takamasa and Kobayashi 
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(2000) tried to elucidate details of nonlinear phenomena of waves on a 
film through spatial temporal knowledge of the interfacial waves. They 
used a method for measuring waves on a film flowing down the inner wall 
of a vertical tube, using. The purpose of their study was to clarify the 
effectiveness of the new method for obtaining detailed information on film 
thickness or wave characteristics, and to investigate the effect of film 
entry length on the phenomena. Other reported works by various authors 
have been described in details in Chapter 2. 
Common measurement techniques for film measurements are needle 
pOint, pressure probes, pitot tubes and hot-wire anenometers. The main 
disadvantage of these instruments is the disruption to the flow by the 
probes because they are intrusive. In some cases, there is the effect of 
limited spatial resolutions; hence the disturbance of the film flow should be 
avoided as it can change the characteristics of the film. In addition to the 
Laser Focus displacement meter used in this chapter, the results from the 
Wire Mesh Sensor reported in chapter 6 are also compared. The 
comparison show that Wire Mesh sensor film thickness results are much 
higher than those obtained locally from LFDM for the superficial velocities 
considered. This is understandable as the WMS results are generated from 
the methods explained in Chapter 2. However, the small gaps in the 
crossing wires are unaccounted for in WMS, hence the difference in results. 
This will be discussed in details in section 7.3.4.2. of this Chapter. Another 
reason, as noted by Zangana (2011), is that two instrumentations usually 
differ in film thickness measurement when the liquid superficial velocities 
are increased. 
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7.2 Experimentation 
7.2.1 Principle of Laser Focus Displacement Meter 
The Laser focus displacement meter utilizes the confocal principle with 
laser light to determine the location of an interface between two media. 
When the focal point of a converging beam is moved, the peaks in the 
reflected light intensity when the laser's focal point is at the two media 
interface are located by the instrument. Within the LFDM unit, a 
semiconductor laser source produces a diverging beam of light. This 
diverging beam of light is reflected by the collimating lens onto the 
objective lens which makes the beam converge to a point on the test 
section. The objective lens is moved in an oscillating manner in order to 
allow up and down movement of the focal paint. This is achievable when 
the collimating lens is constrained to a known location on the test section 
and securing the objective lens on one of the vibrating prongs of a tuning 
fork. The tuning fork is then subject to a known frequency from a vibration 
source and in turn, the objective lens oscillates at a known frequency and 
amplitude. The focal point of the beam scans up and down at the same 
frequency and amplitude as the objective lens. When the focal paint is 
located on the target surface, then the light will be reflected back into the 
LFD measuring unit with greatest intensity. When light passes through the 
pinhole of the LFDM, the light receiving element senses a light intensity 
peak. With a known location of the oscillating objective lens measured by a 
position detection sensor, the LFD can match the light intensity peak with 
a focal point location. Thus, the target surface location can be determined. 
In these experiments, the location of the target is within the Perspex pipe 
(the liquid film). Continuous tuning to set surfaces will ensure identification 
of the surfaces being penetrated by the laser beam. These are the pipe 
wall and the liquid inner as well as outer surfaces. Hence, the film 
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th ickness can be measured through measuring of the difference in height 
between the inner and outer surface of the liquid film which is displayed on 











Figure 7.1: Diagram for laser focus displacement meter by Wegener and 
Drallmeier (2010) 
7.2.2 Application of Laser Focal Displacement Meter 
The test facility is shown in Figure 7.1. The facility has a closed liquid 
circuit with a working section 67mm in internal diameter and with a length 
of 3m and an open gas circuit. The experimental system allowed 
investigations of liquid superficial velocities ranging from 0.25-0.33 mls 
and gas superficial velocities of 0.008-0.08 m/s. Tap water, maintained at 
20±0.50 C, was used as the liquid phase, while air taken from the 
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laboratory compressed air supply was used as the gas phase. The LFDM 
used has an uncertainty of ±1.5%. 
With the initial condition set as that described in Chapter 5, the LFDM was 
placed 30mm from the Perspex pipe and the laser beam was focussed at 
the film interface. The film thicknesses were then viewed through the 
monitor shown in Figure 7.2. The position of the instrument was then 
adjusted until the focal point of the laser beam was at the film interface 
i.e. until a clear view of the film was seen. Measurements were not made 
until the bubble became stabilised after which the time-averaged film 
thicknesses are measured from a 5-7min sample. Once data for the liquid 
superficial velocities had been acquired, the instrument was moved from 
20cm to 30cm and finally 50cm below the bubble nose and the 
measurement procedure repeated. The tap water temperature was 
controlled with the aid of the cooling water that flows around the pipe as 
previously described in section 5.2 using thermocouples to monitor the 
temperature periodically. 
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Figure 7.2: Schematic of experimental work using LFDM 
7.3 Experimental Results 
7.3.1 Time series of film thickness and Mean of film 
thickness 
A different approach to Probability Distribution is to use the time series of 
the film thickness. At the lowest focal position of the LFDM lens, 20cm 
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below bubble nose, the film thicknesses for a liquid superficial velocity of 
0.29m/s are shown in Figure 7.3: 
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Figure 7.3: Plot of Time series of film thickness at gas superficial velocities 
of (m/s): (a) 0.008, (b) 0.012, Cc) 0.016 and Cd) 0.020 with LFDM at 20cm 
below bubble nose 
The mean film thickness for all the data obtained at the three 
measurement paints are shown in Figure 7.4. Interestingly, in the case of 
mean film thickness, the lowest values were obtained at 20cm below the 
bubble nose at a liquid superficial velocity of 0.29m/s, which was 
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equivalent to the rise velocity of the liquid if the gas was assumed to be 
stationary. 
f6 
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Figure 7.4: Plots of Mean film thickness at liquid superficial velocities of 
(m/s): (a) 0.25, (b) 0.29, and (c) 0.33 with the LFDM at different positions 
below the bubble nose as indicated 
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The percentage standard deviation per mean film thickness shows a peak 
of 10% in Figure 7.5. This, in a way, shows that the film thickness values 
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Figure 7.5: Plots of % Standard deviation per mean film thickness at liquid 
superficial velocities of (m/s): (a) 0.25 and (b) 0.29 with LFDM at 20cm 
and 30cm below bubble nose 
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7.3.2 Probability Density Function of LFDM 
The film thickness PDF is shown in Figure 7.5 (a)-(f). 
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Figure 7.6: Plot of PDF of film thickness with liquid superficial velocities of 
0.25, 0.29 and 0.33m/s LFDM at 20cm below bubble nose 
They show the film thickness distribution at different superficial gas 
velocities. Interestingly, the distributions show that film thicknesses 
obtained for a liquid superficial velocity of 0.29m/s are lower than those 
obtained at other liquid superficial velocities. This velocity has been 
described as the drift velocity in Chapter 2. This is further illustrated in 
Figure 7.7. 
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Figure 7.7: Plot of PDF of film thickness at gas superficial velocities of (a) 
0.008 and (b) 0.012 with LFDM at 20cm below bubble nose 
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However, as the position of the focus of the LFDM is increased 
downstream, there is shift in the position of the film thickness distribution 
and the lower liquid superficial velocity now shows the lowest average film 
distribution, as illustrated in Figure 7.8. 
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0 LitDd IIIpIlI6:iaI ¥CIociIy (an) J 8 liquiIIlIIpIdciII wIaciIy (M) 
'D -O.2S -0.29 -0.33 J 0.05 .£ 0.06 -G1S ..... 29 -t.33 ~ ~ O.OS ~ 0 . 0 4 4
~ . ; ; ! .€ ... 10.03 ! 0.04 n , u "0 
~ ~ I 1 ~ ~ 0.03 is 0.02 
/ 11 \ 
:= 0.02 ~ ~ ~ ~ 0.01 .D 0.01 j) \ ~ ~e ~ ~ 0 ~ ~ 0 0 o.s I.S 0 0.5 I 1.5 
Film thickness (mm) Fihn thickness (mm) 
(a) (b) 
Figure 7.8: Plot of PDF of film thickness at gas superficial velocities (m/s) 
of (a) 0.008 and (b) 0.012 with LFDM at 30cm below bubble nose. 
7.3.3 Power spectral density (PSD) of film thickness 
Frequencies were obtained using autocorrelation of Fourier series for the 
film thicknesses measured. Power spectral densities against frequency are 
shown in Figures 7.9 (a)-(f). These plots are for the film thickness 
measurements at positions 20, 30 and SOcm below the nose of the 
stationary bubble. It is shown that, as the position of the LFDM is f moved 
downstream, the perturbations by the film waves increases. Hence, the 
amplitude for waves are generally smoother upstream than downstream. 
In this case, the plots are not able to be used for flow regime delineation 
because the experiments are within a single regime of simulated slug flow, 
unlike in Chapter 4 where PSD plots were used to identify transitions from 
one regime to another. 
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Figure 7.9: Plots of Power spectral density with LFDM at 20, 30 and SOem 
below bubble nose. 
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In a similar way to those shown in Figure 7.9, the dominant frequency 
generated using the method expressed in Kaji (2008) generally vary 
sinusoidally with gas superficial velocity, as can be seen in Figure 7.10. 
The method described in Kaji (2008) involved using the Auto-covariance of 
the void fraction data in Fourier Transform to obtain the dominant 
frequency. The nature of the plots is attributed to the perturbations in the 
film waves as the film falls and the instrument positions are varied 
downstream. 
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Figure 7.10: Plots of dominant frequency versus gas superficial velocity 
showing how wave perturbations affect frequency 
7.3.4 Comparison with results by other workers 
As previously discussed, few authors have reported film thickness 
measurement of held down bubbles using a laser instruments. Kockx et al. 
(2005) measured film thickness using Laser Induced Florescence (UF) as 
part of the experiments carried out to study gas entrainments in a 
stationary bubble. However, the pipe diameter in that work was higher 
(100mm) than in the present study. 
7.3.4.1 Comparison with published models and experimental data 
The description of Nusselt equation is given in Chapter 2. This equation is 
the basis of most film thickness model propositions. A summary equation 
that can fit all previous work by various authors has been proposed by 
Spedding (2010), which shows the relationship between film thickness and 
other physical fluid properties as: 
where a and b are constants given in Table 7.1, 
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g = acceleration due to gravity (m/s) 
r= volumetric flow rate per unit circumference, (m2/s) 
p= density (kg/m3 ) 
~ = = viscosity (kg/m.s) 
This equation was used to predict the film thickness as the author's 
experimental conditions are altered to represent current study in order to 
make good analogy. The results are presented in Table 7.1. Nusselt's 
equation, as well as that proposed by Kapitza, predicted the film thickness 
accurately, in contrast to the predictions using the model equations by 
Takahama and Kato (1980) and other authors, as shown in Figure 7.11. 
They over-predict the film thickness. It is worth noting that work by these 
authors have been described in Chapter 2. 
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Figure 7.11: Film thickness plot using published models 
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Table 7.1: Comparison of film thickness results with published data 
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7.3.4.2 Comparison with Wire Mesh Sensor results 
The void fraction measurements from the WMS, reported in chapter Six, 
are used in the film thickness equation, expressed in Chapter Two as 
( ~ ~ (1- c05 ) J. These are compared to the LFDM measurements in Figure 
7.11. The difference is explained as follows: The Wire Mesh Sensor based 
on a two point calibration. Extra calibration with all pOints of contact with 
the liquid film would be necessary to achieve the same result as the laser 
instrument. In addition, it is impossible to avoid the intrusiveness with the 
film although, it has been shown not to have an effect on the results by 
Richter et al. (2002) and Prasser et al. (200Sa). This is mainly true for 
two-phase flow measurements where the film thicknesses are 
unimportant. Lastly, the void fraction results from wire mesh sensor at the 
crossing points of wires are time-averages. This may affect the accuracy of 
the film measurement when these are solely used to report film thickness. 
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Figure 7.12: Comparison of WMS film thickness with LFDM results 
In accounting for the disparity between the data from the LFDM film 
thickness and the local film thickness calculated from the WMS local void 
fraction, the schematic diagrams in Fig 7.13-7.15 are used, a sample can 
be found in Da Silva et al. (2010). The local void fraction is generated 
based on the signal from each crossing points of the wires in the sensor. 
However, the distance between the last crossing wires (in Figure 7.14) and 
the pipe wall is unaccounted for by the crossing wires and hence, this 
creates a difference in the values (in millimetres) when used to determine 
film thickness. 
162 Abolore Abdulahi 



















Figure 7.13: Schematic drawing for pipe section showing the film as it 
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Figure 7.14: Schematic drawing for crossing wires of the WMS with the 
end of the crossing wires highlighted 
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The open end of the crossing wires have distances, f11, f12, .... in the range 
1.2-1.8mm from the preceding crossing wires, as can be seen in Figure 
7.15. If this distance (for instance 1.8mm) is added to the results from 
LFDM film thickness, the resulting values wi" give rise to data almost equal 
to film thickness calculated from WMS. For instance: 1.4mm (from LFDM) 
+ 1.8mm (from distance between last crossing wire and the wall) = 
3.2mm (from the calculated WMS film thickness) 
Figure 7.15: Some ends of the crossing wires of the WMS 
7.3.5 Qualitative analysis of the films 
It is important to analyse the video images captured during 
experimentation qualitatively. This wi" enable thorough understanding of 
the nature of the film. As initially identified in Table 7.1, the films in the 
current study are turbulent wavy. The images provide the gas-liquid 
interface of the flow structure. At a low gas superficial velocity of O.012m/s 
and a superficial liquid velocity of O.28m/s, the gas-liquid interface was 
observed to be smooth, as can be seen in Figure 7.16. The waviness of the 
film surface is more obvious as the gas superficial velocities are increased. 
At some point, bubbles also began to appear on the film surface at these 
higher superficial gas velocities, as shown in Figures 7.17 and 7.18, which 
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represent a key feature of a falling annular film. These bubbles 
complement those already created by falling films at the base of the 




Figure 7 .16: Smooth films at with superficial gas velocity at O.012mjs and 
superficial liquid velocity at O.28mjs 
The bubble cap allows air to flow and grow into a big bubble, which are 
shown to grow bigger with increasing the gas superficial gas velocity. In 
this way, a single bubble is formed with smaller bubbles formed below the 
stationary bubble with a film f lowing around the pipe wall. Liquid was not 
found to be entrained in the gas core. Dukler and Bergelin (1952) have 
also shown wave types similar to those in Figure 7.16 
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Figure 7.17: Wavy Film at gas-liquid interface with superficial gas velocity 
at O.020m/s and superficial liquid velocity at O.2Bm/s 
Waviness 
at the film 
interface 
Figure 7.18: Wavy Film at gas-liquid interface with superficial gas velocity 
at O.024m/s and superficial liquid velocity at O.2Bm/s 
7.4 Summary 
Film thicknesses of a stationary bubble have been investigated in this 
chapter and the following summary is made: 
• 
The PDF of film thickness show that their average is 1mm . 
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• Power spectral densities of the film thickness show that the films 
straighten out as you move downstream with decreasing superficial 
gas velocity. 
• The film thickness measured by LFDM shows a very good 
agreement with Nusselt equation and the Kapitza model. 
• The LFDM results show a large deviation from those obtained using 
the models of Takahama and Kato (1980) and others. 
• The Wire Mesh Sensor shows a large difference with the results 
from the LFDM. This is understandable as the WMS results are 
derived from average values of void fraction at crossing pOints of 
the wires. This can be accounted for if the distance from the last 
crossing wires to the pipe wall are taken into consideration. This 
will ensure that the results from both instruments are much closer. 
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Chapter Eight 
Effect of viscosity on a two-
phase flow in a stationary 
bubble 
8.1 Introduction 
In Chapters 5, 6 and 7, water and air were used as the working fluid to 
study characteristics of gas-liquid flows of a stationary bubble. The same 
methodology has been used here with the range of conditions shown in 
Table 8.1. The range undertaken is the same as those used in Chapters 5, 
6 and 7. However, unlike the previous chapters where three different caps 
were used to inject air into the stationary bubble, only the spherical cap 
has been used in this Chapter. This Chapter introduces the results of flows 
using two different viscous liquids, thus allowing the study of the effect of 
viscosity. Only Su and Metcalfe (1997) have reported the effect of viscosity 
on a fixed bubble. However, the liquid used by these authors still has a 
relatively low viscosity (6mPa.s). In this Chapter, the liquid used has 
viscosities of 42mPa.s and 152mPa.s. For better clarity, oil with viscosity 
of 42mPa.s will be regarded as low viscosity oil while that with a viscosity 
of 152mPa.s is regarded as high viscosity oil. A comparison is made with 
the work of Su and Metcalfe (1997) and the air-water experiment 
previously described in Chapter Six. 
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Table 8.1: Different cases considered for high viscosity oils 






0.25, 0.29, 0.33 
42,152 
8.2 Experimental Results 
The same type of flow structure reported in Chapters six and seven were 
observed using oil when the same methodology was followed, i.e. a 
stationary bubble was achieved with some entrained gas bubbles in the 
wake. 
8.2.1 Dimensionless Analysis (for Thought Experiment) 
The dearth in quantitative data for gas-liquid flows in vertical pipes using 
high viscosity liquid has been the major concept behind the current 
research. For a stationary bubble with liquid flowing around it in form of 
film, the gas entrainments are formed below the bubble wake as 
previously discussed. This liquid film has been studied extensively in 
Chapter 7 using low viscosity liquid, it is quite imperative to understand its 
relationship with viscosity as this may have an effect on gas entrainment 
since film impingement cause gas being entrained at the bubble wake. A 
simple way to begin is through the theoretical background between films 
and viscosity. This will lead to a better understanding when experimental 
data on viscosity effect are reported in the later part of this Chapter. 
Nusselt (1916) proposed a relationship between film velocity and film 
thickness as follows which was also reported by Spedding (2010), 
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where l/ I is film velocity (m/s) and f5 is film thickness (m) 
But also from Nusselt (1916), 
where r is the volumetric flow rate per unit circumference 
Combining equations (8.1) and (8.2) shows that: 
2 










where ttl> is bubble velocity (m/s) and D is pipe diameter (m). This is by 
interpreting volumetric flow rate per unit circumference as equation 8.5 
i.e. (velocity) x (area) -;- (circumference of the pipe) 
R 3 and £ DC U f (8.6) 
where R is rate of entrainment 
E 
From these relationships, it can be deduced that: 
3 r2 D2 R£ DC U f DC DC (8.7) 
Hence total R£ 0<: D3 (at constant Ub and f.1, ) 
Net rate of entrainment= Total entrainment-Total recoalescence 
At constant tube diameter, 
But 





and U f DC J1" 
therefore Rc oe Ill-I 




The implication of this is that the higher the viscosity, the less bubbles are 
created by the impinging film. This means that fewer bubbles are created 
and entrained in the Taylor bubble wake as the liquid velocity is increased. 
Hence, the equations by Nusselt (1916) will playa role in the experimental 
work on gas entrainment. This phenomenon will be later demonstrated in 
this Chapter. 
8.2.2 Time averaged void fraction and Mean void fraction 
Time series plots obtained from the WMS, positioned at the same locations 
used in Chapters 5 and 6, displaying the time-averaged void fraction of the 
wake section of the stationary bubble are shown in Figure 8.1 (a)-(f). 
These show high and low viscosity oils at different gas and liquid 
superficial velocities. At low superficial gas velocities, for both liquid 
viscosities (Figures 8.1 (a), (c), (e», the void fractions are seen to 
fluctuate within a narrow band. As the gas superficial velocity is increased, 
Figures 8.1 (b), (d), (f), the amplitude increases, as did the void fraction 
range over which the fluctuations occur. The void fraction for the low 
viscosity liquid show fluctuations with magnitudes higher than those for 
high viscosity liquid 
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Figure 8.1: Time series of void fraction at superficial liquid velocities of 
O.25m/s, O.29m/s, and O.33m/s. 
The mean void fraction plots, Figure 8.2 (a)-(c), show that, for the same 
conditions, the mean void fraction generally increases with a decrease in 
liquid viscosity. For lower the viscosity liquids, there is evidence of more 
gas entrainment into the wake region and clear evidence that, as the gas 
superficial velocity increases, entrainment also increases, but, as the liquid 
superficial velocity increases the level of entrainment for a set gas velocity 
decreases. As viscosity is increased, this behaviour remains, but the 
quantity of entrained gas decreases compared to lower viscosity liquids. 
The other thing that is very apparent from both Figures 8.1 and 8.2 is that 
the high viscosity oil sees no change in behaviour in Figure 8.1. Looking at 
Figure 8.2, it is clear that below a superficial gas velocity of O.04m/s for a 
liquid superficial velocity of O.25m/s, the results are very similar for low 
viscosity and water experiments but different for high viscosity 
experiments, whilst at O.29m/s the gradient is very flat and for O.33m/s 
once a gas superficial velocity of O.02m/s is reached, a value is established 
which remains. A more critical look at Figure 8.2 (a) shows that there are 
three different line segments in the high viscosity liquid plot, whilst the low 
viscosity oil shows two. Figure 8.2(b), however, shows similar behaviour 
for all three liquids. A line fit to the data gives almost the same gradient 
up to O.06m/s gas superficial velocity. Figure 8.2 (c) shows a completely 
different behaviour between for water, the low viscosity oil and the high 
viscosity oil. 
Since these bubbles are entrained in the liquid, we can infer that 
entrainment increases with decreasing viscosity. This is in agreement with 
the thought experiment described earlier in section 8.2.1 of this Chapter. 
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Figure 8.2: Mean void fraction at superficial liquid velocities of (a) 
a.25m/s, (b) O.29m/s and (c) a.33m/s 
8.2.3 Probability Density Function 
The probability distribution of the void fraction in the wake section is 
shown in Figure 8.3. As the liquid viscosity is increased, the void fraction 
shifts from right to left, i.e. air present in the wake reduces just like the 
description in section 8.2.2. The void fraction values at which the peaks for 
the probability density function (PDF) occur for each liquid are observed to 
increase as the viscosity of the liquid reduces. These peaks are the void 
fractions with highest frequency of occurrence for the whole range of void 
fraction. As can be seen in Figure 8.3 (j), where the peaks for Figure 8.3 
(i) are identified, the void fraction, E, values at which these peaks occur 
are highlighted and these void fraction values are found to increase with 
increasing liquid viscosity for the same gas and liquid superficial velocities. 
They are represented by Peaks A, B, C for decreasing liquid viscosities. 
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Figure 8.3: Probability Density Function of void fraction at the wake 
section for air-water, low and high viscosity liqu ids at superficia l liquid 
velocities of O.25m/s, O.29m/s, O.33m/s 
In a similar way to the plots and relationships described in Figures 8.3 (a)-
(j), Figures 8.4(a)-(c) show the Probability distribution of void f raction in 
the bubble section of the stationary Taylor bubble. These figures show 
peaks shifting to the left as (viscosity) liquid increases while that of air-
water shifts to the right. A shift from right to left means shifting from high 
vo id fraction to low void fraction. These plots are obtained from the 
probability density function of the void fraction in the bubble region of the 
stationary bubble . The high void fraction in this region is expected as the 
gas volume in th is region is very high compared to the volume in the wake 
region. From Figures 8.4 (a) - (c), air-water has the highest void fraction 
in all because the f ilms are thinner and the occupy less volume fract ion 
than gas while air-high viscosity oil has the lowest void fraction because 
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the films in these cases are thicker and they occupy more volume fraction 
than those in air-water interphases. 
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Figure 8.4: Probability Density Function of void fraction at the bubble 
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8.2.4 Radial void fraction 
The radial distributions of void fraction in the wake section of the standing 
bubble (or 8Scm below the bubble nose) for both viscous liquids were 
measured and compared at different liquid superficial velocities. These are 
plotted in Figures 8.5 (a)-(c). As can be seen, the high viscosity liquid has 
a void fraction radially distributed below those of the low viscosity liquid, 
when plotted on the same axes with zero being the centreline. This is 
another indication that entrained bubbles in the wake have a lower void 
fraction radially distributed in the pipe for the higher viscosity liquid than 
for the lower viscosity liquid. However, for all cases, the smaller bubbles 
tend to move towards the pipe wall as these give a very low void fraction 
near the pipe wall. In Figure 8.5 (a), there is a core at the centreline for 
the lower viscosity and higher gas velocities. This is followed by a plateau 
and then a wall film. However, Figure 8.5 (b) is very different from Figure 
8.5 (a). This shows that the impact of viscosity at low gas superficial 
velocity is not apparent. Hence, the impact of liquid velocity and gas 
balancing appear differently. In Figure 8.5 (c), it is observed that, below a 
gas superficial velocity of O.04m/s, the same behaviour occurs irrespective 
of viscosity of the liquid. For the cases shown in Figures 8.5 (b)-(c), these 
could be attributed to higher liquid superficial velocities as the gas to oil 
ratiOS are lower for these cases. 
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Figure 8.5: Radial Distribution of void fraction at liquid superficial velocities 
(m/s) (a) 0.25, (b) 0.29 and (c) 0.33 (Note: open symbol and * indicate 
high viscosity liquid, closed symbol and x indicate low viscosity) 
8.2.5 Bubble length comparison 
Bubble length increases with increasing superficial gas velocity, as 
discussed in Chapter Six, and shown in Figure 8.6. However, at low 
superficial gas velocity, water has the longest bubble length compared to 
higher viscosity liquids. A point is reached where the momentum exerted 
by the falling film in higher viscosity liquids is enough to cause bubble 
length to increase rapidly. At this pOint, the highest viscosity liquid show 
greatest bubble length while water, with the lowest viscosity, shows the 
smallest bubble length. This point of sudden change is assumed to be the 
onset of massive entrainment, as gas bubbles are rapidly entrained in the 
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wake section at the lowest viscosity liquid. This assumption is justifiable 
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Figure 8 .6: Gas based Froude number as a Function of Dimensionless 
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(c) 0. 33 
Su and Metcalfe (1997) are t he only authors to have used viscous liquid 
with a fixed bubble till date. The resu lts of the bubble length measured in 
t hei r work are compared with the current work using dimensionless 
parameters: Ohnesoge number and Froude number, in order to account 
for changes in physical properties of the fluid used such as surface tension 
and viscosities. These dimensionless parameters have been described in 
Chapter Two. The comparison made in Figure 8.7 is based on a liquid 
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Figure 8.7: Dimensionless bubble length against Zh at a superficial liquid 
velocity of O.29m/s 
A clearer picture of the trend in the experimental data shown in Figure 8.7 
can be observed in Figure 8.8. This shows clearly that, despite the 
differences in viscosity, the data of Su and Metcalfe (1997) show a similar 
trend with the two viscous oils considered in the current study. It is also 
worth mentioning that Su and Metcalfe (1997) show that gas entrainment 
increases with decreasing liquid viscosity as demonstrated n the current 
work. 
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As described in Chapter Two (section 2.8), the Kapitza number (Ka= 
. . ) 
) is able to account for the physical properties that 
(( )
0.7' )07' (l'i p,- p ~ ~ l gJi, 
may affect fluid flow. Hence the comparisons above have been made using 
different fluids at different flow conditions. 
Of particular interest to the present study is the effect for different 
viscosities (6cp, 42cp and lS2cp). As shown in Figure 8.8, all viscosities 
follow a similar trend, which is produced by changing Ka through variations 
in the liquid viscosities. Thus, this change has no other dynamic effect on 
the free surface, but do have an effect on other physical properties, for 
instance, changes to surface tension of the liquid. The major point that can 
be drawn out from this is that balancing of different forces that act on 
entrained bubbles plays a significant role in maintaining stability to a large 
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extent. Thus, higher values of Ka lead to greater instability. Hence, an 
increase in Ka may result either from lowering the viscosity of liquid or 
raising the surface tension. 
8.2.6 Entrainment qualitative analysis 
In the previous sections, the entrainment of gas in the wake section was 
shown to reduce with increasing liquid viscosity. Here, the still images of 
the wake section, where gas entrainment occurs, are provided. Figures 
B.9-B.11 show the wake section of air-high viscosity liquid, air-low 
viscosity liquid and air-water experiments respectively. The entrained gas 
bubbles in the three images are seen to increase in magnitude as the 
liquid viscosity is reduced. In other words, water, with the lowest viscosity 
of all the three liquids considered (Figure B.ll), is shown to have the 
highest number of entrained gas bubbles while high viscosity oil (Figure 
B.9) has the lowest number of entrained gas bubbles. Interestingly, air-
water has the highest surface tension in all experimental cases (O.OBN/m) 
while air-high viscosity liquid has the lowest (O.027N/m) and is slightly 
higher than air-low viscosity liquid (O.027SN/m). 
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Figure 8.9: Wake of a standing bubble showing entrained gas at liquid 
superficial velocities 0.29m/s and gas superficia l velocity of 0.02m/s with 
air-high viscosity oil 
Figure 8.10: Wake of a standing bubble showing entrained gas at liquid 
superficial velocities 0.29m/s and gas superficial velocity of 0.02m/s with 
air-low viscosity oil 
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Figure 8.11: Wake of a standing bubble showing entrained gas at liquid 
superficial velocities 0.29m/s and gas superficial velocity of 0.02m/s with 
air-water 
Su and Metcalfe (1997) described the vortices causing gas entrainment as 
one occurring at the free surface rather than under it when the liquid 
viscosity increases. This can also be noticed in Figures 8.9-8.11 in the 
present study. This is primarily responsible for the low gas entrainment in 
high viscosity liquid which is in good agreement with conclusion by Su and 
Metcalfe (1997). In a work by Mendoza (2011) using three different liquids 
to monitor the influence of gas entrainment in a downward flow, it was 
also concluded that fluid properties (especially surface tension) might playa 
key role in the difference between the flow patterns and the amount of air 
entrained and carried under with the liquid. 
8.2.7 Flow structures of entrained gas in the wake section 
The entrained gas bubbles in the wake section of the stationary bubble can 
be viewed through a display from a WMS programme which shows the 
tomography of the two-phase flow structure. These reveal that, at high 
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liquid viscosity, less gas bubbles are entrained, as previously discussed, 
but with a decrease in liquid viscosity, more gas bubbles are entrained. In 
fact, with high liquid viscosity, entrained gas bubbles are hardly visible at 
an initial stage of gas introduct ion into the two-phase system. This is more 
to justify what is shown in Figure 8.2 (a) where the plot for high liquid 
viscosity show almost flat mean vo id fraction at the initial gas superficial 
ve locities . A comparison of the tomographic structures for gas-liquid flows 
in the wake region can be seen in Figu re 8.12 which clearly shows the 
effect of liquid viscosity on gas ent ra inment. 
As can be seen in Figures 8.12 (a)-(d) , entra ined gas bubbles are not quite 
visible which is similar to the obse rvat ion in Figure 8.2 (a) showing the 
same set of cond itions of gas and liquid superficial velocities. As the 
superficial gas velocity is increased, the entrained bubbles become more 
visible with the lower viscosity liqu id (shown in Figures 8.12 (e) and (f)) 
t han in high viscosity liquid (shown in Figures 8.12 (b) and (c)). 
(a) Ugs=O.08m/s (b) Ugs= O.24m/s (c) Ugs= 0.43m/s 
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(d) Ugs=O.08m/s (e) Ugs=O.24m/s (f) Ugs=0.43m/s 
Figure 8.12: Tomography of entrained gas bubbles at the bubble wake at a 
liquid superficial velocities of O.2Sm/s with (a), (b) and (c) being for high 
viscosity liquid while (d), (e) and (f) are fo r low viscosity liquid (Note: Blue 
colour means oil region while red colour means air region) 
8.2.8 Recoalescence qualitative analysis 
Delfos et al. (2001a) and Kockx (1999) measured the recoalescence of 
small bubbles back into the fixed bubble. However, water was used as the 
liquid medium in the work by Delfos et al. (2001a) and Kockx (1999). 
Here, a qualitative analysis will be made, using high speed videos, to show 
that some of the entrained gas bubbles below the stationary bubble tail 
are able to move up the pipe in order to recoalesce with the standing 
bubble. Observation shows that these gas bubbles are a small fraction of 
the previously entrained gas bubbles. However, these have previously 
been ignored by researchers. The steps involved in the entrainment and 
recoalscence process are highlighted below in Figures 8.13 (a)-(h). 
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Figure 8.13: Wake of a standing bubble showing the steps for 
recoalescence of entrained gas bubbles at the following t ime, t (s) (a) 0 
(b)3, (c) 5, (d) 7, (e) 9, (f) 12, (g) 14, (h) 18 
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It is observed in Figure 8.13 that over the time frame considered a gas 
bubble was able to recoalesce back into the standing bubble out of the 
numerous gas bubbles that were initially created by the plunging film. The 
steps involved can be explained further as follow: In Figure 8.13 (a), small 
bubbles were created as a result of the falling film impinging on the tail of 
the stationary Taylor bubble (the falling film tears off small gas bubbles 
from the stationary bubble). These gas bubbles initially remain at the wake 
of the stationary bubble as they are being created. Some of the bubbles 
then begin to move downwards with the liquid (slug) while a few start to 
move upwards as shown in Figure 8.13 (b). In Figure 8.13 (c), more 
bubbles are created by the falling film while some of the previously 
entrained bubbles continue to move upwards. This upward movement of 
entrained gas bubbles continue in Figure 8.13 (d) and (e) until the bubbles 
find their way to the base of the stationary bubble as can be seen in 
Figures 8.13 (f) and (g). The bubble finally recoalesces with the stationary 
bubble from which it was originally created by the film as shown in Figure 
8.13 (h). 
8.3 Summary 
The following is a summary from this Chapter: 
y The rate of gas entrainment is inversely proportional to the liquid 
viscosity for a set condition. In other words, as the liquid viscosity 
is increased the number of entrained gas bubbles reduces over 
time. This is in agreement with the proposed thought experiment 
derived from Nusselt equation described in section 8.2.I. 
Y Although bubble lengths increase with increasing gas superficial 
velocities, the lengths are higher for higher viscosity liquid than for 
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low viscosity liquids. This is in agreement with the work of Su and 
Metcalfe (1997). 
/" Gas volume fractions for a low viscosity liquid are higher than those 
for a high viscosity liquid at the same set of gas and liquid 
superficial velocities. 
/" There is a shift to the left in void fraction for both the bubble and 
wake section of a stationary bubble as the liquid viscosity is 
changed from high viscosity to low viscosity. This is further proof 
that void fraction of gas entrained in a low viscosity liquid is higher 
than that entrained in a high viscosity liquid when they are 
subjected to the same conditions (e.g. gas and liquid velocities). 
/" Recoalscence of gas bubbles occurs at the wake of a Taylor bubble. 
196 
Few of the entrained gas bubbles recoalesces with the stationary 
bubble. 
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Chapter Nine 
Conclusions and 
Recommendation for Future 
work 
9.1 Conclusions 
Gas-liquid flows using viscous liquids have been studied successfully using 
Wire Mesh Sensor (WMS) with special attention paid to the effects of 
viscosity on the characteristics of flow. 
A range of experimental data for two-phase flow were obtained and 
presented for both large (127mm) and small (67mm) diameter pipes. This 
has been achieved through the change in gas-liquid flow conditions. 
Data from the work by other researchers were examined and compared 
with those from the present study. 
For the large (127mm) diameter pipe, which involved high pressure 
investigations of gas-liquid flows for high viscosity liquid and high density 
gas, the following summary from Chapters 3 and 4 is drawn: 
• The mechanistic flow pattern of Shoham (2006) performed well for the 
set of experimental conditions under review. 
• The time series of void fraction revealed the absence of bridging gas 
troughs that is characteristic of slug flows. 
• The characteristic twin peaked PDFs that indicates the presence of slug 
flows did not feature in any of the PDFs for the current study which 
highlights the absence of slug flows in vertical risers using large 
diameter pipes. 
• Radial distributions of void fraction show that, for bubbly flows, the 
bubbles tend to move away from centre of the pipe towards the pipe 
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wall, while they move towards the centre of the pipe for other flow 
regimes as a result of bubble coalescence. Hence for bubbly flows, the 
plot is nearly flat while for other flows the plots are almost parabolic. 
• By using the frequencies from power spectral density, the change from 
one regime of flow to another can be identified as the harmonic signals 
smoothen out as the flows move from bubbly to intermittent flows. 
• Bubble size distribution plots reveal that the bubbles increased in 
diameter as the superficial gas velocities increased. However, the two 
characteristic division of bubble layers observed by Prasser et al. 
(2004) in small diameter pipes was absent, while a similar shape for 
big diameter pipe in the work by Prasser et al. (2004) has been 
observed in the current study. 
• Pipe diameter, viscosity of the oil and gas density play major roles in 
shifting the flow regimes, hence, the usual flow pattern maps which 
have mainly been derived from air-water experiments may not be 
relevant for handling such fluids. Although some of the flow maps do 
consider these fluid properties, they are unable to provide a good fit 
for good flow delineation. The effect of viscosity can be moderated 
using dimensionless numbers. 
• With the flow structures, wisps are easily observed at higher pressure 
than at lower pressure using the Wire Mesh Sensor. 
• Pressure has more effect on mean void fraction at higher liquid 
superficial velocity than at low liquid velocities. 
• As the liquid velocity goes up, the calculated void fraction shows some 
disparity from measured void fraction. 
• Correlations drawn from the literature of CISE/Friedel, homogeneous 
and Beggs and Brills perform well for void fraction prediction at higher 
liquid superficial velocities when compared with void fraction measured 
from experiment. This could be attributed to higher momentum 
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exhibited by the structure at higher liquid velocity. Better agreement 
was observed for higher pressure (7.5 bara) than for lower pressure 
(4.5 bara) 
• The changes observed by Owen (1986) in pressure gradient plot was 
absent in the current study due to non-appearance of slugs in large 
diameter pipes for plotted pressure gradient. 
For the experimental work reported in Chapters 5-8 on a stationary Taylor 
bubble in a vertically downward flow using both low and high viscosity 
liquids, the following conclusions are drawn: 
• Through images taken on stationary bubbles it was shown that a freely 
rising bubble and that of the theoretical shape resembles the nose of 
the simulated stationary Taylor bubble. The images, as well as the 
PDFs, show that gas entrainment below a stationary bubble increases 
with increase in gas superficial velocity. 
• Most of the flows in the wake of the stationary bubble experiments are 
in the bubbly region (determined visually and with WMS). 
• From previous work carried out by various authors, it was expected 
that the liquid slug below the Taylor bubble would have entrained 
bubbles in it. This is hereby demonstrated by the PDFs shown in the 
experimental results. The void fraction in the liquid slug below the 
stationary Taylor bubble correlates with the gas loss rate from the 
Taylor bubble. The shapes of these gas loss curves show trends similar 
to work by other authors. 
• The wake lengths measured for stationary bubbles, whose results 
were compared with previous work by other authors, showed that the 
wake length depends on the class of flow and pipe diameter. However, 
maximum and minimum values obtained from the video capture show 
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some agreement with the work by Van Hout et al. (1992) and are 
generally close to the results by other authors. 
• Bubble sizes increase with increase in gas superficial velocity at 
constant liquid superficial velocity. This may be as a result of 
continuous coalescence of entrained bubbles of small diameters to 
form bigger bubbles until these bubbles become unstable and then 
deform. 
• The PDF of film thickness show that the measured film thickness 
averages to about 1mm, while power spectral densities of the film 
thickness straighten out as you move downstream and with decreasing 
superficial gas velocity. 
• The film thickness based on the use of LFDM has a very good 
agreement with the Nusselt equation and the Kapitza model. 
• The results show a small deviation from those obtained using the 
models of Takahama and Kato (1980) as well as with the work by 
other authors. 
• Wire Mesh Sensor show a wide difference when compared with the 
results from LFDM. This is understandable as the WMS results are 
derived from average values of void fraction at crossing pOints of the 
square wires. This can however be accounted for if the distance from 
the last crossing wires to the pipe wall are taken into consideration 
• The rate of gas entrainment is inversely proportional to the liquid 
viscosity. In order words, as the liquid viscosity is increased the 
number of entrained gas bubbles reduce. This is in agreement with the 
proposed theory derived from Nusselt equation described in Chapter 
Eight. 
• Although bubble lengths increase with increasing gas superficial 
velocities, the lengths are higher for higher viscosity liquid than for low 
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viscosity liquids. This is in agreement with the work of Su and Metcalfe 
(1997). 
• Gas volume fraction for low viscosity liquid are higher than those for 
high viscosity liquid 
• There is a shift to the left for void fraction at both bubble and wake 
section of a stationary bubble for high viscosity liquid. This is a further 
evidence that void fraction of gas entrained in a low viscosity liquid is 
higher than that entrained in high viscosity liquid when they are 
subjected to the same conditions (e.g. gas and liquid velocities). 
9.2 Contribution to knowledge 
There is an effect of pressure on two-phase gas-liquid flows when using 
highly viscosity liquids and high density gas. This effect becomes 
significant at high liquid superficial velocity. 
Viscosity has an effect on gas entrainment in gas-liquid two-phase flows, 
with re-coalescence of some of the entrained gas bubbles back to the 
original Taylor bubble from the bubble wake. The effect become limiting as 
the liquid viscosity gets higher. 
9.3 Recommendation 
Although the current study has been undertaken using high viscosity 
liquid, oil and gas industries may have to handle higher viscosity liquids in 
larger diameter pipes than those studied here. The following is 
recommended for future work: 
1. Experimental condition for the large diameter pipe should be extended 
to higher liquid and gas flow rates to test the prediction of the existing 
models over wider ranges, especially the churn and annular regions. 
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Such data will provide important information to validate the existing 
models. 
2. Although a pipe with a diameter of 127 mm has been used for the 
current study, pipes of considerably larger diameter (greater than 
200mm) could also be used to examine the effect of pipe diameter on 
flow patterns maps and transitions using high viscosity liquid. 
3. Measurement of film thickness of viscous fluids in order to see how they 
compare with film thickness of fluids with low viscosities. 
4. Stationary bubbles in large pipe diameters could also be explored and 
the results could be compared with small diameter pipes to see the 
effect on gas entrainment. 
5. Further experimental work on standing bubble to quantify the 
recoalescence of bubbles back to the stationary bubble could be 
extended by the introduction of Helium gas into the wake section. This 
will allow measurement of the concentration of Helium that recoalesces 
back into the stationary bubble with air. 
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NOMENCLATURE 
Symbol Meaning unit 
2 
A Area (m ) 
C Constant in equation (2.30) (-) 
C Constant in equation (2.24) (-) 
0 
C Constant in equation (A-3) (-) 
1 
C Constant in equation (A-4) (-) 
2 




Constant in Table 2.1 (-) 
C 
83 
Constant in Table 2.1 (-) 
C Constant in Table 2.1 (-) 
84 
C Drag coefficient (-) 
D 
C Concentration of entrained droplets (k) 
E 
C' Constant in equation (A-1S) (-) 
c Wave velocity (m/s) 
D Bubble diameter (m) b 
Dp Pipe diameter (m) 
D Tube diameter (m) 
t 
d Diameter (m) 
2 
E Entrainment rate (kg/m s) 
E Parameter defined by equation (2.13) (-) 
1 
E Parameter defined by equation (2.14) (-) 
2 
f Friction factor (-) 
f Frequency (Hz) 
Fr Froude number (-) 
Frg Modified Froude number (gas based) (-) 
2 
g Acceleration due to gravity (m/s) 
j Parameter defined by equation (2.11) (-) 
Ku Kutataledze number (-) 
L Length (m) 
Lw Wake length (m) 
2 
In Mass flux (kg/m 5) 
N Dimensionless parameter defined Chapter 6 (-) 
f 
P Pressure (Pa) 
3 
Q Volumetric flow rate (m Is) 3 
Q Volumetric flow rate of bubble entrainment (m /5) ge 3 
Qgb Volumetric flow rate of bubble re-coalescence (m Is) 3 
Q Volumetric flow rate released from TB unit (m /5) gs 
Rn Radius of curvature (m) 
Re Reynolds number (-) 
St Strouhal number (Gas based) (-) 
9 
T Time or Sample duration (5) 






























Terminal velocity of bubbles 
Gas superficial velocity 
Liquid superficial velocity 
Rise velocity of elongated bubbles 
Velocity 




Parameter defined by equation (2.26) 
Lockhart Martinelli parameter 
Velocity 
Drift velocity 
Fluctuating velocity for y component 
























~ ~ Inclination angle from horizontal (deg) 
y Electrical conductivity (l/Qm) 
2 
r Volumetric film flow rate per unit circumference (m /5) 
t) Film thickness (m) 
t)m Mean film thickness (m) 
E Void fraction (-) 
E Void fraction (-) 
g 
Critical void fraction (-) E 
gc 
Two phase multiplier (-) <P 
11 Dynamic Viscosity (kg/ms) 2 
v Kinematic Viscosity (m Is) 
3 
p Density (kg/m ) 
a Surface tension (N/m) 
2 
T Shear stress (N/m) 
Subscripts 




Is liquid superficial 
If liquid film 
m mixture 
g gas 
gs gas superficial 
H homogeneous 
tb Taylor bubble 








w wake region 








Laser focal displacement meter 
Probability density function 
Power Spectrum Density 
Taylor Bubble 





A1 Slug to churn flow transition 
For flooding conditions, Wallis (1961) proposed the following equation, 
(A-1) 
where /I; and II: are respectively dimensionless liquid and gas superficial 
velocities given by 
(A-2) 
In the model developed by Jayanti and Hewitt (1992), the flooding 




cl =0.1928+0.01089( -" rO.3754 x 10-5 (-" l 
D, D, 
(A-4) 
The superficial velocity of the liquid film and the velocity of the Taylor 
bubble u/f' and "Ih were respectively obtained from the following 
equations, 
lIl/' =9.916(1-£1") (A-S) 
(A-6) 
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The Taylor bubble length, which is given from the mass balance of liquid 
phase over a slug unit, is expressed as follows: 
u . = u (1- £ ) (1 - ~ ) ) J -u 4 
!.I sST +L /f5 L L ~ ) ) S 1) + s (A-7) 
A2 Bubble-slug-churn to dispersed bubble flow 
transition 
Taitel et al (1980) derived the correlation for transition to dispersed bubble 
flow as follows 
( )
0.6 




where E is the rate of energy dissipation per unit mass also given by: 
dp lim 2/ 3 E= --=--u 
d D In Z Pm ( (A-9) 
For the constant k in equation (2.12), Taitel et al. (1980) used 1.14 while 
Barnea et al. (1982) later used 0 . 7 2 5 + 4 . 1 5 £ ~ s , , which was suggested by 
Calderbank (1958), as this was meant to include the effect of void fraction 
on the sizes of bubble. 
The bubble size needs to be small enough to prevent bubbles from 








Combining equations (2.12) and (2.14) yields the tranSition boundary 
which is given as: 
(A-ll) 
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A3 Entrainment Model 
The bubble entrainment rate from the Taylor bubble tail in Brauner and 
Ullmann (2004a) described in section 2.7.3 is presumed by the energy 
balance between the rate of turbulent kinetic energy and that of bubble 




The conservative values below are used for the component of turbulent 
velocity: 
o 
,0 " "003( II' 11')-II - + ~ ' ' - + H' - Z. II//.\ -lilt 
The maximum stable bubble size is given by, 
d ");" _ 0.40" 
[ ]
0.5 
D - (PI - Pg ) g cos fJ'D," 
Where W = 0 for vertical flow. 
From equation (2.47)-(2.50), 
Q ~ ~ .. = I dmax (We - We,) 
QI/ 400C] Dr 
where 
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Velocities of bubbles and liquid in the Taylor bubble wake regions are given 
by, 






The same equations are applied to far wake region by replacing 'w' with 
's'. The Taylor bubble translational velocity for vertical upflow is expressed 
by Nicklin correlation: 
where 
110 = 0.35 




The rate of re-coalescence to Taylor bubble tail is estimated by the 
difference between the drift velocity of the Taylor bubble and that of 
bubble in the swarm, 
for l l ~ \ \ > 110 
(A-24) 
The net average rate of gas loss from the Taylor bubble tail is shed out of 
the Taylor bubble wake region and absorbed to the successive slug. 
Qg, = QR<, - Qgh 
Q =0 g.\ for (A-2S) 
Void fraction in wake and far wake regions are given by 
219 I Abolore Abdulahi 
Appendices 
(A-26) 
Q" 0 E;, ----= 
1/" -1/:", 
(A-27) 
Liquid film superficial velocity is given by 
11", = II", - E", II ",!, (A-28) 
Therefore actual liquid film velocity is 
/I II = I 
- E 110 
II II, (A-29) 
Void fraction of liquid film is given by following equation assuming no-slip 
between the liquid film and bubbles. 
[' '&.:!f = 
/) -(II -II )c: ~ ~ 1.:' Ie ).:(/1 th 
E It (II Ie - II II ) (A-30) 
Holdup around the Taylor bubble, cit' is determined by the momentum 
balance on the film region. 
The continuity equation for the liquid in the coordinate moving with Ute is 
given by 
(A-31) 
The continuity equation for the gas is given when no-slip between bubbles 




The momentum balance for the film and the gas flow rates respectively are 





where Pili = PI (I - C.dl ) + P,E'/f 
(A-36) 
From Equations (2.69) and (2.70), the gradient of film holdup is given by 
(A-37) 
with cil = I at z = 0 
Appendix B 
8-1 Calibration of the differential pressure transducers 
Apart from being company calibrated, the differential pressure transducers 
were also calibrated and tested in the laboratory before they were shipped 
to SINTEF for use during experimentation. Figure 8-1 shows the plot of the 
results from calibration which perfectly matches those provided by the 
manufacturer. The equation in the plot was programmed into Labview to 
generate instantaneous pressure gradient which have been discussed in 
Chapters 3 and 4. 
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3 












0 2 3 4 5 6 
Voltage (V) 
Figure B-1: Calibration of the differential pressure transducers 
B-2 Calibration of the Thermocouples 
The thermocouples were also calibrated at the University of Nottingham 
laboratory in order to continuously monitor the temperature of flow since a 
change in this property affects density, viscosity, surface tension and other 
physical properties of the fluid. Figure B-2 shows the plot of the 
temperature versus voltage with a line of best fit. The equation of this line 
was programmed into Labview to obtain the temperatures of the two-
phase flow at the outlet of the riser as well for the liquid inlet at the 
bottom end of the riser. 
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\y = 24.939x - 24.122\ 
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(b) 
Figure B-2: Calibration plots for the Thermocouples Ca) Thermocouple 1 at 
the riser top (b) Thermocouple 2 at the oil inlet 
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8-3 Experimental conditions 
Table B-1: Experimental data sheet of SF6-0il in the 127mm diameter 
vertical upflow pipe at 7.5 bars 
Superficial liquid Superficial gas Superficial liquid Superficial gas 
velocity (m/s) velocity (m/s) 




0.27 0.1 0.19 0.4 
0.40 0.1 0.37 0.4 
0.54 0.1 0.56 0.4 
0.67 0.1 0.75 0.4 
0.81 0.1 0.94 0.4 
0.94 0.1 0.00 0.0 
1.08 0.1 0.00 0.0 
1.22 0.1 0.44 0.4 
1.36 0.1 1.19 0.4 
1.49 0.1 1.38 0.4 








2.32 0.1 2.37 0.4 
0.07 0.2 2.57 0.4 
0.13 0.2 2.77 0.4 
0.27 0.2 2.96 0.4 
0.40 0.2 0.10 0.6 
0.54 0.2 0.20 0.6 
0.67 0.2 0.39 0.6 
0.81 0.2 0.59 0.6 
0.94 0.2 0.79 0.6 
1.08 0.2 0.98 0.6 
1.21 0.2 1.18 0.6 
1.35 0.2 1.38 0.6 
1.48 0.2 1.58 0.6 




1.70 0.2 2.17 0.6 
2.46 0.2 2.37 0.6 
2.65 0.2 2.57 0.6 
2.84 0.2 2.76 0.6 
3.03 0.2 2.96 0.6 
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Superficial liquid Superficial gas 
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Table B-2: Experimental data sheet of SF6-0il in the 127mm diameter 
vertical upflow pipe at 4.5 bars 
Superficial liquid Superficial gas 
velocity (m/s) velocity (m/s) Superficial liquid Superficial gas 
0.16 0.2 velocity (m/s) velocity (m/s) 
0.19 0.2 0.10 0.6 
0.10 0.2 0.19 0.6 
0.38 0.2 0.39 0.6 
0.58 0.2 0.59 0.6 
0.77 0.2 0.79 0.6 
0.96 0.2 0.99 0.6 
1.16 0.2 1.18 0.6 
1.35 0.2 1.38 0.6 
1.58 0.2 1.58 0.6 
1. 78 0.2 1. 78 0.6 
1.98 0.2 1.98 0.6 
2.18 0.2 2.17 0.6 
2.38 0.2 2.37 0.6 
2.58 0.2 2.57 0.6 
2.78 0.2 2.77 0.6 
2.98 0.2 2.97 0.6 
0.10 0.4 0.10 0.8 
0.20 0.4 0.20 0.8 
0.39 0.4 0.39 0.8 
0.59 0.4 0.59 0.8 
0.79 0.4 0.79 0.8 
0.99 0.4 0.99 0.8 
1.19 0.4 1.18 0.8 
1.40 0.4 1.38 0.8 
1.59 0.4 1.58 0.8 
1.80 0.4 1.80 0.8 
2.00 0.4 2.00 0.8 
2.20 0.4 2.19 0.8 
2.40 0.4 2.40 0.8 
2.60 0.4 2.60 0.8 
2.81 0.4 2.80 0.8 
3.01 0.4 2.99 0.8 
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