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1
Abstract
A general class of strongly coupled elliptic systems with quadratic growth in gradi-
ents is considered and the existence of their strong solutions is established. The results
greatly improve those in a recent paper [8] as the systems can be either degenerate
or singular when their solutions become unbounded. A unified proof for both cases is
presented. Most importantly, the VMO assumption in [8] will be replaced by a much
versatile one thanks to a new local weighted Gagliardo-Nirenberg involving BMO norms.
Examples in physical models will be provided.
1 Introduction
In this paper, for any bounded domain Ω with smooth boundary in IRn, n ≥ 2, we consider
the following elliptic system of m equations (m ≥ 2){ −div(A(x, u)Du) = fˆ(x, u,Du), x ∈ Ω,
u = 0 or ∂u∂ν = 0 on ∂Ω.
(1.1)
where A(x, u) is a m ×m matrix in x ∈ Ω and u ∈ IRm, fˆ : Ω × IRm × IRmn → IRm is a
vector valued function.
We say that u is a strong solution if u is continuous on Ω¯ with Du ∈ L∞loc(Ω) and
D2u ∈ L2loc(Ω). Hence, u solves (1.1) almost everywhere in Ω.
The strongly coupled system (1.1) appears in many applications, ranging from differen-
tial geometry to physical models. For instance, it describes the steady states of Maxwell-
Stephan systems describing the diffusive transport of multicomponent mixtures, models in
reaction and diffusion in electrolysis and diffusion of polymers, or population dynamics,
among others.
It is always assumed that the matrix A(x, u) is elliptic in the sense that there exist two
scalar positive continuous functions λ1(x, u), λ2(x, u) such that
λ1(x, u)|ζ|2 ≤ 〈A(x, u)ζ, ζ〉 ≤ λ2(x, u)|ζ|2 for all x ∈ Ω, u ∈ IRm, ζ ∈ IRnm. (1.2)
If there exist positive constants c1, c2 such that c1 ≤ λ1(x, u) and λ2(x, u) ≤ c2 then we
say that A(x, u) is regular elliptic. If c1 ≤ λ1(x, u) and λ2(x, u)/λ1(x, u) ≤ c2, we say that
A(x, u) is uniform elliptic. On the other hand, if we allow c1 = 0 and λ1(x, u) tend to
zero (respectively, ∞) when |u| → ∞ then we say that A(x, u) is singular (respectively,
degenerate).
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The first fundamental problem in the study of (1.1) is the existence and regularity of its
solutions. One can decide to work with either weak or strong solutions. In the first case, the
existence of a weak solution can be achieved via Galerkin or variational methods [5] but its
regularity (e.g., boundedness, Ho¨lder continuity of the solution and its higher derivatives)
is an open issue and difficult to address. Several works (see [5] and the reference therein)
have been done along this line to establish only partial regularity of bounded weak solutions,
wherever they are VMO. The assumption on the boundedness of weak solutions is a very
severe and hard to check one, as maximum principles do not generally exist for systems (i.e.
m > 1) like (1.1). One usually needs to use ad hoc techniques on the case by case basis
to show that u is bounded. Even for bounded weak solutions, we only know that they are
partially regular, i.e. Ho¨lder continuous almost everywhere. Techniques in this approach
rely heavily on the fact that A(x, u) is regular elliptic, and hence the boundedness of weak
solutions.
In our recent work [8], we choose a different approach making use of fixed point theory
and discussing the existence of strong solutions of (1.1) under the weakest assumption that
they are a-priori VMO, not necessarily bounded, and general structural conditions on the
data of (1.1) which are independent of x, we assumed only that A(u) is uniformly elliptic.
Applications were presented in [8] when λ1(u) has a positive polynomial growth in |u|
and, without the boundedness assumption on the solutions, so (1.1) can be degenerate as
|u| → ∞.
In this paper, we will establish much stronger results than those in [8] under much more
general assumptions on the structure of (1.1) below. Beside the minor fact that the data
can depend on x, we allow further that:
• A(x, u) can be either degenerate or singular as |u| tend to infinity;
• fˆ(x, u,Du) can have a quadratic growth in Du.
Most remarkably, the key assumption in [8] that u is VMO will be replaced by a more
versatile one in this paper: K(u) is VMO for some suitable map K : IRm → IRm. This
allows us to consider the singular case where one may not be able to estimate the BMO
norm of u but that of K(u) in small balls. Examples of this case in applications will be
provided in Section 2.
One of the key ingredients in the proof in [8] is the local weighted Gagliardo-Nirenberg
inequality involving BMO norm [9, Lemma 2.4]. This allows us to consider VMO solutions
in [8]. In this paper, we make use of a new version of this inequality reported in our work
[10] replacing the BMO norm of u by that of K(u) for some suitable map K : IRm → IRm.
We consider the following structural conditions on the data of (1.1).
A) A(x, u) is C1 in x ∈ Ω, u ∈ IRm and there exist a constant C∗ > 0 and scalar C1
positive functions λ(u), ω(x) such that for all u ∈ IRm, ζ ∈ IRmn and x ∈ Ω
λ(u)ω(x)|ζ|2 ≤ 〈A(x, u)ζ, ζ〉 and |A(x, u)| ≤ C∗λ(u)ω(x). (1.3)
In addition, there is a constant C such that |λu(u)||u| ≤ Cλ(u) and
|Au(x, u)| ≤ C|λu(u)|ω(x), |Ax(x, u)| ≤ C|λ(u)||Dω|. (1.4)
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Here and throughout this paper, if B is a C1 (vector valued) function in u ∈ IRm then
we abbreviate its derivative ∂B∂u by Bu. Also, with a slight abuse of notations, A(x, u)ζ,
〈A(x, u)ζ, ζ〉 in (1.2), (1.3) should be understood in the following way: For A(x, u) =
[aij(x, u)], ζ ∈ IRmn we write ζ = [ζi]mi=1 with ζi = (ζi,1, . . . ζi,n) and
A(x, u)ζ = [Σmj=1aijζj]
m
i=1, 〈A(x, u)ζ, ζ〉 = Σmi,j=1aij〈ζi, ζj〉.
We also assume that A(x, u) is regular elliptic for bounded u.
AR) ω ∈ C1(Ω) and there are positive numbers µ∗, µ∗∗ such that
µ∗ ≤ ω(x) ≤ µ∗∗, |Dω(x)| ≤ µ∗∗ ∀x ∈ Ω. (1.5)
For any bounded set K ⊂ IRm there is a constant λ∗(K) > 0 such that
λ∗(K) ≤ λ(u) ∀u ∈ K. (1.6)
Concerning the reaction term fˆ(x, u,Du), which may have linear or quadratic growth
in Du, we assume the following condition.
F) There exist a constant C and a nonegative differentiable function f : IRm → IR such
that fˆ satisfies: For any diffrentiable vector valued functions u : IRn → IRm and
p : IRn → IRmn we assume either that
f.1) fˆ has a linear growth in p
|fˆ(x, u, p)| ≤ Cλ(u)|p|ω(x) + f(u)ω(x), (1.7)
|Dfˆ(x, u, p)| ≤ C(λ(u)|Dp|+ |λu(u)||p|2)ω + Cλ(u)|p||Dω|+C|D(f(u)ω(x))|;
or
f.2) λuu(u) exists and fˆ has a quadratic growth in p
|fˆ(x, u, p)| ≤ C|λu(u)||p|2ω(x) + f(u)ω(x), (1.8)
|Dfˆ(x, u, p)| ≤ C(|λu(u)||p||Dp|+ |λuu(u)||p|3)ω +C|λu(u)||p|2|Dω|
+C|D(f(u)ω(x))|.
Furthermore, we assume that
|λuu(u)|λ(u) ≤ C|λu(u)|2. (1.9)
By a formal differentiation of (1.7) and (1.8), one can see that the growth conditions
for fˆ naturally implies those of Dfˆ in the above assumption. The condition (1.9) is verified
easily if λ(u) has a polynomial growth in |u|.
We organize our paper as follows. In Section 2 we state our main results and their
applications which are actually consequences of the most general but technical Theorem 4.2
in Section 4 where we deal with general map K. The proof of the results in Section 2, which
provide examples of the map K, will thus be provided in Section 5. In Section 3 we state
the new version of the local weighted Gagliardo-Nirenberg inequality in [10] to prepare for
the proof the main technical theorem in Section 4. We collect some elementary but useful
facts in our proof in Section 6.
3
2 Preliminaries and Main Results
We state the main results of this paper in this section. In fact, these results are consequences
of our main technical results in Section 4 assuming general conditions A) and F) and, roughly
speaking, some a priori knowledge on the smallness of the BMO norm of K(u) for a general
map K : IRm → IRm and any strong solution u to (1.1).
We define the measure dµ = ω(x)dx and recall that a vector valued function f ∈ L1(Ω, µ)
is said to be in BMO(Ω, µ) if
[f ]∗,µ := sup
BR⊂Ω
∫
BR
|f − fBR | dµ <∞, fBR :=
1
µ(BR)
∫
BR
f dµ. (2.1)
We then define
‖f‖BMO(Ω,µ) := [f ]∗,µ + ‖f‖L1(Ω,µ).
Throughout this paper, in our statements and proofs, we use C,C1, . . . to denote various
constants which can change from line to line but depend only on the parameters of the
hypotheses in an obvious way. We will write C(a, b, . . .) when the dependence of a constant
C on its parameters is needed to emphasize that C is bounded in terms of its parameters.
We also write a . b if there is a universal constant C such that a ≤ Cb. In the same way,
a ∼ b means a . b and b . a.
To begin, as in [9] with A is independent of x, we assume that the eigenvalues of the
matrix A(x, u) are not too far apart. Namely, for C∗ defined in (1.3) of A) we assume
SG) (n − 2)/n < C−1∗ .
Here C∗ is, in certain sense, the ratio of the largest and smallest eigenvalues of A(x, u).
This condition seems to be necessary as we deal with systems, cf. [11].
In this section we assume further the following growth conditions on λ(u) and f(u).
AF) There is a constant k such that for all u ∈ IRm
λ(u) ∼ (λ0 + |u|)k and |λu(u)| ∼ (λ0 + |u|)k−1. (2.2)
If fˆ depends on x, then we also assume that there is a constant C such that
|f(u)| ≤ C|fu(u)|(1 + |u|). (2.3)
We imbed (1.1) in the following family of systems{ −div(A(x, σu)Du) = fˆ(x, σu, σDu), x ∈ Ω, σ ∈ [0, 1],
u = 0 or ∂u∂ν = 0 on ∂Ω.
(2.4)
Our first main result is the following.
Theorem 2.1 Assume that A), AR), F), AF) and SG) hold. Suppose also that the follow-
ing integrability conditions hold for any strong solution u of (2.4): There exist r0 > n/2,
β0 ∈ (0, 1) such that the following quantities
‖λ−1(u)‖
L
n
2 (Ω,µ)
, ‖|fu(u)|λ−1(u)‖Lr0 (Ω,µ), ‖(λ(u)|u|2)β0‖L1(Ω,µ), (2.5)
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∫
Ω
(|fu(u)| + λ(u))|Du|2 dµ (2.6)
are bounded by some constant C0.
Define K0 : IR
m → IRm by K0(u) = | log(|U |)||U |−1U , U = [λ0 + |ui|]mi=1. We assume
that the BMO norms of K0(u) and log(λ0 + |u|) are small in small balls in the following
sense: For any ε > 0 there is Rε > 0 such that
‖ log(λ0 + |u|)‖BMO(BR ,µ), ‖K0(u)‖BMO(BR ,µ) < ε for all BR ⊂ Ω with R ≤ Rε. (2.7)
Then (1.1) has a strong solution u.
The condition (2.7) on the smallness of the BMO norm of K0(u) in small balls is the
most crucial one in applications. The next result is more applicable in the checking of this
condition.
Corollary 2.2 The conclusion of Theorem 2.1 holds if (2.7) is replaced by: There exist
α ∈ (0, 1) and a constant C0 such that∫
Ω
(λ0 + |u|)−nα|Du|n dµ ≤ C0. (2.8)
In [8], we consider the case λ(u) ∼ (λ0 + |u|)k with k > 0 and assume that u has small
BMO norm in small balls, which can be verified by establishing that ‖Du‖Ln(Ω) is bounded.
The assumption (2.8) is of course much weaker, especially when |u| is large, and can apply
to the case k < 0.
We present an application of Corollary 2.2. This example concerns cross diffusion sys-
tems with polynomial growth data on planar domains. This type of systems occurs in many
applications in mathematical biology and ecology. We will see that the assumptions of the
corollary can be verified by a very simple integrability assumption on the solutions.
Corollary 2.3 Let n = 2. Suppose A), F) and f(u) . (λ0 + |u|)l and λ(u) ∼ (λ0 + |u|)k
for some k, l satisfying
k >
−2C∗
C∗ − 1 and l − k <
C∗ + 1
C∗ − 1 . (2.9)
If fˆ has a quadratic growth in Du as in (1.8) of f.2) then we assume further that
|fˆ(x, u, p)| ≤ ε0|λu(u)||p|2 + f(u), (2.10)
with ε0 being sufficiently small.
If there is a constant C0 such that for any strong solution u of (2.4)
‖u‖Ll0 (Ω,µ) ≤ C0 for some l0 > max{l, l − k − 1}, (2.11)
then (1.1) has a strong solution u.
5
The assumption (2.11) is a very weak one. For example, if k ≥ −1 then we see from the
growth condition |f(u)| . (λ0+ |u|)l that (2.11) simply requires that l0 > l, or equivalently,
f(u) ∈ Lr(Ω, µ) for some r > 1.
This result greatly generalizes [8, Corollary 3.9] in many aspects. Beside the fact that we
allow quadratic growth in Du for fˆ(x, u,Du) and k < 0, we also consider a much general
relation between the the growths of f(u) and λ(u) in (2.9), while we assume in [8] that
f(u) . λ(u)|u| (i.e. l − k = 1).
In the second main result, we consider the following generalized SKT system (see [8, 13,
15]) with Dirichlet or Neumann boundary conditions on a bounded domain Ω ⊂ IRn with
n ≤ 4.
−∆(Pi(u)) = Bi(u,Du) + fi(u), i = 1, . . . ,m. (2.12)
Here, Pi : IR
m → IR are C2 functions. The functions Bi, fi are C1 functions on IRm× IRmn
and IRm respectively. We will assume that Bi(u,Du) has linear growth in Du.
By a different choice of the map K in the main technical theorem, we have the following.
Theorem 2.4 Assume that the matrix A(u) = diag[(Pi)u(u)] satisfies the condition A) with
λ(u) ∼ (λ0+ |u|)k for some k ≥ −1. Moreover, fˆ(u,Du) = diag[Bi(u,Du)+ fi(u)] satisfies
the following special version f.1) of F)
|Bi(u,Du)| ≤ Cλ(u)|Du|, |fi(u)| ≤ f(u).
Thus, (2.12) can be written as (1.1). Assume that there exist r0 > n/2 and a constant
C0 such that for any strong solution u of (2.4)
‖fu(u)λ−1(u)‖Lr0 (Ω) ≤ C0, (2.13)
and the following conditions.
i) If k ≥ 0 then ‖u‖L1(Ω) ≤ C0.
ii) If k ∈ [−1, 0) then ‖u‖L−kn/2(Ω) ≤ C0. Furthermore,
‖λ−2(u)fu(u)‖Ln2 (Ω) ≤ C0. (2.14)
Then (2.12) has a strong solution for n = 2, 3, 4.
The above result generalizes [8, Corollary 3.10] where we assumed that fˆ is independent
of Du, k > 0 and f(u) . λ(u)|u|. In this case, it is natural to assume that |fu(u)| . λ(u)
so that (2.13) obviously holds. We also have |λ−2(u)fu(u)| . λ−1(u) so that (2.14) is in
fact a consequence of the assumption ‖u‖L−kn/2(Ω) ≤ C0 in ii).
We should remark that all the assumptions on strong solutions of the family (2.4) can
be checked by considering the case σ = 1 (i.e. (1.1) or (2.12)) because these systems satisfy
the same structural conditions uniformly with respect to the parameter σ ∈ [0, 1].
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3 A general local weighted Gagliardo-Nirenberg inequality
In this section, we present a local weighted Gagliardo-Nirenberg inequality in our recent
work [10], which will be one of the main ingredients of the proof of our main technical
theorem in Section 4. This inequality generalizes [9, Lemma 2.4] by replacing the Lebesgue
measure with general one and the BMO norm of u with that of K(u) where K is a suitable
map on IRm, and so the applications of our main technical theorem in the next section will
be much more versatile than those in [8, 9].
Let us begin by describing the assumptions in [10] for this general inequality. We need
to recall some well known notions from Harmonic Analysis.
Let ω ∈ L1(Ω) be a nonnegative function and define the measure dµ = ω(x)dx. For any
µ-measurable subset A of Ω and any locally µ-integrable function U : Ω → IRm we denote
by µ(A) the measure of A and UA the average of U over A. That is,
UA =
∫
A
U(x) dµ =
1
µ(A)
∫
A
U(x) dµ.
We say that Ω and µ support a q∗-Poincare´ inequality if the following holds.
P) There exist q∗ ∈ (0, 2], τ∗ ≥ 1 and some constant CP such that
∫
B
|h− hB | dµ ≤ CP l(B)
(∫
τ∗B
|Dh|q∗ dµ
) 1
q∗
(3.1)
for any cube B ⊂ Ω with side length l(B) and any function u ∈ C1(B).
Here and throughout this section, we denote by l(B) the side length of B and by τB
the cube which is concentric with B and has side length τ l(B). We also write BR(x) for a
cube centered at x with side length R and sides parallel to to standard axes of IRn. We will
omit x in the notation BR(x) if no ambiguity can arise.
We consider the following conditions on the density ω(x).
LM.1) For some N ∈ (0, n] and any ball Br we have µ(Br) ≤ CµrN . Assume also that µ
supports the 2-Poincare´ inequality (3.1) in P). Furthermore, µ is doubling and satisfies
the following inequality for some s∗ > 0(
r
r0
)s∗
≤ Cµ µ(Br(x))
µ(Br0(x0))
, (3.2)
where Br(x), Br0(x0) are any cubes with x ∈ Br0(x0).
LM.2) ω = ω20 for some ω0 ∈ C1(Ω) and dµ = ω20dx also supports a Hardy type inequality:
There is a constant CH such that for any function u ∈ C10 (B)∫
Ω
|u|2|Dω0|2 dx ≤ CH
∫
Ω
|Du|2ω20 dx. (3.3)
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For γ ∈ (1,∞) we say that a nonnegative locally integrable function w belongs to the
class Aγ or w is an Aγ weight on Ω if the quantity
[w]γ,Ω := sup
B⊂Ω
(∫
B
w dµ
)(∫
B
w1−γ
′
dµ
)γ−1
is finite. (3.4)
Here, γ′ = γ/(γ − 1). For more details on these classes we refer the reader to [12, 14]. If
the domain Ω is specified we simply denote [w]γ,Ω by [w]γ .
We assume the following hypotheses.
A.1) Let K : dom(K) → IRm be a C1 map on a domain dom(K) ⊂ IRm such that
K(U) = (KU (U)
−1)T exists and KU ∈ L∞(dom(K)).
Furthermore, let Φ,Λ : dom(K)→ IR+ be C1 positive functions. We assume that for
all U ∈ dom(K)
|K(U)| . Λ(U)Φ−1(U), (3.5)
|ΦU (U)||K(U)| . Φ(U). (3.6)
Let Ω∗ be a proper subset of Ω and ω∗ be a function in C
1(Ω) satisfying
ω∗ ≡ 1 in Ω∗ and ω∗ ≤ 1 in Ω. (3.7)
For any U ∈ C2(Ω,dom(K)) we denote
I1 :=
∫
Ω
Φ2(U)|DU |2p+2 dµ, I2 :=
∫
Ω
Λ2(U)|DU |2p−2|D2U |2 dµ, (3.8)
I¯1 :=
∫
Ω
|ΛU (U)|2|DU |2p+2 dµ, I1,∗ :=
∫
Ω∗
Φ2(U)|DU |2p+2 dµ, (3.9)
I˘0,∗ := sup
Ω
|Dω∗|2
∫
Ω
Λ2(U)|DU |2p dµ. (3.10)
By Remark 3.3 below, the assumption PS) in [10] that µ supports a Poincare´-Sobolev
inequality is then satisfied. We established the following local weighted Gagliardo-Nirenberg
inequality in [10].
Theorem 3.1 Suppose LM.1)-LM.2), A.1). Let U ∈ C2(Ω, dom(K)) and satisfy
〈ω∗ω20Φ2(U)K(U)DU,~ν〉 = 0 (3.11)
on ∂Ω where ~ν is the outward normal vector of ∂Ω. Let W(x) := Λp+1(U(x))Φ−p(U(x))
and assume that [Wα]β+1 is finite for some α > 2/(p + 2) and β < p/(p+ 2).
Then, for any ε > 0 there are constants C,C([Wα]β+1) such that
I1,∗ ≤ εI1 + ε−1C‖K(U)‖2BMO(µ)[I2 + I¯1 +C([Wα]β+1)[I2 + I¯1 + I˘0,∗]]. (3.12)
Here, C also depends on CP , Cµ and CH .
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For our purpose in this paper we need only a special case of Theorem 3.1 where Ω,Ω∗
are concentric balls Bs, Bt, 0 < s < t. We let ω∗ be a cutoff function for Bs, Bt: ω∗ is a
C1 function satisfying ω∗ ≡ 1 in Bs and ω∗ ≡ 0 outside Bt and |Dω∗| ≤ 1/(t − s). The
condition (3.11) of the above theorem is clearly satisfied on the boundary of Ω = Bt. We
also consider only the case Φ(U) ∼ |ΛU (U)|.
We then have the following corollary.
Corollary 3.2 Suppose that LM.1)-LM.2), A.1) hold for Φ(U) = |ΛU (U)|. Accordingly,
define Wp(x) := Λ
p+1(U(x))|ΛU (U(x))|−p and let Bt(x0) be any ball in Ω and assume that
A.2) [Wαp ]β+1,Bt(x0) is finite for some α > 2/(p + 2) and β < p/(p+ 2).
We denote (compare with (3.8)-(3.10))
I0(t, x0) :=
∫
Bt(x0)
Λ2(U)|DU |2p dµ, I1(t, x0) :=
∫
Bt(x0)
|ΛU (U)|2|DU |2p+2 dµ, (3.13)
I2(t, x0) :=
∫
Bt(x0)
Λ2(U)|DU |2p−2|D2U |2 dµ. (3.14)
Then, for any ε > 0 and any ball Bs(x0), 0 < s < t, there are constants C,C([W
α
p ]β+1,Bt(x0))
with C also depending on CPS , Cµ and CH such that for
Cε,U,W = ε+ ε
−1C‖K(U)‖2BMO(Bt(x0),µ)[1 +C([Wαp ]β+1,Bt(x0))]
we have
I1(s, x0) ≤ Cε,U,W[I1(t, x0) + I2(t, x0) + (t− s)−2I0(t, x0)]. (3.15)
We end this section by some remarks on the measure µ.
Remark 3.3 As we assume in LM.1) that µ is doubling and supports a 2-Poincare´ inequal-
ity (3.1), from [2, Section 3] we see that an improved q∗-Poincare´ inequality also holds for
any q∗ ∈ (p1, 2] for some p1 < 2. That is, see [2, eqn. (5)], there are some constants CP and
τ∗ ≥ 1 such that the following q∗-Poincare´ inequality holds true∫
B
|h− hB | dµ ≤ CP l(B)
(∫
τ∗B
|Dh|q∗ dµ
) 1
q∗
. (3.16)
This and the assumption (3.2) and [2, 1) of Theorem 5.1] show that the following Poincare´-
Sobolev inequality holds for some π∗ > 2 and q∗ < 2 and some constant CPS
1
l(B)
(∫
B
|u− uB|pi∗ dµ
) 1
pi∗ ≤ CPS
(∫
τ∗B
|Du|2 dµ
) 1
2
, π∗ > 2. (3.17)
In fact, if q∗ < s∗, the exponent in (3.2), then [2, 1) of Theorem 5.1] establishes (3.17) for
π∗ = s∗q∗/(s∗ − q∗). Thus, π∗ > 2 if s∗ < 2q∗/(2− q∗). This is the case if we choose q∗ < 2
and closed to 2. Hence, the assumption PS) in [10] that µ supports a Poincare´-Sobolev
inequality (3.17) is then satisfied for some q∗ < 2 and π∗ > 2 (the dimensional parameters
d, n in that paper are now denoted by n,N respectively).
Remark 3.4 If q∗ = s∗, [2, 2) of Theorem 5.1] shows that (3.17) holds true for any π∗ > 1.
In addition, if q∗ > s∗ then the Ho¨lder norm of u is bounded in terms of ‖Du‖Lq∗ (Ω,µ).
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4 The main technical theorem
In this section, we establish the main result of this paper. We consider the following system{ −div(A(x, u)Du) = fˆ(x, u,Du), x ∈ Ω,
u = 0 or ∂u∂ν = 0 on ∂Ω.
(4.1)
We imbed this system in the following family of systems{ −div(A(x, σu)Du) = fˆ(x, σu, σDu), x ∈ Ω, σ ∈ [0, 1],
u = 0 or ∂u∂ν = 0 on ∂Ω.
(4.2)
First of all, we will assume that the system (4.1) satisfies the structural conditions A)
and F). Additional assumptions serving the purpose of this paper then follow for the validity
of the local weighted Gagliardo-Nirenberg inequality of Corollary 3.2 with Λ(U) = λ
1
2 (U).
H) There is a C1 map K : IRm → IRm such that K(u) = (Ku(u)−1)T exists and KU ∈
L∞(IRm). Furthermore, for all u ∈ IRm
|K(u)| . λ(u)|λu(u)|−1. (4.3)
Remark 4.1 We can see that the condition H) implies the condition A.1) in Theorem 3.1,
and then Corollary 3.2 with Λ(u) = λ
1
2 (u) and Φ(u) = |Λu(u)|, (3.15) is then applicable.
Indeed, the assumption (3.5) in this case is (4.3). It is not difficult to see that the assumption
in f.2) that |λuu(u)|λ(u) . |λu(u)|2 and (4.3) imply |Φu(u)||K(u)| . Φ(u), which gives (3.6)
of A.1). Hence, A.1) holds by H). In particular, if λ has a polynomial growth in u, i.e.
λ(u) ∼ (λ0 + |u|)k for some k 6= 0 and λ0 ≥ 0, then H) reduced to the simple condition
|K(u)| . |u|.
For any strong solution u of (4.2) we will consider the following assumptions. The
exponents s∗, π∗ are defined in (3.2) and in the Poincare´-Sobolev inequality (3.17).
M.0) There exist a constant C0 and some r0 > r∗ := π∗/(π∗ − 2) such that
‖λ−1(u)‖Lr∗ (Ω,µ), ‖λ−1(u)fu(u)‖Lr0 (Ω,µ) ≤ C0, (4.4)∫
Ω
(|fu(u)|+ λ(u))|Du|2 dµ ≤ C0. (4.5)
M.1) For any given µ0 > 0 there is positive Rµ0 sufficiently small in terms of the constants
in A) and F) such that
sup
x0∈Ω¯
‖K(u)‖2BMO(BR(x0)∩Ω,µ) ≤ µ0. (4.6)
Furthermore, for Wp(x) := λ
p+ 1
2 (u)|λu(u)|−p and any p ∈ [1, s∗/2] there exist some
α > 2/(p + 2), β < p/(p+ 2) such that [Wαp ]β+1,BRµ0 (x0)∩Ω
≤ C0.
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The main theorem of this section is the following.
Theorem 4.2 Assume A), F), AR) and H). Moreover, if fˆ has a quadratic growth in Du
as in f.2) then we assume also that n ≤ 3. Suppose also that any strong solution u to (4.2)
satisfies M.0), M.1) for some constant C0 and∫
Ω
|fu(u)|(1 + f(u)s∗ |fu(u)|−s∗) dµ ≤ C0, (4.7)
uniformly in σ. Then the system (4.1) has a strong solution.
The condition (4.7) is not needed if fˆ is independent of x (see Remark 4.10). On the
other hand, we can assume a mild condition on the growth of f(u) and show that (4.7) can
be greatly relaxed in the following result.
Corollary 4.3 Assume as in Theorem 4.2 and in addition that
f(u) . |fu(u)|(1 + |u|). (4.8)
Then the conclusion of the theorem still holds if we replace (4.7) by
‖fu(u)‖L1(Ω,µ) ≤ C0, (4.9)
and assume that there exists β0 ∈ (0, 1) such that∫
Ω
(λ(u)|u|2)β0 dµ ≤ C0. (4.10)
We only discuss the existence of strong solutions in this paper so that the condition
on the regularity of ω in AR) seems to be necessary. Under this condition, for ω0 =
√
ω,
the density ω clearly satisfies LM.1)-LM.2) and supports the Hardy and Poincare´-Sobolev
inequalities (3.3) and (3.17), with s∗ = n and π∗ = 2n/(n − 2). However, in the proof of
this section, we prefer to keep the notations s∗, π∗ as in Section 3 because many results in
this section will be applicable in our future works where we will consider systems which are
degenerate and singular in u, x altogether, see Remark 4.11.
The proof of Theorem 4.2 relies on the Leray Schauder fixed point index theorem. We
obtain the existence of a strong solution u of (4.1) as a fixed point of a nonlinear map
defined on an appropriate Banach space X. The proof will be based on several lemmas and
we will sketch the main steps below.
We will show in Lemma 4.9 that there exist p > s∗/2 and a constant M∗ depending only
on the constants in A) and F) such that any strong solution u of (4.2) will satisfy
‖Du‖L2p(Ω,µ) ≤M∗. (4.11)
This and Remark 3.4 imply that there are positive constants α,M0 such that
‖u‖Cα(Ω) ≤M0. (4.12)
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For σ ∈ [0, 1] and any u ∈ IRm and ζ ∈ IRmn we define the vector valued functions F (σ)
and f (σ) by
F (σ)(x, u, ζ) :=
∫ 1
0
∂ζF (σ, u, tζ) dt, f
(σ)(x, u) :=
∫ 1
0
∂uF (σ, x, tu, 0) dt. (4.13)
For any given u,w ∈W 1,2(Ω) we write
fˆ(σ, x, u,w) = F (σ)(x, u,Du)Dw + f (σ)(x, u)w + fˆ(x, 0, 0). (4.14)
For any given u ∈ W 1,2(Ω) satisfying (4.12) we consider the following linear systems,
noting that fˆ(σ, x, u,w) is linear in w,Dw{ −div(A(x, σu)Dw) + Lw = fˆ(σ, x, u,w) + Lu x ∈ Ω,
w = 0 or ∂w∂ν = 0 on ∂Ω.
(4.15)
Here, L is a suitable positive definite matrix depending on the constant M0 such that the
above system has a unique weak solution w if u satisfies (4.12). We then define Tσ(u) = w
and apply the Leray-Schauder fixed point theorem to establish the existence of a fixed
point of T1. It is clear from (4.14) that fˆ(x, σu, σDu) = fˆ(σ, x, u, u). Therefore, from the
definition of Tσ we see that a fixed point of Tσ is a weak solution of (4.2). By an appropriate
choice of X, we will show that these fixed points are strong solutions of (4.2), and so a fixed
point of T1 is a strong solution of (4.1).
From the proof of Leray-Schauder fixed point theorem in [3, Theorem 11.3], we need to
find some ball BM of radius M and centered at 0 of X such that Tσ : B¯M → X is compact
and that Tσ has no fixed point on the boundary of BM . The topological degree ind(Tσ, BM )
is then well defined and invariant by homotopy so that ind(T1, BM ) = ind(T0, BM ). It is
easy to see that the latter is nonzero because the linear system{ −div(A(x, 0)Du) = fˆ(x, 0, 0) x ∈ Ω,
u = 0 or ∂u∂ν = 0 on ∂Ω,
has a unique solution in BM . Hence, T1 has a fixed point in BM .
Therefore, the theorem is proved as we will establish the following claims.
Claim 1 There exist a Banach space X and M > 0 such that the map Tσ : B¯M → X is
well defined and compact.
Claim 2 Tσ has no fixed point on the boundary of B¯M . That is, ‖u‖X < M for any fixed
points of u = Tσ(u).
The following lemma establishes Claim 1.
Lemma 4.4 Suppose that there exist p > s∗/2 and a constant M∗ such that any strong
solution u of (4.2) satisfies
‖Du‖W 1,2p(Ω,µ) ≤M∗. (4.16)
Then, there exist M,β > 0 such that for X = Cβ(Ω) ∩W 1,2(Ω) the map Tσ : B¯M → X is
well defined and compact for all σ ∈ [0, 1]. Moreover, Tσ has no fixed points on ∂BM .
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Proof: For some constant M0 > 0 we consider u : ΩR → IRm satisfying
‖u‖C(Ω) ≤M0, ‖Du‖L2(Ω) ≤M0, (4.17)
and write the system (4.15) as a linear elliptic system for w
−div(a(x)Dw) + b(x)Dw + g(x)w + Lw = f(x), (4.18)
where a(x) = A(x, σu), b(x) = F (σ)(x, u,Du), g(x) = f (σ)(x, u), and f(x) = fˆ(x, 0, 0)+Lu.
The matrix a(x) is then regular elliptic with uniform ellipticity constants by A), AR)
because u is bounded. From the theory of linear elliptic systems it is well known that if
the operator L(w) = −div(a(x)Dw) + g(x)w + Lw is monotone and there exist positive
constants m and q such that
‖b‖Lq(Ω), ‖g‖Lq(Ω), ‖f‖Lq(Ω) ≤ m, q > n/2, (4.19)
then the system (4.18) has a unique weak solution w.
It is easy to find a matrix L such that L(w) is monotone. Because the matrix a is regular
elliptic and g is bounded (see below). We just need to choose a positive definite matrix L
satisfying 〈Lw,w〉 ≥ l0|w|2 for some l0 > 0 and sufficiently large in terms of M0.
Next, we will show that (4.19) holds by F) and (4.17). We consider the two cases f.1)
and f.2). If f.1) holds then from the definition (4.13) there is a constant C(|u|) such that
|b(x)| = |F (σ)(x, u, ζ)| ≤ C(|u|), |g(x)| = |f (σ)(x, u)| ≤ C(|u|).
From (4.17), we see that ‖u‖∞ ≤ M0 and so there is a constant m depending on M0
such that (4.19) holds for any q and n.
If f.2) holds then
|F (σ)(x, u, ζ)| ≤ C(|u|)|ζ|, |f (σ)(x, u)| ≤ C(|u|). (4.20)
Therefore, ‖b‖L2(Ω) is bounded by C‖Du‖L2(Ω). Again, if n ≤ 3 then (4.17) implies the
condition (4.19) for q = 2.
In both cases, (4.18) (or (4.15)) has a unique weak solution w. We then define Tσ(u) = w.
Moreover, from the regularity theory of linear systems, w ∈ Cα0(Ω) for some α0 > 0
depending on M0.
The bound in the assumption (4.16) and Remark 3.4 imply that u is Ho¨lder continuous
and provide positive constants α,C(M∗) such that ‖u‖Cα(Ω) ≤ C(M∗). Also, the assumption
(4.5) and AR), that λ(u), ω are bounded from below, yield that ‖Du‖L2(Ω) ≤ C(C0). Thus,
there is a constantM1, depending onM∗, C0 such that any strong solution u of (4.2) satisfies
‖u‖Cα(Ω) ≤M1, ‖Du‖L2(Ω) ≤M1. (4.21)
It is well known that there is a constant c0 > 1, depending on α and the diameter of Ω,
such that ‖ · ‖Cβ(Ω) ≤ c0‖ · ‖Cα(Ω) for all β ∈ (0, α). We now let M0, the constant in (4.17),
be M = (c0 + 1)M1 and define α0 in the previous argument accordingly.
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DefineX = Cβ(Ω)∩W 1,2(Ω) for some positive β < min{α,α0}. The spaceX is equipped
with the norm
‖u‖X = max{‖u‖Cβ (Ω), ‖Du‖L2(Ω)}.
We now see that Tσ is well defined and maps the ball B¯M of X into X. Moreover, from
the definition M = (c0 + 1)M1, it is clear that Tσ has no fixed point on the boundary of
BM because such a fixed points u satisfies (4.21) which implies ‖u‖X ≤ c0M1 < M .
Finally, we need only show that Tσ is compact. If u belongs to a bounded set K of
B¯M then ‖u‖X ≤ C(K) for some constant C(K) and there is a constant C1(K) such that
‖w‖Cα0 (Ω) ≤ C1(K). Thus Tσ(K) is compact in Cβ(Ω) because β < α0. So, we need only
show that T (K) is precompact in W 1,2(Ω). We will discuss only the quadratic growth case
where (4.20) holds because the case fˆ has linear growth is similar and easier.
First of all, for u ∈ K we easily see that ‖Dw‖L2(Ω) is uniformly bounded by a constant
depending on K. The argument is standard by testing the linear system (4.15) by w and
using the boundedness of ‖w‖L∞ and ‖u‖L∞ , (4.20), AR) and Young’s inequality.
Let {un} be a sequence in K and wn = Tσ(un). We have, writing W = wn − wm
−div(A(x, σun)DW ) = div((A(x, σun)−A(x, σum)Dwm) + Ψm,n,
where Ψm,n is defined by
Ψm,n = F
(σ)(x, un,Dum)Dwn − F (σ)(x, um,Dum)Dwm+
f (σ)(x, un)un − f (σ)(x, um)um + L(un − um + wm − wn).
Testing the above system with W and using AR), we have
λ∗(K)µ∗
∫
Ω
|DW |2 dx ≤
∫
Ω
[|A(x, σun)−A(x, σum)||Dwm||DW |+ |Ψm,n||W |] dx.
By Young’s inequality, we find a constant C depending on K and µ∗ such that∫
Ω
|DW |2 dx ≤ C
∫
Ω
[|A(x, σun)−A(x, σum)||Dwm|2 dx+ sup
Ω
|W |‖Ψm,n‖L1(Ω).
By (4.20), it is clear that |Ψn,m| ≤ C(K)[(|Dun|+ |Dum|)(|Dwn|+ |Dwm|) + 1]. Using the
fact that ‖Dwn‖L2(Ω) and ‖Dun‖L2(Ω) are uniformly bounded, we see that ‖Ψm,n‖L1(Ω) is
bounded. Hence,∫
Ω
|Dwn −Dwm|2 dx ≤ C(K)max{sup
Ω
|A(x, σun)−A(x, σum)|, sup
Ω
|wn − wm|}.
Since un, wn are bounded in C
β(Ω), passing to subsequences we can assume that un, wn
converge in C0(Ω). Thus, ‖A(x, σun)−A(x, σum)‖∞, ‖wn −wm‖∞ → 0. We then see from
the above estimate that Dwn converges in L
2(Ω). Thus, Tσ(K) is precompact in W
1,2(Ω).
Hence, Tσ : X→ X is a compact map. The proof is complete.
We now turn to Claim 2, the hardest part of the proof, and provide a uniform estimate
for the fixed points of Tσ and justify the key assumption (4.16) of Lemma 4.4. To this end,
we first have the following lemma.
14
Lemma 4.5 A fixed point of Tσ is also a strong solution of (4.2).
The lemma can easily follow from the results in [5]. However, there are some remarks
need be made here as we are also considering quadratic growth fˆ in this paper and our
system is not necessarily variational.
Remark 4.6 If u is a fixed point of Tσ in X then it solves (4.2) weakly and is continuous.
Thus, u is bounded and belongs to VMO(Ω). By AR), the system (4.2) is regular elliptic.
We can adapt the proof in [4], which deals with parabolic systems, to our elliptic case. If
fˆ satisfies a quadratic growth in Du then, because u is bounded, the condition [4, (0.4)]
that |fˆ | ≤ a|Du|2 + b is satisfied here. The proof of [4, Theorems 2.1 and 3.2] assumed
the ’smallness condition’ (see [4, (0.6)]) 2aM < λ0, where M = sup |u|. This ’smallness
condition’ was needed because only weak bounded solutions, which are not necessarily
continuous, were considered in [4]. In our case, u is continuous so that we do not require
this ’smallness condition’. Indeed, a careful checking of the arguments of the proof in [4,
Lemma 2.1 and page 445] shows that if R is small and one knows that the solution u is
continuous then these argument still hold as long we can absorb the integrals involving
|Du|2, |Dw|2 (see the estimate after [4, (3.7)]) on the right hand sides to the left right hand
sides of the estimates. Thus, [4, Theorems 2.1 and 3.2] apply to our case and yield that
u ∈ Ca(Ω) for all a ∈ (0, 1) and that, since A(x, u) is differentiable, Du is locally Ho¨lder
continuous in Ω. Therefore, u is also a strong solution (see [5, Chapter 10]).
Thanks to Lemma 4.5, we need only consider a strong solution u of (4.2) and establish
(4.16) for some p > s∗/2. Because the data of (4.15) satisfy the structural conditions A),
F) with the same set of constants and the assumptions of the theorem are assumed to be
uniform for all σ ∈ [0, 1], we will only present the proof for the case σ = 1 in the sequel.
Let u be a strong solution of (1.1) on Ω. We begin with an energy estimate for Du. For
p ≥ 1 and any ball Bs with center x0 ∈ Ω¯ we denote Ωs = Bs ∩ Ω and
Hp(s) :=
∫
Ωs
λ(u)|Du|2p−2|D2u|2 dµ, (4.22)
Bp(s) :=
∫
Ωs
|λu(u)|2
λ(u)
|Du|2p+2 dµ, (4.23)
Cp(s) :=
∫
Ωs
(|fu(u)| + λ(u))|Du|2p dµ, (4.24)
and
Fω,p(s) :=
∫
Bs
(λ(u)|Du|2p|Dω0|2 + |f(u)||Du|2p−1|Dω0|ω0) dx. (4.25)
Lemma 4.7 Assume A), F). Let u be any strong solution of (4.1) on Ω and p be any
number in [1,max{1, s∗/2}].
There is a constant C, which depends only on the parameters in A) and F), such that
for any two concentric balls Bs, Bt with center x0 ∈ Ω¯ and s < t
Hp(s) ≤ CBp(t) + C(1 + (t− s)−2)[Cp(t) + Fω,p(t)]. (4.26)
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Proof: The proof is similar to the energy estimate of Du for the parabolic case in
[9, Lemma 3.2]. As we consider A, fˆ depending on x, there are some extra terms in the
estimate which need some extra attention. We follow the proof of [9, Lemma 3.2] with
W = U = u and β(u) = 1. Roughly speaking, we differentiated the system in x to obtain
−div(A(x, u)D2u+Au(x, u)DuDu+Ax(x, u)Du) = Dfˆ(x, u,Du). (4.27)
For any two concentric balls Bs, Bt, with s < t, let ψ be a cutoff function for Bs, Bt. That
is, ψ is a C1 function satisfying ψ ≡ 1 in Bs and ψ ≡ 0 outside Bt and |Dψ| ≤ 1/(t−s). We
then test (4.27) with |Du|2p−2Duψ2(x) and obtain, using integration by parts and Young’s
inequality∫
Ωt
λ(u)|Du|2p−2|D2u|2ψ2ω dx ≤ C
∫
Ωt
[
|λu(u)|2
λ(u)
|Du|2p+2 + |Dψ|2λ(u)|Du|2p]ω dx
+
∫
Ωt
[|Ax(x, u)||Du|2p−1|D2u|ψ2 + C(p)|Dfˆ(x, u,Du)||Du|2p−1ψ2] dx.
(4.28)
Here, integrals in the first line of (4.28) result from the same argument in the proof of [9,
Lemma 3.2] using the spectral gap condition SG) we are assuming here (see also Lemma 6.5
in the Appendix). Meanwhile, the integral in the last line comes from the presence of x in
A, fˆ and we will discuss it below.
We consider the integrand |Ax(x, u)||Du|2p−1|D2u|ψ2 on the right hand side of (4.28).
As |Ax(x, u)| ≤ C∗λ(u)|Dω| and ω = ω20, we have to deal with the integral
C∗
∫
Ω
λ(u)|Du|2p−1|D2u|ψ2|Dω0|ω0 dx.
By Young’s inequality this integral can be estimated by
1
2
∫
Ω
λ(u)|Du|2p−2|D2u|2ψ2ω20 dx+
1
2
C2∗
∫
Ω
λ(u)|Du|2pψ2|Dω0|2 dx. (4.29)
Next, we consider the integral of |Dfˆ(x, u,Du)||Du|2p−1ψ2. First, if fˆ has a linear
growth in Du then by f.1) in F) with p = Du,
|Dfˆ(x, u,Du)| . (λ(u)|D2u|+ |λu(u)||Du|2)ω+λ(u)|Du||Dω|+ |fu(u)||Du|ω+ |f(u)||Dω|.
Therefore, using Young’s inequality, we get
|Dfˆ(x, u,Du)||Du|2p−1 . λ(u)|Du|2p|Dω0|2 + |f(u)||Du|2p−1|Dω0|ω0+{
ελ(u)|Du|2p−2|D2u|2 + C(ε)λ(u)|Du|2p + |λu(u)|2λ(u) |Du|2p+2 + |fu(u)||Du|2p
}
ω20 .
(4.30)
Similarly, if fˆ has a quadratic growth in Du then by f.2) in F)
|Dfˆ(x, u,Du)| . (|λu(u)||Du||D2u|+ |λuu(u)||Du|3)ω + |λu||Du|2|Dω|+
|fu(u)||Du|ω + |f(u)||Dω|.
We then have to deal with three extra terms which can be handled by Young’s inequality
and the assumption (1.9) that |λuu(u)|λ(u) . |λu(u)|2 as follows.
|λu(u)||Du||D2u||Du|2p−1 ≤ ελ(u)|Du|2p−2|D2u|2 + C(ε) |λu(u)|
2
λ(u)
|Du|2p+2,
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|λu||Du|2|Dω||Du|2p−1 . |λu(u)|
2
λ(u)
|Du|2p+2ω + λ(u)|Du|2p|Dω|2ω−1,
|λuu(u)||Du|3|Du|2p−1 . |λu(u)|
2
λ(u)
|Du|2p+2.
We then get the same terms as in (4.30) for the linear growth case.
Finally, we use the definitions (4.22)-(4.25) to see that the integral in the last line of
(4.28) can be estimated by
(ε+
1
2
)
∫
Ωt
λ(u)|Du|2p−2|D2u|2ψ2 dµ+C(ε)[Bp(t)+(1+(t−s)−2)(Cp(t)+Fω,p(t))]. (4.31)
We then choose ε sufficiently small so that the first integral can be absorbed to the left
hand side of (4.28). We then obtain (4.26) and complete the proof.
Next, if the condition (4.6) of M.1) holds then we combine the energy estimate and the
local Gagliardo-Nirenberg inequality (3.15) to have the following stronger estimate.
Lemma 4.8 In addition to the assumptions of Lemma 4.7, we suppose that M.1) holds
for some p. That is, for any given µ0 > 0 there exist a constant C0 and a positive Rµ0
sufficiently small in terms of the constants in A) and F) such that
sup
x0∈Ω¯
[Wαp ]β+1,ΩR(x0) ≤ C0, ‖K(u)‖2BMO(ΩR(x0),µ) ≤ µ0. (4.32)
Then for sufficiently small µ0 there is a constant C depending only on the parameters
of A) and F) such that for 2R < Rµ0 we have
Bp(R) +Hp(R) ≤ C(1 +R−2)[Cp(2R) + Fω,p(2R)]. (4.33)
Proof: Recall the energy estimate (4.26) in Lemma 4.7
Hp(s) ≤ CBp(t) + C(1 + (t− s)−2)[Cp(t) + Fω,p(t)], 0 < s < t. (4.34)
We apply Corollary 3.2 to estimate Bp(t), the integral on the right hand side of (4.34).
We let Λ(u) = λ
1
2 (u) in Corollary 3.2 and note that Wp defined there is now comparable
to the Wp = λ
p+ 1
2 (u)|λu(u)|−p in M.1). We compare the definitions (3.13) and (3.14) with
those in (4.22)-(4.24) to see that for U(x) = u(x)
Bp(t) = I1(t, x0), Cp(t) = I0(t, x0), Hp(t) = I2(t, x0).
Hence, for any ε > 0 we can use (3.15) obtain a constant C such that (using the bound
[Wαp ]β+1,BRµ0 (x0)∩Ω
≤ C0 and the definitions of µ0 in (4.32) and C(ε, U,W) in Corollary 3.2)
Bp(s) ≤ εBp(t) +Cε−1µ0Hp(t) + Cε−1µ0(t− s)−2Cp(t) 0 < s < t ≤ Rµ0 .
Define F (t) := Bp(t), G(t) := Hp(t), g(t) := Cp(t) and ε0 = ε + Cε−1µ0. The above
yields
F (s) ≤ ε0[F (t) +G(t)] + C(t− s)−2g(t). (4.35)
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Now, for h(t) := Fω,p(t) the energy estimate (4.34) implies
G(s) ≤ C[F (t) + (1 + (t− s)−2)(g(t) + h(t))]. (4.36)
As ε0 = ε+Cε
−1µ0, it is clear that we can choose and fix some ε sufficiently small and
then µ0 small in terms of C, ε to have 2Cε0 < 1. Thus, if µ0 is sufficiently small in terms
of the constants in A),F), then we can apply a simple iteration argument [9, Lemma 3.11]
to the two inequalities (4.35) and (4.36) and obtain for 0 < s < t ≤ Rµ0
F (s) +G(s) ≤ C(1 + (t− s)−2)[g(t) + h(t)].
For any R < Rµ0/2 we take t = 2R and s =
3
2R in the above to obtain
Bp(3
2
R) +Hp(3
2
R) ≤ C(1 +R−2)[Cp(2R) + Fω,p(2R)].
Combining this and (4.34) with s = R and t = 32R, we see that
Bp(R) +Hp(R) ≤ C(1 +R−2)[Cp(2R) + Fω,p(2R)].
This is (4.33) and the proof is complete.
Finally, we have the following lemma giving a uniform bound for strong solutions.
Lemma 4.9 Assume as in Lemma 4.8 and AR). We assume further that there exists a
constant C0 such that for r∗ = π∗/(π∗ − 2) and some r0 > r∗
‖λ−1(u)‖Lr∗ (Ω,µ), ‖|fu(u)|λ−1(u)‖Lr0 (Ω,µ) ≤ C0, (4.37)∫
Ω
(|fu(u)|+ λ(u))|Du|2 dµ ≤ C0, (4.38)
and ∫
Ω
|fu(u)|(1 + f(u)s∗ |fu(u)|−s∗) dµ ≤ C0. (4.39)
Then there exist p > s∗/2 and a constant M∗ depending only on the parameters of A)
and F), µ0, Rµ0 , C0 and the geometry of Ω such that∫
Ω
|Du|2p dµ ≤M∗. (4.40)
Proof: First of all, by the condition AR), there is a constant Cω such that |Dω0| ≤ Cωω0
and therefore we have from the the definition (4.25) that
Fω,p(s) ≤ Cω
∫
Bs
(λ(u)|Du|2p + f(u)|Du|2p−1)ω20 dx. (4.41)
By Young’s inequality, f(u)|Du|2p−1 . |fu(u)||Du|2p + (f(u)|fu(u)|−1)2p|fu(u)|. It follows
easily from the assumption (4.39) that the integral of (f(u)|fu(u)|−1)2p|fu(u)| is bounded
by C0 for any p ∈ [1, s∗/2]. We then have from (4.33) and (4.41) that
Bp(R) +Hp(R) ≤ C(1 +R−2)[Cp(2R) + C0]. (4.42)
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The main idea of the proof is to show that the above estimate is self-improving in the
sense that if it is true for some exponent p ≥ 1 then it is also true for γ∗p with some fixed
γ∗ > 1 and R being replaced by R/2. To this end, assume that for some p ≥ 1 we can find
a constant C(C0, R, p) such that
Cp(2R) ≤ C(C0, R, p). (4.43)
It then clearly follows from (4.42), and the definition of Bp(R),Hp(R) that∫
ΩR
[V 2 + |DV |2] dµ ≤ C(C0, R, p), where V = λ 12 (u)|Du|p. (4.44)
Let π∗ be the exponent in the Poincare´-Sobolev inequality (3.17). We have
∫
ΩR
|V |pi∗ dµ .
∫
ΩR
|DV |2 dµ+
(∫
ΩR
|V |2 dµ
)pi∗/2
. (4.45)
We see that (4.44) and the above inequality imply∫
ΩR
λpi∗/2(u)|Du|ppi∗ dµ ≤ C(C0, R, p). (4.46)
Let γ∗ ∈ (1, π∗/2). We denote β∗ = π∗/(π∗ − 2γ∗) and g(u) = max{|fu(u)|, λ(u)}. We
write g(u)|Du|2γ∗p = λ(u)γ∗ |Du|2γ∗pg(u)λ(u)−γ∗ and and use Ho¨lder’s inequality and (4.46)
to get
∫
ΩR
g(u)|Du|2γ∗p dµ ≤ C(C0, R, p)
2γ∗
pi∗
(∫
ΩR
(g(u)λ(u)−γ∗)β∗ dµ
)1− 2γ∗
pi∗
. (4.47)
Again, as (g(u)λ(u)−γ∗)β∗ = (g(u)λ(u)−1)β∗λ(u)−(γ∗−1)β∗ , the last integral can be bounded
via Ho¨lder’s inequality by
(∫
ΩR
(g(u)λ(u)−1)β∗α dµ
) 1
α
(∫
ΩR
(λ(u)−(γ∗−1)β∗α
′
dµ
) 1
α′
By the assumption (4.37), |fu(u)|λ−1(u) is in Lr0(Ω, µ) for some r0 > r∗ = π∗/(π∗ − 2) and
λ−1(u) ∈ Lr∗(Ω, µ). We can find α, γ∗ > 1 such that αβ∗ < r0 and (γ∗ − 1)β∗α′ < r∗ and
see that, from the definition g(u) = max{|fu(u)|, λ(u)}, the above integrals are bounded by
some constant C(C0). Hence, this fact and (4.47) imply
Cγ∗p(R) =
∫
ΩR
(|fu(u)|+ λ(u))|Du|2γ∗p dµ ≤ C(C0, R, p). (4.48)
We just show that if (4.43) holds true for some p ≥ 1 and R > 0 then (4.48) provides
some fixed γ∗ > 1 such that (4.43) remains true for the new exponent γ∗p and R/2. By
the assumption (4.38), (4.43) holds for p = 1. It is now clear that, as long as the energy
estimate (4.26) is valid by Lemma 4.7), we can repeat the argument k0 times to find a
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number p > s∗/2 such that (4.43) holds. It follows that there is a constant C depending
only on the parameters of A) and F), µ0, Rµ0 and k0 such that for some p > s∗/2∫
ΩR0
λpi∗/2(u)|Du|pi∗p dµ ≤ C for R0 = 2−k0Rµ0 . (4.49)
We now write |Du|2p = λ(u)|Du|2pλ−1(u) and have
∫
ΩR0
|Du|2p dµ ≤
(∫
ΩR0
λpi∗/2(u)|Du|pi∗p dµ
) 2
pi∗
(∫
ΩR0
λ(u)−pi∗/(pi∗−2) dµ
)1− 2
pi∗
.
By (4.37), the last integral in the above estimate is bounded. Using (4.49) and summing the
above inequalities over a finite covering of balls BR0 for Ω, we find a constant C, depending
also on the geometry of Ω, and obtain the desired estimate (4.40). The lemma is proved.
Remark 4.10 The condition (4.39) is void if fˆ is independent of x. Indeed, it was used
only to estimate Fω,p, which results from (4.36) in the proof of Lemma 4.8, and obtain
(4.42). If fˆ is independent of x then Fω,p = 0 from the proof of the energy estimate in
Lemma 4.7 (see (4.30)) so that (4.39) is not needed.
Remark 4.11 It is also important to note that the estimate of Lemma 4.9, based on those
in Lemma 4.7, Lemma 4.8, is independent of lower/upper bounds of the function λ∗ in AR)
but the integrals in M.0). The assumption AR) was used only in Lemma 4.4 to define the
map Tσ and Lemma 4.5 to show that fixed points of Tσ are strong solutions.
We are ready to provide the proof of the main theorem of this section.
Proof of Theorem 4.2: It is now clear that the assumptions M.0) and M.1) of our
theorem allow us to apply Lemma 4.9 and obtain a priori uniform bound for any continuous
strong solution u of (4.2). The uniform estimate (4.40) shows that the assumption (4.16) of
Lemma 4.4 holds true so that the map Tσ is well defined and compact on a ball B¯M of X for
some M depending on the boundM∗ provided by Lemma 4.9. Combining with Lemma 4.5,
the fixed points of Tσ are strong solutions of the system (4.2) so that Tσ does not have a
fixed point on the boundary of B¯M . Thus, by the Leray-Schauder fixed point theorem, T1
has a fixed point in BM which is a strong solution to (4.1). The proof is complete.
Proof of Corollary 4.3: We just need to show that Lemma 4.9 remains true with the
condition (4.39), which is (4.7), being replaced by (4.9) and (4.10). We revisit the proof of
Lemma 4.9. First of all, we use Young’s inequality in the estimate (4.41) for Fω,p(s) to get
f(u)|Du|2p−1 . |fu(u)||Du|2p + (f(u)|fu(u)|−1)2p|fu(u)|. Using (4.8) and (4.9), (4.42) now
yields
Bp(R) +Hp(R) ≤ C(1 +R−2)[Cp(2R) + C0 + Ip(2R)], Ip(s) =
∫
Ωs
|u|2p|fu(u)| dµ.
As in (4.43), using the same idea, we will first assume for some p ≥ 1 that
Cp(2R) + Ip(2R) ≤ C(C0, R, p) (4.50)
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and show that this assumption is self-improving, i.e., if it holds for some p ≥ 1 then it
remains true for γ∗p for some fixed γ∗ > 1 and 2R being replaced by R. We need only
consider Ip(R) and assume first that∫
ΩR
(|fu(u)|+ λ(u))|u|2 dµ ≤ C(C0, R). (4.51)
Denote g(u) = |fu(u)| and γ∗ = 2− 1r0 − 2pi∗ . Since r0 > pi∗pi∗−2 it is clear that γ∗ > 1. We
then define r1 =
pi∗
(γ∗−1)(pi∗−2)
, r2 =
pi∗
2γ∗
and note that
1
r0
+
1
r1
+
1
r2
=
1
r0
+
(γ∗ − 1)(π∗ − 2)
π∗
+
2γ∗
π∗
=
1
r0
+ γ∗ − 1 + 2
π∗
= 1.
Therefore, writing g(u)|u|2pγ∗ = g(u)λ−1(u)λ1−γ∗(u)λγ∗ |u|2pγ∗ , we can use Ho¨lder’s inequal-
ity to see that Ipγ∗(R) can be bounded by(∫
ΩR
(g(u)λ(u)−1)r0 dµ
) 1
r0
(∫
ΩR
λ(u)−
pi∗
pi∗−2 dµ
) 1
r1
(∫
ΩR
λ(u)
pi∗
2 |u|ppi∗ dµ
) 1
r2
. (4.52)
Thanks to (4.37), the first two integrals are bounded by C(C0). We estimate the third
integral. Let U = λ(u)
pi∗
4 |u| ppi∗2 . Because |λu(u)||u| . λ(u), |DU |2 . λ(u)
pi∗
2 |u|ppi∗−1|Du|.
By Poincare´ and Young’s inequalities, we have for any β ∈ (0, 1]∫
ΩR
U2 dµ ≤ R2
∫
ΩR
λ(u)
pi∗
2 (ε|u|ppi∗ +C(ε)|Du|ppi∗) dµ+Rn−n/β
(∫
ΩR
U2β dµ
) 1
β
.
Choosing ε small and β = 2/π∗, we see that the right hand side is bounded by
CR2
∫
ΩR
λ(u)
pi∗
2 |Du|ppi∗ dµ+ Lp(R)
pi∗
2 , where Lp(s) =
∫
Ωs
λ(u)|u|2p dµ.
Putting these estimates together and using (4.46), which holds because of (4.50), we see
that the third integral in (4.52) is bounded by a constant C(C0, R, p) if Lp(R) ≤ C(C0, R, p).
We then have Iγ∗p(R) ≤ C(C0, R, p).
On the other hand, we can show that the estimate Lp(R) ≤ C(C0, R, p) is also self
improving. We repeat the argument in (4.52) with g(u) = λ(u) and, of course, r0 = ∞ to
see that if Lp(R) ≤ C(C0, R, p) then Lγ∗p(R) ≤ C(C0, R, p) for γ∗ = 2 − 2pi∗ > 1 because
π∗ > 2.
Hence, the estimate (4.50) remains true for p, 2R being replaced by γ∗p,R respectively
for some fixed γ∗ > 1. The proof of Lemma 4.9 can continue with (4.51) replacing (4.39).
Finally, we show that (4.51) comes from the assumptions (4.38) and (4.9). From (4.52)
with p = 1, we see that I1(R) can be estimated in terms of the integral of λ(u)
pi∗
2 |u|pi∗
over ΩR. The latter can be estimated by L1(R) via the Poincare´-Sobolev inequality (4.45),
using V = λ(u)
1
2 |u| and the assumption on the integrability of |DV |2 ∼ λ(u)|Du|2 in (4.38).
Hence, we need only consider L1(R). By the interpolation inequality, we have∫
ΩR
λ(u)|u|2 dµ ≤ R2
∫
ΩR
λ(u)|Du|2 dµ +Rn−n/β
(∫
ΩR
(λ(u)|u|2)β dµ
) 1
β
.
We then use (4.38) and (4.9) to see that L1(R) ≤ C(C0, R) and conclude the proof.
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5 Proof of the main results
We now present the proof of the results in Section 2 which are in fact just applications of
the main technical theorem with different choices of the map K verifying the conditions H)
and M.1). Again, since the systems in (2.4) satisfy the same set of conditions uniformly
with respect to σ ∈ [0, 1] we will only present the proof for σ = 1 in the sequel.
Proof of Theorem 2.1: This theorem is a consequence of Corollary 4.3 whose inte-
grability conditions in M.0) are already assumed in (2.5) and (2.6). We need only verify
the condition M.1) of Corollary 4.3 (or Theorem 4.2) with the map K being defined by
Kε0(u) = (| log(|U |)|+ ε0)|U |−1U, U = [λ0 + |ui|]mi=1. (5.1)
This map satisfies for any ε0 > 0 the condition H) of Theorem 4.2 (see Lemma 6.1 and
Remark 6.2 in the Appendix). We need only check the condition M.1). Because
‖Kε0(u)‖BMO(BR ,µ) ≤ ‖K0(u)‖BMO(BR ,µ) + ε0‖|U |−1U‖BMO(BR,µ),
and ‖|U |−1U‖BMO(BR ,µ) = 1 and so ‖Kε0(u)‖BMO(BR ,µ) < µ0 for any given µ0 > 0 if
ε0 < µ0/2 and R is small, thanks to the assumption (2.7). Therefore, the smallness condition
(4.6) of M.1) holds.
Next, we consider Wp = λ
p+ 1
2 (u)|λu(u)|−p ∼ (λ0 + |u|)kp for some number kp because
λ(u), |λu(u)| have polynomial growths. As we assume in (2.7) that log(λ0 + |u|) has small
BMO norm in small balls, [Wαp ]β+1,BR ∼ [(λ0 + |u|)kpα]β+1,BR is bounded (see Lemma 5.1
following this proof) for any given α, β > 0 if R is sufficiently small. Thus, M.1) is verified
and Corollary 4.3 applies here to complete the proof.
We have the following lemma which was used in the above proof to establish that
[Wαp ]β+1,BR is bounded. This lemma will be frequently referred to in the rest of this
section.
Lemma 5.1 Let µ be a doubling measure and U be a nonnegative function on a ball B ⊂ Ω.
There is a constant c2 depending only on the doubling constant of µ such that for any given
l and β > 0 if [logU ]∗,µ is sufficiently small then [U
l]β+1 ≤ c1+β2 .
Proof: We first recall the John-Nirenberg inequality ([1, Chapter 9]): For any BMO(µ)
function v there are constants c1, c2, which depend only on the doubling constant of µ, such
that ∫
B
e
c1
[v]∗,µ
|v−vB | dµ ≤ c2. (5.2)
For any β > 0 we know that ev is an Aβ+1 weight with [e
v ]β+1 ≤ c1+β2 (e.g. see [1,
Chapter 9]) if
sup
B
∫
B
e(v−vB) dµ ≤ c2, sup
B
∫
B
e
− 1
β
(v−vB) dµ ≤ c2. (5.3)
It is clear that (5.3) follows from (5.2) if c1[v]
−1
∗,µ ≥ max{1, β−1}. Therefore, for v =
l logU we see that if [logU ]∗,µ ≤ c1β|l|−1 then [U l]β+1 ≤ c1+β2 . Hence, for any given l and
β > 0 if [logU ]∗,µ is sufficiently small then [U
l]β+1 ≤ c1+β2 .
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Proof of Corollary 2.2: We just need to show that the assumption (2.8) implies (2.7)
of Theorem 2.1. For U = [λ0 + |ui|]mi=1 we have from the calculation in Remark 6.2 that
(K0)u(u) =
| log(|U |)|
|U |
[
I +
(
sign(log(|U |))
| log(|U |)| − 1
)
ζζT
]
diag[sign(ui)],
where ζ = |U |−1U . It is clear that |(K0)u(u)| ≤ C(1+ | log(|U |))|U |−1. Since |U | is bounded
from below by λ0, for any α ∈ (0, 1) there is a constant C(α) such that |(K0)u(u)| ≤
C(α)|U |−α. Therefore, |D(K0(u))| and |D(log(λ0 + |u|))| can be bounded by C(λ0 +
|u|)−α|Du|. It follows from the assumption (2.8) that∫
Ω
|DK0(u)|n dµ,
∫
Ω
|D(log(λ0 + |u|))|n dµ ≤ C(C0). (5.4)
From the Poincare´-Sobolev inequality, using the assumption that ω is bounded from
below and above by AR)
(∫
Br
|K0(u)−K0(u)Br |2 dµ
) 1
2
≤ C(n)
(∫
Br
|D(K0(u))|n dµ
) 1
n
.
The continuity of the integral of |D(K0(u))|n and the uniform bound (5.4) show that the
last integral is small if r is. The same argument applies to the function log(λ0 + |u|). We
then see that the BMO norms of K0(u) and log(λ0 + |u|) are small in small balls, and so
(2.7) of Theorem 2.1 holds. The proof is complete.
For the proof of Corollary 2.3 we first need the following lemma.
Lemma 5.2 Suppose A), F) and (2.10) if fˆ has a quadratic growth in Du with ε0 being
sufficiently small. For any s satisfying
s > −1 and C−1∗ > s/(s+ 2) (5.5)
and any α0 ∈ (0, 1) we have for U := λ0 + |u| that
∫
Ω
Uk+s|Du|2 dµ ≤ C
(∫
Ω
Uα0(k+s+2) dµ
) 1
α0
+ C
∫
Ω
U sf(u)|u| dµ. (5.6)
Proof: Let X = [λ0 + |ui|]mi=1 and test the system with |X|su to get∫
Ω
〈A(u)Du,D(|X|su)〉 dµ ≤
∫
Ω
〈fˆ(u,Du), |X|su〉 dµ. (5.7)
We note that 〈A(u)Du,D(|X|su)〉 = 〈A(u)DX,D(|X|sX)〉 so that, by the assumption (5.5)
on s, there is c0 > 0 such that 〈A(u)Du,D(|X|su)〉 ≥ c0λ(u)|X|s|DX|2 (see (6.9) in the
Appendix). Because |DX| = |Du| and |X| ∼ U , the above yields∫
Ω
λ(u)U s|Du|2 dµ ≤ C
∫
Ω
U s〈fˆ(u,Du), u〉 dµ. (5.8)
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If fˆ satifies f.1) then a simple use of Young’s inequality gives
|〈fˆ(u,Du), u〉| ≤ ελ(u)|Du|2 +C(ε)λ(u)|u|2 + f(u)|u|.
If f.2) holds with (2.10) then |〈fˆ(u,Du), u〉| ≤ C|λu(u)||u||Du|2 + f(u)|u|. Because
|λu(u)||u| . λ(u), we obtain the above inequality again with ε = Cε0. Therefore, if ε0 is
sufficiently small then (5.8) and the fact that λ(u) ∼ Uk imply∫
Ω
Uk+s|Du|2 dµ ≤ C
∫
Ω
Uk+s+2 dµ+ C
∫
Ω
U sf(u)|u| dµ.
We apply the interpolation inequality ‖w‖2L2(Ω,µ) ≤ ε‖Dw‖2L2(Ω,µ) + C(ε)‖wα0‖
1/α0
L2(Ω,µ)
with
α0 ∈ (0, 1) and w = U (k+s+2)/2 to the first integral on the right hand side, noting also that
|Dw|2 ∼ Uk+s|Du|2. For ε sufficiently small, we derive (5.6) from the above estimate and
complete the proof.
Proof of Corollary 2.3: We apply Corollary 2.2 here. We will verify first the condition
(2.8) and then the integrability assumptions (2.5) and (2.6).
In the sequel we denote U = λ0 + |u|. From (5.6) of Lemma 5.2 we see that if there
exist positive numbers α0 ∈ (0, 1), C0 > 0 and s satisfies (5.5) such that if
‖Up‖L1(Ω) ≤ C0, p = α0(s+ k + 2) and p = s+ l + 1, (5.9)
then (5.6), with the assumption that f(u) . U l, implies∫
Ω
Uk+s|Du|2 dx ≤ C(C0). (5.10)
We will first show that the assumption (2.11), that ‖u‖Ll0 (Ω,µ) ≤ C0 for some l0 >
max{l, l − k − 1}, implies (5.10) for some s = s0 > max{−1,−k − 2}. Indeed, for any such
l0 we have s0 + l + 1 ≤ l0 if s0 is close to max{−1,−k − 2}. Moreover, s0 satisfies (5.5).
This clearly holds if s0 ≤ 0, i.e. k ≥ −2. Otherwise, the assumption k > −2C∗/(C∗ − 1)
yields that C−1∗ > s0/(s0+2) if s0 is close to −k− 2 > 0. Thus, (5.6) holds for such s0. We
also choose α0 ∈ (0, 1) sufficiently small such that α0(s0 + k + 2) ≤ l0. With these choices
of α0, s0 and the assumption (2.11), we see that (5.9) and then (5.10) hold for s = s0.
As k + s0 > −2, we can find α ∈ (0, 1) such that −2α ≤ k + s0. Therefore, (5.10) with
s = s0 yields (2.8) of Corollary 2.2 for n = 2 because∫
Ω
(λ0 + |u|)−2α|Du|2 dx ≤
∫
Ω
(λ0 + |u|)k+s0 |Du|2 dx ≤ C(C0).
We now check the integrability conditions (2.5) and (2.6) of Theorem 2.1 which read
‖λ−1(u)‖
L
n
2 (Ω,µ)
, ‖|fu(u)|λ−1(u)‖Lr0 (Ω,µ) ≤ C0, (5.11)∫
Ω
(|fu(u)|+ λ(u))|Du|2 dµ ≤ C0, (5.12)∫
Ω
(λ(u)|u|2)β0 dµ ≤ C0. (5.13)
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Because n = 2, we have the inequality ‖w‖Lq(Ω) ≤ C‖Dw‖L2(Ω) + C‖wβ‖
1
β
L1(Ω)
which
holds for all q ≥ 1 and β ∈ (0, 1). Applying this to w = |U |(k+s0)/2+1 and using (5.10) and
the assumption (2.11), we see that ‖U q‖L1(Ω) ≤ C(C0) for all q ≥ 1. By Ho¨lder’s inequality
this is also true for q ≥ 0. It is also true for q < 0 because U ≥ λ0 > 0. We then have
‖U q‖L1(Ω) ≤ C(C0, λ0, q) for all q. (5.14)
The above then immediately implies the integrability conditions (5.11) and (5.13) be-
cause λ(u) and |fu(u)| are powers of U .
Similarly, (5.14) implies that (5.9) holds for any p so that (5.10) is valid if s ≥ 0 and
C−1∗ > s/(s+ 2). To verify (5.12) we need to find a constant C(C0) such that∫
Ω
(λ0 + |u|)l−1|Du|2 dx+
∫
Ω
(λ0 + |u|)k|Du|2 dx ≤ C(C0). (5.15)
Letting s = 0 in (5.10), we see that the second integral on the left hand side is bounded by
a constant C(C0). If l ≤ 1+ k then the first integral in (5.15) is bounded by the second one
and we obtain the desired bound. If l > k + 1 we let s = l− k − 1 in (5.10). The condition
on s in (5.5) holds because
s
s+ 2
< C−1∗ ⇔
l − k − 1
l − k + 1 < C
−1
∗ ⇔ l − k <
C∗ + 1
C∗ − 1 ,
which is assumed in (2.9). Hence, (5.15) holds. We have verified all assumptions of Theo-
rem 2.1 and the proof is complete.
We now give the proof of Theorem 2.4. The case n = 2 is similar and easier so that we
will consider only n = 3, 4. The proof is again based on Theorem 4.2 using the new map
K(u) = [Ki(u)]
m
i=1, where Ki(u) = log(λ
k+1
0 + |Pi(u)|). (5.16)
We first check the conditions H) of Theorem 4.2 in the following lemma.
Lemma 5.3 For any k ≥ −1 there exists a constant C(k) such that for K(u) = K−1u (u)T
|K(u)| ≤ C(k)λ(u)|λu(u)|−1, |Ku(u)| ≤ C(k).
Proof: As A(u) = Pu(u), we have from the definition (5.16) that
Ku(u) = [
∂Ki(u)
∂uj
(Ki(u))
−1] = diag[signPi(u)(λ
k+1
0 + |Pi(u)|)−1]A(u),
and so K−1u (u) = A(u)
−1diag[λk+10 signPi(u)+Pi(u)]. We show that there is a cosntant C(k)
such that |K−1u (u)| is bounded by C(k)λ(u)|λu(u)|−1. Since λ(u), C∗λ(u) are the smallest
and largest eigenvalues of A(u), |A−1(u)| ∼ λ−1(u). Using the facts that λ(u) ∼ (λ0+ |u|)k,
|λu(u)| ∼ (λ0 + |u|)k−1 and (λ0 + |u|)k+1 ≥ λk+10 (because k ≥ −1), it follows easily that
λk+10 |λu(u)| . λ(u)2. We collect these facts in the following.
|Pi(u)| . |A(u)||u|, |A−1(u)| ∼ λ−1(u), λk+10 |λu(u)| . λ(u)2. (5.17)
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We then have |A(u)−1diag[Pi(u)]| . |u| . λ(u)|λu(u)|−1 and λk+10 |A(u)−1| ∼ λk+10 λ(u)−1 .
λ(u)|λu(u)|−1. Therefore |K(u)| = |K−1u (u)T | . λ(u)|λu(u)|−1.
In addition, as |Ku(u)| = |(K−1u (u))u| and A(u) = diag[(Pi(u))u]
|Ku(u)| . |A−1(u)|2|Au(u)||diag[λk+10 + |Pi(u)|]|+ 1.
Using (5.17) and the fact that |Au(u)| . |λu(u)|, we easily see that |Ku(u)| is bounded by
some constant C(k). The lemma is proved.
Next, we need to show thatK(u) has small BMO norm in small balls by establishing that
DK(u) ∈ Ln(Ω) and using the Poincare´-Sobolev inequality as in the proof of Corollary 2.2.
To this end, we need the following lemma.
Lemma 5.4 Assume that there exist r0 > n/2 and C0 such that
‖fu(u)λ−1(u)‖Lr0 (Ω) ≤ C0. (5.18)
Then for any β0 ∈ (0, 1] there exists a constant C(C0, β0), such that
‖DP (u)‖
L
2n
n−2 (Ω)
≤ C(C0, β0)‖|P (u)|β0‖L1(Ω). (5.19)
Proof: In the sequel, we write U = [Ui]
m
i=1, Ui = Pi(u). Multiplying the i-th equation in
(2.12) by −∆Ui, integrating over Ω and summing the results, we get∫
Ω
|∆U |2 dx = −
∑
i
∫
Ω
〈Bi(u,Du),∆Ui〉 dx−
∑
i
∫
Ω
〈fi(u),∆Ui〉 dx.
Applying integration by parts to the last integral, we have∫
Ω
|∆U |2 dx = −
∑
i
∫
Ω
〈Bi(u,Du),∆Ui〉 dx+
∑
i,j
∫
Ω
〈(fi)uj(u)Duj ,DUi〉 dx.
The condition A) implies λ(u)|Du|2 ≤ 〈A(u)Du,Du〉 = 〈DU,Du〉 and so Young’s in-
equality yields λ(u)|Du|2 ≤ 12λ−1(u)|DU |2 + 12λ(u)|Du|2. We then have λ(u)|Du| ≤ |DU |.
Using this fact, the assumption that |Bi(u,Du)| ≤ Cλ(u)|Du| and applying Young’s in-
equality to the first integral on the right hand side of the above, we get
‖∆U‖2L2(Ω) .
∫
Ω
|DU |2 dx+
∫
Ω
|fu(u)λ−1(u)||DU |2 dx.
By Ho¨lder’s inequality and (5.18), the last integral is estimated by
(∫
Ω
|fu(u)λ−1(u)|r0 dx
) 1
r0 ‖DU‖2
L2r
′
0 (Ω)
≤ C(C0)‖DU‖2
L2r
′
0 (Ω)
.
Using Schauder’s inequality ‖D2U‖L2(Ω) ≤ C‖∆U‖L2(Ω), we obtain from the above two
inequalities that
‖D2U‖2L2(Ω) . ‖DU‖2L2(Ω) + C(C0)‖DU‖2L2r′0 (Ω). (5.20)
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We recall the following interpolating Sobolev inequality: for any ε > 0
‖W‖Lp(Ω) ≤ ε‖DW‖L2(Ω) + C(ε)‖W β‖
1
β
L1(Ω)
for any p ∈ [1, 2nn−2) and β ∈ (0, 1]. (5.21)
Because r0 > n/2, 2r
′
0 < 2n/(n − 2) so that we can apply (5.21) to W = DU with
p = 2, p = 2r′0, β = 1 and ε is sufficiently small in (5.20) to see that ‖D2U‖2L2(Ω) ≤
C(C0)‖DU‖2L1(Ω). As ‖DU‖L1(Ω) ≤ ε‖D2U‖L2(Ω) + C(ε)‖U‖L1(Ω), we obtain for small ε
that ‖D2U‖L2(Ω) ≤ C(C0)‖U‖L1(Ω). Sobolev’s embedding theorem then yields
‖DU‖
L
2n
n−2 (Ω)
≤ C(C0)‖U‖L1(Ω).
Applying (5.21) again, with W = |U |, p = 1 and β = β0, to estimate the norm ‖U‖L1(Ω)
and noting that ‖DU‖L2(Ω) . ‖DU‖
L
2n
n−2 (Ω)
, we obtain (5.19).
Proof of Theorem 2.4: The proof is again based on Theorem 4.2. The assumptions
i) and ii) state { ‖u‖L1(Ω) ≤ C0 if k ≥ 0,
‖u‖L−kn/2(Ω) ≤ C0 if k ∈ [−1, 0),
(5.22)
and clearly imply
‖λ−1(u)‖
L
n
2 (Ω)
≤ C(C0, λ0). (5.23)
This and the assumption (2.13) provide the integrability condition (4.4) of M.0). Concerning
the integrability condition (4.5) in M.0), we use Ho¨lder’s inequality, writing λ(u)|Du|2 =
λ−1(u)λ2(u)|Du|2, and (5.23) and (5.19) to have∫
Ω
λ(u)|Du|2 dx ≤ ‖λ−1(u)‖
L
n
2 (Ω)
‖λ(u)Du‖2
L
2n
n−2 (Ω)
≤ C0‖DP (u)‖2
L
2n
n−2 (Ω)
≤ C(C0).
Similarly, the integral of |fu(u)||Du|2 can be estimated by
‖λ−2(u)fu(u)‖Ln2 (Ω)‖λ(u)Du‖
2
L
2n
n−2 (Ω)
≤ C(C0)‖λ−2(u)fu(u)‖Ln2 (Ω).
If k ≥ 0 then λ−2(u)|fu(u)| ≤ C(λ0)λ−1(u)|fu(u)| so that the last norm in the above is
bounded, thanks to (2.13). If k < 0 then this norm is bounded by the assumption (2.14).
We conclude that the condition (4.5) in M.0) holds.
We discuss the condition M.1). First of all, because |P (u)| ≤ λ(u)|u| ≤ (λ0 + |u|)k+1,
(5.22) also shows that for any positive and sufficiently small β0
‖(λk+10 + |P (u)|)β0‖L1(Ω) ≤ C(λ0, C0). (5.24)
Next, using the Poincare´-Sobolev inequality as in the proof of Corollary 2.2, we show
that K(u) has small BMO norm in small balls by estimating
‖DKi(u)‖Ln(Ω) ≤ ‖(λk+10 + |Pi(u)|)−1DPi(u)‖Ln(Ω) ≤ C(λ0)‖DPi(u)‖Ln(Ω). (5.25)
Because n ≤ 4, n ≤ 2n/(n − 2). By the assumption (2.13), ‖fu(u)λ−1(u)‖Lr0 (Ω) ≤ C0,
Lemma 5.4 shows that ‖DP (u)‖Ln(Ω) ≤ C(C0, β0)‖|P (u)|β0‖L1(Ω). This and (5.24) and
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(5.25) provide a constant C(λ0, C0) such that ‖DK(u)‖Ln(Ω) ≤ C(λ0, C0). We then see
that K(u) has small BMO norm in small balls.
Concerning the weight Wp, because |Du| . λ−1(u)|DP (u)|, k + 1 ≥ 0, we have
|D(log(λ0 + |u|))| = |Du|
λ0 + |u| .
|DP (u)|
(λ0 + |u|)λ(u) ∼
|DP (u)|
(λ0 + |u|)k+1 ≤ λ
−k−1
0 |DP (u)|.
Lemma 5.4 then shows that D log(λ0+ |u|) ∈ Ln(Ω) so that log(λ0+ |u|) is has small BMO
norm in small balls. Lemma 5.1 applies to yield that [Wαp ]β+1,BR ∼ [(λ0 + |u|)kpα]γ,BR
is bounded for any given α, β > 0 if R is sufficiently small. The assumption M.1) of
Theorem 4.2 is verified.
We thus establish the conditions of Theorem 4.2 and complete the proof.
6 Appendix
Let m, l be any integers. For X = [Xi]
m
i=1, Xi ∈ IRl and for any C1 function k : IR+ → IR
we consider the maps
K(X) = k(|X|)|X|−1X, ζ = |X|−1X = [ζi]mi=1. (6.1)
We see that DX(|X|) = ζ and DXζ = |X|−1(I − ζζT ), where ζζT = [〈ζi, ζj〉]. Hence,
DXK(X) = k(|X|)DXζ +DXk(|X|)ζT = k(|X|)|X|−1(I − ζζT ) + k′(|X|)ζζT .
We then introduce the notations
b = k′(|X|)|X|/k(|X|), K(ζ) = I + (b− 1)ζζT . (6.2)
Therefore, the calculation for DXK(X) yields
DXK(X) = k(|X|)|X|−1(I + (b− 1)ζζT ) = k(|X|)|X|−1K(ζ). (6.3)
If k(|X|) 6= 0 and k′(|X|) 6= 0 then K(ζ) is invertible. We can use the Serman-Morrison
formula (I + wvT )−1 = I − (1 + vTw)−1wvT , setting w = (b− 1)ζ and v = ζ, to see that
(DXK(X))
−1 =
|X|
k(|X|) (I + (b
−1 − 1)ζζT ). (6.4)
Otherwise, if k(|X|) = 0 (resp. k′(|X|) = 0) then DXK(X) = k′(|X|)ζζT (resp.
DXK(X) = k(|X|)|X|−1(I − ζζT )) and DXK(X) is not invertible.
The following lemma was used in the checking of the condition H) for the map Kε0(u)
in the proof of Theorem 2.1.
Lemma 6.1 For any ε0, λ0 > 0 let k(t) = | log(t)| + ε0 and X(u) = [λ0 + |ui|]mi=1 in (6.1).
There exists a constant C(ε0) such that the map K(u) = (Ku(X(u))
−1)T satisfies
|K(u)| ≤ C(ε0)|X|, ‖Ku(u)‖L∞(IRm) ≤ C(ε0). (6.5)
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Proof: As k′(t) = sign(log t)t−1, we have
b−1 = k(|X|)(k′(|X|)|X|)−1 = sign(log(|X|))(| log(|X|)| + ε0).
Define Xu = diag[signui]. We have from (6.4) and the definition X = [λ0+ |ui|]mi=1 that
K(u) = (Xu)
−1 |X|
| log(|X|)| + ε0 (I + (sign(log(|X|))(| log(|X|)| + ε0)− 1)ζζ
T ).
As ε0 > 0, we easily see that |K(u)| ≤ C(ε0)|X| for some constant C(ε0). A straightfor-
ward calculation also shows that ‖Ku(u)‖L∞(IRm) ≤ C(ε0).
Remark 6.2 If λ(u) ∼ (λ0 + |u|)k ∼ |X(u)|k , with k 6= 0, and Λ(u) = λ 12 (u) and Φ(u) =
|Λu(u)|. We then have Λ(u)Φ−1(u) ∼ |X(u)| and Φ(u)|Φu(u)|−1 ∼ |X(u)|. We obtain from
(6.5) that |K(u)| . Λ(u)Φ−1(u) and |K(u)||Φu(u)| . Φ(u). Thus, the assumptions on the
map K for the local Gagliardo-Nirenberg inequality are verified here.
We then need that K(U) is BMO and Wα is a weight. By (6.2)
KU (U) =
| log(|X|)| + ε0
|X|
(
I + (
Xs
| log(|X|)| + ε0 − 1)ζζ
T
)
XU , X = [λ0 + |Ui|]mi=1.
Recall that
W = Λp+1(U)Φ−p(U) ∼ |U |pλ 12 (U), α > 2/(p + 2), β < p/(p+ 2).
We note some properties of K.
Lemma 6.3 Let Xi : Ω → IRl be C1 maps on a domain Ω ⊂ IRn for i = 1, . . . ,m. If
b = k′(|X|)|X|/k(|X|) > 0 then
〈DX,D(K(X))〉 ≥ 0. (6.6)
Moreover, for α = 1− ( b−1b+1 )2
〈DX,D(K(X))〉 ≥ α 12 |DX||D(K(X))|. (6.7)
Proof: By (6.3) D(K(X)) = k(|X|)K(ζ)DX, where k(t) := k(t)t−1, and so
〈DX,D(K(X))〉 = k(|X|)(|DX|2 + (b− 1)〈DX, ζζTDX〉).
Note that |ζζT | ≤ 1 so that 〈DX,D(K(X))〉 ≥ 0 if s = b− 1 > −1. This gives (6.6).
Since ζζT is a projection, i.e. (ζζT )2 = ζζT , we have, setting J = 〈ζζTDX,DX〉
|D(K(X))|2 = |KX(X)DX|2 = k2(|X|)〈K(ζ)DX,K(ζ)DX〉
= k2(|X|)(|DX|2 + (2s + s2)J).
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Hence, we can write 〈DX,D(K(X))〉2 − α|DX|2|D(K(X))|2 as
k2(|X|)[(1 − α)|DX|4 + (2s − α(2s + s2))|DX|2J + s2J2].
If we choose α = 1 − ( ss+2)2 then the above is k2(|X|)
(
s
s+2 |DX|2 − sJ
)2
≥ 0. Therefore
〈DX,D(K(X))〉2 ≥ α|DX|2|D(K(X))|2. This and (6.6) yield (6.7).
We now consider a matrix A satisfying for some positive λ,Λ and any vector χ
〈Aχ,χ〉 ≥ λ|χ|2, |Aχ| ≤ Λ|χ|. (6.8)
Lemma 6.4 Assume (6.8) and that b > 0 (see (6.2)). For κ = λ/Λ2 and ν = λ/Λ we have
〈κADX,D(K(X))〉 ≥ (α 12 − (1− ν2) 12 )|DX||D(K(X))|.
Proof: From (6.8) with χ = DX, we note that
|κADX −DX|2 = κ2|ADX|2 − 2κ〈ADX,DX〉 + |DX|2
≤ (κ2Λ2 − 2κλ+ 1)|DX|2 = (1− ν2)|DX|2.
Therefore, using (6.7)
〈κADX,D(K(X))〉 = 〈κADX −DX,D(K(X))〉 + 〈DX,D(K(X))〉
≥ −|κADX −DX||DK(X)| + α 12 |DX||D(K(X))|.
As |κADX −DX|2 ≤ (1− ν2)|DX|2, we obtain the lemma.
Let k(t) = |t|s+1 then K(X) = |X|sX and b = s + 1. The above lemma then gives the
following result which was used in the energy estimate.
Lemma 6.5 Assume (6.8). If s > −1 and ν = λΛ > ss+2 , then
〈ADX,D(|X|sX)〉 ≥ c0Λ
2
λ
|X|s|DX|2, (6.9)
where c0 = (1− ( ss+2)2)
1
2 − (1− ν2) 12 > 0.
References
[1] L. Grafakos Modern Fourier Analysis. Springer, New York, 2014
[2] P. Hajlasz and P. Koskela Sobolev met Poincare´. Memoirs of AMS, Vol. 145, No. 688,
2000.
[3] D. Gilbarg and N.S. Trudinger. Elliptic Partial Differential Equations of Second Order.
Springer-Verlag, 1983.
[4] M. Giaquinta and M. Struwe. On the partial regularity of weak solutions of nonlinear
parabolic systems. Math. Z., 179(1982), 437–451.
30
[5] E. Giusti. Direct Methods in the Calculus of Variations. World Scientific, 2003.
[6] O. A Ladyzhenskaya, V. A. Solonnikov and N. N. Uraltseva], Linear and Quasi-linear
Equations of Parabolic Type, Translations of Mathematical Monographs, AMS, 1968.
[7] D. Le. Regularity of BMO weak solutions to nonlinear parabolic systems via homotopy.
Trans. Amer. Math. Soc. 365 (2013), no. 5, 2723–2753.
[8] D. Le. Existence of strong and nontrivial solutions to strongly coupled elliptic systems,
J. Funct. Anal. 272 (2017), 4407–4459.
[9] D. Le. Weighted Gagliardo-Nirenberg Inequalities Involving BMO Norms and Solvabil-
ity of Strongly Coupled Parabolic Systems. Adv. Nonlinear Stud. Vol. 16, No. 1(2016),
125–146.
[10] D. Le. Weighted Gagliardo-Nirenberg Inequalities Involving BMO Norms and Mea-
sures. https://arxiv.org/abs/1612.08892. Submitted.
[11] D. Le and V. T. Nguyen. Global and blow up solutions to cross diffusion systems on
3D domains. Proc. of AMS, 144(11) (2016), pp. 4845–4859.
[12] J. Orobitg and C. Pe´rez. Ap weights for nondoubling measures in IR
n and applications.
newblock Trans. Amer. Math. Soc. 354 (2002), 2013-2033.
[13] N. Shigesada, K. Kawasaki and E. Teramoto. Spatial segregation of interacting species.
J. Theor. Biol., 79(1979), 83– 99.
[14] E. M. Stein. Harmonic Analysis, Real Variable Methods, Orthogonality and Oscillatory
Integrals. Princeton Univ. Press, Princeton, NJ, 1993.
[15] A. Yagi. Global solution to some quasilinear parabolic systems in population dynamics.
Nonlin. Anal. 21 (1993), 603-630.
31
