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ABSTRACT
Difficulties in the assimilation of Lagrangian data arise because the state of the prognostic model is generally
described in terms of Eulerian variables computed on a fixed grid in space, as a result there is no direct connection
between the model variables and Lagrangian observations that carry time-integrated information. A method is
presented for assimilating Lagrangian tracer positions, observed at discrete times, directly into the model. The
idea is to augment the model with tracer advection equations and to track the correlations between the flow and
the tracers via the extended Kalman filter. The augmented model state vector includes tracer coordinates and is
updated through the correlations to the observed tracers.
The technique is tested for point vortex flows: an NF point vortex system with a Gaussian noise term is
modeled by its deterministic counterpart. Positions of ND tracer particles are observed at regular time intervals
and assimilated into the model. Numerical experiments demonstrate successful system tracking for (NF, ND) 5
(2, 1), (4, 2), provided the observations are reasonably frequent and accurate and the system noise level is not
too high. The performance of the filter strongly depends on initial tracer positions (drifter launch locations).
Analysis of this dependence shows that the good launch locations are separated from the bad ones by Lagrangian
flow structures (separatrices or invariant manifolds of the velocity field). The method is compared to an alternative
indirect approach, where the flow velocity, estimated from two (or more) consecutive drifter observations, is
assimilated directly into the model.
1. Introduction
Lagrangian meters, such as weather balloons and
ocean drifters and floats, provide a substantial part of
atmospheric and oceanic data. These data are used to
reconstruct mean large-scale currents, estimate the rate
of relative dispersion, and give insight into the forma-
tion, movement, and interaction of coherent flow fea-
tures, such as eddies, etc. (Dutkiewicz et al. 2001; Gar-
field et al. 2001; Carr and Rossby 2001; Bower and
Hunt 2000). Trajectories of Lagrangian tracers also con-
tain detailed quantitative information about the dynam-
ics of the underlying flow, but this information is cur-
rently not used for assimilation into flow models. The
reason is that most assimilation schemes in oceanog-
raphy and meteorology use model variables computed
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on a fixed grid in space (Ghil and Malanotte-Rizzoli
1991), whereas the Lagrangian observations are dis-
tributed nonuniformly over the space and do not give
the data directly in terms of model variables.
In this work we present a new method for the assim-
ilation of Lagrangian (drifter) data that follows a se-
quential approach. Our approach is based on applying
the extended Kalman filter (EKF; Jazwinski 1970) to
the dynamics in the augmented state space that includes
drifter coordinates as extra variables (Ide et al. 2002).
The augmented state vector x 5 (xF, xD) combines the
Eulerian part xF describing the state of the flow, and
the Lagrangian part xD—coordinates of the drifters. Ad-
vection equations for xD are added to the model (equa-
tions for the evolution of the Eulerian variables are not
changed). The augmented error covariance matrix is
evolved by the tangent linear model (TLM). On the level
of second-order statistics it carries all necessary infor-
mation including the correlations between the errors in
flow variables and the errors in drifter positions. Due
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to the correlations, the assimilation of the tracer infor-
mation corrects not only the tracer part of the state vec-
tor xD but also the flow variables xF. The correction
vector Kd is a product of the innovation vector d (dif-
ferences between observed drifter coordinates and their
predictions by the model) and the Kalman gain matrix
K. The latter has dimension N 1 L by L, where N, L
are dimensions of xF, xD. The first N rows of the matrix
K give the weights with which drifter observations cor-
rect the state variables, they are proportional to the part
of the error covariance matrix corresponding to corre-
lations between the flow state and drifter positions.
These correlations always appear because drifter motion
depends on the underlying flow. A different approach
where drifter data were used to derive Eulerian (veloc-
ity) information that is assimilated into the model was
used in Özgökmen et al. (2000, 2003, manuscript sub-
mitted to J. Geophys. Res.); Molcard et al. (2003).
The advantage of the proposed scheme is that in-
cluding drifters into the dynamical model and tracking
them and their correlations with the flow numerically
allows us to extract maximal information about the flow
from drifter observations. This is achieved by comput-
ing dynamically consistent weights (given by the gain
matrix K) at each update step, so that the new infor-
mation from the observations is distributed according
to the actual structure of the flow.
To test the technique we apply it to point vortex flows.
The model is given by a system of NF point vortices in
a plane (N 5 2NF), and the actual flow (model truth)
is governed by the same system but with a stochastic
white noise term added that represents unresolved small-
scale processes. Positions of ND passively advected par-
ticles (tracers) are observed at regular time intervals and
assimilated into the model; further, no observations of
vortices are made (L 5 2ND). The flows with NF 5 2
(model vortices exhibit regular motion) and NF 5 4
[model vortices in chaotic or (quasi) periodic regimes]
were considered. We have found that, provided the ob-
servations are frequent and accurate enough, the assim-
ilating model stays close to the original (stochastic) one,
that is, by observing and assimilating only a few tracer
positions (ND 5 1, 2) it was possible to track both tracers
and vortices.
When the observations are taken less frequently or
when the noise levels are increased the scheme is prone
to abrupt divergence caused by the passage of tracers
through the neighborhoods of saddle-points for the ve-
locity field. The cause of this filter malfunction is the
breakdown of the TLM (that is used to predict the model
error covariance matrix) due to the fast exponential error
growth in the vicinity of the saddle-point. This problem
is connected with the difficulties, caused by an expo-
nential separation rate in the vicinity of unstable critical
points, which, in its Eulerian analog, is known as a cause
of divergence of the EKF (Ide and Ghil 1998; Miller et
al. 1994; Evensen 1997; Miller et al. 1999; Verlaan and
Heemink 2001).
The successful performance of the above method in
the case of this simple (although strongly nonlinear)
system gives a favorable perspective on the possibility
of applying it to realistic oceanographic models. One
of the challenges in applying the EKF to these models
is the forecasting of the error covariance matrix, which
has very large dimension (square of the number of de-
grees of freedom of the entire model). Forecasting it by
direct solution of the evolution equation becomes com-
putationally too expensive. Modifications of the EKF
such as various versions of the ensemble Kalman filter
(Anderson 2001; Evensen 1994; Heemink et al. 2001;
Pham 2001) may be employed to overcome this prob-
lem. Another fundamental problem is the sparsity of
oceanographic data. Although part of the attraction of
Lagrangian observations lies in the relatively low cost
of drifters and floats compared to moorings (and ships)
that collect Eulerian data, it is still too expensive to
cover the ocean densely. Therefore, finding where and
when a drifter should be placed to reveal as much in-
formation as possible about the flow that drives it is a
question of considerable practical importance (Poje et
al. 2002).
The rest of the paper is organized as follows. In sec-
tion 2, we review extended Kalman filtering in order to
establish notation and introduce the assimilation scheme
for the augmented model that includes the flow and the
drifters. The point vortex model is described in section
3. Section 4 contains our computational results: ex-
amples of successful tracking in two- and four-vortex
systems, analysis of the filter divergence, dependence
of the efficiency of the scheme on the drifter launch
location, and comparison of our scheme with an alter-
native indirect method based on the assimilation of the
flow velocity derived from consecutive drifter obser-
vations.
2. Extended Kalman filter for Lagrangian data
In numerical models the state of the flow is repre-
sented as an N-dimensional vector x(t), which is ob-
tained by a discretization of the model equations and
comprises all relevant dynamical variables, for example,
flow velocity, density, etc. The dimension of the state
vector N is a product of the number of these variables
and the number of discretization elements (grid points,
Fourier modes, etc.), and therefore is typically large.
The model describing the evolution of the state vector
is a deterministic equation
fdx
f5 M(x , t), (1)
dt
where M is the corresponding dynamics operator. The
superscript f (forecast) distinguishes the solution of (1)
from the value of the state vector variables in the true
flow xt (Ide et al. 1997). A closed system of equations
for xt is usually unavailable because the state variables
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interact with the subgrid-scale processes that are not
represented by the state vector.
The system (1) might be our best guess for a deter-
ministic equation for xt, but we can go further if some-
thing is known about the statistics of the small-scale
processes. Then the discretized dynamics of xt can be
written as a stochastic system
t t tdx 5 M(x , t)dt 1 h (t)dt. (2)
The noise term h t(t) represents the effect of the unre-
solved small scales, and we assume below that it is a
zero-mean Gaussian white noise:
t t t T tE [h (t)] 5 0, E{h (t)[h (t9)] } 5 d(t 2 t9)Q (t). (3)
Sequential data assimilation updates the model every
time an observation of the true state becomes available.
The observations at tj can be written in terms of [txj
xt(tj) as
o t ty 5 H [x ] 1 e ,j j j j (4)
where H j is a vector of observation functions (forward
observation operators) and are random variables rep-tej
resenting errors of the observations, which are typically
assumed to be uncorrelated zero-mean Gaussian with a
covariance
t t T tE[e (e ) ] 5 d R .jj m jm (5)
The dimension of is equal to the number of obser-oyj
vations Lj available at tj. The number and type of ob-
servations can vary at each update time.
To combine the observations with the model predic-
tion we will use the extended Kalman filter. A key el-
ement of the EKF is tracking the evolution of the model
error covariance matrix
f t f t TfP [ E[(x 2 x )(x 2 x ) ] (6)
using the TLM, which gives a closed equation for P f :
fdP






is the linearized dynamics operator, evaluated at xf (t),
and Q(t) is our estimation for system noise covariance
Qt(t).
At each update time tj, a new state vector , calledaxj
the analysis state, is sought such that it minimizes the
mean-square error
a t T a tatrP 5 E[(x 2 x ) (x 2 x )].j j j j j (9)
The EKF gives a first-order approximation to an op-
timum analysis state using the model error covariance
matrix predicted by the linearized Eq. (7). The update
a fx 5 x 1 K djj j j (10)
is a linear combination of the predicted model state
vector and the product of the innovation vector (thefxj
Lj dimensional vector of differences between the ob-
servations and the prediction of the observed quantities
by the model)
o fd [ y 2 H [x ]j j j j (11)
and the Kalman gain matrix Kj (dimension N 3 Lj)
f f 21T TK 5 P H (H P H 1 R ) .j j j j j j j (12)
Here
]HjH 5 (13)j ]x
is the linearized observation matrix andRj is our estimation
of the the covariance matrix of the observation error (5).
The updated error covariance matrix is given by
faP 5 (I 2 K H )P .j j j j (14)
In this study, we consider the case when the obser-
vations are provided by Lagrangian tracers. Positions of
ND tracers xD are observed at tj (Lj 5 2ND [ L). Note
that an observation of tracer positions at one time does
not give any information about the flow, it will contain
such information only as the tracer position is also
known at some previous time tk, k , j. The new po-
sitions xD(tj) depend on xD(tk) and on the flow on [tk,
tj].
To extract the information about the flow from the
tracer observations we augment the model state space,
so that the new model state vector
xFx 5 (15)1 2xD
combines the state vector of the flow xF and the vector
of the tracer coordinates xD. Tracer advection equations
are added to the model:
fdxF f5 M (x , t),F Fdt
fdxD f f5 M (x , x , t). (16)D D Fdt
The first part of (16) is the unchanged original model
(1), the second part represents discretized tracer advec-
tion equations. The linearized dynamics operator (8) and
the error covariance matrix are (N 1 L) 3 (N 1 L)
matrices that can be written in a block form as
M 0FFM 5 , and (17)1 2M MDF DD
P PFF FDP 5 , (18)1 2P PDF DD
where MFF and PFF are N by N matrices, MDD and PDD
are L 3 L, etc. In practice the number of available
observations at each update time is much less than the
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number of degrees of freedom of the model, L K N,
which presents a challenge for successful tracking of
the flow. On the other hand, it means that the increase
in the dimension of the model, and therefore in the
computational cost of dealing with a bigger system, is
relatively small.
The observation function H corresponding to tracer
positions is linear:
t tH [x ] 5 Hx , H 5 (0 I), (19)j j j
where 0 is a L 3 N matrix of zeros, and I is a L 3 L
unit matrix. This results in a special form of the Kalman
gain matrix:
PFD 21K 5 (P 1 R) . (20)DD1 2PDD
The weights with which drifter observations correct the
flow variables xF are given by the first N rows of K,
they are proportional to PFD, the correlations between
the flow state and the drifter positions. These correla-
tions always appear because drifter paths depend on the
flow, MDF ± 0. Note that PFF, which is the largest part
of the error covariance matrix, does not enter into (20).
It is required, however, for the prediction of PFD, since
(7) couples all blocks of P. Nevertheless, the absence
of the direct dependence of the Kalman gain on PFF
suggests that some simplified form of the latter could
be used (Carter 1989; Cohn 1993).
3. Point vortex systems
Point vortex flows are singular solutions to 2D Euler’s
equation. They are often used to model 2D flows dom-
inated by strong coherent vortices (McWilliams 1990;
Babiano et al. 1994; Weiss et al. 1998). A flow due to
NF point vortices is specified by their positions on the
plane [xm(t), ym(t)], m 5 1, . . . , NF, so the state vector
has dimension N 5 2NF. We will use complex coor-
dinates zm(t) 5 xm(t) 1 iym(t), and a complex-valued
state vector z ∈ . The dynamics of vortices is thenNFC
governed by the equations (Friedrichs 1966; Aref and
Pomphrey 1982):
NFi Gltż 5 1 h (t),Om Fmt t2p z * 2 z *l51,l±m m l
(m 5 1, . . . , N ), (21)F
where Gl is circulation of vortex l, and the stochastic
term hF ∈ , hF 5 1 is added to represent(y)(x)NFC h ihF F
unresolved processes. In Ide and Ghil (1998) such a
system was modeled by its deterministic part, and ob-
servations of the vortex positions and of flow velocities
at fixed stations were assimilated using the EKF.
Below we will consider the case when the data is
provided by observations of passive tracers, and assim-
ilate this information using the method introduced in
the previous section. The tracers are advected according
to
NFi Gltż 5 1 h (t),Om Dmt t2p z * 2 z *l51 m l
(m 5 1, . . . , N ), (22)D
where ND is the total number of tracers, z ∈ areNDC
their complex coordinates, hD 5 1 are system(y)(x)h ihD D
noise.
In this study, we take hF and hD to be given by
uncorrelated, white Gaussian noise with zero mean
E[ ] 5 E[ ] 5 0, and covariance given, respec-(x,y) (x,y)h hF D
tively, by
(x) (y)(x,y) (x,y) 2E [h (t)h (t9)] 5 s d(t 2 t9) I, E [h h ] 5 0F F F F
(23)
(x) (y)(x,y) (x,y) 2E [h (t)h (t9)] 5 s d(t 2 t9) I, E [h h ] 5 0.D D D D
(24)
System noise is assumed to lead to the same covariance
for vortices and tracers.
We form the state vector describing both the flow and
the tracers:
z
N 1NF Dx 5 , x ∈ C . (25)1 2z
The forecast state xf is computed by solving the deter-
ministic part of (21) and (22). The error Dxf [ xf 2 xt
is assumed to have a zero mean, its covariance is rep-
resented as a 2(NF 1 ND) 3 2(NF 1 ND) matrix
P P1 2 TP [ , P 5 E [DxDx ],11 2P P* *2 1
TP 5 E [DxDx* ] (26)2
(unbiased assumption is generally violated in nonlinear
models; it is our assumption that Dxf remains small, and
the bias can be neglected). The TLM gives
T TṖ 5 M P 1 P M 1 Q,2 2 (27)
where the linearized dynamics operator M2 is obtained
by differentiating the model equations (21) and (22) and
their complex conjugates with respect to x and x*:
0 M M 0FFM 5 , M 5 , (28)2 1 2 1 2M* 0 M MDF DD
iGlM [ (1 2 d )FF,ml ml f f 22p(z * 2 z *)m l
NF iGk2 d (29)Oml f f 22p(z * 2 z *)k±m,k51 m k
iGlM [ ,DF,ml f f 22p(z * 2 z *)m l
N iGkM [ d . (30)ODD,ml ml f f 22p(z * 2 z *)k51 m k
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The system noise covariance matrix Q is [from (23) and
(24)]:
0 I2Q 5 2s . (31)1 2I 0
Due to the symmetry of the error covariance matrix (P1
5 , 5 ), the system (27) splits into two coupledT TP P P*1 2 2
(NF 1 ND) 3 (NF 1 ND) systems
T TṖ 5 MP 1 P M ,1 2 2
T 2Ṗ 5 MP 1 P M* 1 2s I. (32)*2 1 1
The tracer positions are measured at regular time in-
tervals tj 5 jDT, j 5 1, 2, . . . , providing L 5 2ND
independent observations:
O t t O NDy 5 H[x (t )] 1 e 5 z 1 e , y ∈ C , (33)j j j jj j
that is, the observation function (19) is
t tH(x ) 5 Hx , H 5 (0 I), (34)
where 0 is ND 3 NF and I is ND 3 ND.
In our simulations the observation errors ej 5 1(x)ej
i are distributed as independent Gaussians with the(y)ej
same statistics:
(x) (x) (y) (y) 2E[e e ] 5 E[e e ] 5 r I,j j j j
(x) (y) (x) (y)E[e ] 5 E[e ] 5 E[e e ] 5 0. (35)j j j j
At each observation, the state vector is updated ac-
cording to (10), where the x and y are extended to in-
clude their complex conjugates. Using the block form
(26) the update can be written as
a f O f O fx 5 x 1 K (y 2 Hx ) 1 K (y 2 Hx )*, (36)1 2
where the subscript j is dropped for simplicity in no-
tation.
The error covariance matrix is updated according to
(14) or in terms of P1 and P2
f faP 5 I 2 K HP 2 K HP ,*1 1 1 2 2
f faP 5 K HP 2 K HP . (37)*2 1 2 2 1
The Kalman gain matrix is given by
K K1 2 21f T f TK 5 5 P H (H P H 1 R) , (38)2 2 21 2K K* *2 1
where H2 is the 2L 3 2(N 1 L) extended observation
matrix
H 0
H 5 and (39)2 1 20 H
T TE(ee ) E(e* ) 0 I
2R 5 5 2r (40)
T T 1 2[ ]E(e* e) E(e*e* ) I 0
is the covariance matrix of the observation error. The
blocks of the Kalman matrix, K1 and K2, have the same
structure as in (20): their first NF rows, that is, the
weights with which the vortex coordinates are updated,
are proportional to the correlations between the vortices
and the tracers (off-diagonal blocks of P1 and P2).
4. Computational examples
a. Two vortices
We start from the case of two identical vortices with
circulations G1 5 G2 [ G, and initial positions z1(0) 5
21, z2(0) 5 1. We take G 5 2p, for different G, l [
| z1 2 z2 | the scaling of coordinates and time
2x → 2x/l, t → (2G/pl )t, (41)
would recover our parameters; the system noise and
observation error variances would scale as s → (G1/2/
2p)s and r → 2r/l.
When the stochastic forcing is present or the initial
conditions are imprecise, the deterministic model loses
track of the full system, that is, after some time t the
error in vortex positions grows up to the order of the
system size l. The breakdown time t can be estimated
from the covariance Eq. (7). For two identical vortices
with
tE [z (0)] 5 z (0) 5 61 and (42)1,2 1,2
2E [Dz (0)Dz*(0)] 5 d 2r , m, l 5 1, 2 (43)m l ml
the model solution is (t)5 6expivt, (v 5 1/2, periodfz1,2
T 5 4p), and the solution of the variance Eq. (27) gives
E [Dz (t)Dz*(t)]m m
2 2 3s v t
2 2 2 2 25 2 r 1 s t 1 r v t 1 . (44)1 23
Our simulations have s and r in the range 0.01–0.5,
and the model loses track of the full system in one-two
motion periods. The covariance Eq. (27) becomes a poor
approximation for the error propagation for t , t (non-
linear terms become important when | zf 2 zt | ; l) and
therefore (44) gives only a rough estimation for the
breakdown time.
To track vortex positions for an extended period of
time new information about the full system has to be
injected into the model. Consider the case when the
information comes from measurements of a position of
one tracer and no other measurements are used. A com-
parison of our assimilation scheme with the nonassi-
milating model is illustrated in Fig. 1. Synthetic obser-
vations of tracer position [obtained by adding a random
error to the true tracer position according to (33)] were
taken every DT 5 1.0. The full flow was simulated by
the solution of the stochastic system (21) with s 5 0.02.
Vortices were initialized according to (42) and (43). The
initial condition for the tracer in the model was z(0) 5
0.32 0.6i, in the simulated truth it was picked randomly
from a Gaussian distribution with E[z t(0)] 5 z(0),
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FIG. 1. EKF in a two-vortex system, one tracer is observed (NF 5
2, ND 5 1), DT 5 1.0, s 5 0.02, r 5 0.02. Actual error in vortex
positions | 2 | in the model assimilating tracer positions (solidf tz z1,2 1,2
lines), and in the model without assimilation (dotted lines).
FIG. 2. Same assimilation experiment as in Fig. 1. (a) Predicted
rms error in vortex location (solid) vs actual error (dashed) and (b)
same for the tracer.
E[ |Dz(0) | 2]5 2r2, r 5 0.02. Figure 1 shows the actual
vortex position errors |Dz1,2(t) | in the deterministic
model without assimilation and in the model that as-
similates tracer position. Without assimilation the errors
grow up to the system size l in about 1.5T. Assimilation
of the tracer position affords successful tracking of the
vortices: the errors do not grow beyond Dzmax ¯ 0.4 for
the full length of the simulation. A comparison of the
predicted root-mean-square (rms) error from P f with
actual errors for a given noise realization in Fig. 2 shows
a good agreement between the two.
Figure 3 shows the errors for a similar experiment
with a different noise realization with s 5 0.05 and r
5 0.05. The assimilating model tracks the full system
for about 3T but fails after that. The expected rms errors
predicted by the variance equation do not correspond
to actual errors and remain misleadingly moderate. The
malfunction of the filter is caused by the breakdown of
the TLM. In nonlinear systems the probability density
function (PDF) of the error can differ significantly from
a Gaussian with the covariance predicted by (27). In
this situation an update may decrease the expected error
variance and at the same time deteriorate the state es-
timate. Our scheme would work properly only when the
noise levels s and r are moderate so that Dx remains
small enough and the TLM remains a good approxi-
mation. This is a general feature of the EKF (see, e.g.,
Miller et al. 1994) rather than the result of the Lagrang-
ian nature of observations.
To analyze the role of the system’s parameters we
have performed Ne 5 100 experiments with different
noise realizations for each parameter set. The results are
summarized in Table 1. The diagnostics shown in the
table are Nf , the percentage of failed experiments in
which |Dz1,2 | exceeded the ‘‘successful tracking thresh-
old’’ (chosen to be 1) for at least one step, and d 5
^ |Dz1,2 | &, the actual error in the predicted vortex po-
sitions averaged over time and noise realizations. The
simulation time was 60 (¯5T). The scheme works for
relatively large intervals between observations, the de-
pendence on s is considerably stronger than the depen-
dence on the observation error r. This is not surpris-
ing—there are no direct vortex observations and the
update of their positions is carried through , the pre-fPDF
dicted correlations between the vortices and the tracer
[see (20)]. The accuracy of updates depends strongly
on the accuracy of the prediction of PDF, which rapidly
deteriorates as s increases.
Figure 4 illustrates results of two experiments from
the table with r 5 0.02 and s 5 0.02. For DT 5 1.0
(Fig. 4a) the assimilation works well—in all 100 ex-
periments vortex errors were well below l. Less frequent
observations, DT 5 1.5, (Fig. 4a) result in a larger error
in vortex tracking.
More importantly, the filter caused a spontaneous di-
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FIG. 3. Same as in Fig. 2 but s 5 0.05, r 5 0.05.
FIG. 4. Here NF 5 2, ND 5 1. Average of | 2 | , j 5 1, 2 overf tz zj j
Ne 5 100 experiments (black lines). Individual experiments shown
in gray lines. (a) The model stays close to the full system in all 100
experiments. (b) Lower frequency of observations results in EKF
failure in 2 out of 100 experiments.
TABLE 1. Assimilation of the tracer position, NF 5 2, ND 5 1 (results of Ne 5 10 experiments with different noise realizations). Failure
rate Nf and average error in vortex positions d for different noise levels s, r, and for different intervals between observations DT.

















































vergence of the model solution in two experiments
where, during one of the update steps, the |Dz1,2 |
jumped up to the characteristic size of the system. Such
spontaneous divergence is triggered by the passage of
the tracer through neighborhoods of saddle-points of the
velocity field. When the tracer approaches a saddle an
error in its position grows exponentially along the un-
stable direction and |Dz | can reach large values be-
tween two consecutive observations. The next update
will correct the tracer, which is observed directly, but
it may deteriorate the estimates of the vortex positions,
because these corrections are computed from the P f ,
and the forecast of the latter is unreliable when |Dz |
is large.
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FIG. 5. Trajectories of the full system and the model in the corotating frame, shown for 8 , t ,
12.4; DT 5 1.5, s 5 0.04, r 5 0.02, NF 5 2, ND 5 1. Small symbols: vortex and tracer positions at
the observation times tj 5 9, 10.5, 12. Triangles: (full system), circles: (model before updates),t fx xj j
stars: (analysis state). Arrows: correction vectors. Large symbols: final positions at t 5 12.4. Vorticesaxj
are shown in blue, tracer in green.
A typical example of the spontaneous filter diver-
gence is shown in Fig. 5, where the trajectories of the
full and the model system are plotted together in the
reference frame co-rotating with the vortices. The time
series of actual and expected rms errors are shown in
Fig. 6. Prior to the last update shown in Fig. 5 (at t 5
12) the vortex error was |Dz1,2 | ¯ 0.5, similar exper-
iments indicate that an error of this magnitude is usually
corrected by the following update with tracer data. In
the present case |Dz | grew considerably faster (see Fig.
6b) due to the exponential trajectory separation near the
saddle. The expected error PDF (Gaussian with co-
variance P f ) did not reflect the actual error distribution,
and the update at t 5 12 increased the actual vortex
error (Fig. 6a). The filter failed to give a correct self-
estimation of its performance after the divergence: ex-
pected rms errors are almost an order of magnitude
smaller than the actual ones, Fig. 6 [note the inconsis-
tency between the innovations (crosses in Fig. 6b) and
their expectations after the divergence].
Since the divergence is caused by the passage of the
tracer through ‘‘bad spots’’ that give rise to trajectories
with large separation rates, it is important to locate these
spots and to find a way to treat data coming from them.
A detailed discussion of these issues is beyond the scope
of this paper. As a remark, we would like to mention
that maps of relative dispersion that are used to study
mixing in geophysical flows (Jones and Winkler 2002)
seem to be an appropriate tool for the location of such
regions.
1) DEPENDENCE ON THE LAUNCH LOCATION
In all previous experiments the initial condition of
the tracer z(0) was fixed. It is clear that the performance
of the scheme will depend on z(0). If we take | z(0) |
k l the tracer will stay in the far region and the influence
of the relative vortex motion on the tracer would be
insignificant, and the updates would not provide enough
constraint on the drifts of individual vortices induced
by system noise. On the other hand if the tracer is taken
too close to a vortex its fast rotation would lead to a
rapid growth of the tracer error Dz, and unless the ob-
servation frequency is substantially increased, the error
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FIG. 6. (a) Actual rms errors (dashed) vs expected ones (solid) for
the experiment in Fig. 5. (b) Same for the tracer, crosses correspond
to the innovations | 2 | .o fy zj j
TABLE 2. Filter failure rate Nf and average error in vortex position d for different tracer initial conditions z(0) (see Fig. 7a); NF 5 2,
ND 5 1, DT, 5 1.0; Nf and d same as in Table 1.





























covariance predicted by the TLM would become un-
reliable.
The dependence of the method’s performance on z(0)
in the case when both distances | z(0) 2 z1,2(0) | are of
order l is non trivial (see Table 2). The error diagnostics
Nf and d are defined in the same way as above, the
average is over Ne 5 200 noise realizations. The vari-
ation in the filter performance is very strong: for our
original choice of z(0) 5 0.3 2 0.6i only about 1% of
the 200 experiments failed (Nf 5 1.5% for r 5 0.02
and Nf 5 0.5% for r 5 0.04), on the other hand when
the tracer was launched closer to one of the vortices,
z(0) 5 1 2 0.6i, the filter diverged in half of the ex-
periments. Initial conditions of the tracers from Table
2 are plotted in solid circles (numbered from 1 to 5) in
Fig. 7 on the background of the streamfunction of the
two-vortex system in the corotating frame. Without
noise, the tracers would follow the streamlines and their
motion would be periodic. The separatrices (dark lines
in Fig. 7) divide the flow plane into regions with dif-
ferent types of motion such as vortex cores where tracers
rotate around only one vortex, a figure-eight area with
tracers rotating around both vortices, two ghost vortices
on each side, and the far region (outside the last se-
paratrix). Model noise introduces time dependence into
the streamline pattern, and the above description of the
tracer motion becomes invalid. Tracers in the outlined
regions still follow the pattern to some extent, but now
they may cross the separatrices and change their motion
type. It is reasonable to expect that the filter efficiency
would depend on the initial condition z(0) relative to
the corotating frame separatrices, or, in the more general
case (when there is no single corotating frame in which
the boundaries between regions with different motion
types can be approximated by streamfunction separa-
trices), relative to Lagrangian coherent structures. Re-
sults in Table 2 agree with this expectation. Good launch
locations yielding less than 1% filter failure rate are the
ones inside the ghost vortices (1, 3, and 5), where they
neither approach the vortices too closely, nor stay far
away from them. When the tracer is launched inside of
the vortex core (2) the filter tends to diverge due to fast
tracer rotation. In the far region (4) the updates are
insignificant and do not constrain the noise-induced drift
of the vortices. To see this let us define a relative dis-
tance r 5 rzz/r12 between the tracer z and vortex centroid
zc 5 z1 1 z2, where rzz 5 | z 2 zc | and r12 5 | z1 2
z2 | is the distance between the vortices. A far-away
tracer has a large r by definition. For a large r, the
correlation terms for z1 and z2 with respect to z become
indistinguishable. In this case, the filtering process can
correct only zc but not individual positions of z1 and z2
that may slowly drift away from each other. This is
somewhat similar to the case without assimilation
shown in Fig. 1, but zc is estimated correctly by the far-
away z.
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FIG. 7. Streamfunction of the flow due to two-point vortices in the
corotating frame: (a) G1 5 G2; (b) 3G1 5 G2.
FIG. 8. Dependence of the filter failure rate Nf (diamonds) and
average error in vortex position d (triangles) on tracer launch location,
z(0)5 iy0. Abscissa: y0-position of the tracer on the vertical; ordinate:
Nf (dimensionless) and d (in units of distance). (a) G1 5 G2, y0 ∈
[0.1, 3.2]; (b) 3G1 5 G2, y0 ∈ [0.4, 3.2]. Vertical lines mark separatrix
locations (see Fig. 7).
A more detailed analysis of dependence of the effi-
ciency of the assimilation on z(0) is presented in Fig.
8. Two different vortex systems were considered: with
G1 5 G2 5 2p (same as in all previous experiments)
(Fig. 8a) and with 3G1 5 G2 5 1.5 (Fig. 8b). Streamline
patterns in the corotating frame are shown in Fig. 7.
The parameters are s 5 0.02, r 5 0.04, and DT 5 1.0,
tracers were launched on the y axis: z(0) 5 iy0. The
plots show the Nf (diamonds) and d (triangles) as func-
tions of y0. The error diagnostics exhibit strong variation
around the separatrix values of y0—the effect of the flow
structures on the filter performance is evident in both
cases.
Understanding the correlation between the informa-
tional value of a drifter and its initial position is a crucial
step in devising optimal launching strategies. Lagrang-
ian flow structures provide a template that divides the
flow into regions with different types of tracer motion.
Our results show that the performance of the assimi-
lation scheme depends on which structure the drifter
was launched into, and that drifters in the same structure
yield similar results (e.g., the plateaus in Figs. 8a,b cor-
responding to the ghost vortices).
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TABLE 3. Assimilation of the flow velocity approximated at the
tracer location by a second-order finite difference (45); NF 5 2, ND
5 1, s 5 0.02, r 5 0.02.











TABLE 4. Velocity assimilation. Failure rate Nf and average error
in vortex position d for different tracer initial conditions z(0), same
parameters as in Table 2 (DT 5 1, s 5 0.02, r 5 0.02).













2) COMPARISON TO VELOCITY ASSIMILATION
An alternative approach to the assimilation of La-
grangian information is to estimate the velocity of the
flow at the drifter location from two (or more) consec-
utive position observations. The flow velocity is an Eu-
lerian variable that has a straightforward expression in
terms of the flow state vector. In this case there is no
need to track tracers and corresponding covariances,
which results in smaller system dimension; on the down
side, the quality of the observations deteriorates (ad-
ditional errors are introduced by finite differences).
To compare velocity assimilation with our approach
we have performed simulations in the same setting as
before: the system was initialized according to (42) and
(43) and was evolved by (21) and (22), where the co-
variance of the system noise h was given by (31). Tracer
positions were observed every DT [with error covari-
ance given by (40)] and a second-order finite difference
was used to estimate the flow velocity v( ) at observedoyj
tracer locations :oyj
O O O Ov (y ) 5 (3y 2 4y 1 y )/(2DT ) 1 ẽ , (45)j j j j21 j22 j
where j denotes the error resulting from the tracer ob-ẽ
servation error e, model noise h, and finite DT. We
approximate j as [neglecting O(hDT, DT 3) terms]ẽ
ẽ 5 (3e 2 4e 1 e )/(2DT ) 1 h œDTj j j21 j22 j21
1 h œ2DT, (46)j22
that results in
T T(ẽ ẽ ) (ẽ ẽ * ) 13 R 5 Qj j j jR̃ 5 5 1 . (47)
T T 21 2 1 2[ ](ẽ * ẽ ) (ẽ * ẽ * ) 2 DT 2 DTj j j j
Note that as DT→ 0 the signal-to-noise ratio in velocity
observations goes to zero, because the tracer displace-
ment due to the noise scales as , while the con-œDT
tribution of the deterministic part is ;DT (as a result
R̃ diverges as DT → 0).
The velocities (45) are assimilated into the vortex
model via the EKF. The observation function hj(z) is
given by the expression for the velocity induced by the
vortices at observed tracer locations:
NF iGmh (z) 5 , (48)Oj Oy * 2 z*m51 j m
it is nonlinear and depends on time through . Theoyj
correlations between consecutive velocity observation
errors were neglected.
The results are presented in Table 3. Comparison with
Table 1 shows that assimilation with the augmented
model is more accurate and has lower failure rates (Nf ).
The dependence of the efficiency of the velocity assim-
ilation on the tracer initial position (Table 4) shows the
same character as in the case of position assimilation.
The difference in the performance of the two schemes
is pronounced when the tracer is launched close to the
vortices; for the tracer in the far region, z(0) 5 2.4 2
2.4i, both schemes give similar results.
b. Four vortices
Depending on vortex circulations and initial positions
the motion of a deterministic four-vortex system can be
(quasi) periodic, chaotic, or can reach a singularity in
finite time (Aref and Pomphrey 1982; Novikov and Se-
dov 1978; Ziglin 1980; Kimura 1990). We will consider
a system of four identical vortices, Gm 5 2p, m 5 1,
. . . , 4, and assess the performance of our scheme in
case when the deterministic model can possess chaotic
vortex motion (the existence of regions of strong local
instability, which is a precursor of chaotic dynamics, is
known to have a negative effect on the EKF perfor-
mance (Miller et al. 1994). For our choice of s, r, and
DT, we found that one tracer cannot provide enough
information to estimate four vortices: failure rates are
close to 1 in numerical experiments with (NF, ND) 5
(4, 1). Here we report experiments with (NF, ND) 5 (4,
2).
We start from a vortex motion that does not visit the
unstable part of the phase space by initializing vortices
at the corners of a square: zm(0) 5 6 (1 6 i). Theœ3/2
length scale is chosen in such a way that the period of
the rotation of the unperturbed system, T 5 4p, coin-
cides with that of the vortex pair in section 4a. Two
tracers are initialized at z1 5 2.5i and z2 5 0.5. Vortex
and tracer initial conditions have uncorrelated errors
with E[Dzm(0)D (0)] 5 E[Dz l(0)D (0)] 5 2r2, m 5z* z*m l
1, . . . , 4, l 5 1, 2. Figure 9 shows an experiment with
s 5 0.02 and r 5 0.02, the tracers were observed every
DT 5 1.0. Similarly to the two-vortex system, the model
without assimilation loses track of the full system after
a couple of rotations. The errors of the assimilating
model remain small during the entire simulation, a com-
parison with their predicted values, (tr /NF)1/2, in Fig.fP2FF
10a shows the agreement between the two. We have
repeated the experiment with different noise realizations
and found that our assimilation scheme works very well.
In this example, the four-vortex system was initialized
in the ‘‘middle’’ of its stability region. Figure 10b shows
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FIG. 9. The | 2 | , m 5 1, . . . , 4, symmetric vortex initialf tz zm m
conditions, zj(0) 5 6 (1 6 i); DT 5 1.0, s 5 0.02, r 5 0.02,œ(3/2)
NF 5 4, ND 5 2. Dotted: no assimilation. Solid: assimilation of tracer
position.
FIG. 10. Same experiment as in Fig. 9. (a) Solid: expected vortex
rms; dashed: actual error. (b) Solid: vortex velocities | żm | , m 5 1,
. . . , 4; dashed: tracer velocities | l | , l 5 1,2.ż
the time series of the absolute value of vortex (solid)
and tracer (dashed) velocities [i.e., the deterministic part
of the right-hand sides of equations (21) and (22)], it
is evident that the vortices never deviated far from a
table synchronous rotation.
In our next example, vortices were initialized at zm(0)
5 64 6 i (corners of a rectangle), corresponding to a
quasi-periodic motion. Tracers were launched at z1(0)
5 20.5 1 i and z2(0) 5 0.5, observation frequency
and noise parameters were the same as above. The actual
vortex position errors (dashed) and the predicted rms
error (solid) are plotted in Fig. 11a. The latter is just
slightly larger than in the previous experiment, but the
actual errors are sometimes tripled. Nevertheless, the
model was able to track the full system through the
entire observation period. Vortex and tracer velocities
are plotted in Fig. 11b. Vortex motion can be described
as a sequence of noise-induced transitions between dif-
ferent quasi-periodic regimes. The unstable dynamics
of the underlying deterministic system results in larger
tracking error, despite the fact that the motion is slower
(absolute values of vortex velocities in Fig. 11b are
smaller than in Fig. 10).
Figure 12 shows results of a similar experiment with
the vortices initialized in the chaotic part of the phase
space of the deterministic model, z(0) 5 (5.241 1
3.609i, 22.1213, 2.1213, 23i). The rms error in Fig.
12a shows that the system was tracked through the entire
observation period, but the errors were consistently larg-
er than in the previous experiments. Vortex velocities
(Fig. 12b) are of the same scale as in the previous ex-
amples, but their time series have irregular appearance
typical of chaotic motion. Similar experiments with dif-
ferent noise realizations show that the performance of
the filter in chaotic regime is irregular and to ensure
successful tracking the noise levels must be reduced.
For example, in the above experiment the filter worked
reasonably well for 0 , t , 60 (with Nf 5 4%), but
diverged in Nf 5 40% of experiments on 0 , t , 120.
We have kept the observation frequency and noise
parameters fixed in all these experiments, varying the
system length scale l in order to control the performance
of the assimilating model. Smaller l results in a faster
system, which is equivalent to larger DT and r, ac-
cording to the scaling (41). In order to achieve suc-
cessful tracking, the quasi-periodic and chaotic initial-
izations required taking relatively large l that leads to
a considerably slower vortex motion. Although the pa-
rameter space of the problem is too large for general-
izations (e.g., there is a strong dependence on the tracer
initial conditions), it appears that chaotic vortex trajec-
tories that spend the longest time in the unstable parts
of the phase space are the most difficult to track.
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FIG. 11. Same as in Fig. 10 but vortices were initialized at the
vertexes of a rectangle zm(0) 5 64 6 i; tracers at z1(0) 5 20.5 1
i, z2(0) 5 0.5.
FIG. 12. Same as in Fig. 11 but for chaotic vortex initial conditions,
z(0) 5 (5.2 1 3.6i, 22.1, 2.1, 23i).
5. Conclusions
We have presented a new method for the assimilation
of tracer data into dynamical flow models. The main
difficulty in assimilating Lagrangian data is due to the
fact that drifter observations yield time-integrated in-
formation that is not a function of an instantaneous flow
state. We overcome this problem by augmenting the
model, treating tracer coordinates as additional state
vector components. Information from Lagrangian ob-
servations propagates into the flow state through the
error correlation between the tracer positions and the
flow state.
The assimilation of tracer data into two- and four-
point vortex systems affords successful tracking of the
vortices, provided that the observations are sufficiently
frequent and accurate. The filter diverges when the noise
levels are increased accounting for the nonlinear effects
that are neglected by the EKF.
The performance of the assimilation scheme strongly
depends on the initial position of the tracer relative to
the Lagrangian structures of the flow. In the case of two
vortices the boundaries of these structures can be rough-
ly approximated by the separatrices of the streamfunc-
tion in the corotating frame. Numerical examples con-
firm the strong correlation between the efficiency of the
assimilation and the tracer position with respect to the
separatrices.
Comparison of the proposed method with an alter-
native approach that assimilates flow velocity estimated
from consecutive tracer positions shows that our method
works better because we take into account the Lagrang-
ian nature of drifter information.
Numerical simulations with four-point vortices dem-
onstrate the feasibility of tracking multivortex systems
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with few tracer observations assimilated by our method.
The performance of the assimilation depends not only
on the scales of motion and noise levels, but on the
character of the underlying deterministic vortex dynam-
ics, or, from a different viewpoint, on the trajectory
separation rates in the parts of the phase space visited
during the motion. Chaotic vortex initial conditions re-
sulted in the biggest tracking errors, whereas the track-
ing in case of the symmetric initialization (that restricted
the motion to a stable part of the phase space) was the
most accurate.
Acknowledgments. L. Kuznetsov and C.K.R.T. Jones
were supported by Office of Naval Research Grant
N00014-93-1-0691; K. Ide was supported by Office of
Naval Research Grant N00014-99-0020.
REFERENCES
Anderson, J. L., 2001: An ensemble adjustment Kalman filter for data
assimilation. Mon. Wea. Rev., 129, 2884–2903.
Aref, H., and N. Pomphrey, 1982: Integrable and chaotic motion of
four vortices. I. The case of identical vortices. Proc. Roy. Soc.
London, 380, 359–387.
Babiano, A., G. Boffetta, A. Provenzale, and A. Vulpiani, 1994: Cha-
otic advection in point vortex models and two-dimensional tur-
bulence. Phys. Fluids, 6, 2465–2474.
Bower, A. S., and H. D. Hunt, 2000: Lagrangian observations of the
deep western boundary current in the North Atlantic Ocean. Part
I: Large-scale pathways and spreading rates. J. Phys. Oceanogr.,
30, 764–783.
Carr, M. E., and H. T. Rossby, 2001: Pathways of the North Atlantic
current from surface drifters and subsurface floats. J. Geophys.
Res., 106C, 4405–4419.
Carter, E. F., 1989: Assimilation of Lagrangian data into numerical
models. Dyn. Atmos. Oceans, 13, 335–348.
Cohn, S. E., 1993: Dynamics of short-term univariate forecast error
covariances. Mon. Wea. Rev., 121, 3123–3149.
Dutkiewicz, S., L. Rothstein, and T. Rossby, 2001: Pathways of cross-
frontal exchange in the North Atlantic current. J. Geophys. Res.,
106C, 26 917–26 928.
Evensen, G., 1994: Sequential data assimilation with a nonlinear qua-
si-geostrophic model using Monte-Carlo methods to forecast er-
ror statistics. J. Geophys. Res., 99C, 10 143–10 162.
——, 1997: Advanced data assimilation for strongly nonlinear dy-
namics. Mon. Wea. Rev., 125, 1342–1354.
Friedrichs, K. O., 1966: Special Topics in Fluid Dynamics. Gordon
and Breach, 177 pp.
Garfield, N., M. E. Maltrud, C. A. Collins, T. A. Rago, and R. G.
Paquette, 2001: Lagrangian flow in the California undercurrent,
an observation and model comparison. J. Mar. Syst., 106, 201–
220.
Ghil, M., and P. Malanotte-Rizzoli, 1991: Data assimilation in me-
teorology and oceanography. Advances in Geophysics, Vol. 33,
Academic Press, 141–226.
Heemink, A., M. Verlaan, and A. Segers, 2001: Variance reduced
ensemble Kalman filtering. Mon. Wea. Rev., 129, 1718–1728.
Ide, K., and M. Ghil, 1998: Extended Kalman filtering for vortex
systems. Part I: Methodology and point vortices. Dyn. Atmos.
Oceans, 27, 301–332.
——, P. Courtier, M. Ghil, and A. Lorenc, 1997: Unified notation for
data assimilation: Operational, sequential and variational. J. Me-
teor. Soc. Japan, 75, 181–189.
——, L. Kuznetsov, and C. K. R. T. Jones, cited 2002: Lagrangian
data assimilation for point vortex systems. J. Turbul. [Available
online at http://www.iop.org/EJ/article/-search53716994.1/
1468-5248/3/1/053/jt2153.pdf.]
Jazwinski, A. H., 1970: Stochastic Processes and Filtering Theory.
Academic Press, 376 pp.
Jones, C. K. R. T., and S. Winkler, 2002: Invariant manifolds and
Lagrangian dynamics in the ocean and atmosphere. Handbook
of Dynamical Systems, B. Fiedler, Ed., Vol. 2, North-Holland,
55–92.
Kimura, Y., 1990: Parametric motion of complex-time singularity
toward real collapse. Physica D, 46, 439–448.
McWilliams, J. C., 1990: The vortices of two-dimensional turbulence.
J. Fluid Mech., 219, 361–385.
Miller, R. N., M. Ghil, and F. Gauthiez, 1994: Advanced data assim-
ilation in strongly nonlinear dynamical systems. J. Atmos. Sci.,
51, 1037–1056.
——, E. F. Carter, and S. T. Blue, 1999: Data assimilation into non-
linear stochastic models. Tellus, 51A, 167–194.
Molcard, A., L. I. Piterbarg, A. Griffa, T. M. Özgökmen, and A. J.
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Özgökmen, T. M., A. Griffa, A. J. Mariano, and L. I. Piterbarg, 2000:
On the predictability of Lagrangian trajectories in the ocean. J.
Atmos. Oceanic Technol., 17, 366–383.
Pham, D. T., 2001: Stochastic methods for sequential data assimilation
in strongly nonlinear systems. Mon. Wea. Rev., 129, 1194–1207.
Poje, A. C., M. Toner, A. D. Kirwan, and C. K. R. T. Jones, 2002:
Drifter launch strategies based on Lagrangian templates. J. Phys.
Oceanogr., 32, 1855–1869.
Verlaan, M., and A. W. Heemink, 2001: Nonlinearity in data assim-
ilation applications: A practical method for analysis. Mon. Wea.
Rev., 129, 1578–1589.
Weiss, J. B., A. Provenzale, and J. C. McWilliams, 1998: Lagrangian
dynamics in high-dimensional point-vortex systems. Phys. Flu-
ids, 10, 1929–1941.
Ziglin, S. L., 1980: Nonintegrability of a problem on the motion of
four point vortices. Sov. Math. Dokl., 21, 296–299.
