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CLASSIFICATION OF A FAMILY OF NON ALMOST PERIODIC
FREE ARAKI–WOODS FACTORS
CYRIL HOUDAYER, DIMITRI SHLYAKHTENKO, AND STEFAAN VAES
Abstract. We obtain a complete classification of a large class of non almost periodic free
Araki–Woods factors Γ(µ,m)′′ up to isomorphism. We do this by showing that free Araki–
Woods factors Γ(µ,m)′′ arising from finite symmetric Borel measures µ on R whose atomic
part µa is nonzero and not concentrated on {0} have the joint measure class C(
∨
k≥1 µ
∗k) as an
invariant. Our key technical result is a deformation/rigidity criterion for the unitary conjugacy
of two faithful normal states. We use this to also deduce rigidity and classification theorems
for free product von Neumann algebras.
1. Introduction
Free Araki-Woods factors are a free probability analog of the type III hyperfinite factors, just
like free group factors are free probability analogs of the hyperfinite II1 factor. The classification
of hyperfinite type III factors has a beautiful history originating in the work of Powers [Po67].
Through the works of Connes [Co72], Haagerup [Ha85] and Krieger [Kr75], the classification
question was ultimately reduced to the classification of ergodic actions of the additive group of
real numbers R, i.e., to classification of virtual subgroups of R in the sense of Mackey.
Following [Sh96], to every orthogonal representation (Ut)t∈R of R on a real Hilbert space HR
is associated the free Araki–Woods factor Γ(U,HR)
′′. For almost periodic representations, i.e.
when (Ut) is a direct sum of finite dimensional representations, the free Araki–Woods factors
were completely classified in [Sh96] by Connes’ Sd invariant [Co74], which is in this case equal
to the subgroup of (R∗+, ·) generated by the eigenvalues of (Ut). Beyond the almost periodic
case, the classification of free Araki–Woods factors is a very intriguing open problem and there
is not even a conjectural classification statement. So far, one could only distinguish between
families of non almost periodic free Araki–Woods factors by computing their invariants, like
Connes’ τ -invariant (see [Sh97b, Sh02]), or by structural properties of their continuous core
(see [Sh02,Ho08b,Ha15]). In this paper, we prove the first complete classification theorem for
a large family of non almost periodic free Araki–Woods factors.
Orthogonal representations of R are classified by their spectral measure and multiplicity func-
tion. So, to any finite symmetric Borel measure µ on R and to any symmetric Borel multiplicity
function m : R→ N ∪ {+∞} (that we always assume to satisfy m ≥ 1 µ-almost everywhere),
we associate the free Araki–Woods factor Γ(µ,m)′′, which comes equipped with the free quasi-
free state ϕµ,m. The almost periodic case corresponds to µ being an atomic measure and then,
by [Sh96], Γ(µ1,m1)
′′ is isomorphic with Γ(µ2,m2)
′′ if and only if the sets of atoms of µ1 and
µ2 generate the same subgroup of (R,+).
In this paper, we fully classify the free Araki–Woods factors in the case where the atomic
part µa is nonzero and not concentrated on {0} and where the continuous part µc satisfies
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µc ∗ µc ≺ µc. We find in particular that in that case, the free Araki–Woods factor does not
depend on the multiplicity function m. But we also show that in other cases, Γ(µ,m)′′ does
depend on m.
In order to state our main results, we first introduce some terminology. For every σ-finite Borel
measure µ on R, we denote by C(µ) the measure class of µ, defined as the set of all Borel sets
U ⊂ R with µ(U) = 0. Note that C(µ) = C(ν) if and only if µ ∼ ν, while C(µ) ⊂ C(ν) if
and only if ν ≺ µ. For any sequence of measures (µk)k∈N, we denote by
∨
k∈N µk any measure
with the property that C(
∨
k∈N µk) =
⋂
k∈N C(µk). We denote by µ = µc + µa the unique
decomposition of a measure µ as the sum of a continuous and an atomic measure.
We show that free Araki–Woods factors Γ(µ,m)′′ arising from finite symmetric Borel measures
µ on R whose atomic part µa is nonzero and not concentrated on {0} have the joint measure
class C(
∨
k≥1 µ
∗k) as an invariant. More precisely, we obtain the following result.
Theorem A. Let µ, ν be finite symmetric Borel measures on R and m,n : R → N ∪ {+∞}
symmetric Borel multiplicity functions. Assume that ν has at least one atom not equal to 0.
If the free Araki–Woods factors Γ(µ,m)′′ and Γ(ν, n)′′ are isomorphic, then there exists an
isomorphism that preserves the free quasi-free states. In particular, the joint measure classes
C(
∨
k≥1 µ
∗k) and C(
∨
k≥1 ν
∗k) are equal.
Denote by S(R) the set of all finite symmetric Borel measures µ = µc+µa on R satisfying the
following two properties:
(i) µc ∗ µc ≺ µc and
(ii) µa 6= 0 and supp(µa) 6= {0}.
Denote by Λ(µa) the countable subgroup of R generated by the atoms of µa and by δΛ(µa) a
finite atomic measure on R whose set of atoms equals Λ(µa).
Combining our Theorem A with the isomorphism Theorem 4.1 below, we obtain a complete
classification of the free Araki–Woods factors arising from measures in S(R). Here and else-
where in this paper, we call isomorphism between von Neumann algebrasM andN any bijective
∗-isomorphism. Even when M and N are equipped with distinguished faithful normal states,
isomorphisms are not assumed to preserve these states.
Corollary B. The set of free Araki–Woods factors{
Γ(µ,m)′′ : µ ∈ S(R) and m : R→ N ∪ {+∞} is a symmetric Borel multiplicity function
}
is exactly classified, up to isomorphism, by the countable subgroup Λ(µa) and the measure class
C(µc ∗ δΛ(µa)).
Note that the measure class C(µc ∗ δΛ(µa)) equals the set of Borel sets U ⊂ R satisfying
µc(x+ U) = 0 for all x ∈ Λ(µa) and, in particular, does not depend on the choice of δΛ(µa).
The family S(R) is large and provides many nonisomorphic free Araki–Woods factors having
the same Connes’ invariants and in particular the same τ -invariant, see Example 5.4. Note that
previously, only two non almost periodic free Araki–Woods factors having the same τ -invariant
could be distinguished, see [Sh02, Theorem 5.6].
Combining our Corollary B with [HI15, Theorem A], we also obtain a complete classification
for tensor products of free Araki–Woods factors arising from measures in S(R).
We then show that free Araki–Woods factors Γ(µ,m)′′ arising from continuous finite symmetric
Borel measures µ on R have all their centralizers amenable, i.e. the centralizer of any faithful
normal state is amenable. More generally, we obtain the following result.
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Corollary C. Let µ be any finite symmetric Borel measure on R and m : R → N ∪ {+∞}
any symmetric Borel multiplicity function. The free Araki–Woods factor Γ(µ,m)′′ has all its
centralizers amenable if and only if the atomic part µa of µ is either zero or is concentrated on
{0} with m(0) = 1.
By [Ho08a], all free Araki–Woods factorsM satisfy Connes’ bicentralizer conjecture (see [Co80])
and thus, by [Ha85, Theorem 3.1], admit faithful normal states ϕ such that Mϕ ⊂ M is an
irreducible subfactor. So, having all centralizers amenable is the smallest centralizers can be
in general.
In the setting of Corollary C and under the additional assumption that the Fourier transform of
the continuous finite symmetric Borel measure µc vanishes at infinity, it was shown in [Ho08b,
Theorem 1.2] that the continuous core of the corresponding free Araki–Woods factor Γ(µ,m)′′
is solid (see [Oz03]), meaning that the relative commutant of any diffuse subalgebra that is
the range of a faithful normal conditional expectation is amenable. Any type III1 factor whose
continuous core is solid has all its centralizers amenable. Observe that there are many free
Araki–Woods factors arising in Corollary C whose Connes’ τ -invariant (see [Co74]) is not the
usual topology on R. In particular, these free Araki–Woods factors have a continuous core that
is not full (see [Co74, Sh02]) and hence not solid (see [Oz03, Proposition 7] with N0 = M).
Therefore, Corollary C provides many new examples of type III1 factors whose centralizers are
all amenable.
The following is an immediate consequence of Corollary C.
Corollary D. Let λ be the Lebesgue measure on R. Then Γ(λ+ δ0, 1)
′′ 6∼= Γ(λ+ δ0, 2)
′′. So in
certain cases, the isomorphism class of Γ(µ,m)′′ depends on the multiplicity function m.
Our main technical tool to prove the results mentioned so far is a deformation/rigidity criterion
for the unitary conjugacy of two faithful normal states on a von Neumann algebra M . In
Corollary 3.2 below, we prove that a corner of the state ψ is unitarily conjugate with a corner
of the state ϕ if and only if in the continuous core c(M), there is a Popa intertwining bimodule
(in the sense of [Po02, Po03]) between the canonical subalgebras Lψ(R) and Lϕ(R) of c(M)
given by realizing c(M) as respectively M ⋊σψ R and M ⋊σϕ R (see Section 2 for details).
More generally, when P ⊂M is a von Neumann subalgebra that is the range of a faithful normal
conditional expectation EP :M → P , we provide in Theorem 3.1 below a deformation/rigidity
criterion describing when a state ψ on M has a corner that is unitarily conjugate with a corner
of a state of the form θ◦EP . Applying this criterion to a free product von Neumann algebraM ,
we obtain the following complete characterization of when M has all its centralizers amenable.
Theorem E. For i = 1, 2, let (Mi, ϕi) be a von Neumann algebra with a faithful normal
state. Denote by (M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2) their free product. Then M has all its central-
izers amenable if and only if both M1 and M2 have all their centralizers amenable and M
ϕ is
amenable.
Finally, we use the same criterion, in combination with methods of [Sh97a], to prove the
following classification result for a free product with a free Araki–Woods factor.
Theorem F. Let µ be a continuous finite symmetric Borel measure on R. Fix the free Araki–
Woods factor (M,ϕ) = (Γ(µ,+∞)′′, ϕµ,+∞), where +∞ denotes the multiplicity function equal
to +∞ everywhere.
(i) If (A, τ) and (B, τ) are nonamenable II1 factors with their tracial states, then the free
products (M,ϕ) ∗ (A, τ) and (M,ϕ) ∗ (B, τ) are isomorphic (not necessarily in a state
preserving way) if and only if there exists a t > 0 such that A ∼= Bt.
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(ii) If (Ai, ψi), i = 1, 2, are full type III factors with almost periodic states having a facto-
rial centralizer Aψii , then the free products (M,ϕ) ∗ (A1, ψ1) and (M,ϕ) ∗ (A2, ψ2) are
isomorphic (again, not necessarily in a state preserving way) if and only if A1 ∼= A2.
By Theorem F, the free Araki–Woods factors Γ((λ,+∞) + (δ0,m))
′′ are isomorphic for all
2 ≤ m < +∞, but the question whether these are isomorphic with Γ((λ,+∞) + (δ0,+∞))
′′ is
equivalent with the free group factor problem L(Fm) ∼=
? L(F∞).
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2. Preliminaries
For any von Neumann algebra M , we denote by U(M) its group of unitaries. For any (possibly
unbounded) positive selfadjoint closed operator A on a separable Hilbert space H, we denote
by C(A) the measure class on R of the spectral measure of log(A), i.e. the set of all Borel sets
U ⊂ R such that the spectral projection 1U (log(A)) equals 0. Here 1U denotes the function
that is equal to 1 on U and equal to 0 elsewhere. Note that we can always choose a measure µ
on R such that C(A) = C(µ).
Free Araki–Woods factors. Following [Sh96], we associate to every orthogonal represen-
tation (Ut)t∈R of R on the real Hilbert space HR the free Araki–Woods factor Γ(HR, Ut)
′′,
equipped with the free quasi-free state ϕU .
Denoting by H = HR + iHR the complexification of HR, define the positive nonsingular
operator ∆ on H such that Ut = ∆
it for all t ∈ R. Also define the anti-unitary operator
J : H → H : J(ξ + iη) = ξ − iη for all ξ, η ∈ HR. Then, J∆J = ∆
−1. Therefore, the measure
class C(∆) of the spectral measure of log(∆) and the multiplicity function m : R→ N∪{+∞}
of log(∆) are symmetric. This measure class and multiplicity function completely classify
orthogonal representations of R on separable real Hilbert spaces. We therefore use the notation
(Γ(µ,m)′′, ϕµ,m) to denote the free Araki–Woods factor and its free quasi-free state associated
with the unique orthogonal representation with spectral invariant (µ,m).
CLASSIFICATION OF A FAMILY OF NON ALMOST PERIODIC FREE ARAKI–WOODS FACTORS 5
Background on σ-finite von Neumann algebras. Let M be any σ-finite von Neumann
algebra with predual M∗ and ϕ ∈M∗ any faithful normal state. We denote by σ
ϕ the modular
automorphism group of the state ϕ defined by the formula σϕt = Ad(∆
it
ϕ) for all t ∈ R.
The centralizer Mϕ of the state ϕ is by definition the fixed point algebra of (M,σϕ). The
continuous core ofM with respect to ϕ, denoted by cϕ(M), is the crossed product von Neumann
algebra M ⋊σϕ R. The natural inclusion πϕ : M → cϕ(M) and the unitary representation
λϕ : R→ cϕ(M) satisfy the covariance relation
λϕ(t)πϕ(x)λϕ(t)
∗ = πϕ(σ
ϕ
t (x)) for all x ∈M and all t ∈ R.
Put Lϕ(R) := λϕ(R)
′′. There is a unique faithful normal conditional expectation ELϕ(R) :
cϕ(M) → Lϕ(R) satisfying ELϕ(R)(πϕ(x)λϕ(t)) = ϕ(x)λϕ(t) for all x ∈ M and all t ∈ R.
The faithful normal semifinite weight defined by f 7→
∫
R
exp(−s)f(s) ds on L∞(R) gives rise
to a faithful normal semifinite weight Trϕ on Lϕ(R) via the Fourier transform. The formula
Trϕ = Trϕ ◦ ELϕ(R) extends it to a faithful normal semifinite trace on cϕ(M).
Because of Connes’ Radon–Nikodym cocycle theorem [Co72, The´ore`me 1.2.1] (see also [Ta03,
Theorem VIII.3.3]), the semifinite von Neumann algebra cϕ(M) together with its trace Trϕ
does not depend on the choice of ϕ in the following precise sense. If ψ ∈ M∗ is another
faithful state, there is a canonical isomorphism Πϕ,ψ : cψ(M) → cϕ(M) of cψ(M onto cϕ(M)
such that Πϕ,ψ ◦ πψ = πϕ and Trϕ ◦ Πϕ,ψ = Trψ. Note however that Πϕ,ψ does not map the
subalgebra Lψ(R) ⊂ cψ(M) onto the subalgebra Lϕ(R) ⊂ cϕ(M) (and hence we use the symbol
Lϕ(R) instead of the usual L(R)). We have Πϕ,ψ(λψ(t)) = πϕ(wt)λϕ(t) for every t ∈ R, where
wt = [Dψ : Dϕ]t is Connes’ Radon–Nikodym cocycle between ψ and ϕ.
Lemma 2.1. Let M be any σ-finite von Neumann algebra and ϕ ∈M∗ any faithful state such
that Mϕ is a II1 factor. Let M
ϕ ⊂ P ⊂M be any intermediate von Neumann subalgebra that
is globally invariant under the modular automorphism group σϕ. Denote by EP : M → P the
unique ϕ-preserving conditional expectation and write M ⊖ P := ker(EP ). Let p ∈M
ϕ be any
nonzero projection and put ϕp :=
ϕ(p · p)
ϕ(p) ∈ (pMp)∗.
Then we have
C(∆ϕ) = C(∆ϕp) and C(∆ϕ|L2(M)⊖L2(P )) = C(∆ϕp |L2(pMp)⊖L2(pPp)).
Proof. Fix a standard representation M ⊂ B(H) and denote by ξϕ ∈ H the canonical unit
vector that implements ϕ. For every x ∈M , denote by µϕx the unique finite Borel measure on
R that satisfies
ϕ(x∗σϕt (x)) = 〈∆
it
ϕ(xξϕ), xξϕ〉 =
∫
R
exp(ist) dµϕx(s) for all t ∈ R.
For any Borel subset U ⊂ R, we have U ∈ C(∆ϕ) (resp. U ∈ C(∆ϕ|L2(M)⊖L2(P ))) if and only if
µϕx(U) = 0 for all x ∈M (resp. for all x ∈M⊖P ). Since pMp ⊂M and p(M⊖P )p ⊂M⊖P , it
is clear that C(∆ϕ) ⊂ C(∆ϕp) (resp. C(∆ϕ|L2(M)⊖L2(P )) ⊂ C(∆ϕp |L2(pMp)⊖L2(pPp))). It remains
to prove that C(∆ϕp) ⊂ C(∆ϕ) (resp. C(∆ϕp |L2(pMp)⊖L2(pPp)) ⊂ C(∆ϕ|L2(M)⊖L2(P ))).
Up to shrinking p ∈ Mϕ if necessary and since we have p2Mp2 ⊂ p1Mp1 and p2(M ⊖ P )p2 ⊂
p1(M ⊖P )p1 whenever p2 ≤ p1 with p1, p2 nonzero projections in M
ϕ, we may assume without
loss of generality that ϕ(p) = m−1 with m ∈ N. Since Mϕ is a II1 factor, we may find partial
isometries u1, . . . , um ∈M
ϕ such that u1 = p, u
∗
juj = p for all 1 ≤ j ≤ m and
∑m
j=1 uju
∗
j = 1.
Let x ∈M (resp. x ∈M ⊖ P ). Since ϕ(x∗σϕt (x)) = ϕ(p)
∑m
i,j=1ϕp((u
∗
jxui)
∗σ
ϕp
t (u
∗
jxui)) for all
t ∈ R, we have µϕx = ϕ(p)
∑m
i,j=1 µ
ϕp
u∗jxui
. If x ∈M⊖P , then u∗jxui ∈ p(M⊖P )p for all 1 ≤ i, j ≤
m. This implies that C(∆ϕp) ⊂ C(∆ϕ) (resp. C(∆ϕp |L2(pMp)⊖L2(pPp)) = C(∆ϕ|L2(M)⊖L2(P ))) and
finishes the proof. 
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Popa’s intertwining-by-bimodules. Popa introduced his intertwining-by-bimodules theory
in [Po02, Po03]. In the present work, we make use of this theory in the context of semifinite von
Neumann algebras. We introduce the following terminology. Let M be any σ-finite semifinite
von Neumann algebra endowed with a fixed faithful normal semifinite trace Tr. Let 1A and 1B
be any nonzero projections in M and let A ⊂ 1AM1A and B ⊂ 1BM1B be any von Neumann
subalgebras. Assume that Tr(1A) < +∞ and that Tr|B is semifinite.
We say that A embeds into B inside M and write A ≺M B if there exist a projection e ∈ A,
a finite trace projection f ∈ B, a nonzero partial isometry v ∈ eMf and a unital normal
homomorphism θ : eAe → fBf such that av = vθ(a) for all a ∈ eAe. We use the following
useful characterization [Po02, Po03] (see also [HR10, Lemma 2.2]).
Theorem 2.2. Keep the same notation as above. Denote by EB : 1BM1B → B the unique
trace preserving conditional expectation. Then the following conditions are equivalent.
(i) A ≺M B.
(ii) There exists no net (wi)i∈I of unitaries in U(A) such that limi ‖EB(y
∗wix)‖2 = 0 for
all x, y ∈ 1AM1B.
3. A criterion for the unitary conjugacy of states
Recall that for any von Neumann algebra N , any θ ∈ N∗ and any a, b ∈ N , we define (aθb)(y) :=
θ(bya) for every y ∈ N .
Theorem 3.1. Let M be a von Neumann algebra with a faithful normal state ϕ ∈ M∗ and
P ⊂ M a von Neumann subalgebra that is the range of a ϕ-preserving conditional expectation
EP : M → P . Let ψ ∈ M∗ be another faithful normal state and q ∈ M
ψ a nonzero projection.
Then the following statements are equivalent.
(i) There exists a nonzero finite trace projection r ∈ Lψ(R) such that
Πϕ,ψ(Lψ(R)qr) ≺cϕ(M) cϕ(P ) .
(ii) There exist a faithful normal positive functional θ ∈ P∗ and a nonzero partial isometry
v ∈M such that p = vv∗ ∈Mθ◦EP , q0 = v
∗v ∈ qMψq and ψq0 = v
∗(θ ◦ EP )v.
Proof. Assume that (i) holds. Write wt = [Dψ : Dϕ]t. We claim that there exists a δ > 0 and
x1, . . . , xk ∈ qM such that
(3.1)
k∑
i,j=1
ϕ
(
EP (x
∗
i wt σ
ϕ
t (xj)) EP (x
∗
i wt σ
ϕ
t (xj))
∗
)
≥ δ
for all t ∈ R. Assuming that the claim is false, we prove that (i) does not hold. Take a net
ti ∈ R such that
lim
i
ϕ
(
EP (x
∗ wti σ
ϕ
ti
(y)) EP (x
∗wti σ
ϕ
ti
(y))∗
)
= 0
for all x, y ∈ qM . Using the 2-norm ‖ · ‖2 w.r.t. the canonical trace on cϕ(M), we get that for
all finite trace projections p, p′ ∈ Lϕ(R) and all x, y ∈ qM ,∥∥pEP (x∗wti σϕti(y)) p′∥∥22 ≤ ∥∥pEP (x∗ wti σϕti(y))∥∥22
= Tr(p)ϕ
(
EP (x
∗ wti σ
ϕ
ti
(y)) EP (x
∗ wti σ
ϕ
ti
(y))∗
)
→ 0 .
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We then also get for all finite trace projections p, p′ ∈ Lϕ(R), all s, s
′ ∈ R and all x, y ∈ M
that ∥∥Ecϕ(P )(p λϕ(s)∗ x∗Πϕ,ψ(λψ(ti)q) y λϕ(s′) p′)∥∥2
=
∥∥λϕ(s)∗ pEP ((qx)∗wtiσϕti(qy)) p′ λϕ(ti + s′)‖2
=
∥∥pEP ((qx)∗wtiσϕti(qy)) p′‖2 → 0 .
The linear span of such elements xλϕ(s)p is dense in L
2(cϕ(M),Tr). So whenever r ∈ Lψ(R) is
a finite trace projection and a, b ∈ cϕ(M), we first approximate Πϕ,ψ(r) b in ‖ · ‖2 by a linear
combination of yλϕ(s
′)p′ and conclude that∥∥Ecϕ(P )(p λϕ(s)∗ x∗Πϕ,ψ(λψ(ti)qr) b)∥∥2 → 0
for all finite trace projections p ∈ Lϕ(R) and all s ∈ R, x ∈M . We then approximate Πϕ,ψ(r) a
in ‖ · ‖2 by a linear combination of xλϕ(s)p and conclude that∥∥Ecϕ(P )(a∗Πϕ,ψ(λψ(ti)qr) b)∥∥2 → 0 .
Applying Theorem 2.2, we conclude that (i) does not hold. This concludes the proof of the
claim.
Fix δ > 0 and x1, . . . , xk such that (3.1) holds for all t ∈ R. Denote by 〈M,eP 〉 the basic
construction for P ⊂ M , i.e. the von Neumann algebra acting on L2(M,ϕ) generated by M
acting by left multiplication and the orthogonal projection eP : L
2(M,ϕ) → L2(P,ϕ). As
in [ILP96, Section 2.1], denote by ϕˆ the canonical faithful normal semifinite weight on 〈M,eP 〉
characterized by
σϕˆt (xeP y) = σ
ϕ
t (x)ePσ
ϕ
t (y) and ϕˆ(xeP y) = ϕ(xy)
for all x, y ∈ R. We have σϕˆt (T ) = ∆
it
ϕT∆
−it
ϕ for all T ∈ 〈M,eP 〉 and all t ∈ R. In particular,
σϕˆt (x) = σ
ϕ
t (x) for all x ∈ M . Denote by TM the unique faithful normal semifinite operator
valued weight from 〈M,eP 〉 to M such that ϕˆ = ϕ ◦TM . Note that TM (eP ) = 1.
Define ψˆ = ψ ◦ TM . So, ψˆ is a faithful normal semifinite weight on 〈M,eP 〉 and by [Ha77,
Theorem 4.7], we have
[Dψˆ : Dϕˆ]t = [Dψ : Dϕ]t = wt
for all t ∈ R. In particular, we get that
(3.2) σψˆt (xeP y) = wtσ
ϕ
t (x)ePσ
ϕ
t (y)w
∗
t
for all x, y ∈M and t ∈ R.
Define the positive element X ∈ q〈M,eP 〉q by
X =
k∑
j=1
xjePx
∗
j .
Also define the normal positive functional Ω ∈ 〈M,eP 〉∗ given by
Ω(T ) =
k∑
i=1
ϕˆ(ePx
∗
iTxieP )
for all T ∈ 〈M,eP 〉. Using (3.2) and (3.1), we get for every t ∈ R,
Ω(σψˆt (X)) =
k∑
i,j=1
ϕˆ
(
ePx
∗
iwtσ
ϕ
t (xj)ePσ
ϕ
t (xj)
∗w∗t xieP
)
=
k∑
i,j=1
ϕ
(
EP (x
∗
iwtσ
ϕ
t (xj)) EP (x
∗
iwtσ
ϕ
t (xj))
∗
)
≥ δ .
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Define K as the σ-weakly closed convex hull of {σψˆt (X) : t ∈ R} inside q〈M,eP 〉q. Note that
‖Y ‖ ≤ ‖X‖ for all Y ∈ K. Also, every Y ∈ K is positive and satisfies ψˆ(Y ) ≤ ψˆ(X) < +∞,
by the σψˆt -invariance and σ-weak lower semicontinuity of ψˆ. We then also have
ψˆ(Y ∗Y ) = ψˆ(Y 2) ≤ ‖Y ‖ ψˆ(Y ) ≤ ‖X‖ ψˆ(X)
for all Y ∈ K. By [HI15, Lemma 4.4], the image of K in L2(〈M,eP 〉, ψˆ) is norm closed. So,
there is a unique element X0 ∈ K where the function Y 7→ ψˆ(Y
∗Y ) attains its minimal value.
Since this function is σψˆt -invariant, it follows that σ
ψˆ
t (X0) = X0 for all T . Since Ω(σ
ψˆ
t (X)) ≥ δ
for all t ∈ R, also Ω(X0) ≥ δ, so that X0 6= 0. Since TM ◦ σ
ψˆ
t = σ
ψ
t ◦ TM and since TM is
σ-weakly lower semicontinuous, we get that ‖TM (Y )‖ ≤ ‖TM (X)‖ < +∞ for all Y ∈ K. In
particular, ‖TM (X0)‖ < +∞.
Take ε > 0 small enough such that the spectral projection e = 1[ε,+∞)(X0) is nonzero. It follows
that e is a projection in q〈M,eP 〉q satisfying σ
ψˆ
t (e) = e for all t ∈ R and ‖TM (e)‖ < +∞.
By Lemma 3.3 below, we may assume that e ≺ eP inside 〈M,eP 〉. Take a partial isometry
V ∈ 〈M,eP 〉 such that V
∗V = e and V V ∗ ≤ eP . Let p0 ∈ P be the unique projection such
that V V ∗ = p0eP . We get that V = p0V . Since e ≤ q, we also have V = V q.
Since ‖TM (V
∗V )‖ = ‖TM (e)‖ < +∞, it follows from the push down lemma [ILP96, Proposition
2.2] (where the factoriality assumption is unnecessary) that
V = ePV = eP TM (ePV ) = eP TM (V ) .
Write v = TM (V ). Then, v ∈M and V = eP v. By construction, v ∈ p0Mq.
Since eP 〈M,eP 〉eP = PeP , we can uniquely define ut ∈ P such that
uteP = V wtσ
ϕˆ
t (V
∗)
for all t ∈ R. Since V ∗V = e and wtσ
ϕˆ
t (V
∗V )w∗t = σ
ψˆ
t (e) = e, we get that utu
∗
t = p0 and
u∗tut = σ
ϕ
t (p0) for all t ∈ R. Also, t 7→ ut is strongly continuous and
utσ
ϕ
t (us) eP = uteP σ
ϕˆ
t (useP ) = V wtσ
ϕˆ
t (V
∗) σϕˆt (V wsσ
ϕˆ
s (V
∗))
= V wt σ
ϕˆ
t (V
∗V )σϕt (ws)σ
ϕˆ
t+s(V
∗) = V σψˆt (e)wtσ
ϕ
t (ws)σ
ϕˆ
t+s(V
∗)
= V wt+s σ
ϕˆ
t+s(V
∗) = ut+seP
for all s, t ∈ R. So, (ut)t∈R is a 1-cocycle for ϕ|P . By [Co72, The´ore`me 1.2.4] (see also [Ta03,
Theorem VIII.3.21] for a formulation adapted to non faithful states), there is a unique faithful
normal semifinite weight θ on p0Pp0 such that [Dθ : Dϕ|P ]t = ut for all t ∈ R. Define the
faithful normal semifinite weight θ1 on p0Mp0 by θ1 = θ ◦ EP . By [Ha77, Theorem 4.7], we
have that [Dθ1 : Dϕ]t = ut for all t ∈ R.
Since ut ∈ P , we get that
ePutσ
ϕ
t (v) = utePσ
ϕ
t (v) = utePσ
ϕˆ
t (V )
= V wtσ
ϕˆ
t (V
∗V ) = V σψˆt (V
∗V )wt = V wt = eP vwt .
Applying TM , we conclude that utσ
ϕ
t (v) = vwt for all t ∈ R. Replacing v by its polar
part, we may assume that v ∈ M is a partial isometry such that p1 = vv
∗ ∈ (p0Mp0)
θ1 and
q1 = v
∗v ∈ qMψq. We then get that
[D(v∗θ1v) : Dϕ]t = v
∗[Dθ1 : Dϕ]tσ
ϕ
t (v) = v
∗utσ
ϕ
t (v) = q1[Dψ : Dϕ]t = [D(ψq1) : Dϕ]t
for all t ∈ R. We conclude that ψq1 = v
∗θ1v.
In particular, θ(EP (p1)) = θ1(p1) = ψ(q1) < +∞. Also, σ
θ
t (EP (p1)) = EP (σ
θ1
t (p1)) = EP (p1),
for all t ∈ R. We can thus find a nonzero spectral projection f of EP (p1) such that fv 6= 0,
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θ(f) < +∞ and f ∈ (p0Pp0)
θ. Since utσ
ϕ
t (v) = vwt, [Dθ : Dϕ|P ]t = ut and f ∈ (p0Pp0)
θ, we
get that
utσ
ϕ
t (fv) = futσ
ϕ
t (v) = fvwt .
We then replace θ by θf and v by the polar part of fv. Then, θ is a faithful normal positive
functional on fPf , the projection p = vv∗ belongs to (fMf)θ◦EP , the projection q0 = v
∗v
belongs to qMψq and ψq0 = v
∗(θ ◦ EP )v. Adding to θ an arbitrary faithful normal state on
(1− f)P (1− f), it follows that (ii) holds.
Conversely, assume that (ii) holds. Take θ, q0, p and v as in the statement of (ii). Define
wt = [Dψ : Dϕ]t and ut = [Dθ : Dϕ|P ]t. Since ψq0 = v
∗(θ ◦ EP )v, we get that vwt = utσ
ϕ
t (v)
for all t ∈ R. This means that
v Πϕ,ψ(λψ(t)) = Πϕ|P ,θ(λθ(t)) v
for all t ∈ R. Also, v Πϕ,ψ(qr) = v Πϕ,ψ(r) 6= 0 for every nonzero finite trace projection
r ∈ Lψ(R). We conclude that
Πϕ,ψ(Lψ(R)qr) ≺cϕ(M) cϕ(P )
for every nonzero finite trace projection r ∈ Lψ(R), so that (i) holds. 
Applying Theorem 3.1 to the case P = C1, we get the following result.
Corollary 3.2. Let M be a von Neumann algebra with faithful normal states ψ,ϕ ∈ M∗ and
let q ∈Mψ be a nonzero projection. Then the following statements are equivalent.
(i) There exists a nonzero finite trace projection r ∈ Lψ(R) such that
Πϕ,ψ(Lψ(R)qr) ≺cϕ(M) Lϕ(R) .
(ii) There exists a nonzero partial isometry v ∈ M such that p = vv∗ belongs to Mϕ,
q0 = v
∗v belongs to qMψq, and
1
ψ(q0)
ψq0 =
1
ϕ(p)
v∗ϕv .
Lemma 3.3. Let ψ be a faithful normal semifinite weight on a von Neumann algebra N and
e ∈ Nψ a projection satisfying 0 < ψ(e) < +∞. Let e1 ∈ N be any projection with central
support equal to 1. Then there exists a nonzero projection e0 ∈ eN
ψe satisfying e0 ≺ e1 inside
N .
Proof. Since the central support of e1 equals 1, we can find a nonzero projection f ∈ N such
that f ≤ e and f ≺ e1. Define the faithful normal state θ on eNe given by θ(x) = ψ(e)
−1ψ(x)
for all x ∈ eNe. By [HU15, Lemma 2.1], there exists a projection e0 ∈ (eNe)
θ such that e0 ∼ f
inside eNe. Then, e0 is a nonzero projection in eN
ψe and e0 ≺ e1 inside N . 
4. Isomorphisms of free Araki–Woods factors
The isomorphism part of Corollary B follows from the following result that we deduce from
[Sh96].
Theorem 4.1. Let µ be any finite symmetric Borel measure on R and m : R → N ∪ {+∞}
any symmetric Borel multiplicity function. Denote by Λ the subgroup of R generated by the
atoms of µ and assume that Λ 6= {0}. There is an isomorphism
Γ(µ,m)′′ ∼= Γ(µ ∗ δΛ,+∞)
′′
preserving the free quasi-free states, where δΛ denotes any atomic finite symmetric Borel mea-
sure on R with set of atoms equal to Λ.
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Proof. For every 0 < a < 1, we denote by Ba the von Neumann algebra B(ℓ
2(N)) equipped
with the faithful normal state θa given by
θa(T ) = (1− a)
∞∑
k=0
ak〈T (δk), δk〉 ,
where (δk)k∈N is the standard orthonormal basis of ℓ
2(N). Throughout the proof of the theo-
rem, we always assume that a free Araki–Woods factor comes with its free quasi-free state and
that all free products are taken w.r.t. the canonical states that we fixed. We always equip a
free product with the free product state and a tensor product with the tensor product state.
We first prove that for every 0 < a < 1, for all finite symmetric Borel measures µ on R and
all symmetric Borel multiplicity functions m : R→ N ∪ {+∞}, there exists a state preserving
isomorphism
(4.1) Γ(µ,m)′′ ∗Ba ∼= Γ(µ ∗ δZ log(a),+∞)
′′ ⊗Ba .
To prove (4.1), fix an orthogonal representation (Ut)t∈R of R on a real Hilbert space HR having
(µ,m) as its spectral invariant. Denote by H = HR + iHR the complexification of HR. Define
the positive operator ∆ on H such that Ut = ∆
it and denote by J : H → H the anti-unitary
operator given by J(ξ + iη) = ξ − iη for all ξ, η ∈ HR. Define H1 = H ⊗ ℓ
2(N2). On H1, we
consider the positive operator ∆1 and anti-unitary operator J1 given by
∆1(ξ ⊗ δij) = a
j−i∆(ξ)⊗ δij and J1(ξ ⊗ δij) = J(ξ)⊗ δji
for all i, j ∈ N and ξ ∈ D(∆). Here, (δij) denotes the standard orthonormal basis of ℓ
2(N2).
Note that J1∆1J1 = ∆
−1
1 .
Denote by F(H1) the full Fock space ofH1 and by θ1 the vector state on B(F(H1)) implemented
by the vacuum vector. For every ξ ∈ H, define the element L(ξ) ∈ B(F(H1))⊗Ba given by
L(ξ) =
∞∑
i,j=0
ℓ(ξ ⊗ δij)⊗ eij
√
(1− a)ai .
By [Sh96, Theorem 5.2], we can realize Γ(µ,m)′′∗Ba as the von Neumann algebraM generated
by
{L(ξ) + L(J∆1/2ξ)∗ : ξ ∈ D(∆1/2)} and 1⊗Ba .
Moreover, the free product state on Γ(µ,m)′′ ∗Ba is given by the restriction of θ1 ⊗ θa to M.
To conclude the proof of (4.1), it thus suffices to show that there is a state preserving isomor-
phism
(4.2)
(
(1⊗ e00)M(1⊗ e00), θ1) ∼=
(
Γ(µ ∗ δZ log(a),+∞)
′′, ϕµ∗δZ log(a),+∞
)
.
The left hand side of (4.2) is generated by the operators
(1⊗ e0i) (L(ξ) + L(J∆
1/2ξ)∗) (1 ⊗ ej0) =
√
(1− a)ai
(
ℓ
(
ξ ⊗ δij
)
+ ℓ
(
J1∆
1/2
1 (ξ ⊗ δij)
)∗)
.
So, the left hand side of (4.2) equals (Γ(µ1,m1)
′′, ϕµ1,m1) where µ1 and m1 are chosen so that
the measure class and multiplicity function of log(∆1) equal C(µ1) and m1. One checks that
C(µ1) = C(µ ∗ δZ log(a)) and m1 = +∞ a.e. So we have proved the existence of the state
preserving isomorphism (4.1).
We next prove that for every t > 0, there is a state preserving isomorphism
(4.3) Γ(µ,m)′′ ∗ Γ(δt + δ−t, 1)
′′ ∼= Γ(µ ∗ δZt ∨ δZt,+∞)
′′ .
By [Sh96, Theorem 4.8], there is a state preserving isomorphism
Γ(δt + δ−t, 1)
′′ ∼= L∞([0, 1]) ∗Bexp(−t) .
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By [Sh96, Theorem 2.11], the free Araki–Woods functor Γ turns direct sums into free products.
Writing µ1 = µ+δ0, m1 = m+δ0 and using (4.1), we obtain the state preserving isomorphisms
Γ(µ,m)′′ ∗ Γ(δt + δ−t, 1)
′′ ∼= Γ(µ1,m1)
′′ ∗Bexp(−t) ∼= Γ(µ1 ∗ δZt,+∞)
′′ ⊗Bexp(−t) .
Applying this to (µ,m) = (µ1 ∗ δZt,+∞), we also have the state preserving isomorphisms
Γ(µ1 ∗ δZt,+∞)
′′ ∼= Γ(µ1 ∗ δZt,+∞)
′′ ∗ Γ(δt + δ−t, 1)
′′ ∼= Γ(µ1 ∗ δZt,+∞)
′′ ⊗Bexp(−t) .
Combining both, it follows that (4.3) holds.
We are now ready to prove the theorem. Fix an atom t > 0 of µ. Writing (µ,m) = (µ0,m0) +
(δt + δ−t, 1), we get from (4.3) the state preserving isomorphism
(4.4) Γ(µ,m)′′ ∼= Γ(µ0,m0)
′′ ∗ Γ(δt + δ−t, 1)
′′ ∼= Γ(µ0 ∗ δZt ∨ δZt,+∞)
′′ ∼= Γ(µ ∗ δZt,+∞)
′′ .
Let {tn : n ≥ 0} be the positive atoms of µ, with repetitions if there are only finitely many of
them. For every n ≥ 0, define
µn = µ ∗ δZt0 ∗ · · · ∗ δZtn .
For every n, tn+1 is an atom of µn. Repeatedly applying (4.4), we find the state preserving
isomorphisms
Γ(µ,m)′′ ∼= Γ(µ0,+∞)
′′ ∼= Γ(µn,+∞)
′′ .
So, we also get state preserving isomorphisms
Γ(µ,m)′′ ∼= Γ(µ0,+∞)
′′ ∼= ∗
n∈N
Γ(µ0,+∞)
′′ ∼= ∗
n∈N
Γ(µn,+∞)
′′ ∼= Γ(∨n∈Nµn,+∞) .
Since ∨n∈Nµn is equivalent with µ ∗ δΛ, the theorem follows. 
We deduce the isomorphism part of Theorem F from the following result, generalizing [Sh97a,
Theorem 5.1] and proved using the same methods. For every faithful normal state ψ on a
von Neumann algebra A and for every nonzero projection p ∈ A, we denote by ψp the faithful
normal state on pAp given by ψp(a) = ψ(p)
−1ψ(a) for all a ∈ pAp.
Proposition 4.2. Let µ be a finite symmetric Borel measure on R and fix the free Araki–
Woods factor (M,ϕ) = (Γ(µ,+∞)′′, ϕµ,+∞). Let A be a von Neumann algebra with a faithful
normal state ψ having a factorial centralizer Aψ. For every nonzero projection p ∈ Aψ, there
is a state preserving isomorphism(
p
(
(M,ϕ) ∗ (A,ψ)
)
p, (ϕ ∗ ψ)p
)
∼=
(
(M,ϕ) ∗ (pAp, ψp), ϕ ∗ ψp
)
.
To prove Proposition 4.2, we need the following lemma. It is a direct consequence of [Sh97a,
Corollary 2.5]. To formulate the lemma, we use yet another convention for the construction of
free Araki–Woods factors. We call involution on a Hilbert space H any closed densely defined
antilinear operator S satisfying S(ξ) ∈ D(S) and S(S(ξ)) = ξ for all ξ ∈ D(S). Taking the
polar decomposition S = J∆1/2 of such an involution, we obtain an anti-unitary operator J
and a nonsingular positive selfadjoint operator ∆ satisfying J∆J = ∆−1. Denoting by Ut
the restriction of ∆it to the real Hilbert space HR = {ξ ∈ H : J(ξ) = ξ}, we obtain an
orthogonal representation (Ut)t∈R. Every orthogonal representation of R arises in this way.
The associated free Araki–Woods factor can be realized on the full Fock space F(H) as the
von Neumann algebra generated by the operators ℓ(ξ) + ℓ(S(ξ))∗, ξ ∈ D(S). We denote this
realization of the free Araki–Woods factor as Γ(H,S)′′.
Lemma 4.3. Let K be a Hilbert space and Ω ∈ K a unit vector. Let H be a Hilbert space and
H0 ⊂ H a total subset. Assume that
• A ⊂ B(K) is a von Neumann subalgebra and 〈 ·Ω,Ω〉 defines a faithful state ψ on A,
• for every ξ ∈ H0, we are given an operator L(ξ) ∈ B(K),
such that the following conditions hold:
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(i) L(ξ1)
∗aL(ξ2) = ψ(a) 〈ξ2, ξ1〉 1 for all ξ1, ξ2 ∈ H0 and a ∈ A,
(ii) L(ξ)∗aΩ = 0 for all ξ ∈ H0 and a ∈ A,
(iii) denoting by A the ∗-algebra generated by A and {L(ξ) : ξ ∈ H0}, we have that AΩ is
dense in K.
Then, L can be uniquely extended to a linear map L : H → B(K) such that the above properties
remain valid. For every involution S on H with associated free Araki–Woods factor Γ(H,S)′′,
there is a unique normal homomorphism
π :
(
Γ(H,S)′′, ϕ(H,S)
)
∗ (A,ψ)→ B(K)
satisfying π
(
ℓ(ξ) + ℓ(S(ξ))∗
)
= L(ξ) + L(S(ξ))∗ for all ξ ∈ D(S) and π(a) = a for all a ∈ A.
Also, 〈π( · )Ω,Ω〉 equals the free product state ϕ(H,S) ∗ ψ.
Using Lemma 4.3, we can prove Proposition 4.2.
Proof of Proposition 4.2. Since Aψ is a factor, we can choose partial isometries vi ∈ A
ψ, i ≥ 1,
such that v∗i vi ≤ p,
∑∞
i=1 viv
∗
i = 1 and ψ(v
∗
i vi) = ψ(p)/ni for some integers ni ≥ 1. We can
then also choose partial isometries wis ∈ pA
ψp, s = 1, . . . , ni, such that wisw
∗
is = v
∗
i vi for all s
and
∑ni
s=1w
∗
iswis = p.
Since (M,ϕ) is a free Araki–Woods factor with infinite multiplicity, we can choose an involution
S0 on a Hilbert space H0 and realize (M,ϕ) as Γ(H,S)
′′, where H = H0 ⊗ ℓ
2(N2) and S is
given by S(ξ ⊗ δkl) = S0(ξ) ⊗ δlk for all ξ ∈ D(S0) and all k, l ≥ 1. We then consider the
standard free product representation for Γ(H,S)′′ ∗ A on the Hilbert space K with vacuum
vector Ω. Note that p
(
Γ(H,S)′′ ∗A
)
p is generated by
(4.5) pAp ∪
{
v∗i
(
ℓ(ξ ⊗ δkl) + ℓ(S0(ξ)⊗ δlk)
∗
)
vj
∣∣∣ i, j, k, l ≥ 1, ξ ∈ D(S0)} .
For all k, l ≥ 0, i, j ≥ 1 and ξ ∈ H, define
Lijkl(ξ) = ψ(p)
−1/2
ni∑
s=1
nj∑
t=1
w∗isv
∗
i ℓ(ξ ⊗ δnik+s,njl+t) vjwjt .
A direct computation shows that
Li′j′k′l′(ξ
′)∗ aLijkl(ξ) = δijkl,i′j′k′l′ 〈ξ, ξ
′〉ψp(a) p
for all i, j, i′, j′ ≥ 1, k, l, k′, l′ ≥ 0, ξ, ξ′ ∈ H and a ∈ pAp.
Applying Lemma 4.3 to the Hilbert space H1 = H⊗ℓ
2(N2×N20) with involution S1(ξ⊗δijkl) =
S0(ξ) ⊗ δjilk, it follows that Γ(H1, S1)
′′ ∗ pAp can be realized as the von Neumann algebra N
generated by
pAp ∪
{
Lijkl(ξ) + Ljilk(S0(ξ))
∗
∣∣∣ i, j ≥ 1, k, l ≥ 0, ξ ∈ D(S0)} ,
with the free product state being implemented by ψ(p)−1/2pΩ.
Note that
wis
(
Lijkl(ξ)+Ljilk(S0(ξ))
∗
)
w∗jt = ψ(p)
−1/2 v∗i
(
ℓ(ξ⊗δnik+s,njl+t)+ℓ(S0(ξ)⊗δnj l+t,nik+s)
∗
)
vj .
For fixed i, j ≥ 1, the parameters nik + s and njl + t with k, l ≥ 0, s = 1, . . . , ni and t =
1, . . . , nj exactly run through N
2. So, we find back the generating set of (4.5) and conclude
that p
(
Γ(H,S)′′∗A
)
p equals Γ(H1, S1)
′′∗pAp in a state preserving way. Since also Γ(H1, S1)
′′ ∼=
(M,ϕ) in a state preserving way, this concludes the proof of the proposition. 
CLASSIFICATION OF A FAMILY OF NON ALMOST PERIODIC FREE ARAKI–WOODS FACTORS 13
5. Proofs of Theorem A and Corollaries B, C, D
Combining Corollary 3.2 with the deformation/rigidity theorems for free Araki–Woods factors
and for free product factors obtained in [HR10,HU15], we get the following theorem.
Theorem 5.1. Let (M,ϕ) be either a free Araki–Woods factor with its free quasi-free state or
a free product ∗n(Mn, ϕn) of amenable von Neumann algebras equipped with the free product
state. Let ψ ∈ M∗ be any faithful normal state on M and denote by [Dψ : Dϕ]t Connes’
Radon–Nikodym 1-cocycle between ψ and ϕ. Let z ∈ Z(Mψ) be the central projection such that
Mψ(1− z) is amenable and Mψz has no amenable direct summand.
There exists a sequence of partial isometries vn ∈M such that the projection qn = vnv
∗
n belongs
to Mψ, the projection pn = v
∗
nvn belongs to M
ϕ,
∑
n qn = z,
qn [Dψ : Dϕ]t = λ
it
n vn σ
ϕ
t (v
∗
n) and ψqn = λn vnϕv
∗
n ,
with λn = ψ(qn)/ϕ(pn).
Proof. Let q ∈Mψ be a nonzero projection such that qMψq has no amenable direct summand.
Let r0 ∈ Lψ(R) be a nonzero finite trace projection. Put r = Πϕ,ψ(qr0). Then r is a nonzero
finite trace projection in the core cϕ(M) and Πϕ,ψ(Lψ(R))r commutes with qM
ψqr. Since
qMψqr has no amenable direct summand, it follows from [HR10, Theorem 5.2] (in the case
where M is a free Araki–Woods factor) and [HU15, Theorem 4.3] (in the case where M is a
free product of amenable von Neumann algebras) that Πϕ,ψ(Lψ(R))r ≺cϕ(M) Lϕ(R).
By Theorem 3.1, we find a nonzero partial isometry v ∈ qM such that the projection q0 = vv
∗
belongs to Mψ, the projection p = v∗v belongs to Mϕ and ψq = λ vϕv∗. In particular,
λ = ψ(q0)/ϕ(p) and q0 [Dψ : Dϕ]t = λ
it vσϕt (v
∗).
Since q ∈ Mψ was an arbitrary nonzero projection such that qMψq has no amenable direct
summand, the theorem follows by a maximality argument. 
In order to apply Theorem 5.1 to the classification of free Araki–Woods factors, we need the
following description of the centralizer of the free quasi-free state.
Remark 5.2. WhenM = Γ(µ,m)′′ is an arbitrary free Araki–Woods factor with free quasi-free
state ϕ = ϕµ,m, the centralizer M
ϕ can be described as follows. Denote by Ma = Γ(µa,m)
′′
the almost periodic part of M . First note that Mϕ = Mϕa . So if µa = 0, we have M
ϕ =
C1. If µa is concentrated on {0}, we conclude that M
ϕ = Ma = L(Fm(0)), where the last
isomorphism follows because the free Araki–Woods factor associated with the m-dimensional
trivial representation, i.e. Γ(δ0,m)
′′, is isomorphic with L(Fm). When µa(log λ) > 0 for some
0 < λ < 1, there is a state preserving inclusion Tλ ⊂ Ma, where Tλ is the unique free Araki–
Woods factor of type IIIλ (see [Sh96, Section 4]). It then follows from [Sh96, Corollary 6.8] that
Mϕ is a factor that contains a copy of the free group factor L(F∞), so thatM
ϕ is nonamenable.
Actually, using [Dy96], we get that Mϕ ∼= L(F∞) in this case.
Theorem A is a particular case of the following more general result.
Theorem 5.3. Let µ, ν be finite symmetric Borel measures on R and m,n : R→ N ∪ {+∞}
symmetric Borel multiplicity functions. Assume that νa 6= 0 and either supp(νa) 6= {0} or
supp(νa) = {0} with n(0) ≥ 2.
If the free Araki–Woods factors Γ(µ,m)′′ and Γ(ν, n)′′ are isomorphic then there exist nonzero
projections p ∈ (Γ(µ,m)′′)ϕµ,m and q ∈ (Γ(ν, n)′′)ϕν,n and a state preserving isomorphism(
pΓ(µ,m)′′ p, (ϕµ,m)p
)
∼=
(
q Γ(ν, n)′′ q, (ϕν,n)q
)
where (ϕµ,m)p =
ϕµ,m(p · p)
ϕµ,m(p)
and (ϕν,n)q =
ϕν,n(q · q)
ϕν,n(q)
.
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In particular, the joint measure classes C(
∨
k≥1 µ
∗k) and C(
∨
k≥1 ν
∗k) are equal.
Moreover, in case supp(νa) 6= {0} or supp(νa) = {0} with n(0) = +∞, there exists a state
preserving isomorphism (Γ(µ,m)′′, ϕµ,m) ∼= (Γ(ν, n)
′′, ϕν,n).
Proof. Put (M,ϕ) := (Γ(µ,m)′′, ϕµ,m) and (N, θ) := (Γ(ν, n)
′′, ϕν,n). Let π : M → N be any
isomorphism between M and N . Put ψ := θ ◦ π. By our assumptions on ν and Remark
5.2, the centralizer Mψ is nonamenable. By Theorem 5.1, we find a nonzero partial isometry
v ∈ M such that p = v∗v ∈ Mϕ, q = vv∗ ∈ Mψ and Ad(v) : (pMp,ϕp) → (qMq, ψq) is
state preserving. It follows in particular that pMϕp = (pMp)ϕp ∼= (qMq)ψq = qMψq is a
nonamenable II1 factor. So M
ϕ cannot be abelian and Remark 5.2 implies that Mϕ is a II1
factor. Applying Lemma 2.1 twice, we have
C(
∨
k∈N
µ∗k) = C(∆ϕ) = C(∆ϕp) = C(∆ψq ) = C(∆ψ) = C(
∨
k∈N
ν∗k).
This implies that C(
∨
k≥1 µ
∗k) = C(
∨
k≥1 ν
∗k).
Assume now that either supp(νa) 6= {0} or supp(νa) = {0} with n(0) = +∞. In the latter
case where ν({0}) > 0 and n(0) = +∞, we use that the free Araki–Woods functor Γ turns
direct sums into free products (see [Sh96, Theorem 2.11]) and conclude that there exists a state
preserving isomorphism
(5.1) (N, θ) ∼= (N, θ) ∗ (L(F∞), τ) .
In the case where ν has at least one atom different from 0, it follows similarly from the classi-
fication of almost periodic free Araki–Woods factors (see [Sh96]) that (5.1) holds.
Put q0 = π(q). Above, we have proved that there exists a state preserving isomorphism
(pMp,ϕp) ∼= (q0Nq0, θq0). Taking a smaller p if needed, we may assume that ϕ(p) = 1/k
for some integer k ≥ 1. Combining (5.1) with Proposition 4.2 and the fact that the funda-
mental group of L(F∞) equals R
∗
+ (see [Ra91]), it follows that there exists a state preserving
isomorphism (q0Nq0, θq0)
∼= (q1Nq1, θq1) whenever q1 ∈ N
θ is a nonzero projection.
Choose a projection q1 ∈ N
θ with θ(q1) = 1/k. So, there exists a state preserving isomorphism
(pMp,ϕp) ∼= (q1Nq1, θq1). Since ϕ(p) = 1/k = θ(q1) and since both M
ϕ and N θ are factors,
taking k × k matrices, we find a state preserving isomorphism (M,ϕ) ∼= (N, θ). 
Proof of Corollary B. Let µ, ν ∈ S(R) such that Λ(µa) = Λ(νa) =: Λ and C(µc∗δΛ) = C(νc∗δΛ).
Let m,n : R → N ∪ {+∞} be any symmetric Borel multiplicity functions. Then we have
C(µ ∗ δΛ) = C(ν ∗ δΛ). By Theorem 4.1, there is a state preserving isomorphism Γ(µ,m)
′′ ∼=
Γ(ν, n)′′.
Conversely, let µ, ν ∈ S(R) and m,n : R → N ∪ {+∞} be any symmetric Borel multiplic-
ity functions such that Γ(µ,m)′′ ∼= Γ(ν, n)′′. By Theorem A, we have that C(
∨
k≥1 µ
∗k) =
C(
∨
k≥1 ν
∗k). Since for every k ≥ 1, we have µ∗kc ≺ µc and ν
∗k
c ≺ νc, it follows that
C(µc ∗ δΛ(µa) ∨ δΛ(µa)) = C(
∨
k≥1
µ∗k)
= C(
∨
k≥1
ν∗k)
= C(νc ∗ δΛ(νa) ∨ δΛ(νa)).
This implies that Λ(µa) = Λ(νa) and C(µc ∗ δΛ(µa)) = C(νc ∗ δΛ(νa)). 
Proof of Corollary C. Put (M,ϕ) := (Γ(µ,m)′′, ϕµ,m). Let ψ ∈ M∗ be a faithful normal state
such thatMψ is nonamenable. By Theorem 5.1, we find a nonzero partial isometry v ∈M such
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that q = vv∗ ∈Mψ, p = v∗v ∈Mϕ, qMψq has no amenable direct summand and ψq = λ vϕv∗
with λ = ψ(q)/ϕ(p). It follows that pMϕp ∼= qMψq has no amenable direct summand. By
Remark 5.2, this means that either µa has an atom different from 0 or µa is concentrated on
{0} with m(0) ≥ 2. Conversely, if µa satisfies these properties, it follows from Remark 5.2 that
the centralizer of the free quasi-free state is nonamenable. 
Proof of Corollary D. By Corollary C, the von Neumann algebra Γ(λ + δ0, 1)
′′ has amenable
centralizers while Γ(λ+ δ0, 2)
′′ does not. 
Example 5.4. Many different measures in the family S(R) of Corollary B can be constructed
as follows. Let K ⊂ R be an independent Borel set, meaning that every n-tuple of distinct
elements in K generates a free abelian group of rank n. By [Ru62, Theorems 5.1.4 and 5.2.2],
there exist compact independent K ⊂ R such that K is homeomorphic to a Cantor set. Fix
such a K ⊂ R and put L = K ∪ (−K). Also fix a countable subgroup Λ < R.
For every continuous symmetric probability measure µ on R that is concentrated on L, define
the measure class µ˜ on R given by
µ˜ =
∨
x∈Λ,n≥1
(x+ µ∗n) .
By construction, each µ˜ is a continuous symmetric measure class on R that is invariant under
translation by Λ and that satisfies µ˜ ∗ µ˜ ≺ µ˜.
Given continuous symmetric probability measures µ1 and µ2 that are concentrated on L, we
claim that C(µ˜1) = C(µ˜2) if and only if C(µ1) = C(µ2). One implication is obvious. The other
implication is a consequence of the following result contained in [LP97, Corollary 1] : if η1 and
η2 are concentrated on L and η1 ⊥ η2, then also η1 ⊥ (x+ η
∗k
2 ) for all x ∈ R and all k ≥ 1.
Choosing Λ to be a nontrivial subgroup of R and applying Corollary B, for all continuous
symmetric probability measures µ1 and µ2 concentrated on the Cantor set L, we find that
Γ(µ˜1 ∨ δΛ,m1)
′′ ∼= Γ(µ˜2 ∨ δΛ,m2)
′′ iff C(µ1) = C(µ2) .
Adding the Lebesgue measure to µ˜, we claim that we also have
Γ(λ ∨ µ˜1 ∨ δΛ,m1)
′′ ∼= Γ(λ ∨ µ˜2 ∨ δΛ,m2)
′′ iff C(µ1) = C(µ2) .
By [Sh97b, Corollary 8.6], for all these free Araki–Woods factors, the τ -invariant equals the
usual topology on R, so that they cannot be distinguished by Connes’ invariants.
To prove the claim, define Ln as the n-fold sum Ln = L+ · · ·+L and put S =
⋃
n≥1 Ln. Below
we prove that λ(S) = 0. The claim then follows from Corollary B : if C(λ ∨ µ˜1) = C(λ ∨ µ˜2),
restricting to S, we get that C(µ˜1) = C(µ˜2). As proven above, this implies that C(µ1) = C(µ2).
It remains to prove that λ(Ln) = 0 for all n. If for some n ≥ 1, we have λ(Ln) > 0, then
L2n = Ln − Ln contains a neighborhood of 0. Every nonzero x ∈ L2n can be uniquely written
as x = α1y1 + · · · + αkyk with k ≥ 1, y1, . . . , yk distinct elements in K and αi ∈ Z \ {0} with
|αi| ≤ 2n for all i. So if x ∈ L2n is nonzero, we have that (2n+1)x 6∈ L2n. Therefore, L2n does
not contain a neighborhood of 0 and it follows that λ(Ln) = 0 for all n ≥ 1.
6. Proof of Theorem E
To prove Theorem E, we combine [HU15, Theorem 4.3] and Theorem 3.1 with the following
lemma. Whenever θ is a faithful normal state on a von Neumann algebra M , we denote by
Map,θ the von Neumann subalgebra of M generated by the almost periodic part of (σ
θ
t ).
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Lemma 6.1. For i = 1, 2, let (Mi, ϕi) be von Neumann algebras with a faithful normal state.
Denote by (M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2) their free product. Denote by EM1 : M → M1 the
unique ϕ-preserving conditional expectation. Let θ1 be a faithful normal state on M1 and define
θ = θ1 ◦ EM1 . Let q ∈M
θ be a projection.
There exist projections q0, q1, . . . with q0 ∈M
θ1
1 and qi ∈M
θ for all i ≥ 1 such that
(i)
∑∞
i=0 qi = q,
(ii) q0Map,θq0 = q0M1,ap,θ1q0 and q0M
θq0 = q0M
θ1
1 q0,
(iii) for every i ≥ 1, there exists a partial isometry vi ∈M with viv
∗
i = qi, v
∗
i vi ∈M
ϕ and
1
θ(qi)
θqi =
1
ϕ(v∗i vi)
viϕv
∗
i .
Proof. Fix standard representations Mi ⊂ B(Hi). For every faithful normal state µ on Mi,
denote by ξµ ∈ Hi the canonical unit vector that implements µ.
Define ut = [Dθ1 : Dϕ1]t ∈ U(M1). Note that also [Dθ : Dϕ]t = [Dθ1 ◦E : Dϕ1 ◦E]t = ut for all
t ∈ R. Let e1, e2, . . . be a maximal sequence of nonzero projections in M
θ1
1 such that eiej = 0
whenever i 6= j and such that for every i ≥ 1, there exists a partial isometry wi ∈ M1 and a
λi > 0 with wiw
∗
i = ei and utσ
ϕ1
t (wi) = λ
it
i wi for all t ∈ R. Define e0 = 1 −
∑∞
i=1 ei. Then
e0 ∈ M
θ1
1 . By construction, the unitary representation (Ut)t∈R on H1 given by Ut(xξϕ1) =
utσ
ϕ1
t (x)ξϕ1 for all x ∈M1 is weakly mixing on e0H1.
For i = 1, 2, define
◦
H i = Hi ⊖Cξϕi . For every k ≥ 1, define the Hilbert space
Kk = H1 ⊗
◦
H2 ⊗
◦
H1 ⊗ · · · ⊗
◦
H1 ⊗
◦
H2︸ ︷︷ ︸
k times
◦
H2 and k − 1 times
◦
H1, alternatingly
⊗H1 .
We can then identify the standard Hilbert space H for M with
H = H1 ⊕
∞⊕
k=1
Kk .
Under this identification, ξϕ = ξϕ1 ∈ H1 and ξθ = ξθ1 ∈ H1. Denote by (Vt)t∈R the unitary
representation on H1 given by Vt(xξθ1) = σ
ϕ1
t (x)u
∗
t ξθ1 for all x ∈ M1. Under the above
identification of H, we get that
∆itθ = ∆
it
θ1 ⊕
∞⊕
k=1
(
Ut ⊗∆
it
ϕ2 ⊗∆
it
ϕ1 ⊗ · · · ⊗∆
it
ϕ1 ⊗∆
it
ϕ2 ⊗ Vt
)
.
Since (Ut)t∈R is weakly mixing on e0H1, we conclude that (∆
it
θ )t∈R is weakly mixing on e0H ⊖
e0H1. It follows that
(6.1) e0Map,θe0 = e0M1,ap,θ1e0 and e0M
θe0 = e0M
θ1
1 e0 .
Let q1, q2, . . . be a maximal sequence of nonzero projections in qM
θq such that qiqj = 0 if i 6= j
and such that statement (iii) in the lemma holds for every i ≥ 1. Define q0 = q −
∑∞
i=1 qi.
Then q0 ∈M
θ. We prove that q0 ≤ e0. Once this is proven, it follows from (6.1) that q0 ∈M
θ1
1
and that q0Map,θq0 = q0M1,ap,θ1q0, so that the lemma follows.
If q0 6≤ e0, we find j ≥ 1 such that q0ej 6= 0. Then the polar part v of q0wj is a nonzero partial
isometry in M satisfying vv∗ ≤ q0 and utσ
ϕ1
t (v) = λ
it
j v for all t ∈ R. So, the projection vv
∗
could be added to the sequence q1, q2, . . ., contradicting its maximality. Therefore, q0 ≤ e0 and
the lemma is proved. 
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Theorem E will be an immediate consequence of the following more technical proposition that
will also be used in Section 7 below.
Proposition 6.2. For i = 1, 2, let (Mi, ϕi) be von Neumann algebras with a faithful normal
state. Denote by (M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2) their free product and by EMi : M → Mi the
unique ϕ-preserving conditional expectation. Let ψ be a faithful normal state on M . Define the
set of projections P ⊂Mψ given by P = P1 ∪ P2 ∪ P3 where
• for i = 1, 2, Pi consists of the projections q ∈ M
ψ for which there exists a partial
isometry v ∈M and a faithful normal state θi on Mi with v
∗v = q, e = vv∗ ∈Mθii ,
1
ψ(q)
vψv∗ =
1
θi(e)
(θi ◦ EMi)e ,
vMap,ψv
∗ = eMi,ap,θie and vM
ψv∗ = eMθii e ,
• P3 consists of the projections q ∈ M
ψ for which there exists a partial isometry v ∈ M
with v∗v = q, e = vv∗ ∈Mϕ,
1
ψ(q)
vψv∗ =
1
ϕ(e)
ϕe and vMψv = eMϕe .
If q ∈ Mψ is a projection such that qMψq has no amenable direct summand, then q can be
written as a sum of projections in P.
Proof. Let ψ be a faithful normal state on M and q ∈ Mψ a projection such that qMψq has
no amenable direct summand. It suffices to prove that q dominates a nonzero projection in P,
since then a maximality argument can be applied.
Fix any nonzero finite trace projection r0 ∈ Lψ(R) and put r = Πϕ,ψ(qr0). Define the von
Neumann subalgebra Q ⊂ rcϕ(M)r given by
Q = Πϕ,ψ
(
Lψ(R)qr0 ∨ qM
ψqr0
)
.
Note that Q has no amenable direct summand. By [HU15, Theorem 4.3],
either Q′ ∩ rcϕ(M)r ≺cϕ(M) Lϕ(R) or Q ≺cϕ(M) cϕ(Mi) for i = 1 or i = 2.
Since Πϕ,ψ(Lψ(R)qr0) belongs to both Q and Q
′ ∩ rcϕ(M)r, it follows that
Πϕ,ψ(Lψ(R)qr0) ≺cϕ(M) cϕ(Mi)
for i = 1 or i = 2.
By Theorem 3.1, we find a faithful normal state θi on Mi and a partial isometry v ∈ M such
that q0 = v
∗v is a nonzero projection in qMψq, p = vv∗ belongs to Mθi◦EMi and
1
ψ(q0)
vψv∗ =
1
θi(EMi(p))
(θi ◦ EMi)p .
Write θ = θi ◦EMi . By Lemma 6.1, we either find a nonzero projection e ≤ p such that e ∈M
θi
i
and eMap,θe = eMi,ap,θie and eM
θe = eMθii e, or we find a nonzero projection p0 ∈ pM
θp and
a partial isometry w ∈M such that ww∗ = p0, e = w
∗w belongs to Mϕ and
1
θ(p0)
w∗θw =
1
ϕ(e)
ϕe .
In the first case, we get that the projection v∗ev ≤ q belongs to Pi, while in the second case,
the projection v∗p0v ≤ q belongs to P3. 
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Proof of Theorem E. Denote by EMi : M → Mi the unique ϕ-preserving conditional expecta-
tion. If Mϕ is nonamenable, then obviously, M does not have all its centralizers amenable. If
Mi admits a faithful normal state θi such that M
θi
i is nonamenable, then θi ◦ EMi is a faithful
normal state on M with Mθii ⊂ M
θi◦EMi , so that again, M does not have all its centralizers
amenable.
Conversely, assume that ψ is a faithful normal state onM such that Mψ is nonamenable. Take
a nonzero projection q ∈ Mψ such that qMψq has no amenable direct summand. By 6.2, we
either find i ∈ {1, 2} and a faithful normal state θi on Mi such that M
θi
i is nonamenable, or
we find that Mϕ is nonamenable. 
7. Further structural results and proof of Theorem F
We start by showing that the invariant of Theorem A is not a complete invariant for the family
of free Araki–Woods factors Γ(µ,m)′′ arising from finite symmetric Borel measures µ on R
whose atomic part µa is nonzero and not supported on {0}.
Theorem 7.1. Let Λ < R be any countable subgroup such that Λ 6= {0} and denote by δΛ
a finite atomic measure on R whose set of atoms equals Λ. Let η be any continuous finite
symmetric Borel measure on R such that C(η) = C(η ∗ δΛ) and such that the measures (η
∗k)k≥1
are pairwise singular.
Put µ = δΛ + η and ν = δΛ + η + η ∗ η. Then,
Γ(µ, 1)′′ 6∼= Γ(ν, 1)′′ and C(
∨
k≥1
µ∗k) = C(
∨
k≥1
ν∗k).
Proof. By construction, we have C(
∨
k≥1 µ
∗k) = C(
∨
k≥1 ν
∗k). We denote M := Γ(µ, 1)′′ and
N := Γ(ν, 1)′′. We denote by Q ⊂ N the canonical von Neumann subalgebra given by Q :=
Γ(δΛ + η, 1)
′′. Put ϕ := ϕµ,1 and ψ := ϕν,1. Observe that the inclusion Q ⊂ N is globally
invariant under the modular automorphism group σψ.
Assume by contradiction that M ∼= N . By Theorem A, there exists a state preserving iso-
morphism π : (M,ϕ) → (N,ψ) of M onto N . Then, π extends to a unitary operator
U : L2(M,ϕ)→ L2(N,ψ) satisfying U∆ϕU
∗ = ∆ψ. Define the real Hilbert space
Hµ
R
:=
{
f ∈ L2C(R, µ) : f(−s) = f(s) for µ-almost every s ∈ R
}
and the orthogonal representation
Uµ : Ry Hµ
R
: Uµs (f)(t) = exp(ist)f(t) .
Denote by s(ξ) := ℓ(ξ) + ℓ(ξ)∗, ξ ∈ Hµ
R
, the canonical semicircular elements that generate
M and satisfy σϕt (s(ξ)) = s(U
µ
t ξ). By construction, C(∆ψ|L2(N)⊖L2(Q)) =
⋂
k≥2 C(η
∗k). Since
µ is singular w.r.t. η∗k for all k ≥ 2, it follows that π(s(ξ)) ∈ Q for all ξ ∈ Hµ
R
. But then,
π(M) ⊂ Q, which is impossible because π is surjective. 
Note that Example 5.4 provides many measures η satisfying the assumptions of Theorem 7.1.
We could not prove or disprove that the measure class C(µc ∗ δΛ(µa)) is an invariant for the
family of free Araki–Woods factors Γ(µ,m)′′ arising from finite symmetric Borel measures µ
on R whose atomic part µa is nonzero and not supported on {0}.
Using Theorem 5.1 in combination with the results of [BH16], we can also clarify the rela-
tion between free Araki–Woods factors and free products of amenable von Neumann algebras.
Combining [Sh96, Theorems 2.11 and 4.8], it follows that every almost periodic free Araki–
Woods factor is isomorphic with a free product of von Neumann algebras of type I. Conversely,
CLASSIFICATION OF A FAMILY OF NON ALMOST PERIODIC FREE ARAKI–WOODS FACTORS 19
by [Ho06], many free products of type I von Neumann algebras are isomorphic with free Araki–
Woods factors. In [Dy92, Theorem 4.6], it is proved that a free product of two amenable von
Neumann algebras w.r.t. faithful normal traces is always isomorphic to the direct sum of an in-
terpolated free group factor and a finite dimensional algebra. It is therefore tempting to believe
that every type III factor arising as a free product of amenable von Neumann algebras w.r.t.
faithful normal states is a free Araki–Woods factor. The following example shows however that
this is almost never the case if one of the states fails to be almost periodic.
Theorem 7.2. Let (P, θ) = ∗n(Pn, θn) be a free product of amenable von Neumann algebras.
Assume that the centralizer P θ has no amenable direct summand and that at least one of the
θn is not almost periodic.
Then P is not isomorphic to a free Araki–Woods factor. Even more: there is no faithful
normal homomorphism π of P into a free Araki–Woods factor M such that π(P ) ⊂M is with
expectation.
The same conclusions hold if (P, θ) is any von Neumann algebra with a faithful normal state
satisfying the following three properties: the centralizer P θ has no amenable direct summand,
θ is not almost periodic and P is generated by a family of amenable von Neumann subalgebras
Pn ⊂ P that are globally invariant under the modular automorphism group (σ
θ
t ).
Proof. Let (M,ϕ) be a free Araki–Woods factor with its free quasi-free state. Let (P, θ) be
a von Neumann algebra with a faithful normal state θ such that the centralizer P θ has no
amenable direct summand and such that P is generated by a family of amenable von Neumann
subalgebras Pn ⊂ P that are globally invariant under the modular automorphism group (σ
θ
t ).
Let π : P → M be a normal homomorphism and E : M → π(P ) a faithful normal conditional
expectation. We prove that θ is almost periodic.
Define the faithful normal state ψ ∈ M∗ given by ψ = θ ◦ π
−1 ◦ E. Since π(P θ) ⊂ Mψ, we
get that Mψ has no amenable direct summand. By Theorem 5.1, we find partial isometries
vn ∈M such that qn = vnv
∗
n ∈M
ψ, pn = v
∗
nvn ∈M
ϕ,
∑
n qn = 1 and
qn [Dψ : Dϕ]t = λ
it
n vn σ
ϕ
t (v
∗
n)
where λn = ψ(qn)/ϕ(pn).
Replacing (M,ϕ) by the free product of (M,ϕ) and the appropriate almost periodic free Araki–
Woods factor, we still get a free Araki–Woods factor and we may assume that Mϕ is a factor
and that each λn is an eigenvalue for the free quasi-free state. We can then choose partial
isometries wn ∈M such that σ
ϕ
t (wn) = λ
−it
n wn, wnw
∗
n = pn and such that en = w
∗
nwn belongs
to Mϕ with
∑
n en = 1. So, we find that
qn [Dψ : Dϕ]t = vnwn σ
ϕ
t (w
∗
nv
∗
n)
for all n and all t ∈ R. We conclude that v =
∑
n vnwn is a unitary in M satisfying [Dψ :
Dϕ]t = v σ
ϕ
t (v
∗). This means that ϕ = ψ ◦ Ad v and that the homomorphism η = Ad v∗ ◦ π
satisfies σϕt ◦ η = η ◦ σ
θ
t .
So for every n, the subalgebra η(Pn) ⊂M is amenable and globally invariant under the modular
automorphism group (σϕt ). By [BH16, Theorem 4.1], it follows that η(P ) lies in the almost
periodic part of (M,ϕ). This implies that the restriction of (σθt ) to Pn is almost periodic. Since
this holds for every n, we conclude that θ is almost periodic. 
From Proposition 6.2, we get the following rigidity results for free product von Neumann al-
gebras. Roughly, the result says that an arbitrary free product of a “very much non almost
periodic” M1 with an almost periodic M2 remembers the almost periodic part M2 up to am-
plification.
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Recall that a faithful normal positive functional ϕ on a von Neumann algebra M is said to
be weakly mixing if the unitary representation σϕt ( · ) on L
2(M,ϕ)⊖C1 is weakly mixing, and
that ϕ is said to be almost periodic if the unitary representation σϕt ( · ) on L
2(M,ϕ) is almost
periodic.
Proposition 7.3. For i = 1, 2, let (Mi, ϕi) and (Ni, ψi) be von Neumann algebras with faithful
normal states. Denote by (M,ϕ) = (M1, ϕ1) ∗ (M2, ϕ2) and (N,ψ) = (N1, ψ1) ∗ (N2, ψ2) their
free products. Assume that
• M1 and N1 have all their centralizers amenable and ϕ1, ψ1 are weakly mixing states,
• Mϕ22 and N
ψ2
2 have no amenable direct summand and ϕ2, ψ2 are almost periodic.
If M ∼= N , there exist nonzero projections e ∈M2 and q ∈ N2 such that eM2e ∼= qN2q.
Proof. Whenever µ is a faithful normal state on M and q ∈ Mµ is a projection such that
qMµq has no amenable direct summand, we can apply Proposition 6.2. Since M1 has all its
centralizers amenable, the set P1 in Proposition 6.2 equals {0}. Since ϕ1 is weakly mixing, the
almost periodic part of a state of the form θ2 ◦ EM2 (and, in particular, of ϕ) is contained in
M2. It thus follows from Proposition 6.2 that there exist sequences of projections qi ∈M
µ and
ei ∈ M2, as well as partial isometries vi ∈ M and faithful normal positive functionals θi on
eiM2ei such that v
∗
i vi = qi, viv
∗
i = ei,
∑∞
i=0 qi = q and viµv
∗
i equals θi ◦ EM2 on eiMei for all
i ≥ 0.
Let π :M → N be an isomorphism ofM onto N . We first apply the result in the first paragraph
to µ = ψ◦π. Since ψ1 is weakly mixing,M
µ = π−1(Nψ22 ). We find nonzero projections q ∈ N
ψ2
2
and e ∈ M2, a partial isometry v ∈ M and a faithful normal positive functional θ on eM2e
such that v∗v = π−1(q), vv∗ = e and vµv∗ = θ ◦ EM2 on eMe. Since ϕ1 is weakly mixing, the
almost periodic part of θ ◦ EM2 equals eM2,ap,θe. Since ψ1 is weakly mixing and ψ2 is almost
periodic, the almost periodic part of µ equals π−1(N2). It follows that
(7.1) vπ−1(N2)v
∗ = eM2,ap,θe .
By [HU15, Lemma 2.1], every projection in M2 is equivalent, inside M2, with a projection in
Mϕ22 . So conjugating e and θ, we may assume that e ∈M
ϕ2
2 . We then apply the result of the first
paragraph of the proof to the free product N = N1 ∗N2, the faithful normal state µ
′ = ϕ ◦π−1
and the projection f = π(e) in Nµ
′
. Since ϕ1 is weakly mixing, we have N
µ′ = π(Mϕ22 ).
We thus find projections ei ∈ eM
ϕ2
2 e summing up to e, projections pi ∈ N2, partial isometries
wi ∈ N and faithful normal positive functionals Ωi on piN2pi such that w
∗
iwi = π(ei), wiw
∗
i = pi
and wiµ
′w∗i = Ωi ◦ EN2 on piNpi for all i. In particular, Ω(pi) = ϕ2(ei) and
∑
iΩ(pi) = ϕ2(e).
Define the projection p ∈ B(ℓ2(N)) ⊗N2 given by p =
∑
i eii ⊗ pi. Define the faithful normal
positive functional Ω on p(B(ℓ2(N))⊗N2)p given by
Ω(T ) =
∑
i
Ωi(Tii) .
Finally define W ∈ ℓ2(N) ⊗ N given by W =
∑
i ei ⊗ wi. It follows that W
∗W = π(e),
WW ∗ = p and
Wµ′W ∗ = Ω ◦ EB(ℓ2(N))⊗N2 on p(B(ℓ
2(N))⊗N)p .
As above, Nap,µ′ = π(Map,ϕ) = π(M2). Since ψ1 is weakly mixing, the almost periodic part
of the functional Ω ◦ EB(ℓ2(N))⊗N2 on p(B(ℓ
2(N))⊗N)p is contained in p(B(ℓ2(N))⊗N2)p. It
follows that
(7.2) Wπ(eM2e)W
∗ ⊂ p(B(ℓ2(N))⊗N2)p .
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Write V =Wπ(v). Then V ∈ ℓ2(N)⊗N is a partial isometry with V V ∗ = p ∈ B(ℓ2(N))⊗N2
and V ∗V = q ∈ N2. Using (7.1) and (7.2), we find that
(7.3) V qN2qV
∗ =Wπ(eM2,ap,θe)W
∗ ⊂Wπ(eM2e)W
∗ ⊂ p(B(ℓ2(N))⊗N2)p .
Since Nψ22 has no amenable direct summand, it follows in particular that N2 is diffuse. Then
(7.3) implies that V ∈ ℓ2(N) ⊗ N2 and therefore, all the inclusions in (7.3) are equalities. In
particular, eM2,ap,θe = eM2e so that (7.1) implies that qN2q ∼= eM2e. This concludes the proof
of the proposition. 
Combining Propositions 4.2 and 7.3, we can easily prove Theorem F.
Proof of Theorem F. Put (M,ϕ) = (Γ(µ,+∞)′′, ϕµ,+∞) as in the formulation of the Proposi-
tion. Then, ϕ is weakly mixing and by Corollary C, the free Araki–Woods factor M has all its
centralizers amenable. For i = 1, 2, let (Ai, ψi) be von Neumann algebras with almost periodic
faithful normal states having a nonamenable factorial centralizer Aψii .
If the free products (Mi, ϕi) = (M,ϕ) ∗ (Ai, ψi) satisfy M1 ∼= M2, it follows from Proposition
7.3 that there exist nonzero projections pi ∈ Ai such that p1A1p1 ∼= p2A2p2. In the first case,
where the Ai are II1 factors, this implies that A1 ∼= A
t
2 for some t > 0. In the second case,
where the Ai are type III factors, this implies that A1 ∼= A2.
For the converse, first assume that the (Ai, ψi) are II1 factors with their tracial states and
A1 ∼= A
t
2 for some t > 0. Take nonzero projections pi ∈ Ai such that p1A1p1
∼= p2A2p2. By
the uniqueness of the trace, we have (p1A1p1, (ψ1)p1)
∼= (p2A2p2, (ψ2)p2). It then follows from
Proposition 4.2 that p1M1p1 ∼= p2M2p2. Since the Mi are type III factors, this further implies
that M1 ∼=M2.
Finally assume that the (Ai, ψi) are full type III factors with almost periodic states having a
factorial centralizer Aψii and that π : A1 → A2 is an isomorphism of A1 onto A2. Denote by
Γ = Sd(A1) = Sd(A2) the Sd-invariant of A1 ∼= A2. Define (Bi, θi) = (B(ℓ
2(N))⊗Ai,Tr⊗ ψi).
By [Co74, Lemma 4.8], the weight θi on Bi is a Γ-almost periodic weight. By [Co74, Theorem
4.7], there exists a unitary U ∈ B2 and a constant α > 0 such that θ2 ◦Ad(U) ◦ (id⊗π) = α θ1.
Since Aψ2 is a factor, after a unitary conjugacy of π, we find nonzero projections pi ∈ A
ψi
i such
that π(p1) = p2 and (ψ2)p2 ◦ π = (ψ1)p1 on p1A1p1. As in the previous paragraph, we can use
Proposition 4.2 to conclude that M1 ∼=M2. 
We finally consider two further structural properties of free Araki–Woods factors: the free
absorption property and the structure of its continuous core. We say that a von Neumann
algebra M with a faithful normal state ϕ has the free absorption property if the free product
(N,ψ) = (M,ϕ) ∗ (L(F∞), τ) satisfies N ∼= M . One of the key results in [Sh96] is the free
absorption property for the almost periodic free Araki–Woods factors. In general, we get the
following result.
Proposition 7.4. Let (M,ϕ) = (Γ(µ,+∞)′′, ϕµ,+∞) be a free Araki–Woods factor with infinite
multiplicity. Then (M,ϕ) has the free absorption property if and only if the atomic part µa is
nonzero.
Proof. If µ({0}) > 0, then (M,ϕ) freely splits off (L(F∞), τ) and the free absorption property
immediately holds. If µ({a}) > 0 for some a 6= 0, then (M,ϕ) freely splits off an almost
periodic free Araki–Woods factor of type III and the free absorption property follows from
[Sh96, Theorem 5.4]. Conversely, if µa = 0, it follows from Corollary C that M has all its
centralizers amenable. But then M cannot have the free absorption property. 
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One of the most intriguing isomorphism questions for free Araki–Woods factors, well outside
the scope of our methods, is whether Γ(λ, 1)′′ ∼= Γ(λ+ δ0, 1)
′′ ? In [Sh97a, Theorem 4.8], it was
shown that the continuous core of Γ(λ, 1)′′ is isomorphic with B(ℓ2(N)) ⊗ L(F∞). We prove
that the same holds for Γ(λ + δ0, 1)
′′. Note here that in [Ha15, Corollary 1.10], it is proved
that if µ is singular w.r.t. the Lebesgue measure λ, then the continuous core of Γ(µ,m)′′ is
never isomorphic with B(ℓ2(N))⊗L(F∞). Under the stronger assumption that all convolution
powers µ∗n are singular w.r.t. the Lebesgue measure, this was already shown in [Sh02].
Proposition 7.5. The continuous core of Γ(λ+ δ0, 1)
′′ is isomorphic with B(ℓ2(N))⊗L(F∞).
Proof. In [Sh97a, Sh97b], von Neumann algebras generated by A-valued semicircular elements
are introduced. In the special case where A is semifinite and equipped with a fixed faithful
normal semifinite trace Tr, this construction can be summarized as follows.
Let H be a Hilbert A-bimodule, meaning that H is a Hilbert space equipped with a normal
homomorphism A → B(H) and a normal anti-homomorphism A → B(H) having commuting
images. We denote the left and right action of A on H as a ·ξ ·b for all a, b ∈ A, ξ ∈ H. Further
assume that S is an A-anti-bimodular involution on H. More precisely, S is a closed, densely
defined operator on H such that S(ξ) ∈ D(S) with S(S(ξ)) = ξ for all ξ ∈ D(S) and such that
for all ξ ∈ D(S) and all a, b ∈ A, we have a · ξ · b ∈ D(S) and S(a · ξ · b) = b∗ · S(ξ) · a∗. Define
FA(H) = L
2(A,Tr)⊕
∞⊕
k=1
(
H ⊗A H ⊗A · · · ⊗A H︸ ︷︷ ︸
k factors
)
.
A vector ξ ∈ H is called right bounded if there exists a κ > 0 such that ‖ξ · a‖ ≤ κ‖a‖2,Tr for
all a ∈ nTr. For every ξ ∈ H, there exists an increasing sequence of projections pn ∈ A such
that pn → 1 strongly and ξ · pn is right bounded for all n. So, the subspace H0 ⊂ H defined as
H0 = {ξ ∈ D(S) : ξ and S(ξ) are right bounded }
is dense. For every right bounded vector ξ ∈ H, we have a natural left creation operator
ℓ(ξ) ∈ B(FA(H)). Then we define
Φ(A,Tr,H, S) =
(
A ∪ {ℓ(ξ) + ℓ(S(ξ))∗ : ξ ∈ H0}
)′′
.
There is a normal conditional expectation E : Φ(A,Tr,H, S) → A given by E(x)P = PxP ,
where P : FA(H) → L
2(A,Tr) is the orthogonal projection. By [Sh97b, Proposition 5.2], we
have that E is faithful. By construction, if A = C1 and Tr(1) = 1, and using the notation
introduced before Lemma 4.3, we find the free Araki–Woods factor Φ(C1,Tr,H, S) ∼= Γ(H,S)′′.
The above construction can be applied to a normal completely positive map ϕ : A → A
satisfying Tr(ϕ(a)b) = Tr(aϕ(b)) for all a, b ∈ mTr. To such a map ϕ, we associate the Hilbert
A-bimodule Hϕ by separation and completion of A⊗ nTr with inner product
〈a⊗ϕ b, c⊗ϕ d〉 = Tr(b
∗ϕ(a∗c)d) .
We also define the anti-unitary involution S(a⊗ϕ b) = b
∗ ⊗ϕ a
∗. We denote the resulting von
Neumann algebra Φ(A,Tr,H, S) as Φ(A,Tr, ϕ).
Given a trace preserving inclusion (A,Tr) ⊂ (D,Tr), we denote by E : D → A the unique
Tr-preserving conditional expectation and define ψ : D → D : ψ(d) = ϕ(E(d)) for all d ∈ D.
Then, the functor Φ satisfies
(7.4) Φ(A,Tr, ϕ) ∗A D ∼= Φ(D,Tr, ψ)
where the amalgamated free product is taken w.r.t. the canonical conditional expectations.
Let (M,ϕ) = (Γ(λ, 1)′′, ϕλ,1). We can then reformulate [Sh97a, Theorem 4.1] as
(7.5) cϕ(M) ∼= Φ(A,Tr, ϕ)
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where A = L∞(R), Tr(f) =
∫
R
f(x) exp(−x) dx and ϕ : A → A is such that the associated
A-bimodule H is isomorphic with the coarse A-bimodule L2(R2) with anti-unitary involution
(Sξ)(x, y) = ξ(y, x). Under the identification Lϕ(R) ∼= L
∞(R), the isomorphism in (7.5)
respects the canonical conditional expectations cϕ(M)→ Lϕ(R) and Φ(A,Tr, ϕ)→ A.
By [Sh97a, Theorem 4.8], we have in this particular case that Φ(A,Tr, ϕ) ∼= B(ℓ2(N))⊗L(F∞).
Let now (D,TrD) be an arbitrary diffuse abelian von Neumann algebra with a faithful normal
semifinite trace satisfying Tr(1) = +∞ and let ψ : D → D be any normal completely positive
map satisfying TrD(ψ(c)d) = TrD(cψ(d)) for all c, d ∈ mTrD such that the associated D-
bimodule H and anti-unitary involution S are isomorphic with L2(D,TrD)⊗ L
2(D,TrD) with
S(c ⊗ d) = d∗ ⊗ c∗. Since there exists an isomorphism α : D → A of D onto A satisfying
Tr ◦ α = TrD, it follows that
Φ(D,TrD, ψ) ∼= Φ(D,TrD,L
2(D,TrD)⊗ L
2(D,TrD), S)
∼= Φ(A,Tr,L2(A,Tr)⊗ L2(A,Tr), S)
∼= Φ(A,Tr, ϕ) ∼= B(ℓ2(N))⊗ L(F∞) .
(7.6)
Write (M1, ϕ1) = (Γ(λ + δ0, 1)
′′, ϕλ+δ0,1). Since (M1, ϕ1)
∼= (M,ϕ) ∗ (B, τ) for some diffuse
abelian von Neumann algebra B with faithful normal state τ , it follows that
cϕ1(M1)
∼= cϕ(M) ∗Lϕ(R) (Lϕ(R)⊗B) .
Since the isomorphism in (7.5) respects the conditional expectations, we conclude that
cϕ1(M1)
∼= Φ(A,Tr, ϕ) ∗A (A⊗B) ,
where the conditional expectation A⊗B → A is given by id⊗ τ . Write D = A⊗B and define
ψ : D → D : ψ(d) = ϕ((id ⊗ τ)(d)) ⊗ 1. By (7.4), we get that
Φ(A,Tr, ϕ) ∗A (A⊗B) ∼= Φ(D,Tr⊗ τ, ψ) .
Since D is diffuse abelian and the D-bimodule associated with ψ is isomorphic with the coarse
D-bimodule, it follows from (7.6) that Φ(D,Tr⊗τ, ψ) ∼= B(ℓ2(N))⊗L(F∞). So, the proposition
is proved. 
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