Figure 1: prediction trees built with a) constant prediction (maple01 has no fine-scale structure) and b) linear prediction (bunny is a 3d scan); c) comparison of compression rates in bits per point (bpp) after uniform quantization to 12 bits per coordinate, i.e. 36 bpp uncompressed data
Introduction & Related Work
Point clouds have recently become a popular alternative to polygonal meshes for representing three-dimensional geometric models. 3D photography and scanning systems acquire the geometry and appearance of real-world objects in form of point samples. Rendering directly with points eliminates the complex task of reconstructing a surface and allows handling of non-surfaces like models such as trees. With modern acquisition techniques producing larger and larger amounts of points, efficient schemes for compressing such data have become necessary.
Several methods for compressing point clouds have been proposed. Two methods that recursively subdivide the bounding box are the kd-tree approach of Devillers and Gandoin [2000] and the oct-tree approach of Peng and Kuo [2003] . One drawback of these spatial subdivision methods is that they do not generalize to include attribute data such as normals and colors. The method of Waschbüsch et al. [2004] generates a binary tree over the points by pairing closeby points. Each pair is replaced by its centroid to form the next coarser level. This approach generalizes to include attributes. Coding starts at the coarsest level using a predictive scheme and local coordinate systems.
Predictive Point Cloud Coding
Our method compresses the points in a spatially sequential order that supports single resolution streaming. Points are predicted from previously coded neighbors with simple prediction rules such that only corrective vectors need to be encoded. However, unlike in mesh compression, where such prediction techniques are commonly used, we do not have connectivity information to determine neighboring points. It is in general not possible to permute the points into a sequential order that allows to guess good neighbors for prediction. Thus we augment the data by a prediction tree -a spanning tree over the vertices. Rooting the tree defines a partial order on the points. For prediction of a point all ancestors can be used. Coding is done in a breadth first order after tree construction.
Prediction Rules:
The user can choose among two prediction rules: 1) in constant prediction (con) the point p i is predicted from the parent position p pred = p i−1 , 2) in linear prediction (lin) also the grandparent point p i−2 is used according to p pred := 2 p i−1 − p i−2 .
Construction of Prediction Tree:
Inspired by Kronrod and Gotsman [2002] , we build a prediction tree that minimizes the residuals, i.e. the lengths of the corrective vectors. Instead of solving a global * e-mail: sgumhold@mpi-sb.mpg.de optimization problem we construct the tree in a sequential build order. After initializing the tree to the first point, each successive point is greedily attached to the node that predicts the new point with the smallest residual. For fast search of the best parent node, the predicted locations of all current tree nodes are hashed into a regular grid over the bounding box. For construction we investigated two build orders: sorted along a coordinate axis or sorted in an approximate geodesic order from the first point. For this the geodesic distance is approximated by the minimal path length in the k-nearest neighbor graph. Figure 1 shows sample trees.
Coding:
The tree is coded by entropy coding its valences in breadth first order, which results in bit rates lower than the two bits per point needed by a standard tree coding scheme. The corrective vectors are compressed component wise with arithmetic coding.
Results & Conclusion
We compare our results to the bit-rates that are reported in [Devillers and Gandoin 2000](KD) and [Waschbüsch et al. 2004] 
(PC).
For the latter we use software from the authors. The table in Figure 1 c) compares the resulting compression rates in bits per point (bpp) after 12 bit quantization. The column "n" gives the number of points, "pred" the used prediction rule, "tree" the bpp used to encode the tree, "geod" the total bpp for the geodesic build order including the cost for the tree and "min x/y/z " the lowest total bpp among the axis aligned build orders. Compression times are about 20 seconds per 100k points and decompression is 500k points per second on a 2GHz PC.
Point clouds from 3d scans and resampling techniques (lower part of table) have a fine-scale structure that is exploited by our technique resulting in significantly better compression rates even without the use of local coordinate systems as proposed in [Waschbüsch et al. 2004] . Furthermore, the method can be easily generalized to streaming compression and handling of attributes like color and normal using the same prediction rules.
