Abstract. A continuous map R m → R N or C m → C N is called k-regular if the images of any k points are linearly independent. Given integers m and k a problem going back to Chebyshev and Borsuk is to determine the minimal value of N for which such maps exist. The methods of algebraic topology provide lower bounds for N , however there are very few results on the existence of such maps for particular values m and k. Using the methods of algebraic geometry we construct k-regular maps. We relate the upper bounds on N with the dimension of the locus of certain Gorenstein schemes in the punctual Hilbert scheme. The computations of the dimension of this family is explicit for k ≤ 9, and we provide explicit examples for k ≤ 5. We also provide upper bounds for arbitrary m and k.
1. Introduction 1.1. k-regularity. Given an m-dimensional manifold M , we say that a continuous map f : M → R N is k-regular if the images of any k distinct points of M span a k-dimensional linear subspace. Example 1.1. Consider the map R 1 → R k given by t → (1, t, t 2 , . . . , t k−1 ).
The Vandermonde determinant shows that this map is k-regular.
For more precise definition and several variants of it, see Section 2.2. The definition of k-regular maps in this form was introduced by Borsuk [Bor57] in 1957. An equivalent concept of k-interpolating-at-arbitrary-nodes was known since Chebyshev with contributions by Haar [Haa17] , Kolmogorov [Kol48] and others. However only after Borsuk's paper the topologists got interested in this subject.
Embeddings are precisely examples of affinely 2-regular maps, as the image of any two points of the manifold spans an affine line -a maximal dimensional affine space. Although the problem of embeddings of affine spaces is trivial, it turned out that k-regular maps from affine spaces are very interesting. The problem when such maps exist attracted the attention of many algebraic topologists [Chi79, CH78, Han80, Han96, HS80, Vas92] .
The existence of k-regular maps is also important in approximation theory, by their connection with interpolation spaces [Han80, Wul99, She04, She09] . Let V be a subspace of continuous functions on R m , then we say that V is a k-interpolation space if for every set Z of k distinct points on R m and every function f : Z → R, there is a function g ∈ V such that f (z) = g(z) for every z ∈ Z. It is an easy observation that an N -dimensional k-interpolation space exists if and only if a k-regular map R m → R N exists. Clearly obtaining efficient upper bounds on the dimension of V is important in this context. This connection should be also a valuable source of inspiration for topologists and algebraic geometers, as other interpolation problems give rise to other classes of maps, reminiscent of k-regular ones. An important precedent here is Alexander-Hirschowitz Theorem dealing with interpolation together with derivatives.
Very recently lower bounds for the dimension N of the ambient space of the embedding were further improved by Blagojević, Cohen, Lück and Ziegler for real [BLZ13] and complex [BCLZ14] affine spaces.
While over the last 50 years the methods of algebraic topology improved the lower bounds on N , still very few examples of efficient k-regular maps are known. Those that we know rely on specific constructions for small k -cf. [She04] , [BLZ13, Example 2.6] -or transversality arguments [Vas92] , [She02] (see also Lemma 3.1 below). Probably the reason why transversality arguments are not efficient here is that they construct maps from any source manifolds, not just affine space.
All the presentation above can be repeated with the field of real numbers R replaced with complex numbers C. That is, we also look for k-regular continuous functions C m → C N .
Main results.
In the present paper we propose an approach relying on algebraic geometry. The basic underlying idea is simple. First, we consider a Veronese map (given by all monomials of fixed degree d). Such maps, when the degree d of the monomials is sufficiently high, are known to be k-regular. Then, we project from a sufficiently high dimensional linear subspace H. It turns out that the dimension of possible H is closely related to the numerical properties of the smoothable and Gorenstein loci of the punctual Hilbert scheme (see below, and Section 4.2 for more details about Hilbert scheme and its Gorenstein locus).
Theorem 1.2. There exist k-regular maps R m → R (m+1)(k−1) and C m → C (m+1)(k−1) .
For small values of k or m, we can make these constructions stronger:
Theorem 1.3. If k ≤ 9 or m ≤ 2, then there exist k-regular maps R m → R m(k−1)+1 and
Particularly the dimensions arising in Theorem 1.3 are very close to the lower bound obtained by Blagojević, Cohen, Lück, and Ziegler by means of algebraic topology: Theorem 1.4 ( [BCLZ14] ). Let k, m ∈ N and let p be a prime number. There is no k-regular map C m → C N if:
• k = p and N ≤ m(k − 1) or • m = p t for some t ≥ 1 and N ≤ m(k − α p (k)) + α p (k) − 1, where α p (k) denotes the sum of coefficients in the p-adic expansion of k (i.e. in the sum of digits in the presentation of k in the numerical system with base p). a power of 2, as in Theorem 1.4). However, from a private communication with the authors we know that the proof relies on a paper with a mistake. Hence, we decided not to refer to that result, even though this bound is highly probable and the proof may soon be corrected and published as an erratum. As a consequence, we are not currently aware of any non-trivial lower bound in Table 1 that works for general value of k and m. Looking at Examples 1.1 and 1.6, one may wonder if the map given by i-th powers of all variables for i ∈ {0, 1, . . . , k − 1} is always k-regular.
is not 4-regular. The images of the points (s 1 , t 1 ), (s 1 , t 2 ), (s 2 , t 1 ), (s 2 , t 2 ) are linearly dependent.
Instead, using a non-monomial map, one obtains:
This map is 4-regular.
Example 1.9. Consider the map C 3 → C 10 given by
This map is 4-regular after restricting to a small open disc around 0 ∈ C 3 . Since the disc is homeomorphic with C 3 , we obtain a continuous 4-regular map C 3 → C 10 .
Example 1.10. Consider the map f 1 :
This map is 5-regular.
The following conjecture is motivated by the algebro-geometric approach we develop in this article. As illustrated in Table 1 , whenever the lower bound and upper bound on the minimal value of N coincide, both are equal to the conjectured value m(k − 1) + 1.
1.3. The Hilbert scheme. The Hilbert scheme is an algebraic scheme, one of the simplest examples of moduli spaces. We consider the Hilbert scheme that parametrizes all subschemes of a given projective space of a given length k. It may have a complicated topological (reducible) and algebraic (non-reduced) structure. However, it is always compact and connected [Har66] . One of its components, called the smoothable component, is a compactification of the configuration space parametrizing k (distinct) points in the projective space. Schemes corresponding to points of the smoothable component are called smoothable. Some points of the Hilbert scheme correspond to subschemes S that are not reduced, thus are supported at less than k points. The locus of subschemes S supported at precisely one point forms a closed subscheme of the Hilbert scheme called the punctual Hilbert scheme. The punctual Hilbert scheme and schemes having an additional algebraic property of being Gorenstein [Eis95, Chapter 21], [IK99] turn out to be of particular importance while studying k-regular maps.
Theorem 1.12. Suppose k and m are positive integers, and let d be the dimension of the locus of smoothable schemes in the punctual Hilbert scheme of length k subschemes C m . Then there exist k-regular maps R m → R d+k and C m → C d+k .
Theorem 1.13. Suppose m > 0 and k ≥ 2 are two integers. Let d i be the dimension of the locus of Gorenstein schemes in the punctual Hilbert scheme of length i subschemes of
The latter bound is most relevant, whenever k < k 0 where k 0 ∈ Z ∪ {∞} is the length of the shortest non-smoothable Gorenstein scheme in C m . Explicitly, k 0 = ∞ for m = 1, 2, or 3 (i.e. all finite Gorenstein schemes in C m are smoothable for m ≤ 3), k 0 = 14 for m ≥ 6, and k 0 is in between for m = 4, or 5: For m = 4 it is known that 15 ≤ k 0 ≤ 140 and for m = 5 we have 15 ≤ k 0 ≤ 42. In general, we can provide bounds on the required dimensions, and for small values of k, we can calculate them explicitly. Both theorems are proven in Subsection 5.3 and Section 6.
Although we use methods of algebraic geometry, the maps we obtain in the end are not necessarily algebraic. That is, under the assumptions of one of the theorems we construct a polynomial map from a small m-dimensional ball to R N , or from a small 2m dimensional ball to C N . Then we use a (non-polynomial) homeomorphisms of the ball with R m or C m . The properties of punctual Hilbert scheme and the locus of Gorenstein subschemes are intensively studied [Iar72, Bri77, Gra83] in algebraic geometry. Thus our main theorem relates a very classical problem from topology with properties of a well-studied object in algebraic geometry, providing non-trivial estimates. In order to prove our results, we need to analyse properties of the punctual Hilbert scheme. We try to avoid the most technical methods at the price of proving Theorem 1.3 only with k ≤ 9. With more lengthy and sophisticated methods one should be able to improve this bound to slightly higher values of k. See Appendix for more details.
1.4. Ideal of diagonal. Although our principal motivations are drawn from topology, the following algebraic implications were pointed out to us by Bernd Sturmfels. Suppose we have an algebraic map C m → C N given by N polynomials f 1 , . . . , f N in m variables. By taking the Cartesian product we obtain a map m , generated by k × k minors of M . It is obvious that polynomials in I always vanish on the big diagonal D ⊂ (F n ) k (i.e. the set of tuples where at least two points coincide), as for points in D two rows of M are equal. The fact that the map (f 1 , . . . , f N ) is k-regular is equivalent to the fact that I defines, as a set, the big diagonal. 1.5. Overview. In Section 2 we introduce the notation and compare languages of topology and algebraic geometry. In Section 3 we describe the configuration space, its significance to k-regularity problem and its partial compactification. The main character in Section 4 is the Hilbert scheme of points: the algebraic analogue of a compactification of the configuration space. In Section 5 we describe secant varieties and their variants, and we explain their role in the complex versions of the proofs of main results. Finally, Section 6 concludes with extending the results to the real case, and also to some other manifolds than R m , C m . In the organisers of the thematic semester "Algorithms and Complexity in Algebraic Geometry" for providing an excellent environment for collaboration during the final phase of writing the article. The article is written as a part of "Computational complexity, generalised Waring type problems and tensor decompositions", a project within "Canaletto", the executive program for scientific and technological cooperation between Italy and Poland, 2013-2015. The paper is also a part of the activities of AGATES research group.
2. Notation 2.1. Base field and the clash of cultures: topology vs algebraic geometry. The article addresses a problem in topology via methods of algebraic geometry. It is thus desirable that the content is accessible to experts in one of these fields of mathematics, who do not necessarily specialise in the other field. However, there is some clash of notation and we try to explain it here. As a general rule, we prefer the topological notation, which should be mostly known to both tribes.
Throughout the paper we work over the base field F, which is either the field of complex numbers C or the field of real numbers R. The careful algebro-geometric reader will certainly notice that some of the lemmas can be generalised to the set-up of any other base-field perhaps with a little extra work. To maintain the accessibility we restrict to R or C.
For an integer n by F n we mean the real or complex affine space in the sense of linear algebra, or analysis, but not the algebro-geometric scheme Spec F[α 1 , . . . , α n ]. On F n we will mainly consider the standard Euclidean topology, that is the topology generated by open balls. In particular, unless otherwise stated, continuous maps and open subsets are with respect to Euclidean topology. We will also consider the Zariski topology, which consists of the complements of affine varieties, i.e. of subsets defined by vanishing of a collection of polynomials in F[α 1 , . . . , α n ]. All uses of Zariski topology will have a clear reference, for instance, "Zariski-open subset".
Analogously, FP n is the real or complex projective space, and we follow analogous conventions. More generally, an F-manifold (or, simply, a manifold, if the reference to the field is clear from the context) denotes a real C ∞ -manifold (if F = R) or a complex holomorphic manifold (if F = C). Typical cases of manifold M we will consider are either smooth algebraic varieties over F, or (Euclidean) open subsets of such. Even more specifically, M will be mainly
Note that here and throughout we always count the dimension with respect to the base field F. That is, for instance, dim B n C = n, since the ball has complex dimension n, even though the real dimension is 2n.
Throughout the paper, the notion of regularity will refer to the k-regularity, as explained in the introduction and in Section 2.2. However, in algebraic geometry regular map (or regular morphism) means a polynomial map defined everywhere, as opposed to a rational map, which is well defined only on some Zariski-open subset, or in other words, it is allowed to have "poles". Rational maps are denoted by , rather than the usual →. Also CastelnouvoMumford regularity is an integer associated to a sheaf on a projective space, and various derivative notions also use the word "regular". Here we will not use the Castelnouvo-Mumford regularity explicitly, and in order to avoid the confusion we will say algebraic morphism to mean a polynomial map between two algebraic varieties, which is defined everywhere.
2.2. Notions of independence and regularity. Many different notions of independence can be considered: linear, affine, projective. . . Each of them leads to a slightly different notion of k-regularity. Although they are essentially equivalent, up to small modifications, all of them are used and applied, so we include a brief discussion of these notions. Note that for affinely regular maps, there is a shift in notation in [BLZ13, Definition 2.4].
Definition 2.1. Let M be an F-manifold.
• A continuous map f : M → F N is k-regular (or linearly k-regular), if the image of any k distinct points in M is linearly independent, that is, linearly spans a kdimensional linear space.
• A continuous map f : M → F N is affinely k-regular, if the image of any k distinct points in M is affinely independent, that is, affinely spans a (k − 1)-dimensional affine space.
• A continuous map f : M → FP N is projectively k-regular, if the image of any k distinct points in M is projectively independent, that is, projectively spans a (k − 1)-dimensional projective space.
Example 2.2. By analogy to Example 1.6 we illustrate the differences between the above types of regularity:
• The map f :
] is projectively k-regular. Essentially, we can go back and forth between these different types of regularities.
Lemma 2.3. The following relations between regularities hold.
(
Topologist are principally interested in the k-regular embeddings M → R N . In algebraic geometry, the analogue of compact manifold is non-singular projective algebraic variety. However, there is no non-constant algebraic morphism M → F N , if M is a smooth projective algebraic variety. Thus it is more natural to study the algebraic morphisms into projective space FP N and ask, whether they are projectively k-regular. On the other extreme, we may work locally. If there exists a k-regular continuous map defined on an open subset U ⊂ F m , then there exists also a k-regular map defined on the whole F m . This follows from the fact that an open ball in F m is homeomorphic (or diffeomorphic) to F m . Again, in the algebraic context this is not true. There is a big difference between algebraic morphisms, i.e. maps defined everywhere, and rational maps, i.e. maps defined on a Zariski open subset.
Configuration space in topology
In this section we discuss the topological approach to k-regularity. It involves the studies of configuration space of points on a manifold. Next we illustrate, how sufficiently nice partial compactification of the configuration space may lead to interesting k-regular embeddings. This construction contains the main idea of article. In the following section we show how Hilbert scheme, an object from algebraic geometry, can be used to construct the partial compactification.
3.1. Configuration space and k-regularity. Suppose M is an F-manifold. The (unordered) configuration space C k (M ) is the set of unordered k-tuples of distinct points on M . More precisely, it is the following manifold:
Here ∆ is the big diagonal, i.e. the set of all k-tuples of points in M , for which at least two points coincide, and Σ k is the permutation group on k elements acting on the product by permuting factors.
The k-regularity induces a map to the Stiefel manifold of k-frames St(k, F N ), and hence to Grassmannian Gr(k, F N ) (i.e. the parameter space for linear k-dimensional subspaces of F N ):
where . . . denotes the linear span in F N . Thus there is the induced vector bundle E on C k (M ), which is the pull-back of the universal subbundle on the Grassmannian. Explicitly,
It admits natural projections into F N and onto C k (M ). We let the open secant variety σ
, the affine space bundle (or projective space bundle) E, and the affine or projective analogue of the open secant variety σ
. We only state Lemma 3.1 for the affinely regular case. The reader will easily generalise the lemma to the other cases.
N is an affinely k-regular map and H ⊂ F N is an affine subspace which is disjoint from σ
Proof. Pick any affine subspace
be the projection with centre H, and set f = π • f to be the composition. For any k points
A standard way to use the lemma is to bound dim σ
and use the generic transversality. This argument shows that any manifold of dimension m admits a k-regular embedding into km + k − 1. See also [Vas92] .
In what follows we will find a bit better way to avoid the secant variety, at the price of
3.2. The main idea. We commence with an informal discussion of the main idea. Suppose we have a k-regular map f : B m F → F N (perhaps N is very large in the first place). We are looking for a criterion that will allow us to reduce N . By Lemma 3.1 this is possible, if the union of secants f (p 1 ), . . . , f (p k ) does not fill the entire F N . Pick a point x ∈ F N . Suppose on the contrary, that the secants fill the F N , in particular,
Then we may reduce the disc, say by halving the radius. Now, if x is not in any k-secant, we are done, and we can reduce N . So suppose x ∈ f (p 2 1 ), . . . , f (p 2 k ) , but now the points p 2 i are much closer to each other. We keep halving the radius of the disc. In the end, either x stops being in a secant, or it is contained in the limit of the secants (perhaps after taking a subsequence). Here the limit of points is the centre of the discs. The principal idea is that there is much less of such limits, than of all secants.
To formalise the above idea we introduce the notion of partial compactification in the following subsection.
3.3. A partial compactification. We now switch to the projective set-up, in order to benefit from compactness. Given an affinely or linearly k-regular map, we replace it with a projectively k-linear map f : M → FP N using Lemma 2.3. By analogy to Subsection 3.1 consider the map ξ :
into the (compact) Grassmannian, and the projective space bundle E on C k (M ), which is the pull-back of the universal projective space subbundle on the Grassmannian. In particular, the bundle map E → C k (M ) is proper, that is the preimage of every compact subset is compact. We also let σ
N . The idea to improve the construction of k-regular embeddings into small ambient spaces is following. Suppose we can find a partial compactification
here Sym
Note that C k (M ) is compact if and only if M is compact. Thus C k (M ) fills in the "holes" in C k (M ) which are the results of removing the big diagonal ∆ in (3.1), but does not compactify M . This is why we refer to C k (M ) as a partial compactification.
We will construct C k (M ) using a Hilbert scheme in Section 5. Here we show how the partial compactification is useful to construct affine spaces disjoint from σ
is a small neighbourhood of p k which contains only configurations of points with repetitions, that are within at most fixed small distance to p.
is an open neighbourhood of the compact set ρ −1 (p k ). Let E be the pull-back of the universal subbundle from the Grassmannian to C k (M ). Further denote E p and E B m 
Proof. First observe that E p is the preimage of a compact set ρ If we can assure a p has some sufficiently good structure, for example it is a manifold, or an algebraic variety, then we can again use transversality type arguments to show that there exist k-regular maps into the space of dimension equal to dim a p .
4. Hilbert scheme and finite Gorenstein schemes 4.1. Finite subschemes of F n . Let us briefly explain what is the intuition behind a finite subscheme R of an affine space F n . As usual in algebraic geometry, we analyse R by looking at restrictions of functions (polynomials) from F n to R. If R = {p 1 , . . . , p k } is a set of points then a function f restricted to R is just the set of values f (p 1 ), . . . , f (p k ). For general R, the restriction of f may contain additional higher-order data of f near p i , e.g. its partial derivatives at p i , second-order derivatives at p i etc.
In fact, finite subschemes of F n are defined using the above intuition. Denote by S the ring of algebraic functions (i.e. polynomials) on F n . Then the ring of algebraic functions on R is S/(q 1 ∩ q 2 ∩ . . . ∩ q k ), where q i is an ideal of finite colength, whose radical is the maximal ideal of the functions vanishing at point p i . We say that q 1 ∩ q 2 ∩ . . . ∩ q k is the ideal of functions vanishing on R. Such scheme R is denoted
The set of points p 1 , . . . , p k is called the support of R. The number
Example 4.1. Let R = {p 1 , . . . , p k } be a set of points. Then the support of R is {p 1 , . . . , p k } and the multiplicity of R at each p i equals 1, thus the length of R is k.
) be a finite subscheme of F 2 with support p 1 = (0, 0), p 2 = (1, 2) and multiplicities 2 at p 1 and 1 at p 2 . For any f ∈ S the restriction of f to R consists of the value f (p 1 ) together with the derivative ∂ α (f )(p 1 ) and the value f (p 2 ).
We may define finite subschemes of any affine variety A by replacing F n by A in the above discussion. Any projective manifold X ⊆ P n is covered by affine varieties. A finite subscheme of X is just a finite subscheme of any of those affine varieties.
4.2. Introduction to Hilbert scheme of points. Let X ⊆ FP n be a smooth projective manifold. A reader may find it convenient to assume that X = FP n . Good references for the following discussion of Hilbert scheme of points are e.g. [Göt94, Str96] 
Definition 4.3. The Hilbert scheme of k points of X is the set of finite subschemes of X with length k. It is denoted by Hilb k (X). There is a unique natural scheme structure on Hilb k (X) making it a compact projective scheme.
The construction of the Hilbert scheme is due to Grothendieck: we take d 0, a Veronese reembedding ν d : FP 
Thus R is Gorenstein.
Example 4.6. If R = Spec F[α, β]/(α 2 , αβ, β 2 ), then the length of R is equal to 3. For every c ∈ F the scheme Spec F[α, β]/ ((α 2 , αβ, β 2 ) + (α − cβ)) is a subscheme of R of length 2. There are infinitely many of those, thus R is not Gorenstein.
Denote by
Hilb Gor k (X) ⊆ Hilb k (X) the subset of finite Gorenstein subschemes of length k. This is a Zariski-open subset, but it is usually not Zariski-dense, i.e. not all Zariskiirreducible components of Hilb k(X) intersect Hilb Gor k (X). Moreover C k (X) ⊆ Hilb Gor k (X).
Thus Hilb
Gor k (X) may be thought as a link between C k (X) and Hilb k (X), which forgets about some of the wild components.
If dim X ≤ 3, then Hilb
4.3. Punctual Hilbert scheme. Let X be a projective manifold. Recall that Sym k (X) = X ×k /Σ k is the symmetric product of k copies of X. We have a natural map, called the Hilbert-Chow morphism
where the union is taken over the (finite) support of R, and p µp(R) is the point p counted with the multiplicity µ p (R). This map is proper.
Definition 4.7. Let p ∈ X. The punctual Hilbert scheme HilbP k (X, p) is the set of finite schemes of Hilb k (X) which are supported at a single point p ∈ X, i.e. HilbP k (X, p) = ρ −1 (p k ). The Gorenstein (respectively, smoothable) punctual Hilbert scheme is the set of Gorenstein (respectively, smoothable) finite schemes in HilbP k (X, p), denoted by HilbP
Note that since HilbP k (X, p) is the preimage under ρ of the point p k ∈ Sym k (X), it is Zariski-closed in Hilb k (X) and proper. Therefore, also HilbP 
(see also the bottom part of Figure 1) .
For the remainder of this section suppose that X is a projective manifold of dimension m over F = C. Let p ∈ X and p 0 ∈ FP m be any points. Then there exist analytically isomorphic neighbourhoods of p in X and p 0 in FP m . One can prove that HilbP k (X, p) depends only on a Euclidean neighbourhood of p in X. Therefore
and we get analogous isomorphisms for Gorenstein and smoothable punctual Hilbert schemes. In particular, when analysing the properties of HilbP k (X, p) for smooth X we may always assume that X is a projective space. Moreover we obtain HilbP k (X, p) HilbP k (X, q) for any points p, q ∈ X.
Secant varieties and areole in the complex setting
As we have seen the Hilbert scheme serves as an analogue of the configuration space in topology and it naturally comes as a projective (thus compact) variety. We commence with a notational convention.
Definition 5.1 (linear span · ). For any scheme R contained in a projective space we denote by R the smallest linearly embedded projective subspace containing R. We say that R spans R . The space R is defined by all linear equations that vanish when restricted to R and is called the linear span of R.
Note that we always have dim R ≤ length R − 1. For instance, k distinct points may span a projective space of dimension at most k − 1.
5.1.
Areoles. For this subsection we restrict to the algebraically closed base field F = C.
Proposition-Definition 5.2. Suppose X ⊂ PV is a projective variety. The k-th secant variety of X is
The equivalence of the two definitions is clear: Smoothable schemes are the limits of smooth schemes (disjoint reduced points), hence the linear spans of smoothable schemes are contained in the limits of spans of smooth schemes.
Cactus varieties are introduced in [BB14] as a generalisation of secant varieties. The stem of the cactus represents the secant variety, while the spines represent linear spans of non-smoothable Gorenstein schemes, typically supported at a single point. Here we work with another set, areole, obtained in a similar way. It consist of linear spans of only the smoothable schemes supported at a single fixed point. It is therefore contained in the intersection of stem and spines. In botany, areoles are the parts of the cactus stems out of which the spines grow. Remarkably, also beautiful cactus flowers grow out of areole, and analogously, regularity theorems spring out of the properties of the areole variety.
Definition 5.3. Suppose X ⊂ PV is a projective variety and p ∈ X is a point. The k-th areole at p is
Note that we necessarily have a k (X, p) ⊂ σ k (X). Considering also shorter schemes, i.e. Hilb ≤k and HilbP ≤k is convenient for technical reasons, but essentially equally well we may consider Hilb k and HilbP k , see [BB14, Remark 2.4] for more details.
Example 5.4. If p is a smooth point of X, then a 2 (X, p) is the (embedded, projective) tangent space to X at p. More generally, when X is not smooth at p, then a 2 (X, p) is called the tangent star. It always contains the tangent cone.
We underline, that in general, in all the definitions of secant variety and areole we have to consider the closure: the union of linear spans is not necessarily closed, and it does not necessarily have the structure of algebraic variety. However, in order for the smoothable Hilbert scheme to have the properties (a)-(c) in Section 3.3, we should better get rid of the closure. For this purpose we define:
Definition 5.5. Let X be a projective variety over C, and suppose f : X → CP N is an algebraic morphism. We say f is strongly projectively k-regular, if the image of any smoothable length k zero dimensional subscheme of X spans a projective space of dimension k − 1, i.e. dim R is maximal possible for every scheme R ∈ Hilb sm k (X). Lemma 5.6. Suppose f : X → CP N is strongly projectively k-regular. Then f determines a natural algebraic morphism:
and the closures in the definitions of secant varieties and areole are redundant: Theorem 5.7. Suppose F = C, X is a projective algebraic variety of dimension m, and f : X → CP N is a strongly projectively k-regular algebraic morphism. Fix a smooth point p ∈ f (X). Then there exists an affinely k-regular continuous map
Note that the claim of the theorem does not depend on the initial value of N , thus it is enough to use a k-regular embedding with very high value N . In the rest of this subsection we prove the theorem. In Subsection 5.2 we relate the bounds on dimension of a k (f (X), f (p)) with the dimension of HilbP sm k (X, p) and HilbP Gor k (X, p). In Subsection 5.3 we explain that it is easy to construct strongly k-regular algebraic morphisms -the well known Veronese varieties of sufficiently high degree are strongly k-regular. In Section 6 we explain how to use these results to conclude analogous statements for real manifolds. Finally, in Appendix we explicitly calculate the dimension of HilbP Gor k (X, p) for small values of k. Proof of Theorem 5.7. If k = 1, then there is nothing to prove, so we may assume f is oneto-one. Let X 0 be the smooth locus of the image f (X) treated as a subset of X. Consider the partial compactification C k (X 0 ) = Hilb
. Thus by Lemma 3.2 there exists an affinely k-regular continuous map C m → C N .
5.2.
Areole and punctual Hilbert scheme. The results in this subsection are independent of the base field F. As motivated by the previous section, it is desirable to calculate, or at least bound the dimension of a k (X, p) for a subvariety X ⊂ FP N and p ∈ X a smooth point. By definition, a k (X, p) is parametrized by a family of (projective) linear subspaces of dimension k − 1 over HilbP sm k (X, p). Thus we immediately deduce:
Therefore, we first determine the dimensions of HilbP sm k (X, p). Note that this dimension does not depend on the embedding of X into the projective space. Moreover, X can be replaced (for instance) by any Zariski open neighbourhood of p in X, and in fact by any smooth variety of the same dimension, as mentioned at the end of Subsection 4.3. The lower bound in the following Lemma relies on standard material reviewed in Appendix.
Lemma 5.8. In the setting as above, if k ≥ 2, then we have:
Proof. By (A.1) and the discussion in Subsection A.1, without loss of generality we may assume that the base field F is algebraically closed.
To obtain the lower bound dim HilbP
we construct a family of dimension (dim X − 1)(k − 1) of local smoothable schemes contained in X and supported at p. This is obtained by the family of subschemes isomorphic to Spec F[t]/t k . The dimension of this family is calculated in Corollary A.6. Note that Spec F[t]/t k is Gorenstein, thus the same lower bound also applies to HilbP Gor k (X, p). To obtain the upper bound, suppose X is smooth and consider
The locus Hilb
Since X is smooth, the dimension of HilbP On the other hand, we also have the following property: If R ⊂ X is a finite subscheme,
is contained in the variety swept out by linear spans of finite local Gorenstein schemes of length at most k supported at p and so we obtain the following bound:
Considering the schemes shorter than k in Lemma 5.6 is merely a decoration to slightly facilitate the technical arguments. Yet here we restrict to punctual Gorenstein schemes and for these it is essential to consider also shorter schemes: for instance, there exist punctual Gorenstein schemes of length 4, which are not contained in any punctual Gorenstein scheme of length 5.
In principle, we could restrict attention to a subset of HilbP Gor i (X, p) consisting of those Gorenstein schemes that are contained in a smoothable scheme of length k. Yet such description is not much helpful, as we are not able to provide better bounds on the dimension of these spaces.
5.3. Veronese embedding as a k-regular morphism. In this subsection we still work over the base field F = C.
Consider the d-th Veronese embedding:
that is defined by a very ample line bundle O(d) on CP m . Explicitly, in coordinates the map is given by all monomials of degree d in m + 1 variables. The starting point of this subsection is a standard observation that a Veronese embedding of sufficiently high degree is k-regular: 
Proof. By Lemma 5.10, there exists a strongly projectively k-regular map, thus we may apply Theorem 5.7: there exists an affinely k-regular continuous map C m → C N , where Corollary 5.12. Suppose k ≥ 2. There exists an affinely k-regular continuous map
Proof. Again, there exists an affinely k-regular continuous map
The main point of the restriction to the Gorenstein schemes is that we have more control on the dimension of HilbP Gor i (X, p). We show this in Appendix, here we conclude the proof of Theorem 1.3.
Proof of Theorem 1.3, complex case. By Corollary 5.12 there exists an affinely k-regular continuous map C m → C N , for N = max dim HilbP 6. Real case and other manifolds 6.1. Real case. In this section we observe that the constructions are also valid over real numbers. That is, we prove real versions of Theorems 1.2, 1.3, 1.12, and 1.13.
Theorem 6.1. Suppose k ≥ 2. There exists an affinely k-regular continuous map R m → R N ,
Proof. First, let us recall the construction in the complex case. We start with the Veronese embedding of projective space, which is, in fact, defined over real numbers. Then we project from a general linear subspace. Since dim Hilb k (CP m ) = dim Hilb k (RP m ) (and analogously for the variants of Hilbert scheme, see (A.1)), the dimension of the set of R-rational points in Hilb k (RP n ) and its variants is at most the dimension of the complex analogue. Similarly, the dimension of a k (v d (RP m )) is bounded from above by the dimension in the complex case. Therefore as the general linear subspace that is the centre of projection, we can pick one which is defined over real numbers. Thus the theorem follows.
Regular embeddings of hypersurfaces and low codimension manifolds
As an example, one may think of M = S m , the m-dimensional sphere.
Example 6.2. Let M be as above, and k ≥ 3, Then M admits an affinely k-regular embedding into R N , where
Proof. The example restricts the k-regular maps from Theorem 1.3 (first case) and Theorem 1.2 (second case). In the last case, the standard transversality construction, bounding N by the dimension of secant variety (see Lemma 3.1, or [Vas92] ) is stronger.
More generally, we may apply the same argument to any m-dimensional submanifold M ⊂ R c+m of codimension c.
Proposition 6.3. Let M m ⊂ R c+m be as above, and k ≥ 3, c ≥ 2. Then M admits an affinely k-regular embedding into R N , where
Example 6.4. Let M m ⊂ R m+2 , and k ≥ 3. Then M admits an affinely k-regular embedding into R N , where
6.3. Globally k-regular maps from a projective space. Suppose F = C. Arbitrary algebraic morphisms between two projective spaces are obtained as projections from the Veronese embedding. That is, suppose f : PV → CP N is an algebraic morphism explicitly given by: − 1), except the following cases:
In the context of k-regularity and in the view of Lemma 6.5, we can assume
Case (iii) is the exceptional case (b) in Theorem 6.6. Case (iv) with m ≥ 3 is the quadric case (a). The remaining cases arise from solving the inequality km 
Now assume that f : CP m → CP N is a strongly projectively k-regular algebraic morphism. Then f = π L • v d as in the introductory paragraphs of this subsection. By Lemma 6.5, we have d ≥ k − 1. We can ignore the following linear embedding by reducing N if necessary. We claim that L must avoid the σ k (v d (CP m )). By Lemma 5.6, this is equivalent to say that L does not intersect any linear span of dim v d (R) for smoothable schemes R ⊂ CP m of length k. Otherwise, dim f (R) < k − 1, contrary to our assumption that f is strongly (projectively) k-regular. In this appendix we analyse the Hilbert scheme HilbP Gor k (FP m , p). As mentioned in Section 4.3, this is equivalent to the study of HilbP Gor k (X, p) for any projective manifold X. In Corollary A.6 we prove a lower bound (k − 1)(dim X − 1) for its dimension and in Theorem A.16 we prove that for k ≤ 9 the dimension is equal to the lower bound.
Analysing the Hilbert scheme, as below, is technical and requires some knowledge of commutative algebra, especially the theory of Artin Gorenstein algebras, see [Jel13] for an overview and references.
In this appendix, as in the whole article, F denotes either R or C. Many results of the appendix are true in greater generality. The exception is Briançon's alignability result (Proposition A.10), formulated only for complex numbers. For the most part of the appendix we additionally assume that F is algebraically closed (F = C). We relax this assumption in Theorem A.16.
A.1. Generalities on deformations of finite algebras. One of the fundamental properties of the Hilbert scheme is its invariance under base change [FGI + 05, 5.1.5(5), p. 112]. In particular, if F 1 ⊂ F 2 is a field extension (such as R ⊂ C) and p ∈ F 1 P m is an F 1 -point, then:
In this article we are interested in the dimension of the Hilbert scheme, thus we have for every R-point p ∈ RP m :
Therefore it is harmless for us to assume that the base field F is algebraically closed, even though this assumption is eventually relaxed in the main theorem. We need some basic notions from deformation theory. Below an Artin algebra A is a finite dimensional F-algebra and dim F A is called the length of A and denoted length A.
Definition A.1. A family of Artin algebras is a finite flat morphism Spec C → Spec B, where B is an integral domain and a finitely generated F-algebra. We say that an algebra A is a fibre of this family if there is a closed point b ∈ Spec B such that Spec A is isomorphic to the fibre Spec Definition A.2. Let R = Spec A be a punctual scheme corresponding to a local Artin algebra A with maximal ideal m. The embedding dimension of R, is dim F m/m 2 . It is denoted embdim R.
The importance of embedding dimension comes from the fact that embdim R ≤ e if and only if R has an embedding into FP e if and only if R has an embedding into D e .
A.2. Invariance of codimension and alignable subschemes. Now we will analyse the following question. The following Proposition A.4 generalises the above considerations to any natural family R ⊂ HilbP k (FP e , p). We need one technical definition. Let R ⊆ HilbP k (FP e , p). We say that R is closed under isomorphisms if every R ∈ HilbP k (FP e , p) isomorphic to a scheme R ∈ R belongs to R. In other words, if i, i : R → FP e are two embeddings of a finite scheme R with support at p ∈ FP e and i(R) is in the family R, then also i (R) is in R. We will also use the flag Hilbert schemes (see [ACG11, IX.7, p. 48] or [Ser06, Section 4.5]) and multigraded Hilbert schemes (see [HS04] ). It should be noted, that we only consider these constructions for a scheme finite over F, a very special case.
Proposition A.4 (invariance of codimension). Let m ≥ e and R e ⊆ HilbP k (FP e , p 0 ) be a Zariski-constructible subset closed under isomorphisms. Consider the subset R m ⊆ HilbP k (FP m , p) of all schemes isomorphic to a member of R e . Then the family R m is a Zariski-constructible subset of HilbP k (FP m , p) and its dimension satisfies
Proof. For technical reasons (to assure existence of Hilbert flag schemes) we consider
k rather than D n . Let R be a finite scheme of length k. To give an embedding R ⊆ FP n with support p is the same as to give an embedding R ⊆ D n and it is the same as to give an embedding R ⊆ D n . Therefore Hilb k (FP n , p) Hilb k (D n ) for every n and p.
Consider the multigraded flag Hilbert scheme HilbFlag parametrising pairs of closed im-
Note that π i are proper. We will now prove that R m is Zariski-constructible. 
The difference is that we have to ensure R ⊆ D e . Algebraically, the images ϕ * (α 1 ), . . . , ϕ * (α m ) need to lie in the ideal I(R) ⊆ (β 1 , . . . , β e ). Since dim F I(R) = M − (k − 1), the fibre has dimension (m − e)(M − k + 1).
In particular, π 2 is equidimensional, so that the dimension of R m is given by the formula:
We will now define an important class of finite schemes, analysed by Iarrobino in [Iar83] .
Definition A.5. An Artin algebra A is aligned if it is isomorphic to F[t]/t k . An Artin algebra A is alignable if it is a finite flat limit of aligned algebras, i.e. there exists a family of algebras with fibre A and general fibre aligned. A finite scheme R = Spec A is aligned (reps. alignable) if and only if A is an aligned (respectively, alignable) algebra.
In terms of the Hilbert scheme, we see that R is alignable if and only if the point in the Hilbert scheme corresponding to R is in the closure of the set of points corresponding to the aligned schemes.
Proposition A.4 gives immediately the dimension of the set of alignable subschemes of a punctual Hilbert scheme. If a Zariski-constructible subset of the punctual Hilbert scheme has dimension less or equal than (k − 1)(m − 1), then we call it negligible. In particular, the set of alignable subschemes is negligible.
The name negligible is taylored for the purposes of this article. The dimension of a negligible family R is at most the dimension of the family of alignable schemes, hence R does not give us any new information for the bound (5.2) on the dimension of the areole variety. Hence, such family can be neglected, at least as far as only dimension count is concerned.
Remark A.8. Suppose that for some k and e the Gorenstein punctual Hilbert scheme HilbP Remark A.9. Gorenstein schemes of length at most 9 are all smoothable by the results of Casnati and Notari, see [CN09, Theorem A]. Since ultimately we want to analyse those, we will not emphasise smoothability. However, the reader should note that Definition A.7 is reasonable only with the smoothability assumption.
In general, there exist Gorenstein non-alignable subschemes and non-negligible families, see Example A.17 below. In the remaining part of the appendix we show that if the length k is small enough, then all subschemes are negligible, thus HilbP Gor k (FP m , p) has the expected dimension.
We begin with the following result of Briançon:
Proposition A.10 ([Bri77, Theorem V.3.2, p. 87]). Let R ⊂ CP 2 be any finite local scheme (not necessarily Gorenstein). Then R is alignable.
Thus the set of schemes with embedding dimension at most two is negligible by Remark A.8. To analyse other schemes, we need a few results from the theory of finite Gorenstein algebras, which we summarize below.
A.3. Hilbert functions. Let (A, m, F) be a local Artin Gorenstein F-algebra. We will recall two discrete invariants of A. The Hilbert function H A is defined by H A (n) = dim m n /m n+1 . The socle degree of A is the maximal s such that H A (s) = 0. For the following, we recall that the Hilbert function H = H A admits a canonical symmetric decomposition, see [Iar94,  Chapter 1, Thm 1.5]. If we write H = (1, H(1), H(2), . . . , H(s), 0, 0, . . .), where H(s) is the last non-zero value, then there exist canonically defined vectors ∆ 0 = ∆ A,0 , . . . , ∆ s−2 = ∆ A,s−2 of length s + 1 whose elements are non-negative integers and such that (i) ∆ i (s + 1 − i + n) = 0 for all n ≥ 0, (ii) ∆ i (s − i − n) = ∆ i (n) for all 0 ≤ n ≤ s − i, (iii) H(n) = s−2 i=0 ∆ i (n) for all n ≤ s. (iv) ∆ 0 is a Hilbert function of an Artin Gorenstein algebra of socle degree s, in particular ∆ 0 (n) > 0 for all n ≤ s. For a fixed length k there exists only finitely many Hilbert functions and their decompositions, so to prove that a family is negligible, we may consider each Hilbert function separately, i.e. assume that the Hilbert function and its decomposition are fixed.
A.4. Apolarity. The canonical references for this section are [Iar94] and [IK99] .
Let S = F[[α 1 , . . . , α e ]] be a power series ring in e variables. We interpret α i ∈ S as a partial differential operator ∂ ∂x i acting on a polynomial ring P = F[x 1 , . . . , x e ]. We denote this action by (−) (−). For example, α 1 α 2 x 2 1 x 3 2 = 6x 1 x 2 2 and α 2 3 x 1 x 2 x 3 = 0. Let (A, m, F) be a local Artin Gorenstein F-algebra. Suppose that the embedding dimension of A is at most e. We may write A as a quotient A = S/I for some ideal I. It turns out that the annihilator ann I (P ) = {f ∈ P | I f = 0} is crucial for analysing A. Below we list its properties.
(i) dim F ann I (P ) = dim F A, (ii) ann I (P ) is an S-submodule of P , which is principal i.e. ann I (P ) = S f for some f ∈ P . This f is not unique; in fact S f = S g where g = s f for any invertible element s ∈ S. For example, S x 2 y 2 = S (x 2 y 2 + xy 2 + x + 1). (iii) Conversely, given f ∈ S we may consider its annihilator I := ann f (S) ⊆ S. This is an ideal of S and the quotient S/I is a local Artin Gorenstein F-algebra. Summarising the discussion above, we have the following theorem, originally due to Macaulay.
Theorem A.11 ([Eis95, Theorem 21.6, Exercise 21.7]). Let S be a power series ring over F in e variables, acting on a polynomial ring P as described above. We have a correspondence between Artin Gorenstein quotients of S and polynomials f ∈ P :
(i) to every f ∈ P we may assign the Artin Gorenstein algebra S/ ann S (f ), called the apolar algebra of f . (ii) to every Artin Gorenstein algebra S/I we may assign the module ann P (I), which is a principal S-module and choose any generator f ∈ ann P (I). We call any such f a dual socle generator of S/I.
We will use this theorem to bound the number of possible quotients of S by bounding the number of possible polynomials in P whose apolar algebras have small length. It is worth noting that the symmetric decomposition of the Hilbert function of an Artin Gorenstein algebra (defined in subsection A.3) is tightly connected with the number of partial derivatives of f , which is implicitly used in the proof of Lemma A.14. See e.g. [Iar94] for details.
A.5. Punctual Gorenstein Hilbert schemes HilbP
Gor k (FP m , p) for k ≤ 9. Every Artin Gorenstein algebra A of socle degree one is an apolar algebra of a linear form, thus it is aligned. Therefore the set of socle degree one algebras is negligible. In the following Lemma A.12 we extend this result to socle degree two. is negligible.
Proof. Let R := HilbP
Gor k (FP m , p). As before, we may fix a Hilbert function H with symmetric decomposition ∆, and a socle degree s. By Proposition A.10 we may assume that the embedding dimension is at least three. By Lemma A.13 we may assume that ∆ s−2 = (0, 0, 0). By Lemma A.14 we may assume s > 4.
We will prove that no decomposition ∆ satisfying all above constrains exists. Let e i := ∆ A,i (1). Then H(1) = e i . Note that ∆ 0 = (1, e 1 , . . . , e 1 , 1) is a vector of length s + 1 ≥ 6, thus its sum is at least 4 + 2e 1 . Note that by symmetry of ∆ i we have e i = ∆ i (s − i − 1) and since s − i − 1 > 1, we have j ∆ i (j) ≥ 2e i . Summing up k = H = This contradicts the assumption k ≤ 9.
Theorem A.16 (The Hilbert scheme has expected dimension). Let F = R or F = C. For k ≤ 9 the dimension of HilbP 
