We give an easy and efficient algorithm to check whether a given polynomial f in K[x, y] is a coordinate, where K be a commutative field of characteristic zero, and if so to compute a coordinate's mate of f . Then we treat the same problem replacing the ground field K by a unique factorization domain A of characteristic zero. A notable feature of our method is that it always produces a mate of minimum degree.
INTRODUCTION
. Deciding whether a given polynomial f is a coordinate is one of the most fundamental problems in the study of automorphisms of polynomial rings. To our knowledge this problem is still open for n ≥ 3. In the case of two variables it is solved by the famous AbhyankarMoh theorem [1] which states that f is a coordinate if and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. only if I(∂xf, ∂yf ) = (1) and the curve C(f ) defined by f = 0 has one place at infinity. Since then, various and more or less explicit solutions have been given to this problem, see e.g. [4, 8, 5, 11, 3] . However, the closely related question of computing a coordinate's mate, i.e. a polynomial g such that K[f, g] = K [x, y] , is either not treated or solved in a more or less involved way, see [2] . For instance, in [5] an integral formula is given for computing a Jacobian mate, i.e. a polynomial g such that Jac(f, g) = 1, and as byproduct it solves the question of coordinate's mate. In [11] the same question is solved by keeping track of the so-called nonsingular Gröbner reductions performed to check whether f is a coordinate. In this work we build on the results of van den Essen [8] , so let us recall some of them. Given a polynomial f ∈ K[x, y] we let X f = ∂yf∂x −∂xf∂y be the Hamiltonian K-derivation associated to it. The main result of concern for our purpose states that f is a coordinate if and only if X f is locally nilpotent and I(∂xf, ∂yf ) = (1). Moreover, deciding whether X f is locally nilpotent reduces to check whether X d+1 f (x) = X d+1 f (y) = 0, where d is the total degree of f . Thus, deciding whether f is a coordinate reduces to explicit and well controlled algebraic computations. On the other hand, the question of computing a coordinate's mate for f is reduced to compute a slice of X f , i.e. an element s such that X f (s) = 1.
In this paper we show that the necessary computations performed to check whether X f is locally nilpotent, namely the computation of the iterates X i f (x) and X i f (y) up to the bound deg(f ) + 1, are enough for checking whether f is a coordinate and for computing a coordinate's mate in case it exists. We then extend the obtained result over fields to UFD's of characteristic zero, and as by-product we give an algorithm which allows to recognize coordinates in two variables over such rings.
The paper is structured as follows: in section 2 we give some basic results concerning locally nilpotent derivations and coordinates in two variables. Section 3 is devoted to the problem of algorithmically recognizing coordinates and computing mates over fields of characteristic zero. In section 4 we show that the method we describe always produces a younger mate. In section 5 we study coordinates in two variables over UFD's of characteristic zero. We give algorithmic solutions to both the recognition and the mate problems. In section 6 we give some details on implementations and we study some examples.
BASIC FACTS
Let A be a commutative ring with unit containing the rationales, A[t] is a univariate polynomial ring and X be a locally nilpotent derivation on A. For any a ∈ A the exponential exp(tX ).a is usually defined as
The degree of a with respect to X is defined as deg X a = deg t (exp(tX ).a). Let us recall some classical results that we will use in the sequel. The first one concerns automorphisms of the affine plane and it can be found in [10] . A basic fact on slices of locally nilpotent derivations is given in the following theorem which can be found in [9, 12] . The proof we supply here is elementary and constructive.
Theorem 2.3. Let A be a UFD of characteristic zero and X = X f be a locally nilpotent derivation of A[x, y], and assume that X has a slice
Proof. The case where f is linear being trivial, we will assume in the sequel that f is nonlinear. Let P be a polynomial in A [x, y] X , by induction on the degree of P we will prove that P ∈ A[f ]. The case when deg(P ) = 0 is clear. Assume now that the result remains true for every polynomial of degree at most m and let P be a polynomial of A [x, y] X of degree m + 1. We have then
On the other hand we have
From the two last equalities we obtain the relations
where F (x, y) = ∂xg∂yP − ∂yg∂xP. Since f is nonlinear we have deg(F ) ≤ m. On the other hand, an easy computation shows that ∂xF ∂yf − ∂yF ∂xf = 0. By induction hypothesis we may write
is such that H = h and K is the quotient field of A. Now we turn to prove that H has its coefficients in A. Since A is a UFD we may find an element β of A such that H1 = βH ∈ A[t] and H1(t) is primitive. We therefore have βP (x, y) = H1(f ), which gives
Assume that β is not a unit in A and let c be a prime factor of β. On the first hand, the fact that X f (g) = 1 implies that f is nonconstant in (A/c) [ Assume that λ is not a unit of A and let c be a prime divisor of λ. From the identity f2(f, g) = λx we deduce that
and by lemma 2.2 we get f2(x, y) = 0 mod (c).
But this means that c divides all the coefficients of f2, and this contradicts the assumption that f2 is primitive. Thus λ is a unit in A and so f1 has its coefficients in A. In the same way we prove that g1 ∈ A[x, y].
RECOGNIZING COORDINATES AND COMPUTING MATES IN THE CASE OF A FIELD
A polynomial f ∈ K[x, y] is called triangular if it is of the type ay + p(x) or bx + q(y). Notice that a triangular polynomial f = ay + p(x) is a coordinate if and only if a ∈ K * , and if so g = x is a coordinate's mate of f . The triangular case being trivial, we will assume in this case that the considered polynomials are non-triangular. We have now enough material to state the main result of this section. Proof. " ⇒ " Let g be a coordinate's mate of f . Without loss of generality we may assume that X f (g) = 1. This proves in particular that X 2 f (g) = 0. Since on the other hand X f (f ) = 0 and K[x, y] = K[f, g] we deduce that X f is locally nilpotent. Let (f1, g1) be the inverse of (f, g). So x = f1(f, g). Since 
From the proof of theorem 3.1 we deduce a formula which gives an expression of the inverse of an automorphism of 
. . , fn−1, t + fn).
Proof. Applying X f 1 ,...,f n−1 to the equation
.., fn)
we get
. . , fn),
and by induction we easily prove that
for any k. Taking into account these relations we get
The right hand side of the last equation is nothing but the Taylor expansion of gi(f1, . . . , fn−1, t + fn) around fn.
THE QUESTION OF YOUNGER MATE
In this section we show that the coordinate's mate computed in theorem 3.1 is always a younger mate of the given polynomial. Proof. Let us write f = cpt p + . . . + c0 and g = dqt q + . . .+d0. Let Sylv(f (t)−x, g(t)−y) = (a j,k ) be the Sylvester matrix of f (t)−u and g(t)−v. The coefficients a j,k are either constants or c0 − x or d0 − y. Moreover, the number of times c0 − x (resp. d0 − y) appears in Sylv(f (t) − x, g(t) − y) is q (resp. p). Since on the other hand Rest(f − x, g − y) is the determinant of the Sylvester matrix, we have the bounds
To prove that these bounds are equalities we need to be little bit more precise, and give the exact subscripts j, k whose corresponding coefficient is c0 − x (resp. d0 − y). In fact we have a j,k = d0 − y if and only if j ≥ q + 1 and k = j. Let us write
In order that a given σ generates a term of the type c(d0−y) p it should satisfy σ(j) = j for any j ≥ q + 1. This means in particular that σ(j) ≤ q for any j ≤ q. Therefore, the coefficient of the monomial (d0 − y) ,q) , where Aq,q is the q × q principal submatrix of Sylv(f (t) − x, g(t) − y) . Clearly, Aq,q is upper triangular and its diagonal entries are equal to cp. Thus, we have
is of degree q with respect to x and its leading coefficient is constant. 
If we let m = deg y (f ) and n = deg y (g), then by lemma 4.1 f1(u, v) is a polynomial of degree m with respect to v and of degree n with respect to u and its leading coefficients with respect to both u and v are constants. Since the degree of the inverse (f1, g1) equals the degree of (f, g) we deduce that f1 is of degree m. Let hm be the leading homogeneous term of f1. Then hm is a power of a linear form av + bu, and since deg u (hm) ≤ deg u (f1) = n < m we have b = 0. This proves that am−1(x) is constant. The fact that bq−1(x) is also constant follows immediately form the Jacobian condition.
Theorem 4.3. Let K be a commutative field of characteristic zero and f be a non-triangular coordinate in
Proof. Let g be a younger mate of f such that Jac(f, g) = 1 and let (f1, g1) be the inverse of (f, g). Let us write
By lemma 4.2 the coefficients ap−1(x) and bq−1(x) are constant, and taking into account the algebraic identities in proposition 3.2 we obtain the equalities
, and this proves the claimed result.
THE CASE OF A UFD OF CHARACTER-ISTIC ZERO
In this section we address the same problem replacing the ground field K by a unique factorization domain of characteristic zero A. 
Proof. " ⇒ " The conditions i) and ii) can be checked in the same way as in the proof of theorem 3.1, so the only one thing that remains is to prove the condition iii). Let g be a coordinate's mate of f such that X f (g) = 1. Then
and so X
" ⇐ " By theorem 2.3 it is enough to prove that X f has a slice. Since we have X
f (x))g, which implies that X f (g) = 1.
In order to translate the last theorem into an algorithm we need to give an efficient solution to the following problem.
Problem:
Let A be a UFD and a be a nonzero element of A. Let f, g ∈ A[x, y]. How to check whether g = h(f ) mod (a), where h is a polynomial in A[t]? In the sequel, Rem(g, f; y) will stand for the Euclidean remainder of g by f with respect to the variable y, which is an element of K [x, y] where K be the quotient field of A . The following lemma is the master piece of the solution we give to this problem. 
and then for j = 2, . . . , m1 we let Proof. "i) ⇒ ii)" This is a direct consequence of the routine described above and lemma 5.2. "ii) ⇒ i)" We will prove this by induction on the "size" m = m1 + . . . + mr of a. The case m = 1 being trivial, assume that the result holds for elements of size ≤ m and let a be with size m + 1. Let a1 be a prime factor of a.
By using Euclidean division over the domain A/(a1)[x, t]
we have g = h1,1(f ) + a1g1,1, and applying the induction hypothesis to g1,1 and a −1 1 a we get g1,1 = h (f ) mod (a −1 1 a) for some h ∈ A [t] . Therefore, g = h(f ) mod (a), where h(t) = h1,1(t) + a1h (t).
IMPLEMENTATION
In this section we give a pseudo-code description of the algorithm studied in the previous sections. The algorithm takes as input a polynomial f in two variables with coefficients in a UFD of characteristic zero and checks whether it is a coordinate, and if so it computes a coordinate's mate. Moreover it produces a mate of f of minimum degree. step 3: We check the condition iii) of theorem 5.1. For this, we use an algorithm called SEQ which corresponds to the routine described in theorem 5.3.
step 4:
In case a mate is computed in the step 4, we transform it into a mate of minimum degree by using an algorithm called RED.
