Abstract. Measure of the weighted cumulative entropy about the predictability of failure time of a system have been introduced in [3] . Referring properties of doubly truncated (interval) cumulative residual and past entropy, several bounds and properties in terms of the weighted cumulative entropy is proposed.
Introduction. Interval weighted cumulative entropies
Let x ∈ R + → φ(x) ≥ 0 be a given measurable function. The weighted cumulative residual entropy (WCRE) E w φ (X) and the weighted cumulative entropy (WCE) E w φ (X) of a RV X with a cumulative distribution function (CDF) F and survival function (SF)F are defined by respectively. Assume that all integrals are absolutely convergent with the standard agreement 0 log 0 = 0 log ∞ = 0. Cf. [8] , [3] , [1] and [6] .
For given pair of fixed values (t 1 , t 2 ) ∈ R + × R + the CDF F (x; t 1 , t 2 ) and SFF (x; t 1 , t 2 ) of a RV X|t 1 < X < t 2 take the forms
andF (x; t 1 , t 2 ) =F (x) F (t 1 ) −F (t 2 )
.
We propose the following definition which we call the double truncated (interval) weighted cumulative residual entropy (IWCRE) IE w φ (t 1 , t 2 ) and the double truncated (interval) weighted cumulative entropy (IWCE) IE w φ (t 1 , t 2 ) of a RV X|t 1 < X < t 2 : Definition 1.1 Let (t 1 , t 2 ) be a pair of fixed values in R + × R + . Using (1.3) define IWCRE of a RV X|t 1 < X < t 2 with SFF and WF φ by: 4) and the IWCE of a RV X|t 1 < X < t 2 with CDF F is defined by
dx.
(1.5)
In particular φ(x) ≡ 1 the (1.4) and (1.5) yield the standard Interval cumulative residual entropy and the interval cumulative entropy, respectively. Cf. [2] , [5] , [4] and [7] .
Passing to the limits t 1 → 0 and t 2 → ∞, the IWCRE (1.4) and IWCE (1.5) yield the WCRE (1.1) and the WCE (
From now on for given WF φ we will use the notation ψ(
The following Lemma is straightforward.
Lemma 1.1 For given a pari (t 1 , t 2 ) and WF φ applying integrate by parts in Eqn (1.4) and (1.5) it can be written equivalent forms for IWCRE and IWCE: 6) and in similar way:
(1.7)
Setting φ ′ (x) the derivative function of WF φ(x) with respect to x, φ ′ (x) = ∂ ∂x φ(x) and following some standard calculations, we can write:
here E X (t 1 , t 2 ) represents the interval cumulative past entropy, denoted by ICP E(X; t 1 , t 2 ), in [2] . Moreover,
dy,
(1.10)
In (1.9), substitute E X (t 1 , t 2 ) (denoted by ICRE(X; t 1 , t 2 ), cf. [2] ) in E X (t 1 , t 2 ), the analogue assertion for IE w φ (t 1 , t 2 ) holds.
Example 1.1 Let X be an RV from exponential distribution with mean 1 λ , λ > 0. According to the example at the end of [2] :
We observe that for fixed value t 2 ∈ (0, ∞), (1.11) is decreasing in t 1 ∈ (0, ∞). Now, assume the WF φ(x) = e αx , α < λ, applying (1.4) yields the following expression:
(1.12)
Note that when α → 0 then IE w φ (t 1 , t 2 ) → IE(t 1 , t 2 ). Applying mathematical software such as Maple, one can easily check that for given all λ, α, (1.12) is not monotonic decreasing in t 1 . This means, if the monotonicity property for ICRE is fulfilled then there is no guarantee IWCRE is monotonic as well.
Bounds for the IWCE and IWCRE
In this section , we give several bounds for the IWCRE and IWCE by using assertions established in Section 1. Let us start with an alternative representation for the IWCRE and IWCE. In fact it follows the same line as (1.6) and (1.7) but is more elementary.
Let X be a non-negative RV, moreover consider a pair (t 1 , t 2 ) ∈ R + × R + . Set
, therefore, we can write
For given pair (t 1 , t 2 ) define functionsγ 1 andγ 2 in terms ofF (x) in a similar fashion, then analogue formulas take place for IWCRE as well. Now we are in the position to establish Theorem 2.1 below. Recalling (1.8), we provide lower bounds for the IWCE, omitting the proof.
Theorem 2.1 Let X be a non-negarive RV, with CDF F . Given a WF x ∈ R + → φ(x) ≥ 0:
It is worthwhile to mentions that owing to the definition ofδ w φ (t 1 , t 2 ) in (1.8), the same lower bounds for IE w φ (t 1 , t 2 ) in terms ofγ i (t 1 , t 2 ), i = 1, 2 are obtained, wherē
Theorem 2.2 Suppose that X is a RV with CDF F and finite IE w φ (t 1 , t 2 ). Given WF φ, set
Proof. First we begin from the expression η(X):
dy.
Further use the relation
(2.1)
In the last line of (2.1) the inequality holds from log F (t 2 )−log F (t 1 ) ≥ 0. For given t 1 < t 2 ∈ R + we also know log F (t 2 ) ≥ log F (t 2 ) − F (t 1 ) , then this completes the proof. ✷ Remarkably observe that, IWCRE possesses the similar property in Theorem 2.2, hence we can write:
The next theorem extends the result of Theorem 8 from [2] . Here we set
Note that IH(X; t 1 , t 2 ) is an extension of Shannon entropy based on a doubly truncated (interval) RV, see [7] . Theorem 2.3 Let X be a non-negative continuous RV with PDF and CDF respectively f (x) and F (x), then for give WF φ(x),
Here α(t 1 , t 2 ) = exp
Proof. The proof follows directly from the Log-Sum inequality while implies
. ✷
Remark 2.1
The similar arguments for IWCRE is achieved. In other words, owing to the definition of IH(X; t 1 , t 2 ) we have
be reversed failure rate function and h 2 (t 1 , t 2 ) denotes the generalized failure rate (GFR) by virtue of the doubly truncated RV, defined in [5] . Assume also φ(x) be a positive WF on an open domain with ψ(x) = x 0 φ(s)ds and set M(t 1 , t 2 ) = E [ψ(t 2 ) − ψ(X)|t 1 ≤ X ≤ t 2 ]. Then the next theorem is provided:
The IWCE is an increasing function in t 2 iff for all given (t 1 , t 2 ) ∈ R + × R + , t 1 < t 2 :
Proof. According to the form (1.7), the differentiating IWCE with respect to t 2 yields
( 2.3)
The differentiating the M(t 1 , t 2 ) with respect to t 2 implies:
After that substitute (2.4) in (2.3), we have
The inequality (2.2) then follows. ✷ Theorem 2.5 (Cf.
[2] Theorem 2.10) Suppose X and Y are two non-negative, iid RVs with SF F . Then for given WF φ , consequently ψ and (t 1 , t 2 ) ∈ R + × R + , t 1 < t 2 :
(2.5)
Proof. Following the similar arguments in Theorem 2.10, [2] , for two iid RVs X and Y we have
(2.6)
By multiplying the both sides of (2.6) in φ(u) and then integrating from t 1 to t 2 , we obtain
At this stage we apply the non-decreasing property for ψ in x and deduce that for all x ∈ (0, 1) and b ∈ (0, 1), x(b − x) ≤ x| log x|. This leads to
Combining (2.7) and (1.6) the assertion (2.5) clarifies. ✷ Remark 2.2 It can be observed explicitly that the LHS of inequality (2.5) in Theorem 2.5 is bigger and equal than:
E (|ψ(X) − E(ψ(X))||t 1 ≤ X ≤ t 2 ) .
Moreover, similar inequalities as (2.5) for IWCE can be hold:
(2.8)
