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ABSTRACT
An experimental investigation of the impurity behaviour of 
the Reversed Field Pinch (RFP) HBTXIA/B is presented. The 
investigation was initiated by determining the impurity 
composition of the plasma through spectral surveys utilis­
ing both photographic and multi-channel techniques. The 
principal low Z impurities were found to be carbon and 
oxygen while the principal high Z impurity was iron with 
smaller amounts of chromium and nickel. The investigation 
was extended using quantitative techniques in the Extreme 
Vacuum Ultraviolet (EVUV), Vacuum Ultraviolet (VUV) and 
Ultraviolet(UV)/visible regions of the spectrum. A novel 
technique involving a scintillator imaged on to an Optical 
Multichannel Analyser (DMA) was used for quantitative work 
in the VUV region and a unique scanning toroidal mirror 
system was also developed for this range. It was found 
that the impurity concentration was a small fraction of 
the electron density (<5% O, -1% C, -0.2% Fe) and, in con­
junction with the bolometric results from other workers, 
it was found that the impurity radiation was a small frac­
tion (-4%) of the global input power (for I/N >7 x 10”^^ 
A.m) and did not lead to radiative cooling at any position 
in the discharge. The value of the resistivity calculated 
from the impurity composition was significantly less than 
the value obtained from helicity balance calculations, as­
suming a perfect boundary. The impurity diffusion coeffi­
cient for carbon was determined using a unique technique 
based on spatial measurements of CV emission. The measured 
value of 100-150 m^.s”  ^ was anomalously high compared to 
neoclassical predictions. It was not possible to determine 
the diffusion mechanisms of either the bulk plasma or the 
impurities, hence this measurement represents the first 
step in a more detailed investigation of RFP impurity 
dynamics.
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Note on Symbols
Unless specifically stated, toroidal co-ordinates are used throughout 
this thesis. These co-ordinates are illustrated in the figure below;
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INTRODUCTION
This thesis describes an experimental investigation of impurity 
behaviour in the reversed field pinch HBTXIA/B. The reversed field 
pinch (RFP) is a device for investigating plasma properties relevant to 
the eventual development of a fusion reactor. Although tokamak devices 
are currently the most successful experiments in terms of plasma 
parameters such as energy confinement time, it is still important to 
investigate alternative devices which could be developed to become 
reactors, since it is not certain that tokamaks can be developed to the 
reactor stage nor that they would be the most efficient reactor 
configuration. Investigation of alternative approaches also 
contributes to the understanding of plasma physics in general.
While it is necessary to provide additional heating (for example 
radio-frequency heating or neutral beam injection) to heat a tokamak to 
ignition, a RFP can be heated to ignition by ohmic heating alone. 
Because a RFP has a much smaller toroidal field than a tokamak (for the 
same poloidal field) the field coils on a RFP reactor can be much
smaller than the large, supercooled coils needed for a tokamak reactor.
Although the discharges in experimental devices are run in
hydrogen or deuterium, the discharge is contaminated by impurities, 
usually introduced through plasma interaction with the wall of the
containment vessel. It is important to study the behaviour of these 
impurities since they can affect the discharge in several ways. 
Because they emit radiation the impurities can cause a direct power loss 
from the plasma, which could prevent ignition in a reactor if not 
controlled [1]. In addition impurities can cause local power losses
which can equal the input power. This can cause instabilies and 
disruption of discharges. Impurities also increase the value of ,
where Z eff is the effective charge of the plasma and is defined by:-
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z = 1 : l 1  (1
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The effects of an increase in Z^ff • are to increase the plasma 
resistance and modify the current profile.
The role of impurities in a RFP discharge is significantly
different to that in tokamak discharges [2]. The short confinement 
time of an RFP discharge is associated with an impurity diffusion two 
orders of magnitude faster than on tokamaks (see chapter six). 
However, the impurity concentration is maintained during the discharge 
by plasma-wall interaction which provides a sufficient influx to 
balance the loss from the high diffusion rates. The impurities 
introduced at the wall are capable of diffusing to the central regions 
of the discharge, and thus can influence plasma behaviour over a 
significant proportion of the plasma radius. It is a key question for 
RFPs to determine how the discharge as a whole is affected by the
impurity behaviour.
Spectroscopy is a useful tool for diagnosis of the impurity
behaviour since many of the impurity characteristics can be determined 
from their radiation. Since the confinement and temperature are not 
sufficient to fully ionise even the low Z impurities in RFPs, the 
impurity behaviour can be determined at all points in the discharge.
While the diagnosis of impurity effects is well advanced on 
tokamaks [3], this was not the position on RFPs at the start of this 
investigation. The objective of this study, therefore, was to 
determine the fundamental aspects of impurity behaviour for a RFP, with 
particular emphasis on the device HBTXIA/B. The investigation was
conducted in two parts: the radiation characteristics of the
impurities and the impurity dynamics. Line of sight measurements were 
generally used for the first part of the investigation while the
11
investigation of impurity dynamics required spatially resolved 
measurements.
The characteristics of the reversed field pinch are described in 
chapter one, while in chapter two the analytical methods used to 
describe impurity behaviour are reviewed. Experimental investigations 
which have been undertaken to determine the impurity behaviour are 
reviewed in chapter three, and in chapter four the experimental
techniques developed and used by the author in the present
investigation are discussed. In chapter five the results from these 
diagnostics, used to determine the impurity radiation characteristics, 
are presented. The results of investigations of the transport
properties are discussed in chapter six and the results of the complete 
investigation are discussed in chapter seven, together with a summary 
of the work, the conclusions of the investigation, and recommendations 
for future work.
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CHAPTER ONE:The Reversed Field Pinch.
1 .1 Introduction,
This chapter describes the fundamental properties of the reversed field 
pinch (RFP), the plasma device used in the present investigation. 
After an initial description, the basic equilibrium and stability 
characteristics of the device are discussed together with the factors 
governing the particle and energy balance. Experimental results and 
diagnostic methods on current RFP devices are also discussed, 
particularly with reference to HBTXIA/B, and future trends in reversed 
field pinch research are outlined.
-.5
Fig. 1.1.1 Reversed Field Pinch Profiles.
The RFP belongs to the toroidal pinch class of confinement systems 
which rely on the poloidal field produced by the induced toroidal
current for confinement and the toroidal field, initially added using 
external coils, to provide stability. The RFP is characterised by
having the toroidal and poloidal fields of approximately the same
13
magnitude, in contrast to the tokamak device which has a toroidal field 
much greater than the poloidal field. In addition, the toroidal field 
of the RFP is reversed in the outer regions. These field profiles are 
illustrated in fig. 1.1.1. The RFP field profiles possess high 
magnetic shear, where this is defined by :
magnetic shear = ^  ^  (1.1.1)
The value of q, the tokamak ’safety factor’, where q is given by:
rB^
q = — ^  ( 1 . 1 . 2 )
RB^
is less than unity across the whole of the minor radius, while for a 
tokamak q>1 at all points. The RFP is also characterised by its large 
aspect ratio (R/a) which allows cylindrical co-ordinates to be used as 
a good approximation to the toroidal geometry. Reversed field pinch
research has been extensively reviewed [1-5] and the reader is directed
to these references for details not covered in this brief introduction.
1.2 Equilibrium and Stability.
The equilibrium state of a RFP is a minimum energy state, as described 
by Taylor [6,7]. This theory was initiated by the observation on a 
number of reversed field pinches that despite differing initial 
conditions they relaxed to the same final equilibrium, and that on ZETA 
a quiescent period (QP) was observed during which the fluctuation level 
decreased and the temperature increased. These observations were 
indicative of the plasma relaxing to a minimum energy state.
For a plasma with zero resistivity, it can be shown that the flux 
associated with an infinitesmal flux tube centred on a closed field 
line is constant. This is equivalent to:
k = / A . ^  d-r = constant  ( 1 . 2 . 1 )
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for the flux tube, where k is the magnetic helicity. Starting from the 
initial conditions, k for each flux tube is a constant of the motion 
since the field lines are constrained to the flux surface and maintain 
their identity. In order to minimise the magnetic energy with respect 
to the helicity of the discharge an infinite number of constraints is 
required since the helicity of each field line must be treated 
separately. However, if a small but finite resistivity is introduced 
to the the discharge then the individual field lines can reconnect and 
no longer maintain their individual identity. In this case the 
constant of the motion becomes the helicity for the whole discharge;
k '= jA.B^ dT = constant (1.2.2)
V
where V is the volume of the whole discharge. The result of this 
minimisation is:
(1 .2 .3 )
where y is a constant which has the same value for all the field 
lines. This minimisation of the magnetic energy can be taken to be a 
minimisation of the total plasma energy if the thermal and flow energy 
of the plasma are much less than the magnetic energy (fig. 1.3.1). 
This implies that the plasma has a negligible pressure gradient. 
Solving this equation in cylindrical geometry gives:
% = Vo
Bg = BgJj (nr) (1.2.4)
B^ = 0
where y is determined by the external constraints on the system. For 
the case of a flux conserving shell the toroidal flux is constant and 
y is given by:
y = ^2 (1 .2 .5 )
Defining the pinch parameter, 6 , as:
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0 = f-
and solving for the Bessel function fields yields the condition B <0
for 0 >1.2. Hence the equilibrium state of the relaxed discharge can
be specified by the single parameter 9 . This state is often 
characterised using the parameter F where F is defined by:
( 1 . 2 . 7 )
<B >
4)
and dependence of F on 6 is illustrated by use of the F-0 diagram as 
illustrated in fig. 1.2.1. When 0 is increased beyond 1.6, the
theory predicts a new minimum energy state which is a helical
deformation of the plasma.
The Taylor theory shows good but not complete agreement with 
experimental measurements of relaxed discharges. Experimental
discharges are characterised by a single value of 0 though reversal 
tends to occur for 0 =1.3 rather than 1.2. The tendency for the 
plasma to relax to a minimum energy state is shown by the fast m=1 kink 
mode bringing the discharge back to a relaxed state observed on HBTX 
[4]. Measurements of field profile made by probes in low current 
discharges [8] show gross agreement with BFM predictions, but the 
experimental U profile decays to zero at the wall while the BFM 
predicts y=constant at all radii. In addition, experimental 
discharges have a finite B and hence non zero pressure gradient in 
contradiction to the Taylor theory which states that a zero pressure 
gradient is a direct consequence of relaxation [7]. However, it has 
also been shown that the RFP is MHD stable at values of Bg up to 10% . 
These observations have been explained by the existence of a margin of 
stability of the relaxed state [7] or by the existence of a metastable 
relaxed state which can sustain a pressure gradient [4]. These 
explanations do not, however, state whether operating away from a
16
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Fig. 1.2.1 a) F-Theta diagram showing BFM predictions and 
experimental measurements from HBTXIA. 
b) Field and current profiles showing the deviation of 
experimental observation from the BFM. [2]
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minimum energy state causes increased fluctuation activity as the 
discharge attempts to relax, even though the configuration is grossly 
stable.
Despite the success of Taylor*s theory in decribing the 
equilibrium state of the RFP, the mechanism by which the discharge 
relaxes to, and maintains, the equilibrium is still unknown. In 
particular, the magnetic field profile is maintained as long as 
reversal is sustained (up to 20ms on contemporary experiments) when it 
would be expected to diffuse on a resistive timescale ~1ms which 
implies that the discharge continually generates toroidal flux at the 
centre (which gives rise to a reversed field in a flux conserving 
shell). In addition Ohm*s law can not predict the poloidal current at 
the reversal surface (B =0).
Gimblett and Watkins [9] have proposed a model where the 
correlation between the turbulent magnetic field and the particle 
velocity fluctuations produces an e.m.f. which drives the poloidal 
current. This e.m.f. is given by;
E + (V^ïï) = qJ (1.2.8)
where v and B are fluctuating velocities and magnetic fields For the 
fluctuations in a turbulent plasma they proposed:
-  P V ^  ( 1 . 2 . 9 )
^ + a§_ (1.2.10)
where ny = n + Ho 1 (1.2.11)
where a is an inductive, turbulent effect. This model therefore, 
includes both the enhanced resistivity due to fluctuations, and the 
poloidal current at the reversal surface.
Rusbridge has proposed an alternative model, known as the Tangled
Discharge Model (TDM) [10,11]. This model describes the RFP starting
•  TDM pred ictions  
O ZETA experim ental 
results
1
0
■1
BFM prediction
Fig 1.2.2 Comparison of F-Theta Trajectory Predicted by the Tangled 
Discharge Model (TDM) with Experimental Observations on 
ZETA [10].
from the assumption that the magnetic surfaces are broken by random, 
resistive reconnection of lines of force which allow a field line to 
follow a random walk sequence of radial excursions which eventually 
allow it to fill the whole discharge. As a consequence of these radial 
excursions, the magnetic surfaces are distorted, possibly to an extent 
that would make the usual MHD analysis methods invalid [5a]. The model 
incorporates the reconnection process proposed by Taylor, and because 
it is not derived directly from the MHD equations, it is not bound by 
the assumptions of (linear) MHD theory. The discharge is described as 
consisting of flux tubes of radius A and length A , where A is a 
longitudinal correlation length. The perpendicular conductivity, , 
is assumed to be infinitesmally small. If is equal to zero and 
A = °° , the BFM is predicted with the discharge current parallel to
the field at all points. The current therefore, flows parallel to the 
field line with a value determined by the electric field at the ends of
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the flux tube. The local electric field differs from the average 
field, through charge accumulation. This accumulation is sufficient to 
ensure current continuity and can drive currents at the reversal 
surface and beyond. For non-zero , perpendicular currents can flow 
and the field profiles approach those observed experimentally, as 
illustrated in fig. 1.2.2. Because of the perpendicular currents, the 
electrons experience random JxB forces which produce random 
fluctuations which contribute towards an anomalous resistivity, as 
observed experimentally, and help to maintain the stochastic field 
structure independently of the instability which originally set it up.
1.3 Particle and Energy Balance.
As described in the previous section, it has been established that 
the RFP is a stable configuration and that, from experimental 
observations, it is capable of sustaining a finite plasma pressure. In 
order that the RFP may be evaluated as a viable configuration for a 
fusion reactor, it is necessary to investigate how the energy of a 
plasma with finite pressure varies as a function of plasma parameters, 
and so to determine the processes which govern the confinement of this 
energy. In essence it is necessary to solve the equation:
St 'E  ■
for the plasma volume where:
E is the plasma energy.
A_ is the power input.
Pg is the power lost from the plasma.
If the plasma energy is constant:
^  + di V Frr = Ac ( 1 .3 .1 )
div P£ = Ag, ^  = 0  (1 .3 .2 )
Hence:
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Fig.1.3.1. Illustration of the energy channels for the ZT-40 
discharge [2].
where the plasma energy is given by:
E = kg (n^Tg + n . T . ) ( 1 .3 .4 )
The plasma energy is only a fraction of the energy input to the plasma, 
as illustrated in fig. 1.3.1 [2], and is much smaller than the 
magnetic energy of the plasma. The ratio of the plasma energy to the 
poloidal magnetic field energy, g , is defined by:
2^0 / P 2i,rdr 
 0_________
( a )
( 1 .3 .5 )
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The poloidal P>g is related to the total 3 by:
Pg ” [1 + (#)^]P (1-3-6)
The processes which give rise to the energy losses from the plasma are 
electron and ion (including impurities) conduction and convection, 
ionisation losses, radiation and charge exchange. In addition the 
plasma can lose energy through anomalous turbulent effects. A 
significant fraction of the plasma energy is transmitted to the 
fluctuations which drive the relaxation and reversal mechanism. This 
leads to a different value of when it is determined from
spectroscopic or electrical measurements. The value determined from 
electrical measurements is referred to as Z^^^ . It is important to 
determine whether the anomalous energy loss is through turbulent wave 
motion or through particle loss, in particular, electron loss. For the 
stochastic field structure which may exist on HBTXIA/B (see section 
1.4), enhanced electron loss can occur through electron motion along 
the field lines which undergo random walk paths across the discharge. 
A stochastic diffusion length L^ can be defined for this process, 
neglecting collisional effects, [12] where L is given by:
0
where:
is the radial excursion of a field line of length 1  ^ .
It can be shown [18] that:
L (1.3.8)
2 B a
where: a =the minor radius of the plasma.
I "5/81 is the normalised fluctuation level at the edge of the
discharge.
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Fig. 1.3.2. Variation of the normalised field diffusion length, L_/a, 
with magnetic Reynolds number, S [5c].
this gives an effective diffusion coefficient D„ :
= ''th  “-n,
( 1 .3 .9 )
where is the electron thermal velocity. For a discharge with a
radially averaged electron temperature of 200 eV this gives:
D « 90 m2s“l e
Tr « 100 i^S
(1 .3 .10 )
(1 .3 .11 )
However it should be noted that while a similar analysis on h P II gave 
an estimate of the diffusion coefficient of ~50 m^.s"^, estimates of
23
the difusion coefficient from analysis of strong turbulence also gave a 
similar value.
Rusbridge has investigated the scaling of the stochastic diffusion 
length from the experimental results from a number of machines [5c]. 
As illustrated in fig., 1.3.2, a scaling of
L cc S-1.4 (1 .3 .1 2 )
m
is found (despite the large uncertainties in the determination of
). Rusbridge notes that this is consistent with a model of
maintenance of field reversal by a fluctuation driven dynamo effect.
1 .4 The HBTXIA/B Experiment.
The HBTXIA/B device (fig. 1.4.1) is one of a number of 'second 
generation' RFPs currently in operation which have a containment vessel 
consisting of a metal bellows liner inside a thick aluminium conducting 
shell which conserves toroidal flux and assists MHD stability. The 
self reversal of the plasma is used to set up the field configuration 
assisted by slow control from external coils. This is a similar method 
to that used on the original, ZETA device and is in contrast to the 
smaller 'first generation' devices which used insulating vessels and 
fast field control to set up the plasma configuration.
The toroidal current is induced by transformer action using a 0.8
Vs iron core with the flux passing through a poloidal gap in the
conducting shell. The primary current in the the transformer is 
induced using an array of capacitor banks and is usually maintained 
during the pulse to give a flat- topped current profile. A filament 
coupled with a small pre-ion voltage on the primary windings (as shown 
in fig. 1.4.2) is used to start the discharge, and a pre-set vertical
field is used to centre the plasma during the discharge [14]. The 
plasma current can be run down in a controlled manner to avoid the
24
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termination phase of the discharge [15] (see below) when operating at 
high currents. The plasma is usually set up in matched mode, that is 
the toroidal field outside the liner is set to match that which would 
be produced by the plasma, which reduces the Vs consumption of the 
plasma allowing higher currents or longer pulse lengths to be 
investigated. Typical parameters for a HBTX1A/B discharge are shown in 
fig. 1.4.2
The stainless steel bellows liner provides the vacuum vessel which 
is maintained at a base pressure of ~3.0 x 10“^tby two 1500 litres/s 
Leybold-Heraeus turbomolecular pumps (TMPs). The inside of the liner 
is protected by poloidal bands of carbon tile limiters which are placed
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at toroidal locations around the torus. These limiters are necessary 
because of the high energy flux to the wall of a reversed field pinch, 
as discussed in section 3-4. In addition field errors can cause 
intense local wall interaction, especially at high currents. Because 
of this wall interaction the liner of HBTX1A was punctured on three 
separate occasions since it began operations in 1981 and as a result 
HBTX1A/B has only been on-line for 50% of the operation time from 
start up until the end of this investigation. During the rebuild of 
1984-5 a new, thicker liner and a new windings former, which assisted 
the reduction of field errors, were installed along with a simplified 
vacuum system and the machine was renamed HBTX1B (fig. 1.4.3)* The 
need to control field errors results in limited access for diagnostics 
since each diagnostic port is a possible field error site. Despite the 
limited access, parameters on HBTX1A/B are measured using a wide range 
of diagnostics, as illustrated in fig. 1.4.4. Electron density is 
measured using a 10.6 y CO^ laser interferometer [16], as shown
schematically in fig. 1.4.5 Until early 1986 this interferometer
viewed a single vertical chord through the centre of the plasma and
currently views three parallel chords through the plasma using the
vertical diagnostic ports illustrated in fig. 1.4.6. The incoming 
laser beam is diffracted by a Bragg cell with the zeroth order signal 
incident on the detector and the first order signal passing through the 
plasma where it is reflected back on itself and returns to the Bragg 
cell. It is then reflected from the Bragg cell to the detector where 
it forms beats with the zeroth order signal. Using this method a 
minimum resolution of An^ = IxIOl^mr^is achieved. Typical density 
traces for the three chord interferometer are illustrated in fig. 
1.4.7. The initial peak in the density is indicative of the filling 
presure but this initial density is rapidly lost from the discharge 
(pump-out) and the density settles into a recycling equilibrium with
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Fig. 1.4.5. Schematic layout of CO2 Interferometer [16]
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Fig. 1.4.6. Poloidal cross-section of HBTXlA/B
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the walls, though a gradual décliné in density is observed throughout 
the shot. This recycling level is dependent on the plasma currrent and 
the past history of the wall and limiters. This history has been 
exploited, using different methods on HBTXIA/B [17] and ZT-40 [18]. On 
HBTXIA/B the walls and limiters have been pre-loaded with the filling 
gas by running a high pressure discharge prior to a standard discharge, 
while on ZT-40 the walls have been loaded by running many pulse 
discharge conditioning (PDC) discharges prior to a series of standard 
shots. The results of these methods are illustrated in fig. 1.4.8
Electron temperature is measured on HBTXIA/B using a Si(Li) 
detector [19]. The temperature is determined from the continuum 
emission in the soft X-ray region of the spectrum which is a 
combination of bremsstrahlung and radiative recombination (see section 
2.2.5). The energy spectrum of this continuum is given by:
E—  = 9.6 X 10-8 n| t-1/2 exp (— ) ç ai-Ss'i e v i  (1.4.1) 
dE ® ® eTg
where T^  is in eV and  ^ is the X-ray anomaly factor, ç is equal to 
unity for pure hydrogen bremsstrahlung and is equal to Z eff if 
radiative recombination is neglected. The log of the energy spectrum 
is therefore a straight line with slope -1/T^ . If the absolute energy 
spectrum is extrapolated to zero energy, ç (and hence Z^ff ) may be 
determined. Because the high energy tail of the Maxwellian 
distribution is being examined, the measurement is sensitive to 
electron runaway effects which distort the tail of the distribution, 
though these effects have not been observed on HBTXIA/B. The Si(Li) 
detector is a semiconductor device which gives an electron-hole pair 
for each 3.6 eV of the energy of an incident photon. The photon flux 
is measured by a pulse height photon counting system with pulse pile up 
rejection. For electron temperatures in the range 150-300 eV a 25 y
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(nom.) Be filter behind a 8y Be window is used to optimise the flux 
to the detector (that is, low enough to eliminate contributions from 
line radiation but large enough to measure the continuum flux without 
excessive experimental difficulty). The spectrum in the energy range 
of the detector ( 500-2000 eV) includes OVII line emission [56 8 eV
(21.8^), 574eV (21.6 i), 665-721 eV (17.2-18.63#)] and CVI line
emission (26.99 #). However, the resolution of the detector is 
sufficient (170 eV at 2 keV) to be used to investigate this line 
emission. The electron temperature was found to be a function of both 
current and electron density over a wide range of plasma conditions, as 
illustrated in fig. 1.4.9. Although the temperature is seen to fall 
off with increasing I/N, this is in part due to the limited range of 
densities of the discharge at higher currents. An empirical parameter 
fit [20] gives the relation:
Teo = U.825) (1.4.2)
The energy spectrum of the neutral deuterium flux due to charge 
exchange reactions was used to measure the ion temperature on HBTXIA/B 
using a neutral particle analyser [22,23]. For a Maxwellian 
distribution, this flux is given by:
^  .  n, n„ <a ,v> (^) (1.4.3)
dE 1 0 cx T.3/2 T.
where dn is the neutral flux into a channel of width dE, a is the
cx
charge exchange cross-section for an ion with velocity v, n^ is the 
deuterium ion density, n^ is the deuterium neutral density. E is the 
deuterium ion energy.
When corrected for the opacity of the plasma, the slope of the log of 
this flux gives the ion temperature. A five channel analyser with a 
time resolution of 20 y s was used. The neutrals from the plasma were
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ionised by a N2 stripping cell and then dispersed and focussed into
the energy channels by an electrostatic focussing system. These ions
were detected by electron multipliers and the outputs were interfaced 
to CAMAC. The instrument could measure ion energies in the range
0.2-2.0 keV. The measured ion temperatures closely followed the
electron temperatures as a function of I/N , values which could not be 
explained by heating of the ions through equipartition with the 
electrons. Work is currently in progress to investigate the ion 
heating mechanism through measurements of impurity Doppler broadening 
and rotation.
The total radiation was measured using a single chord germanium 
thermistor bolometer [2 ], upgraded to three chord operation in early 
1 9 8 6. The bolometer consists of a 3.7y gold foil which absorbs all
photons with energy less than 12 keV. A germanium thermistor in 
thermal contact with the foil is used to detect temperature changes in 
the gold foil as a result of the photon absorption. The thermistor has 
a high temperature coefficient of resistance (3 % / k) and a low heat 
capacity enabling small changes in the total radiation 
( ~5 yJ cm“  ^mv”  ^ ) to be detected by the resistance change of the 
thermistor. The thermal rise time of the bolometer is ~2ys giving a 
total risetime of “20ys when the electrical risetime is included. The 
thermal decay time is ~l40ms in air, hence the bolometer is an
integrating detector over the discharge length (~5ms) of HBTXIA/B.
The fluctuation characteristics of the discharge were measured by
a variety of diagnostics. Magnetic fluctuations [1 3] were measured 
using arrays of coils at the edge of the plasma. A poloidal array of
coils in the interspace between the liner and the conducting shell was
used to measure the B^ and B^ fluctuations, with a second poloidal 
array located in a recess in the bellows liner which was sensitive to 
fluctuations of a higher frequency. These poloidal arrays were
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supplemented by a interspace toroidal array which measured the and 
B fluctuations at toroidal positions covering a toroidal angle of 
40°. Fluctuations in the impurity line emission were measured by an 
array of surface barrier diodes (SBDs) [25] and a visible multichord 
spectrometer (VMS) [26]. Both these diagnostics viewed the spatially 
resolved emission at a single poloidal position. Because the results 
from these diagnostics were used in the present investigation, they are 
described in more detail in section 4.6. The spectrum of the magnetic 
fluctuations, as measured by the edge coils appears random at first 
sight but statistical analysis of these signals showed that the power 
spectrum of the fluctuations (illustrated in fig. 1.4.10) is dominated 
by low frequency global modes (with poloidal mode numbers m=0 and m=1 
and asociated toroidal mode numbers |n|=0 and )n|=10). The fluctuation 
level ( j%/Bj ) during the sustainment phase was 1-2 % while during 
setting up and termination this rose to 6-10 % . These fluctuations 
were consistent with a stochastic field structure and the level of 
fluctuations was sufficient to give an electron diffusion coefficient 
sufficient to explain the experimentally observed energy confinement 
time (see section 1.3).
1.5 Contemporary Reversed Field Pinch Research.
Though the above discussion has centred on HBTXIA/B, many of the 
results are shared by the other similar machines currently operating. 
A summary of the parameters of these machines is presented in Table 
1.5.1. Current work on diagnostics is directed towards achieving 
spatially resolved measurements of plasma parameters despite the 
restricted access mentioned above. As discussed in chapter four, this 
requires the diagnostics to collect information efficiently, hence 
multichannel techniques are progressively being introduced.
The successors to the current machines are currently being
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\ P a r a  meter 
Device
Major
Radius
R/m
Minor
Radius
a /m
Current
Ip/kA
Rise Time 
ms
Puise
Length
ms
Te
/eV
ne
x io ’^m'^ l \ i S
T P E -  1R(M)  
Sakura Mura
0 .5 0 .0 9 60  -130 0.45 1.0 2 0 0 -6 0 0 1-3 50
T) 3 D  
Poduo
0 .6 5 0 .125 70 -250 0 . 1 - 0 5 1 .0 -2 .0 20 -2 0 0 10 100
Z T - 6 0 M  
Los Alamos
1. U 0 .2 0 5 0 - 3 0 0 0 2 5 - 2 .0 5 - 1 5 ( 2 7 ) 100 - 5 0 0 1-5 700
HBTXIA/B
Culham
0.8 0 25 60 -450 0 3 - 4 .0 5 -1 0 (1 2  ) 100 - 500 1-5 300
OHTE
G.A. 1.24 0.19 5 0 - 5 0 0 0 .2 - 0 .5 5-10 1 0 -5 0 0
1-10 100
Repute
Tokyo 0 .8 2 0 .2 0
100-250 0.5 2.0 50 -  100 2-16 100
Table 1.5.1
\P aram eter
Device
Mojor 
Rodius 
R /m
Miner
Rodius
o/m
Current
Ip/kA
Rise Time 
ms
Plosmo
Vessel
Puise
Time
Comments
ZETA
Harwell
(1965-8)
1 .5 0.5 300-900 0.8 -2.6
Stoinless
Steel 2 -20 ms
Originel RFP 
experiment
T13
Poduo 
(1974-8)
0.40 0.06 60 0.001 Quortz 20 ps 1st generotion
HBTX
Culhom
(1970-8)
1.0 0.06 40-160 0.003
-0.015
Quortz 20-40PS Ist.generotion
HBTXIA/B
Culhom
(1981-6)
0.8 0.25 60-450 0.3-4.0
Stoinless
Steel
/grophite
5-10 (12) 
ms 2nd.generotion
RFX
Poduo 2.0 0.5 2000 15-50
Inconel
/grophite -0.25s 3rd.generotion
ZTH
Los Alomos 2.25 0.4 4000 400
Inconel
/grophite 3rd. generotion
Table 1.5.2
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designed. The next phase of RFP research is to investigate the 
performance of a RFP with the thick conducting shell (which currently 
has a field penetration time of 75 ms) replaced by a thin shell (with a 
field penetration time of 2 ms) supplemented by active field control to 
achieve equilibrium. This configuration is being investigated to 
provide greater dynamic field control and because RFP reactors will 
operate with a thin shell because of the engineering difficulties 
caused by the thick shell. The HBTX1C machine (scheduled for operation 
in 1987) is an example of a thin shell experiment and is illustrated in 
fig.1.5.1.
A third generation of RFP experiments is being planned. These 
machines will be comparable in size to the original, ZETA device and 
will be used to extend the current understanding of RFPs to a different 
parameter range and to investigate scaling effects which may be useful 
for the design of future experiments. The progress of RFP research 
from ZETA to these experiments is summarised in Table 1.5.2.
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CHAPTER TWO:An Analytical Description Of Impurity Behaviour.
2.1 Introduction.
In this chapter an analytical description of impurity behaviour is 
presented. The discussion concentrates on Tokamaks and Reversed Field 
Pinches. In the first part of the chapter the atomic processes which 
determine the ionisation state balance of an impurity, and which give 
rise to impurity radiation are discussed, as are the models that
describe the population of atomic levels within an impurity ion. In
the latter part of the chapter, the neoclassical and anomalous 
contributions to the impurity flux term are considered. Impurity 
behaviour has been reviewed by Isler [1], De Michelis and Mattioli [2], 
and Drawin [g].
2.2 The Atomic Processes.
In this section the atomic processes which determine the 
ionisation state balance and which give rise to impurity radiation are 
presented. The impurity spectrum consists of a continuum of
bremsstrahlung and recombination radiation, with a superposed line
spectrum (see Appendices I-II). The line spectrum is dominated by the 
resonance lines of the impurities (and the host plasma) which lie in 
the vacuum ultraviolet (VUV) and extreme vacuum ultraviolet (EVUV) 
regions of the spectrum. Lower energy transitions are found in the 
ultraviolet/visible region.
Little experimental evidence is available about the atomic 
processes, so theoretical models are generally used to describe them. 
As indicated by Peacock [4], a knowledge of these processes is critical 
to diffusion measurements because the location of a given ion is much 
more sensitive to atomic processes than to diffusion effects in 
tokamaks. On RFPs these processes have equal timescales. However, the
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present knowledge of these processes is far from complete since 
uncertainties still exist in the atomic coefficients, and their 
experimental verification is still at an early stage of development. 
This section does not aim to give a comprehensive review of the 
coefficients;only a description of models in more common use is 
presented. In practice a compromise is usually struck between the more 
precise description given by a complex model and the ease of 
application of a simpler description, especially when the increased 
precision is masked by the overall uncertainty.
Because of the large amount of theoretical and experimental 
information that has been produced concerning these atomic processes, 
several databases have been constructed. The IAEA has produced a 
computerised bibliography of atomic and molecular data relevant to 
fusion research [5]. The Oak Ridge group is active in this area, [6] 
and has links with similar databases at the IPPJ at Nagoya University 
[7 ], Los Alamos [8], and Queen's University, Belfast [9., 10]. In
addition, databases concerning atomic and molecular energy levels and
»
transition coefficients are maintained at University College, London, 
and the NBS, Washington.
2.2.1 Electron Impact Ionisation.
Ionisation by electron impact is a critical process in determining 
the charge-state balance of a plasma. While excitation of a bound 
electron can occur through interaction with any part of the Maxwellian 
distribution of free electrons, ionisation occurs through interaction 
with the more energetic electrons (see section 2.2.2). Hence an ion 
state is typically found at a location where the most probable electron 
velocity is of the order of one third of the ionisation potential. 
However, the ionisation and excitation processes are related through 
the process of autoionisation (see below). Ionisation processes have
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been reviewed by Bely and Van Regemorter [11], De Michelis and Mattioli 
[2], Crandall [12, 14], Younger [15], Younger and Mark [16], and Arnaud 
and Rothenflug [17].
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Fig. 2.2.1 Ionisation cross-section of CIII [12]
The calculation of ionisation cross sections is complicated by the 
fact that the solution to a many body problem is required. The system 
comprises the N bound electrons of the target ion and two free 
electrons (one of which was released by the ionisation process). In 
addition these free electrons interact with the target ion through the 
long range Coulomb potential. The rate coefficient is determined from 
the matrix element of the interaction, using the perturbation 
expression:
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M = <(|,j |H|  ( 2 . 2 . 1 )
where is the incident wavefunction of the system, is the
wavefunction of the system after the interaction and H is the 
Hamiltonian operator for the interaction. The probability of an 
ionisation event occurring is given by;
M|2 (2.2.2)
Hence in order to determine the ionisation coefficient it is necessary 
to know the initial and final wavefunctions of the N+1 system . Most 
quantum mechanical calculations of the ionisation coefficient use 
partial wave theories to determine the wavefunction of the free 
electron. The linear wavefunction is expressed as the the sum of 
wavefunctions in spherical coordinates:
l'(k.r) = I a Y (e.*) F (k.r) (2.2.3)
l,m
where Y(k,_r) is a solution to the Schrodinger equation for the free
electron and Y. (8,4) is a spherical harmonic. The radial term i ,m
satisfies the equation:
- 7 ^  + " 2r 2 ^  ^ Y(r) F ( r ) = ^ F ( r )  (2.2.4)
A number of methods exist for the determination of the ionisation 
coefficient, depending on the form chosen for V(r).
The simplest method, the plane wave Born method, assumes that the 
target ion scatters the incident electron without distortion of the 
wavefunction, i.e. V(r) =0. An alternative approach is the 
Coulomb-Born (C-B) method (e.g.Moores [18], and Younger [19]) which 
uses the Coulomb interaction for V(r), i.e.:
(2.2.5)
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However, calculations using this method are difficult and only cover a 
few elements. Golden and Sampson [20,21] have proposed a scaling 
formula for ions with Z/N >3 (Z is the charge of the bare nucleus and N 
is the number of electrons in the unionised ion). This scaling is 
given by:
c. d. J
J J J__
(2.2.6)
where:
G ^ ( ) is the ionisation cross-section.
X\] is the ionisation potential of hydrogen.
is theionisationpotential of an electron in the jth shell 
is the energy of an incident electron.
"j = V ’tj
Zeff (j)=Effective charge on an electron in the jth shell.
Aj ,Bj ,Cj ,dj are scaling coefficients.
The distorted wave method assumes an interaction of the form:
+ Vow (2 .2 .7 )
where is included to take into account the interaction between theDw
free electron and the electrons of the target ion. This is the most 
satisfactory form for V(r) but involves more effort to determine the 
required coefficient.
A number of semi-empirical formulae have been proposed [16,25],
\
the most popular being that of Lotz [23,24]. For q>3 this is given 
by :-
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g; Eg
a .(E^) = 4.5 X 10-18 y _J—  in (-1) m2 (2 .2 .8 )
J e
where:-
a (E ) = Total ionisation cross-section at collision energy E.
I e
Çj = The number of electrons in the sub-level j which is bound by 
the ionisation energy xj •
This empirical expression is based on the Coulomb-Born calculations 
available at the time. It is not detailed enough to describe some of 
the structure of the cross section but covers a wide energy range and a 
large number of species.
The ionisation cross-section can be enhanced by the process of 
autoionisation. This occurs through the decay of an intermediate 
excited state, and is discussed more fully in section 2.2.3.
The principal experimental methods for determining ionisation 
cross sections are: crossed electron beams, trapped ion beams, and
plasma spectroscopy. These methods have been reviewed by Crandall 
[13,14]. Generally the crossed beam method is considered most 
reliable, with typical statistical uncertainties ~6% . Plasma 
spectroscopy is most useful for the ionisation cross sections of highly 
charged ions near threshold, which can not be measured by other means. 
However this method has severe experimental difficulties, and is 
usually dependent on model calculations.
The consensus of opinion on the comparison between the 
experimental and theoretical results (Crandall [12, 14], Itikawa and 
Kato [22], Bell et. al. [9]) is that the Lotz expression gives the 
most consistent agreement with experiment (apart from notable 
exceptions such as C^"*" and Mg"^  ). However this is purely fortuitous, 
arising from the fact that the Lotz expression over-estimates the cross
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section. The effect of autoionisation is to enhance the cross section 
to a level similar to that predicted by the Lotz expression (which 
ignores the effects of autoionisation). More reliable theoretical 
estimates will come about through considering the autoionisation 
contribution, in conjunction with a reliable prediction of the direct 
cross section (such as the C-B calculations), rather than any further 
refinement of the direct cross section.
Bell et al.[9], have produced a set of recommended coefficients, 
based on an assessment of theoretical and experimental data contained 
in the Belfast database on atomic and molecular physics. The rate 
coefficient is fitted by the formula:
s = exp m  m ' ' '  I [a, 10910 ] "  (2.2.9)
X n=QL X J
in the temperature range x /10 < K T <10x where x is the ionisatione
potential for the ion. For K T^ > lOx , the rate coefficient is
represented by the formula:
kT m kgT
(2.2.1Ü)
where the parameters and a, 3^  are given for each ion. An example 
of an ionisation cross-section, illustrating some of the above methods 
is presented in fig. 2.2.1
2.2.2 Collisional Excitation.
Another inelastic collision process involving the incident 
electron is collisional excitation. This involves lower interaction 
energies than the ionisation process, and the distortion of the free
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electron wavefunction must be taken into consideration. The 
collisional excitation process has been reviewed by a number of authors 
[1,2,11,13,25,27]. In order to determine the excitation coefficient it 
is necessary to consider the Schrodinger equation for the N+1 electron 
system consisting of the N bound electrons and the single free 
electron:
(2.2.11)
where E is given by:
E = E.(Z,N) + k.2 (2.2.12)
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where k? is the energy of the incident electron, Y is the 
wavefunction of the N+1 electron system, and E is the total energy of 
the system. The Hamiltonian is:
The wavefunction of the N+1 electron system is determined by expansion 
in terms of single particle wavefunctions:
*(N+1) = A p .  (N+1) %.(Xi...X^) (2.2.14)
where the functions, , are solutions of the next simpler problem,
i.e. the eigenfunctions for the N bound electrons of the target ion. 
These eigenfunctions are obtained by standard methods such as the 
Hartree-Fock method. The coefficients, 8^  , are the solutions for the 
free electron (as described above) and A is used to make the total 
function antisymmetric. are the coordinates of the nth electron.
This problem fs, as it stands, insoluble because the expansion involves 
an infinite number of terms and the interaction term in the Hamiltonian 
connects each of the expansion functions with every other. Hence 
approximations to this expansion have been developed in order to 
evaluate excitation coefficients. A detailed discussion of these 
approximations is beyond the scope of this chapter and the reader is 
referred to Henry [26] and Robb [27] for details.
The principal methods are:-
a) The close coupling method [8].
b) The distorted wave method [28].
c) The Coulomb-Born method (with and without relativistic corrections) 
[2,29].
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d) The Van Regemorter g approximation [11].
The excitation cross-section is frequently expressed in terms of a 
collision strength , , which is given by:-
^  j (Z'2'15)
e
where:-
:is the cross-section for excitation from level i to level j 
:is the collision strength.
:is the statistical weight of level i.
Eg :is the energy, in Rydbergs, of the incident electron.
To obtain the rate coefficient, the cross-section is integrated over 
the Maxwellian distribution:
2 3 /2  "E
e e i j  e
An alternative representation of the excitation cross-section is 
through the use of a Gaunt factor, g [35], which gives the expression 
for the cross-section:-
/ T  AE,j
i j  ( 2 .2 .1 7 )
where f^j is the oscillator strength for the transition. Integration 
over a Maxwellian distribution gives:-
(2 .2 .1 8 )
Defining the average Gaunt factor as:-
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-E -Ee \ ,r / f eg = r  g exp ( - ^  ) dE / f  exp ( - ^ )  dE (2.2.19) 
a E_. . kT. ® a E.._. kl. ®A t . l ^ A t , j
gives for the excitation rate:-
Qij 9 kT^ exp A  (2.2.20)
m2 2%kTg / T  a E^ .j kT,
When the method was first formulated, a constant value of “0.2 was 
assumed for the Gaunt factor, at threshold but with the much greater 
information currently available, g is often an interpolation formula, 
as used by Cochrane and McWhirter [30].
The excitation cross-section is enhanced by resonance effects, (as 
discussed in section 2.2.3), which makes interpolation between the 
evaluated cross-sections difficult.
Because of the variety of methods used to determine the 
cross-sections, a fitting formula to a recommmended cross section 
(derived from a compilation of the applicable methods) is often used. 
Examples of these fitting formulae can be found in Mewe [31] Cochrane 
and McWhirter [30], and Itikawa et al. [32]. Two common functions 
used for this purpose are the inverse power fit, and the exponential 
fit:-
The inverse-power fit is given by:-
Q . . (X) = A + -  + —  + —  + E In X (2.2.21)
’J X X2 X3
This is used for spin-allowed transitions.
The exponential fit is given by:-
Q..(X) = —  + Bexp(-FX) + Cexp (-2FX) + Dexp (-3FX) + Eexp (-4FX) 
ij x2
(2.2.22
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where A,B,C,D,E,F are fitting coefficients and X =Eg / AE^^ is the 
reduced electron energy. This is used for spin-forbidden transitions.
The experimental methods used for excitation coefficients are the 
same as for ionisation i.e. crossed beams [33] and plasma spectroscopy 
[3 4]. A comparison between the various theoretical methods and 
experimental measurements is presented in fig. 2.2.2.
2 .2 . 3  Resonance Effects.
As mentioned in earlier sections, resonance effects can have a 
significant effect on the rates of the atomic processes in a plasma. 
The principal effects encountered are; autoionisation, resonance 
recombination, resonant excitation, and dielectronic recombination. 
The effects of these process on the various cross sections are 
illustrated in Fig.2.2.3*
Autoionisation occurs when the incident electron excites an 
electron from a bound inner shell to an outer level, as shown in 
Fig.2.2.4. This excitation is similar to the excitation of outer 
electrons discussed above. If the final level lies above the 
ionisation limit of the original ion then a possible reaction is for 
the excited ion to release the outer electron to the continuum and form 
the next ionised state, the released electron carrying away the excess 
energy. The competing reaction is radiative stabilisation. 
Autoionisation is more significant in ions with a large number of bound 
electrons in closed shells, such as those in the Na"^  sequence, which 
only have a single electron available for collisional ionisation. 
Cowan and Mann [36] have calculated autoionisation cross-sections in 
this isoelectronic sequence including the branching ratios with respect 
to the competing radiative transition. The probability of excitation 
to an autoionising state is negligible for ions of low Z but increases 
with Z . However, as the charge Z on the autoionising ion increases.
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the branching ratio decreases because, while the probability of 
autoionisation is only weakly dependent on Z, the radiative transition 
probability scales as Z^ .
Resonance recombination occurs when the energy of the initial 
system, the free electron and the ground state of the ion Z+, is 
identical to the energy of the system which comprises the ion (Z-1)+ 
with an electron excited from the inner shell, and an excited electron 
in an outer orbital. This process can be compared to the 
autoionisation process described above, with the incident electron now 
being captured in an outer level, as illustrated in fig. 2.2.5. Two 
subsequent reactions are possible: the first is an autoionisation
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reaction in which one excited electron is lost, leaving the original 
ion in an excited state (resonant excitation). Because this process 
contributes to the population of an upper level, it is an effective 
enhancement to the excitation coeffficient. A double autoionisation is 
also possible, resulting in the loss of both the excited electrons, and 
an ion (Z+1)+, as shown in fig 2.2.6(a). The effect of resonant 
processes on the ionisation coefficient of Fe XVI is illustrated in 
fig. 2.2.6(b).
The competing reaction is radiative stabilisation of both the 
excited electrons, forming the ion (Z-1)+. This reaction is called 
dielectronic recombination.
Dielectronic recombination is of particular significance for 
plasma diagnostics because not only does it alter the population 
balances of the charge states, but it also provides an alternative
means (to electron excitation) of populating the upper levels.of an 
ion. As indicated in fig. 2.2.3, the dielectronic cross section 
consists of a series of sharp peaks corresponding to resonant capture 
energies. In practice these peaks are convolved with the electron 
distribution so it is more meaningful to calculate the rate coefficient 
for the particular electron energy distribution in question. For a 
Maxwellian distribution, the rate coefficient evaluated by Burgess
[3 8 ], and modified by Merts [3 9] is generally used:-
=de = 3.0 X 10-18 T ^ - 3 / 2  f..A(s) exp ( ^ )  m^s-i (2.2.23)
where n^ and n. are principal quantum numbers and:
J _  ^ 0.158(2+1)2 (1_ _ 1_ . -, - 1 0 I 0.015z2
A(S) = ^ ^   B(Z) = (z+l)S/2
[1 + 0.105s+0.015s2| (Z2 + 13.4)1/2
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for An = 0 where Z is the initial charge of the recombining ion, i is 
the initial state of the recombining ion and j is the excited core 
configuration of the recombined ion before radiative stabilisation. 
The experimental methods in use (mainly modelled plasma measurements) 
are not sufficiently precise to allow a definitive test of dielectronic 
recombination theory but crossed beam results are becoming 
progressively available [14,40].
2.2.4 Charge Exchange Recombination.
The charge-exchange process [41,42,44] is currently receiving 
considerable attention, especially in situations where neutral beams
Experimental
measurements
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Fig. 2.2.7 Scaled charge -exchange cross section [44].
are present, since it can attenuate the beam and alter the ionisation 
balance [41]. The cascade radiation emitted as a result of 
charge-exchange is a useful diagnostic tool [43]. Charge-exchange is 
also a significant process in the presence of thermal neutrals, as 
indicated below.
Charge-exchange occurs when an ion interacts with a neutral atom.
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One of the electrons from the atom is captured into an upper level of 
the ion, which is then stabilised by radiative decay.
+ + H+ + + H+ + hu (2.2.24)
Because the electron is captured into an upper level, collisional 
effects can be important. Collisional de-excitation competes with 
radiative decay, and excitation and ionisation by electron impact is 
also possible. From equation 2.3*12, collisional de-excitation is only 
significant for n^ î 10 23^^3  ^ compared with a typical density in 
HBTX1A/B of 10 . From Hulse et al. [41], collisional ionisation
of the captured electron is only significant for n^ > 1 0 *
The charge exchange coefficients are 4-5 orders of magnitude 
greater than those for dielectronic recombination, which is usually the 
dominant recombination mechanism. However, since the charge exchange 
process is independent of the electron density, while dielectronic 
recombination is directly proportional to it, charge-exchange is only a
significant process whenever n /n ~10“  ^ . This implies that the
o e
thermal neutrals at the plasma periphery can cause significant 
recombination of highly stripped ions being transported to the wall 
[4]. On HBTX1A/B this condition is only satisfied at the extreme edge 
of the plasma, so charge exchange only plays a minor role in the 
ionisation state balance.
The theoretical models describing charge-exchange have the Bohr 
velocity (the ground state orbital velocity for hydrogen) as a 
characteristic parameter, where Vg =2.88xlO^ms"^ A typical 
charge-exchange cross section is approximately constant at relative 
velocities less than the Bohr velocity, but for greater velocities it 
falls off rapidly (see Fig.2.2 .7).
The unitarised distorted wave approximation (UDWA) of Ryufuku and 
Watanabe [45] describes both the velocity regimes. Ryufuku and
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Watanabe also showed that their theoretical predictions and 
experimental results could be plotted on a universal curve using the 
parameters
â .  = ; i * = ^ —  (2 .2 .2 5 )
Zl.07 Z0.464
where is the charge exchange cross-section and is the energy
per a.m.u.
This is illustrated in fig. 2.2.7*
While a knowledge of the total charge-exchange cross section -i.e. 
summed over all (n,l) states-is sufficient for determining the 
ionisation state balance, diagnostics based oncharge-exchange require 
the partial cross section for the (n,l) states of interest, but because 
they are not relevant to the present investigation, they are not
considered further here.
2.2.5 Continuum Radiation.
The radiation continuum is produced by free-free transitions 
(bremsstrahlung) and free-bound transitions (radiative recombination) 
[2,47,48,49,50]. For the plasma conditions considered here, the power 
loss from continuum radiation is overshadowed by the losses from line 
radiation. However, the radiation continuum has diagnostic uses both 
in the soft X-ray [50] and visible regions of the spectrum (see
sections 3*2 and 5*4).
The methods used to describe the free-free radiation fall into 
three categories:-
a) Classical calculations.
b) Non relativistic ,quantum-mechanical calulations.
c) relativistic calculations.
The relativistic effects are only significant for electron
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energies in excess of 10 keV [2] and are not, therefore, considered 
further here. Classical calculations are valid where E <13.62 eV, but 
in general, quantum-mechanical methods are necessary. A convenient way 
of classifying free-free cross-sections is to express the cross-section 
as the product of the Kramers cross-section and a Gaunt factor :-
d c ff  = '*<^class (2 .2 ,2 5 )
I.e.
9 dE
da - T -  —  a^o - - - - - - - - - - - - - - - - - - (2.2,27)
^ 3 -  2E^ E,
where Is the energy of the emitted photon in eV and g^^ is the
free-free transition Gaunt factor. The Sommerfeld method is a non 
relativistic quantum-mechanical method which produces an expression for 
the Gaunt factor in terms of hypergeometricfunctions. This expression 
is difficult to evaluate but has been calculated numerically by Karzas 
and Latter [49] as illustrated in Fig 2.2.8
Other non-relativistic formulations include the Born 
approximation, and the Born-Elwert method [47].
The screening of the nuclear charge by the orbital electrons is a 
difficult problem, since the effective charge depends on the energy of 
the incident electron. This ranges from the nuclear charge for high 
energy electrons to the ionic charge for low energy electrons. Von 
Goeler et al. [50] proposed the approximation that the effective
charge seen by an electron is the nuclear charge minus the number of
electrons which are contained in a sphere which has the same radius as
the de Broglie wavelength of the incident electron. This approximation 
is based on the assumption that the most significant contribution to
the cross-section is from collisions which have the minimum impact 
parameter (which is approximately equal to the de Broglie wavelength).
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Integrating the cross-section over a Maxwellian distribution this 
becomes :-
Pff(\) = 2.09x10-**'* eff W.m-‘*.sr-i (2.2.28)
^2y/2 xT,
where is the velocity averaged Gaunt factor.
Integrating this over all wavelengths gives the total free-free power 
radiated:-
P _  = 2.09 X 10-26 p2 z Tl/2 W.m-3 (2.2.29)ff e eff e
The hard-photon (i.e. a large fraction of the incident kinetic energy 
is radiated) end-point of the bremsstrahlung spectrum undergoes a 
smooth transition to the situation where the electron is captured into 
a bound level, radiating the binding energy of the level plus the 
initial kinetic energy of the electron as a photon. ' This process is 
radiative recombination. The discrete structure of the energy levels 
leads to discontinuities (recombination edges) in the recombination 
continuum. For low incident energies the Kramers formula can be used 
[50]:-
a^E
= 9.49 X 10-20 n| T;i/2 exp
e
'j
n+r) 3 n+r 2 Te J
(2.2.30)
where Cj is the number of unoccupied states in the level with 
principal quantum number n. Xj is the ionisation energy of the nth
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Shell (va ria tio n s  w ith  1 are neglected).
g^^ is the free-bound Gaunt factor. This has been calculated by 
Karzas and Latter [48], —  ' - ^ - - - ^  ~
bremsstrahlung, screening effects are important especially for high 
energy incident electrons.
2.3 Models of Charge-State Distribution.
In this section the most common models of charge-state 
distribution in laboratory plasmas are discussed. The models 
considered are: local thermodynamic equilibrium (LTE), the
collisional-radiative (C-R) model, and the time dependent and 
steady-state coronal models (TDCM & SSCM).
2.3.1 Local Thermodynamic Equilibrium.
For high density plasmas the charge-state distribution is modelled 
using the approximation of local thermodynamic equilibrium (LTE) 
[51,52]. The underlying assumptions are:-
(i) the distribution of the population densities of the electrons is 
governed by collisional processes only.
(ii) the collision rate is such that the collisional lifetimes are 
small compared to the timescale on which changes in the plasma 
parameters occur (such as variations in n^,Tg).
If the plasma is in LTE then the principle of detailed balance 
holds; every process is matched by its inverse. For example, a three 
body ionisation process is accompanied by a three body recombination. 
LTE implies that equilibrium is only maintained at a particular (r,t) 
location, but at that location the ions and electrons are distributed 
as if the system were in global thermodynamic equilibrium, defined by 
the local conditions. Hence the electrons can be described by 
Boltzmann statistics and thus have a Maxwellian distribution.
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Similarly the ion distribution is Maxwellian (but centred about a lower 
velocity). The populations of the levels of a given ion are given by 
the Boltzmann equation:-
"i "i 1 i
(2.3.1
where AE.. is the energy difference between the levels i and j and w. 
is the statistical weight of a level.
The populations of the charge states of a given ion are given by 
the Saha equation:-
ngn(z+l,g) _ 2Uz+l,g) 
n(z,g) (o(z,g)
ZnWg K Tg 
h2
3 /2
exp
kT
(2.3.2)
where g is the ground state and X(z,g) is the ionisation potential of 
the ion of charge z in its ground state.
The LTE approximation is generally taken to hold until 10% of all 
downward transitions occur by spontaneous radiative decay (rather than 
by electron collision, as assumed) i.e. when:-
"e "j Y(Tg.i ,j) < 10 Hj A^j (2 .3 .3 )
(where Y is the collisional de-excitation coefficient) the model fails. 
Applying this condition after McWhirter [51] gives the limit density 
for T^ =100 eV in a hydrogen plasma as n^ = 2x10^^ It should be 
noted that this test only satisfies the first condition mentioned 
above.
2 .3 . 2  The Collisional-Radiative Model
In regimes where the collisional frequency is lower and the 
radiation field less intense than those to which LTE applies, the 
Collisional-Radiative (C-R) model is used. This model was first
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developed by Bates, Kingston, and McWhirter[53] for hydrogen, and later 
generalised by Kolb, and McWhirter [54]. This model assumes:-
(i) ionisation occurs by collisional processes but is partially 
balanced by three-body recombination where the rate of three-body 
recombination is given by:-
n(z,j) + e n(z+l,g) + 2e (2.3.4)
where p is an upper level and g is the ground state.
(ii) excitation is collisional while decay can be collisional or 
radiative. Radiation also occurs by dielectronic and radiative 
recombination.
(iii) the electrons have a Maxwellian distribution and the plasma is 
optically thin to its own radiation.
The population balance of a particular level is then given by:-
ripS(T z , j ) + n  % Q ( T  z . i . j ) +  % A(i,j.z
^ ^ ^ U3  ^ i<j
+ n y n(z,i) Q (T ,i,j) + I n(1,z) A(z,j,i) 
® Ui ® i>j
+ rig n (z+l,g) [n^p ( T ^ . Z + I J  ) + «(T^.Z+l.j)] (2.3.5)
where the summation is over an infinite number of levels. However as j 
becomes large the probability of radiative decay decreases, the 
probability of collisional decay increases, and the level system 
approaches LTE, and can therefore be described by the Saha-Boltzmann 
equation [51]. In the high density limit the C-R model approaches the 
LTE model, i.e. the limiting value of q is the ground state.
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2.3.3 The Coronal Models.
The behaviour of an impurity species in a plasma can be described 
by the continuity equation
dn.
3 t -  + div = Ak (2.3.6)
where:
k is the impurity species, 
is the impurity flux, 
is the impurity souce and sink term 
The coronal models are descriptions of the distribution of 
charge-states of a given impurity. The underlying principle of the 
models is that the properties of a given ion can be approximated to 
those of its ground state. The detailed assumptions are:-
(i)ionisation occurs through electron collision with the ground state 
of an ion. Excitation also only occurs through electron collision.
(ii)all de-excitation is radiative.
(iii)the electrons have a Maxwellian distribution and the plasma is 
optically thin to its own radiation.
(iv)the percentage of ions in excited states is negligible compared 
with the ground state. This asumption implies that this model can not 
be directly applied to ions with metastable states.
These assumptions lead to a system of equations for an impurity 
species, after substituting into the continuity equation:-
driQ
d t ~  " '^0 "o "e ^ “ 1 "i "e + *0
drik n.
W  " -"k "e + \ - l  "k-1 "e “k+1 "k+1 "e '
dn n.
W  ' h-1 "l-l "e ■ “ 1 "l "e ■ (2.3.7)
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where :
(f) is the impurity source term, n is the density of the limiting
o t
ion state, t is the impurity confinement time, ng is the neutral
P
density, S is the ionisation coefficient, and a is the recombination 
coefficient.
The recombination processes generally considered are radiative,
dielectronic, and charge exchange. These equations can be solved 
numerically, where the assumption is usually made thatn /x isK p
negligible and the source term is neglected. A special case of this 
model is the steady-state coronal model (SSCM). This assumes that 
ionisation and recombination processes balance exactly (i.e.
9n^/9t = 0  ). Equation (2.3.8) becomes:-
(2.3.8)
nk+1 S,
Since these coefficients depend on T^  only, then so do the populations.
In order to determine whether the steady state case is a valid 
approximation x^^ , the time taken for a discharge to reach equilibrium 
is compared with the value of . McWhirter proposed an
estimate of based on the assumption that, at the steady state,
neighbouring ions would have approximately the same abundance, which 
gave the result:-
t: =i£iis (2.3.9)
ss n_
Carolan and Piotrowicz [55] have produced a more reliable estimate of 
Tgg by assuming that, on the time-dependent model, a steady state is 
reached when P and <z> are within 1% of the SSCM values. The 
coronal model breaks down when levels are depopulated significantly by 
collisional rather than radiative processes. McWhirter [51] proposed
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the criterion:-
(2.3.10)
Where Q(T ,i,j) is the collisional excitation coefficient. Hence at 
e
the limit, the level j is equally depopulated by collisional and 
radiative processes. The criterion McWhirter proposed gives the
density limit for the validity of the coronal model
n < 5.6 X 1016 (z+l)6 T 1/2 exp 
e c
(z+l)2
lOTe
m-3 (2.3.11)
Where z is the ionic charge. Generally Tokomaks and RFPs satisfy this 
condition but the SSCM can only be used to describe the hot central 
core of some Tokamaks. For CV at typical HBTX1A/B operating conditions 
this density limit is 9.0 x 1Q2^ liT^ compared with the operating density 
of 1-5 X IQl^m^. Hence the time-dependent model is necessary in these 
conditions, as illustrated for the Carolan and Piotrowicz code in fig.
2.3.1
2.4 Classical Diffusion.
Having determined the atomic processes which give rise to the
source and sink term, , in the impurity continuity equation, it is
necessary to determine the proceses which give rise to the impurity
flux term, div.( r^), in order to give a complete description of the
impurity behaviour. The diffusion can be described by neoclassical
theory (classical theory with toroidal corrections) but experiments
(see chapter three) indicate that other effects may be important.
These effects are described by anomalous transport theory which is
introduced in section 2.5. Both neoclassical and anomalous transport
are the subject of much attention and a considerable volume of work
• «
r
[
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exists on these subjects. Hence it is the purpose of these sections 
only to outline the aspects of this work which assist the understanding 
of the present investigation, and to refer the reader to the 
literature, where appropriate, for full details.
In general, the impurity flux, , is a function of the density 
and temperature gradients of all the species in the plasma, i.e.:
ôn bT ôT.
" '“ o ô F  ■ °1 & r ^  ■ ° 2  - â F  ( 2 . 4 . 1
When the diffusion is driven by its own density gradient the flux can 
be described by Pick’s law:
Tk = DvHk (2.4.2)
This diffusion is a random walk process since, for the same density 
gradient, motion is equiprobable for ..all directions. Hence the 
diffusion coefficient is given by:
D = (2.4.3
where Ar is the radial excursion between scattering times T .
Classical diffusion arises from the scattering of gyro-orbits of 
electrons and ions by Coulomb collisions. The effect of classical
diffusion can estimated by comparison with diffusion in the absence of
o
a magnetic field. Defining as the time for a >90 Coulomb
collision, the radial excursion is given by:
Ar = (2.4.4)
where is the thermal velocity. Hence the diffusion coefficient is
given by:
\  = — z
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In the presence of a magnetic field, the random walk step (for 
electrons) is the electron gyroradius, given by:
(2.4.6)
" l " "ce ''th
This diffusion coefficient is, therefore:
A comparison with the expression for diffusion in the absence of a 
magnetic field shows that the diffusion is characterised by the 
parameter, , which is indicative of the fraction of the
gyro-orbit completed by the particle before it is scattered. A 
rigorous derivation of the classical diffusion coefficient is based on 
the Boltzmann equation:
where f(r.,%) is the N particle distribution function and (bf/9t 
represents collisional effects which alter this function. From the 
above discussion it can be seen that this collisional term determines 
the transport properties of the plasma. For example, Spitzer [77] uses 
a collision term based on the Coulomb interaction, using the 
observation that for >90° collisions statistical fluctuations in the 
charge distribution behave similarly to two body encounters for 
interaction distances below the Debye length.
To derive the transport properties from the Boltzmann equation, it 
is necessary to take moments of this equation with powers of the 
velocity, i.e.: + v • (nv) = S° continuity
ot
 ^ + V • M - nq (E+v B) = R ‘ + S' momentum (2.4.9)
balance
j ~  (TrM) + v - Q  =  n q  y_ • E_ + ^2 + ^2 energy
~  balance
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where:
M = nm<v.v> is the momentum stress tensor
M is the scalar trace of M
_ mn / s
Q— is the energy flux.
R' = ; (aT)coll (mv)d3v
is the collisional friction.
S' = J S(mv) d^v
is the source moment.
Similar expressions arise for higher order terms. These equations are 
not closed unless a specific form for (df/dt)coll. is supplied. These 
equations are transformed by decomposing the velocity into drift and 
thermal components:
v = u + w  (2.4.10)
where u is the ordered velocity and k  the thermal velocity. For 
example, equation 2.4.9(b) becomes:
dU
mn ^  + mn (u_*vu^) + vp + v * % = nq + R
+ (S'-mu S°) (2.4.11)
where M = n m u * u + P
where % represents the off-diagonal components of the pressure 
tensor. Considering an isotropic, source-free medium this equation 
becomes:
yp = ne (£ + U.A B ^ ) + R '  (2.4.12)
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with an equation of this form for each species in the plasma. In 
cylindrical geometry the radial component is:
P . =  ne (E^ + V g B ^ - V ^ B g + R ; >  (2.4.13)
while the poloidal component is:
F  3 F  = "e (Eg - V, Br + u^B,) + (2.4.14
S im p lify ing , using po lo ida l symmetry gives:
R*
r^Ur — -  (2.4.15)
eB
which is the expression for the radial particle flux, driven by the 
poloidal collision operator. Hence it is necessary to evaluate this 
collision operator.
R' = m ; C,, (f.,f.) V d3v (2.4.16)
e K J - -
Introducing the Lorentz form of the collision operator which models 
energetic electrons scattering off cold, infinite-mass ions, gives the 
form:
R@ = % "k \  Vkj ( % k - % j >  (2.4.17)
jfk
From this equation and equation 2.4.12, it can be seen that the radial 
flux is driven by poloidal loss of momentum (friction) through 
interaction with unlike particles. Substituting this expression into 
equation 2.4.14, and using equation 2.4.12 gives the expression for the 
radial particle flux as:
 ^ ' j i  7 ^  r )  (2-4.13
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where the last term is small for tokamaks and in the central regions of 
pinches. Note that in the absence of sources, the system will evolve 
to an equilibrium with zero fluxes. This implies that:
Hk(r) rij(r) Z|</Z i
(2.4.19
which would give rise to accumulation of impurities on axis, for the 
case of impurity ions scattering from host plasma ions, and hence a 
peaked distribution. This distribution would lead to a discharge 
dominated by radiation loss from these impurities. However, this 
analysis does not consider the effect of temperature gradients which 
could reduce the peaking. It is also important to note that in 
practice, recycling of particles occurs which leads to an equilibrium 
situation where the outward flux is balanced by the recycling source.
2.5 Neoclassical Diffusion.
Neoclassical diffusion [56-63] is classical diffusion with 
additional effects considered due to the toroidal geometry and the 
non-uniformity of the magnetic field encountered in fusion experiments. 
As discussed below, these effects are of much greater significance for 
tokamaks than RFPs so the discussion will be developed initially for 
tokamaks and the application to RFPs will then be introduced.
The neoclassical diffusion coefficient has three separate regimes 
depending on the collision frequency between the two species. At high 
collision frequencies, the neoclassical diffusion arises from the 
effects mentioned above, and is termed Pfirsch-Schluter diffusion, but 
this can be enhanced at low colllision frequencies by trapped particle 
effects. This is known as the banana regime.
The formal calculation of the Pfirsch-Schluter transport 
coefficient follows the method outlined for classical theory in section
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Fig. 2.5.1. Magnetic well caused by non-uniform magnetic field.
2.4. [5 8 ,6 0 ]. A more sophisticated form of the collision operator,
R,i , is used which includes the effect of temperature gradients:
RjII - k^ll " -'^1 "’j "j ^jk "11 - "^ 2 (2.5.1)
where j and k are the unlike species and:
1^ " j^ii “ Vkii
(2.5.2)
A flux-surface average of the radial flux is evaluated, where the flux 
surface average for a parameter A is defined by:
<A> = ^  h ( r , 0 ) A ( r , 0 )  d0
0
(2.5.3
where h(r,0) = 1 + t/Rg cos0 
It can be shown [58,60] that the flux-surface averaged Pfirsch-Schluter
flux is given by:
PS PSp = <n_.v_..,>J j r
■ f f V V j i
(Zjes;)2
(2.5.4)
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where Cl, 02, 03 are constants of order unity which were introduced
through the collision operator. This expression has a similar form to 
the classical expression and can be written as :
2q2 rcl (2.5.5
Hence the total flux in the Pfirsch-Schluter regime is given by:
r = = (1 + 2q2) (2.5.6(a))
Although Pfirsch-Schluter diffusion is present in all regimes,
M agnetic  
s u rface  ^
Trapped orb its  
"B ANANAS"
Fig. 2.5.2. Banana orbits.
diffusion in the low collisionality regime is dominated by banana 
transport arising from the scattering of guiding centres between 
trapped orbits. The velocity of a particle parallel to the non-uniform 
magnetic field is given by:
V., (e ) = v 2 - (1-ecose ) (2.5.6(b))
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It can be shown [58] that for a particle to be trapped in the well it 
must satisfy the condition:
v2 (9^ ) < . 2ev2 (2.5.7(a))
While it is trapped the particle experiences a Vb drift velocity:
1 0 B A vB
(2.5.7(b)) 
^ eB B2
which spreads the orbit in radius giving the characteristic 'banana' 
profile, as illustrated in fig. 2.5.2. From equation 2.5.7(^1, the 
'bounce time' between the end points of the orbit is given by:
= = 5 a _  v-> (2.5.8)
m
Hence the radial excursion,  ^ , when a particle is scattered between 
adjacent banana orbits is:
i = v„ T. » —  • —  (2.5.9)
^ ° eBR el/2V el/2
The transport resulting from scattering between banana orbits can be 
estimated using the random-walk expression:
D
where I/T is the effective collision frequency, = The
factor E is included to take account of particles which are scattered 
into a trapping well. This gives:
r, q 2
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2.5.11)
where is the fraction of particles which lie in trapped orbits.
Comparing this diffusion coefficient with those for Pfirsch-Schluter 
and classical diffusion shows the enhancement due to this process:
°ban “
« £-3/2 q2 Dcl (2.5.12)
A formal treatment of banana transport follows the analysis of the 
Pfirsch-Schluter case with a different form of the collision operator, 
but the Boltzmann equation is transformed, using guiding centre 
co-ordinates, for ease of solution [6 3].
Tokamaks
RFPs
V
rBrB
Fig. 2.5.3. Comparison between tokamak and RFP neoclassical 
coefficients [64].
The contribution of neoclassical diffusion to RFP conditions has 
been evaluated [64,65]. As illustrated in fig. 2.5.3, the
neoclassical coefficients for a RFP are significantly smaller than 
those for a tokamak (partly due to the much smaller value of q^ ).
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However, as discussed in chapter six, the experimentally determined 
transport is dominated by anomalous effects, and the confinement in 
RFPs is substantially worse than in tokamaks, in contradiction to the 
conclusions of these evaluations.
2.6 Anomalous Diffusion.
The predictions of neoclassical theory are not, however confirmed 
by experimental results. For example, on tokamaks [67] the electron
thermal transport is an order of magnitude higher than neoclassical
predictions and the impurity confinement time is generally shorter than 
the neoclassical value (see chapter three), needing an anomalous term 
to account for the impurity flux.
A wide spectrum of fluctuations of plasma parameters, for example:
ôE, an, ôB, ôTg ( 2 . 6 . 1 )
is observed experimentally. These fluctuations are caused by plasma 
microinstabilities (k^ _ « 1) and can lead to enhanced transport. This 
behaviour is known as plasma turbulence. The analysis of the plasma
turbulence has three parts [64]. The first is the identification of
the instabilities and the saturation mechanisms for these 
instabilities. For an instability to give rise to enhanced transport 
in a steady state plasma, the growth of the instability must be damped 
at some saturation level otherwise the instability would continue to 
grow and eventually give rise to a disruption. The second part is the 
calculation of the steady state fluctuation levels e.g. <E^ > where 
< > is the average over the fluctuation spectrum. Finally, the 
contribution to the transport arising from these fluctuation levels
needs to be evaluated. If the diffusion is of the form:
r = Dv^  (2.6.2)
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then the diffusion coefficient is given by:*
I.e.
D = —  /"*" <v(t) v(t+x)> dT (2.6.3
T 0
D = <v2> (2.6.4)
where v is the amplitude of the turbulent velocity and is the
correlation time of the fluctuations. Alternatively the flux can be 
expressed as:-
r = -  /^ <nv> dT (2.6.5)
T 0
where the fluctuating quantities are given by e.g.:-
n = n exp -i (l^ «r^  - w(k)t)
where
(k) = u q  + i Y (2.6.6)
and Y is the (linear) growth rate.
However, the experimental results to date can only give a limited 
description of the plasma turbulence [64]. Measurements, which are 
most advanced on tokamaks, have concentrated on the determination of:
|n(k,w)|2 = S(k,w) (2.6.7)
These measurements show a broad frequency spectrum ( Aw ) for a fixed k 
which indicates the presence of strong turbulence, which has prevented 
the identification to date of the linear or non-linear effects 
responsible for the observed fluctuations [64]. The spectrum is 
steady-state indicating a balance between the growth and damping
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processes mentioned above. Since these tokamak measurements have only 
determined the density fluctuations in the central regions, the 
correlations necessary to determine the transport processes are still 
unknown. However the transport in the edge regions of some tokamaks 
has been determined using probes to measure the correlation between 
density and electrostatic fluctuations [e.g.68], as illustrated in fig. 
3 .3 .5 . The anomalous transport can arise from two different processes. 
Particle transport perpendicular to the magnetic field can occur, for 
example through an £xB drift caused by electrostatic fluctuations, or 
transport parallel to the field can occur along field lines which 
experience ergodic motion through 6B fluctuations. However, it has 
not been possible, to date, to definitively determine which mechanism 
(or combination of mechanisms) is responsible for the anomalous 
transport on tokamaks or RFPs.
Experimental investigations on RFPs have centred on measurements 
of magnetic fluctuations using arrays of edge coils and fluctuations in 
the soft X-ray emission, as described for HBTX1A/B in section 1.4. The 
results of these investigations were interpreted as being consistent 
with a stochastic magnetic field leading to parallel transport across 
the plasma radius, as discussed below.
No measurements of electrostatic fluctuations have been made on 
the present generation of reversed field pinches. Therefore it is only 
possible to speculate on possible transport mechanisms. However, it is 
useful to examine the upper limit on the transport caused by this 
turbulence.This arises when the fluctuations which give rise to the 
transport are decorrelated by the transport itself. From the 
random-walk diffusion expression:
D = ^  (2.6.8
c x
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and inserting the condition k^Ar =1 from above gives:
D = - i   (2.6.9
where has been replaced by the correlation time . For 
steady-state transport, the linear growth rate is stabilised by the 
transport itself. Hence the growth of the instabilities is stabilised 
on a timescale equal to the correlation time of the fluctuations, i.e.
linear ^ (2.6.10)
The diffusion coefficient becomes
11 near
D = I ______ (2.6.11)
<k2>
which is the Kadomstev estimate [66] of the upper limit of diffusion 
due to electrostatic fluctuations. This limit has been found apply to 
many other cases of electrostatic turbulence [65]. Note that this 
expression gives the non-linear growth rate:
- <k2>D (2.6.12)
non linear "^linear " i'
which is equal to zero at saturation. If the amplitude of the 
fluctuations is limited by the thermal energy of the plasma:
Ê É _ \ _  1 (2.6.13)
then from equations 2.6.6 and 2.6.9, the expression for the diffusion 
coefficient is obtained, using the E_x_B drift velocity:
D „ ÆA _ J _  (2.6.14)
<k2>D
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Substituting the condition of equation 2.6.13 gives
k.T
D » (2 .6 .1 5 )
eB
This expression is an upper bound on the turbulent diffusion. This 
form of the diffusion has been observed experimentally but at a lower 
magnitude. This is known as Bohm diffusion:
A variety of models has been formulated to describe the anomalous 
diffusion of the reversed field pinch, the majority based on the 
parallel transport of electrons along ergodic field lines. This 
approach is popular because it fits well with intuitive ideas of 
transport resulting from the field line reconnection which is inherent 
in reversed field pinches (as described in chapter one). As discussed 
in section 1.3, the Rechester and Rosenbluth model is generally used 
where collisionless electrons travel along a field line segment which 
has a characteristic length :
L, = 1 0 '  (2.6.17)
which gives a diffusion coefficient:
D = (2.6.18)
It is useful to note that the electrons are assumed collsionless even 
though the equipartition time (“2 ys) is two orders of magnitude 
smaller than the diffusion time (~100 ys). This implies that the 
scattering time of the electrons is smaller than the electron diffusion 
time. Antoni et al. [69] and Hutchinson et al. [70] have observed
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fluctuation spectra dominated by m=1 modes, consistent with magnetic 
island overlap and a stochastic field structure. The estimated value 
of |b|-(B/B) was 1% and the scaling of with S for these and other 
RFP experiments was found to be S~^ . This situation was studied 
theoretically by Diamond et al. [72] with a model of an m=1 tearing 
mode instability which was stabilised by non-linear coupling to m=2 and 
m=3 modes, consistent with the experimental measurements mentioned 
above. The resulting fluctuation level (|b|) was calculated and used 
in the ergodic field line model to give the scalings for the diffusion 
coefficient and the electron temperature:
D ~  G a S-2/3 cc -  0.01
T ~  I 0.7 for Nl oc I
e p
p ~  10% for S = 105 (2.6.19)
Alternative models have been proposed by Robinson [71] and 
Yamagishi [73]. Robinson considered the transport from the sum of over 
400 modes of pressure driven instabilities. This gives rise to the 
diffusion coefficent:
0 = (2.6.20)
where is the transverse correlation length (which was found to be
a/10 on Zeta, and is a similar value on HBTX1A/B [74]) and u is the 
random, turbulent velocity, given by:
 --- ^ ---  A, (2.6.21)
(VJi/2 i
where is the mass density. Since the Alfven velocity is given by
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the expression:
''a =
(2.6.22)
then the diffusion can be written as
D » 1 ^ 1  V »  A, (2.6.23)'i “ Ig I "A
Yamagishi proposed a model where the diffusion is caused by 
fluctuations giving radial motion of the guiding centre:
= V, = V, (2.6.24)
These fluctuations are saturated through a Dupree-type process [65 and 
references therein] where the drift velocity of the guiding centre is 
limited by scattering from the fluctuations themselves. This process 
can be shown to have a Kadomstev saturation limit, i.e.:
_ ylin _ <1(2 D> = (2.6.25)
where d^ is the damping decrement. Applying this condition to the 
spectrum of magnetic fluctuations:
b = V b. exp (-iwt+kx) (2.6.26)
' kroo
gives the saturation condition |b|= K/K^ where:
(2.6.27)
the diffusion coefficient (for the collisionless limit)
|b|VeD . (2.6.28)
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and the scaling of |b|=S This results in the scalings of the
energy confinement time:
-, 0= a2 rip/2 13/2
" N
J  ^11 (2.6.29
® H
and the the electron temperature.
The consenus of these models of anomalous transport is that 
D “ (b|^ , and that |b| resulting in the scalings of energy
confinement time and electron temperature:
D oc —
T « —  (2.6.30)
N
In the following chapter the application of this analytical description 
of impurity behaviour to experimental measurements is discussed.
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CHAPTER THREE:A Review of Experimental Investigations of Impurity 
Behaviour.
3 . 1 Introduction.
In this chapter investigations of impurity behaviour in tokamaks 
and Reversed Field Pinches (RFPs) are discussed. Because a substantial 
body of results exists for tokamak experiments, this work is used as a 
pattern for the discussion of RFPs. The experimental techniques are 
universal and are progressively being introduced into reversed field 
pinch work though, as detailed in chapter four, the application to RFPs 
is made inore difficult by the constraints of limited access and short 
pulse lengths. Spectroscopic methods are emphasised and experiments on 
the edge region of the plasma are only considered for their immediate 
effect on the impurities
3 . 2  Investigations of Intrinsic Impurities.
The first step in an investigation of intrinsic impurities is to 
determine the impurity composition, usually by using photographic 
surveys or multichannel spectral analysers. In chapter five the 
surveys used in this investigation are discussed, and their utility for 
other diagnostic purposes is demonstrated. Other spectral surveys of 
reversed field pinches can be found in references [1] and [2].
Having determined the impurity constituents, it is necessary to 
find the concentration of the various species present, the power 
radiated by these impurities, and their contribution to the effective 
ion charge, ^Qff > since these parameters are needed to discover the 
global effect of the impurities on the plasma.
Early experiments on tokamaks used line of sight spectroscopy
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Fig. 3.2.1 Time evolution of the impurity emissions during a tokamak 
discharge showing the burn through peak and recycling 
plateau [3].
involving u.v./visible, Vacuum UltraViolet (VUV), Extreme Vacuum 
Ultraviolet (EVUV), and x-ray spectrometers [3-8]. No special cleaning 
techniques were used and for these experiments was in the range
3-6. All groups found that burn through of the low ion states occurred 
as Tg rose, until the limit state (i.e. the highest ionisation state 
present for the plasma conditions) was reached. Because the density 
and temperature approach zero at the wall, it is possible for the lower 
ion states to exist in the outer regions of the plasma. The fact that 
a plateau after the initial burn-through was observed, as illustrated 
in fig. 3.2.1, indicates that the impurities recycle at the wall. The 
plasma loses impurities as highly charged ions while impurities are 
introduced as slow neutrals, A plateau in the impurity emission is 
formed when the losses are balanced by the sources. The energy loss
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from the particles escaping the plasma can be a significant fraction of 
the radiation losses. TFR [5] proposed a model of the plasma which
consists of a central core whose behaviour is governed by the external 
plasma parameters, and an edge region governed by the conditions at the 
wall.
The major contaminant in these tokamak discharges was oxygen with 
concentrations of up to 7% of the electron density. Carbon and 
nitrogen were present at a level of a few per cent, with the metal 
impurities present to a level of a few tenths of a per cent. Most of 
the impurity radiation originated from a peripheral layer, with up to 
40% of the input ohmic power being radiated. An inverse relation was
found to exist between the low-Z and the high- Z impurities in the
discharge, e.g. [6]. When the concentration of low-Z impurities was
small, the concentration of high Z impuritites increased and the
confinement time was reduced. Similarly, a high concentration of low-Z 
impurities was accompanied by a reduction in the level of high-Z 
impurities and an increase in confinement. This behaviour was
interpreted as a consequence of the highly-radiating low-Z impurities 
lowering the ion temperature at the edge, and inhibiting the 
introduction of high-Z impurities into the discharge [6].
Introduction of Pulse Discharge Cleaning (PDC), Taylor Discharge 
Cleaning (TDC), and titanium gettering [60], coupled with the change 
from limiters made from refractory materials, (e.g. tungsten and
molybdenum) to carbon tile limiters led to a second generation of
discharges, characterised by low values of Z^^^ (~1.0-1.5), and
radiation losses of 10-20% from the peripheral layer [11,12,13,14,15]. 
Typical impurity concentrations were: oxygen 0.05-0.1% , carbon and
nitrogen 0.05-0.15% , and metals 0.001-0.005% . Generally in these 
experiments the  ^ calculated from the resistivity was found to be
in agreement with the spectroscopic measurement within a 30% margin
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[e.g.3].
Analysis of the concentrations was usually based on the abundance 
of a few dominant ion states at burn-through, assuming a uniform 
distribution across the plasma. This approach is not satisfactory 
because at this point the density and temperature are rapidly changing, 
and the plasma is not at a state representative of the discharge as a 
whole. A better approach is to model the impurities during the plateau 
phase of the discharge, using assumed profiles for the radial 
distribution, normalised to give the same line of sight emission as 
that measured experimentally. However, this method is only as good as 
the profiles assumed, and typically introduces a factor of two 
uncertainty into the estimated concentrations. In addition, it is not 
desirable to assume detailed knowledge of the discharge in order to 
measure such a fundamental parameter as impurity concentrations. Hence 
a definitive measurement of impurity concentrations may only be made 
once the spatial profiles have been determined.
Direct measurement of was introduced by measurement of the
visible bremsstrahlung [16,17]. The results of this measurement on 
JIPT-II are displayed in Fig 3.2.2. This technique enabled to be
measured routinely, without having either to resort to soft X-ray 
spectroscopy or a summation of the contributions to Z^ff from the 
individual impurity ion states. An advantage of operating in the 
visible region of the spectrum is that spatial measurements require 
much simpler experimental apparatus than in the vacuum regions. ^eff 
has also been measured in the visible region from the relative change 
in the continuum intensity from injecting a particle which produces a 
known change in the value of Z^^^ [18].
A major objective of these tokamak experiments was to determine 
whether there was any evidence for neoclassical diffusion of the 
impurities. The obvious way of determining this was to look for
100
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101
accumulation of the impurity density at the centre of the discharge, as 
predicted by neoclassical theory (see section 2.5). The TFR group [5] 
calculated that the energy input required to transport all of the edge 
impuritites to the centre (including the accompanying ionisations) was 
prohibitive. On ST it was found that the radiation losses exceeded the 
power input if the impurity peaking factor was greater than 1.5 [3],
while Von Goeler et al. [4] found, from soft X-ray measurements, that 
Z eff was relatively constant over the central region of the plasma. 
Isler et al. [8], however, observed that for high-Z
impurities,accumulation on axis occurred in deuterium discharges but 
not in hydrogen discharges.
Initial, line of sight, spectroscopic measurements on RFPs 
[20,24,28] confirmed that the confinement was sufficient to 'burn 
through' OVI and establish a recycling plateau [20]. At the 
termination of the discharge a second peak was observed as the 
plasma-wall interactions increased as the confinement was lost. 
Increased edge coil fluctuations were associated with an increase in 
the Fe line intensity [24]. This effect was minimised by operating at 
increased filling pressure or by gas puffing.
Early investigations, using sodium salicylate bolometers [24,28], 
indicated that less than 10% of the input power was lost as impurity 
radiation. At high filling presssures the percentage rose until, at 
pressures >10 mtorr, the fraction of the ohmic input power lost tended 
to unity [24]. Absolutely calibrated germanium thermistor bolometers 
were used in a subsequent investigation on HBTX1A [26]. The results of 
these experiments indicated that, in the range 200-300 kA with filling 
pressure 1.5-3 mtorr, the radiated power (including charge exchange 
neutrals) was 3% of the ohmic input. For low currents (<100 kA) and 
high filling pressures (>2mtorr), this ratio approached 50% . This 
behaviour is illustrated in fig. 3.2.3. However, other measurements
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on ZT-40 [3 2] indicated that 25-30% of the ohmic input was radiated 
during the 'flat top' period of the discharge.
Later experiments on RFPs [2,22,25,31,32] used spectroscopic 
techniques ranging from the soft X-ray to the visible regions. Some of 
these instruments were absolutely calibrated for quantitative 
measurements. The most abundant impurity was found to be oxygen at a 
concentration of “2% . The carbon concentration for HBTXlA (with 
carbon limiters ) was half the oxygen concentration while for ZT-40 
(without limiters) the carbon concentration was measured at 20% of the 
oxygen concentration. The concentration of iron in HBTXlA was measured 
at 0.1% and on pB II at 0.002% . The contribution to Z^^f from
these impuritites was ~1.
During operation at lower densities in these experiments, it was 
observed that a reduction in the density was accompanied by an increase 
in the radiation from high Z impurities [32,24]. However, this low
density regime was also the region of poorest confinement. It was not 
attempted to determine whether the influx of high Z impurities was 
responsible for the loss in confinement, or the inverse was true. The 
behaviour of the low Z impurities was also unclear at these conditions.
It was also observed that the Z anomaly was lowest during the high
ef I
density, high confinement, discharges.
Pulse discharge conditioning (PDC) was introduced into RFPs as a 
means of both cleaning and wall loading [21], as illustrated in Fig. 
3 .2 .4 . This enabled operation in the high density regime where low
values of Z^^^ and decreased high Z radiation were observed.
Although line of sight measurements are convenient for routine 
monitoring of impurity composition, they are limited because of the 
radial distribution assumed in the analysis. In addition, they can 
only give global information about the plasma and many impurity effects 
such as the power dissipation and the resistivity have radial
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Fig. 3.2.4(b). The tilting spectrometer method, as used at Frascati 
[39].
Fig. 3.2.4. Methods used on tokamaks to achieve spatial resolution of 
impurity emissions.
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Fig. 3.2.5(b). Space and time variation of oxygen impurities in the 
Alcator C tokamak [41].
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variations. Radial profiles can also be used to deduce the impurity 
transport properties. Measurements of radial profiles were made on the 
TFR, ST, JFT-II, Frascati, and Alcator tokamaks [35-42]. These 
measurements used normal incidence and grazing incidence spectroscopy 
with a variety of methods for producing the radial scan. For example, 
TFR used a grazing incidence duochromator coupled with a rotating gold 
coated mirror ([40] and fig. 3.2.4(a)), which permitted a radial scan 
during the shot, while Frascati used the tilted spectrometer method 
([3 9] and fig. 3*2.4(b)). Additional information was obtained from 
passive arrays of soft X-ray detectors. These measurements were made
in association with radially resolved determinations of n and T . The
e . e
initial results indicated that the impurities were located in 
well-defined shells with the peak intensity occurring at electron 
temperatures about one third of the ionisation potential, as 
illustrated in fig. 3.2.5 .The temporal behaviour was also verified, 
showing an impurity initially distributed across the plasma radius 
before settling into a recycling shell.
A problem with impurity measurements on these tokamaks was that 
the low-Z impurities at the centre of the discharge were fully ionised, 
hence the high ion states could not be measured by emission 
spectroscopy and their abundances had to be modelled for concentration 
determinations. However, with the introduction of neutral beams, it 
became possible to measure these concentrations by charge exchange 
spectroscopy [44], following the method of Afrosimov et al. [?].
The position and the width of a recycling shell can be used to 
determine the diffusion of the impurities. These parameters can be 
simulated by solving the impurity continuity equation:
^ • K l i v r ^ = A k  (3.2.1)
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as detailed in section 2.3.3*
The radial distribution of the impurity, n^ (r), is dependent on
the balance between the diffusive terms and the atomic processes. By
using available atomic data, expressions for the diffusion can be
inserted into the equation 3.2.1 until the computed distribution of the
impurities matches experimental observation. Atomic processes have a 
sensitive effect in determining the impurity distribution which demands 
that a large part of the code work effort is devoted to an accurate 
simulation of these processes.
The diffusive flux was initially set by adding the
neoclassical flux to the classical flux:
( 3 . 2 . 2 )
where can be represented by expressions such as equation 2.5.4.
For many experiments, it was quickly found that the neoclassical fluxes 
alone could not successfully simulate the experimental results and that 
it was necessary to include an anomalous diffusion term of the form:
4  = -"A <3.2.3)
An alternative approach was to replace the neoclassical term by an
inward convection term and thus represent the diffusion as the balance
of convective and diffusive terms [43]:
" '°A ôF^ ( 3 . 2 . 4 )
The diffusion coefficient D and the convective velocity V do not
A C
give a unique solution to equation 3*2.1, although the result is
consistent with the physics involved. Typical values for are
0.1-0.5 m^ .s"l and 1-10 m.s  ^for .
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Similar expressions for the anomalous flux have also been proposed 
[3 8]. Marmar et al. [48] found that their experimental profiles could 
be represented by eqn.3.2.4 or by the self diffusive term alone. 
Behringer et al [3 8] used the expression:
" "°A 37 ' "z]j (3.2.5)
where is a constant. Other groups ,such as T-10 ,used the same
expression for the impurity flux as the electron flux. This approach 
is supported by the work of the TEXT group [54] who found close 
agreement between the electron and impurity fluxes, though this could 
have been fortuitous.
Various scalings of the impurity flux have been proposed [38,39]. 
These range from a constant value to the Alcator and Makokot scalings 
which assume the same scaling for the impurities as the background 
plasma ions. For Alcator scaling:
D =i2iim2.s-i (3.2.6)
A rig
while for Makokot scaling the diffusion coefficient scales proportional 
to the neoclassical diffusion:
Da = Cug p2 (1+I.6q2) (3.2.8)
where :
^PS
is the Pfirsch-Schluter diffusion coefficient, 
is the electron gyroradius.
Vg is the electron collision frequency.
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3-3 Investigations of Extrinsic Impurities.
The major problem with impurity investigations using intrinsic 
sources is the difficulty in modelling the impurity source term. The 
source term of intrinsic impurities is a complicated function of a 
number of parameters, which is only partially documented in the general 
case. Hence for a specific case, the difficulty is severe, and is 
complicated by effects such as recycling. It is advantageous, 
therefore, to introduce an external source of impurities which has a 
known source function. Three external sources have been investigated 
in detail: gas puffing (for the introduction of low-Z impurities),
laser ablation (principally for the introduction of high-Z impurities), 
and the injection of macroparticles (applicable both to low-Z and 
high-Z impurities).
Gas puffing is initially attractive because of the experimental 
simplicity: the only apparatus required is a fast operating valve and
a timing circuit to control the point during the shot when the gas is 
introduced. This approach has been used on several tokamaks [9,10,15]. 
However, this method has two disadvantages.Firstly ,because the gas has 
to pass through the recycling layer, a significant fraction of the 
injected gas is lost at the edge of the plasma -for example, 80% of 
injected methane on DIVA [10] was lost in recycling. Secondly, because 
of these losses, a large amount of gas has to be injected. This 
significantly perturbs the discharge so that the original discharge is 
no longer being studied, and a large amount of work is needed to 
determine the properties of the new discharge. Studies of injected 
oxygen on TFR [9] showed a decrease in the intensity of Mo on a time 
scale interpreted as the impurity confinement time. This was 
accompanied by an increase in the low-Z impurities at the edge, 
consistent with the argument that the low-Z impurities cooled the edge
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through radiation, thus lowering the edge temperature Hel'ow the 
sputtering threshold. The radial distributions of the impurities were 
compared with a transport code (using a model for the source function 
of the injected gas) and it was found that the diffusion could be 
explained by the neoclassical term combined with an anomalous term 
proportional to the impurity density gradient. A similar conclusion 
was reached from the methane injection on DIVA.
Gas puffing has also been used on RFPs [3 0] but only with limited
success and no detailed transport analysis has been performed.
Laser ablation is a more promising technique for several reasons.
The technique involves the high power irradiation of the interface
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Fig. 3.3.1. The energy spectrum of the neutrals produced by a
selection of target materials through interaction with 
the laser ablation pulse [45].
between a glass slide and a deposited thin metal film [45]. This 
produces an energetic burst of neutrals (3-20 eV) which is highly
directional. A typical pulse produces 6x10 17 neutral atoms at the
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slide with 8% reaching the outer edge of the plasma. The pulse length 
is usually a few hundred microseconds long. Since the neutral velocity 
is greater than the thermal and diffusive velocities, the injected 
impurities are able to penetrate the scrape-off layer without excessive 
losses. The impurities are then ionised and transported across the 
discharge. Because the impurities are non-recycling the concentration 
in the discharge (after the ionisation state balance has been 
established) decays with a characteristic time equal to the particle 
confinement time. Hence the ablation technique provides a well-defined 
source term (fig 3.3.1), which removes the uncertainty experienced in 
intrinsic measurements. Because it has such a short duration, the 
injection has minimal disturbance on the discharge as a whole.
Typically the impurity is injected at a level of 1 % of the electron
density, giving a 10% rise in n^ for an element such as Al. Elements
which have been used for injection are: Al, Si, Ti, V, Cr, Ni, and Mo.
The disadvantages of laser ablation are that it is complicated
experimentally ,and can not be performed routinely.In addition, the 
transport behaviour of the introduced impurity may not be the same as 
the intrinsic recycling impurities.
Early experiments using laser ablation were performed on ATC 
(which was operating with a high value of ) by Cohen et al [46].
Using an experimentally determined velocity distribution for the 
injected neutrals, they found that the diffusion could be described by 
neoclassical terms within an error of a factor of three. In addition, 
they found that the electron temperature and ion temperature gradients 
did not have any effect on the diffusive flux. These conclusions were 
supported by workers on ISX [49] who studied the diffusion of injected 
Si and Al. They established that the impurity penetration and 
confinement times were consistent with neoclassical theory. The 
particle confinement time exceeded the energy confinement time by a
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Fig. 3.3.2. Evidence for convective behaviour on ISX. The higher ion 
states, Si XI and Si XII, have intensities above 
background which persist during the shot. This behaviour 
can not be explained by recycling since the lower ion 
states do not show a similar enhancement [49] .
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Fig. 3.3.3. Temporal variation of emission from Si ion states on 
Alcator A showing burn-through of higher ion states 
contradicting the observations presented in fig. 3.3.2
[47] .
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factor of three at the centre of the plasma. In addition they reported 
clear evidence of an inward convective velocity, leading to impurity 
accumulation at the centre of the plasma, as illustrated in fig 3.3.2. 
Workers on ISX-B [8] found evidence of impurity accumulation on axis, 
as predicted by neoclassical theory, ror Fe ions in deuterium 
discharges, but not in hydrogen discharges.
However, other experiments contradict these findings. Marmar et 
al carried out a series of experiments on Alcator A including an 
extensive parameter scan [47,48]. The early results, among the first
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Tpred (m s )
Fig. 3.3.4 Alcator scaling of the impurity confinement time
[48].
to be taken on a machine with a low value of (1.5), established
that the particle confinement time was not neoclassical, being much 
shorter than the discharge length, and that impurity accumulation did
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not occur. This behaviour is illustrated in fig. 3.3.3. The later 
series of experiments investigated the transport mechanisms by fitting 
the measured profiles of the injected silicon to a transport code, and 
studied the scaling of the impurity confinement time. It was found 
that the impurity diffusion could be represented by either of two 
expressions:
r ,  = r : ':  -  d,  ( 3 . 3 .2 )
where is the neoclassical flux. and are arbitrary
functions of radius, but the best fits were found for D^=constant and 
having the same radial dependence as the neoclassical coefficient. 
Using the flux given by equation 3.3.1» the particle confinement time 
can be related to the diffusion coefficient by the relation:
= ( 3 . 3 . 3 )
1 KZD'a
where k=2.405, the first zero of the Bessel function used to solve the
diffusion equation (in cylindrical geometry).
The scaling of the confinement time was investigated as a function of 
density (n^), mass of background ion (m^g ), safety factor (q^ 
plasma current (Ip ), toroidal field (B^ ), impurity charge, , and
major radius. The results of these scalings was expressed in the
equation:
7.5xlO“‘+a, m. Z
= - - - - - - - L _ £ 1 r o .75 ms (R,a, ,m. . ) (3.3.4)
I L bg
  bg
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Tj was found to be independent of the charge and mass of the 
impurity, and of the electron density. These scalings are not 
fundamental as it was possible to fit other scalings to the same 
results. The comparison of the Alcator scalings with other injection 
experiments is presented in fig. 3*3.4.
Gentle et al investigated the diffusion of injected Scandium in 
the TEXT tokamak [54]. By examining the spatial positions of several
Limiter
Position [cm ]
Fig. 3.3.5. Radial particle flux driven by the turbulence, as
inferred from probe arrays, for the TEXT tokamak [54].
ion states, they found that the empirical equation for the particle 
flux (equation 3.2.5) was applicable across the whole plasma radius. 
To achieve these fits it was necessary to use a high inward convection 
velocity. In addition a detailed investigation was made of the 
microturbulence which isthought to cause the anomalous transport. The 
radial flux driven by fluctuations is given by:
A  By (3.3.5
where <n^ is the correlation between the density fluctuations and
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the electrostatic fluctuations. This correlation was measured at the 
edge of the plasma using edge probes, giving a particle flux consistent 
with that determined from the impurity profiles, as illustrated in Fig 
3.3.5.
A third method of introducing extrinsic impurities is by the 
injection of macroparticles either by design [55-58] as initiated on
G|— Experimental observation 
(Te = 500eV,ne = 3x10^^m‘^)
Theoretical model 
of source term
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Fig. 3.3.6. The neutral source term for carbon macro particles(r= 25 
microns) injected into a plasma with a velocity of 44 
m.s-^ [58].
the FT-1 tokamak or fortuitously as on JET [19]. The method involves 
injecting particles of 100-200p diameter, containing 10^^ -10^® 
atoms, into the plasma. The particles took 1-2ms to heat to the 
evaporation temperature and 2-4ms to evaporate. The subsequent 
distribution across the plasma radius and the achievement of an 
ionisation equilibrium took < 5ms. Once the equilibrium was 
established, the impurity was lost from the plasma with an exponential 
decay time which was interpreted as the impurity confinement time. The
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elements which were used in this initial study were: 6,'Si, Ti, Cu,
Mo, W, LiH, and LiOH. The particles did not give a significant
perturbation to the discharge parameters, except for the increase in
the electron density due to the ionisation of the impurities. The 
variation of the confinement time was investigated as function of
several discharge parameters producing the scaling law:
5x10-8 Ra2B2
T =  ms (By,a,R,T.:T,m,m,eY) (3.3.6)
I ^q ( 0 ) T . 3 / 2
The comparison of this scaling law with the results of other transport
investigations is presented in fig 3*3.7 • The injection apparatus is
simpler than that required for laser ablation and is easier to use on a
routine basis. The impurities are introduced to the centre of the
discharge without having to pass through the rapidly recycling edge.
However, the source term for the injected impurities is difficult to
determine, particularly if the impurity recycles, but progress has been
made in this direction [58], as illustrated in fig. 3*3.6.
Later investigations, using carbon pellets, studied the dependence
of Tt on the parameters B_ , I , n , and working gas. was again1 i p e 1
determined by the decay of the injected impurity. This was confirmed
as the confinement time from the identical decay in the density signal
(thus showing that the variation in the carbon signal was not caused by
a variation in other plasma parameters). It was found that:
Tj « —  ; Tj « Ip (3.3.7)
with a weak dependence on n^ . Again, convective behaviour was also 
observed. These results were thought to be indicative of a diffusive 
flux composed of a neoclassical flux and an anomalous flux:
r = Dvn^ - ~  —  (3.3.8)
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Fig. 3.3.7 FT-1 scaling of the impurity confinement time [55
For the conditions where the two fluxes were similar ,the dependence on 
B-j; and were interpreted as the scaling of the inward,
neoclassical velocity, with an associated confinement time:
B
Byl/2
( 3 . 3 . 9 )
where A and B are constants. This would explain the observed tendency 
towards convective behaviour as the toroidal field was reduced. The 
variation with plasma current could not be explained by the behaviour 
of the neoclassical velocity and was interpreted as a scaling of the 
anomalous, diffusive flux. These observations were summarised by the 
scaling law:
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1 k L m.1/2 T.3/2 n . 3 . 1 0
T I a2l.
where K and L are constants.
Later experiments on T-10 [57a] involving Ar gas puffing and the
injection of potassium (through KOI pellets) confirmed the findings of 
the Alcator injection experiments for the variation of the plasma 
current, but found that was an increasing function of the electron 
density, contradicting the Alcator predictions, as illustrated in fig. 
3 .3 .8 (b). This suggested that the anomalous flux scaled as:
D.  .  h  (3 .3 .11 )
A Hg
The diffusion, when modelled by a code, could be represented by the sum 
of the neoclassical flux and an anomalous term, as on earlier 
experiments. Convective behaviour was also observed, consistent with 
the neoclassical term (though some shots at nominally identical 
conditions had short confinement times), t .^ was sensitively dependent 
on Zg££ , a change from a of 1.5 to a of 3.0 changed the
impurity regime from short to convective confinement times. Associated 
with the long confinement times was a reduction in the MHD activity, 
though whether this was a cause or an effect of the reduced transport 
was not clear.
These two confinement regimes were investigated in greater detail 
on T-10 [5 7b]. In the low confinement (S) regime, the values of Tj
and were an order of magnitude lower than the almost neoclassical 
values found in the high confinement (B) regime. The confinement 
regime was found to be a sensitive function of N^ /Ip^  , as illustrated 
in fig.3.3 .8(a). The effect of Z^^^ and the radiated power ) on
the confinement were investigated by adding Ne, a high efficiency 
radiator, to the discharge. The radiated power (Pj-^ d ) increased
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Fig. 3.3.8(a). Investigations of the regions of enh anced (B.BB) and 
poor (S) confinement on the T-10 tokamak [57b].
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K injection on T-10 [57a].
to the values previously found for high while maintaining
constant. Thus it was concluded that T, was a function of P
I rad
rather than Z .. . This led to the conclusion that the enhanced err
confinement was associated with increased radiation at the plasma edge 
and modification of the current profile, leading to a narrow zone of 
enhanced confinement at the centre of the discharge.
The interpretation of the results from the experiments involving 
the introduction of extrinsic impurities is far from clear. While some 
experiments show evidence of inward convection and neoclassical 
behaviour, there are many experiments where the behaviour differs
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widely from that predicted, to the extent that convection can be 
neglected in achieving a fit to experimental data, and there is no 
evidence of accumulation of impurities on axis. An explanation is that 
the impurity transport is governed by the balance of several competing 
processes, which scale differently with plasma conditions. For 
example, if diffusive processes dominate, then an increasing dependence 
with increasing plasma current and decreasing electron density might be 
expected, as found on Alcator, but if the transport was dominated by 
convection, then scalings with the background ion mass and toroidal 
field may be observed as predicted by neoclassical theory (section 2.5 
e.g. equation 2.5.4). On most experiments it was possible to select 
conditions for which neoclassical behaviour was observed. It appears 
from these results that, in order to investigate the transport 
processes systematically, it is necessary to ensure that the experiment 
is operating in either a diffusive or convective regime rather than the 
mixed regime which is the more common case. The influence of on
tokamak diffusion is not clear. Several experiments [57a,48,52] 
reported that the particle confinement time was a sensitive, increasing 
function of but it is not evident whether the increased
confinement was a cause or effect of the change in . A similar
cause and effect problem arises with the reduction in MHD activity 
associated with increased confinement. The T-10 group have proposed a 
model of the enhanced confinement region which attributes the increase 
in confinement to modification of the current profile. This 
modification arises through cooling of the plasma periphery, and is 
dependent on both and the level of MHD activity. The mechanisms
responsible for the anomalous diffusion have still not been identified, 
though it is usuallly attributed to microturbulence, iri .particular 
drift wave turbulence.
In RFPs the diagnosis of impurity transport is still at an early
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stage. The current work still relies on estimates based on the line of 
sight measurements described above. Spatially resolved measurements 
are being gradually introduced but this process is hindered by the 
restricted port access on RFPs which is a consequence of the necessity 
of accurate magnetic field geometry on these machines. Apart from 
limited work using gas-puffing, no systematic study involving extrinsic 
impurities has been carried out, though there are plans to introduce 
extrinsic impurities on n3II by doping of refuelling pellets [59].
3.4 Edge Region Dynamics .
In this section a brief discussion of the processes which give 
rise to the impurity source term, è , is presented. Although a small 
concentration of impurities is present, as the residual pressure at the
Ionisation
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S ta rt Of a shot, the major con tribu tion  to the im purity density comes 
from the w a lls . It has been estimated [61] tha t the to ta l number of
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host atoms contained in the walls of a tokamak is between one and ten 
times the number in the discharge. On HBTX1A/B the host gas is rapidly 
pumped out from the discharge, consequently the density during the 
remainder of the shot is maintained by the recycling process. The 
impurities are introduced to the discharge through interaction with the 
wall, are confined to the discharge for a period the impurity
confinement time, and are then lost back to the wall. These high 
energy particles can then release additional impurities to the 
discharge, eventually setting up a recycling balance where the the rate 
of loss of particles from the plasma equals the rate of introduction 
from the wall. It should be noted that even if equality of particle 
fluxes is achieved, there is still a net energy loss as high energy 
particles are exchanged for low energy ions or neutrals. If the 
recycling at the wall is inhibited (for example by gettering) then the 
plasma properties are dependent on the external parameters rather than 
wall effects. Wall effects can assume greater significance in reversed 
field pinches than tokamaks because of the much greater wall loading 
(see below) and because the higher diffusion coefficient allows edge 
effects to influence the central part of the discharge.
Numerous mechanisms contribute towards this recycling effect 
depending on factors such as the mass, energy, and charge state of the 
incident particles, and the previous history of the wall. These 
processes are summarised in fig.3.4.1, and are discussed in greater 
detail by McCracken and Stott [60], Behrisch [61], and Harrison [62].
Low Z and high Z ions generally have different methods of 
introduction to the plasma. The principal methods for low Z ions are 
backscattering, and particle and photon induced re-emission. The 
principal high Z mechanisms are thermal evaporation or shock, 
sputtering, arcing, and blistering or flaking.
Though these processes have been investigated in detail, the major
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difficulty lies in assessing their relative contribution to the source 
term for the particular machine under consideration since the 
conditioning of the wall and the operating parameters vary widely 
between different machines. Codes can be used to simulate the effect 
of varying the operating parameters but to determine the particular 
wall conditions, and to provide data for the codes, in-situ 
measurements must be made.
The electron flux to the wall can be estimated from the following 
expression;
.Plasma Volume
re - f  (will A . ; a -n  (3.4.1(a))
For HBTX1A/B, n^slO^^m  ^, a =0.25m, R =0.8m, and assuming xg = x^ :
Fg = 1021 m-2.s-i (3.4.1(b))
The ion flux is similar, and the impurity flux is an order of magnitude
smaller (assuming x. =x. ). The flux of neutral particles has been
ion imp
measured on HBTX1B [33], and the resulting energy spectrum is 
illustrated in fig. 3*4.2. The photon flux was found from bolometric 
measurements to be 0.25 MW.m~2 [26]. The total power to the wall, 
calculated from the input power and the energy confinement time, is ~ 
1 .25 MW.m-2 . An additional problem with a reversed field pinch is 
that field errors exist at the shell gap and the ports, and the charged 
particle fluxes are preferentially deposited at these sites. This 
results in localised wall interactions with very high power densities. 
The formation of coloured oxide layers [64] (from the interaction of 
the stainless steel with hot water vapour, under pressure) provides 
visual evidence of these surface interactions (see fig. 3*4.3). 
Following the first puncture of the HBTX1A liner (Sept. 1981) carbon 
tile limiters were installed in poloidal bands (fig. 3*4.3) to protect
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Fig. 3.4.2. The neutral particle flux at the wall for HBTXIA/B, as 
measured by the neutral particle analyser [33].
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Fig. 3.4.3(a). Protective limiter bands on HBTXlA/B [68]
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1Fig. 3.4.3(b). Arc tracks on protective tile and surrounding wall on 
HBTXIA. Also shown is the clouration due to oxide 
formation at regions of high power dissipation [68].
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the first wall.
Backscattering is a significant mechanism for maintaining the 
recycling of low Z impurities. When a flux of energetic neutrals or
500 eV D Fe (amorph)
reflected Particles
.1; r
0 Nanometer K)
Calculated trajectories of 500 eV d-atoms slowed 
down in an amorphous Fe target at normal incidence, 
plotted as a projection on a plane given by the di­
rection of incidence. The trajectories of those ions 
being finally backscattered are shown as heavy lines, 
while the light lines show the trajectories of par­
ticles being stopped in the solid. The figure is 
nearly identical for Ni or Incone1 targets
Fig. 3.4.4. Output from the TRIM code for backscattering (reflection) 
of incident D ions on an Fe target [71].
ions is incident on the wall, they can penetrate the surface. Within 
the surface, they undergo many collisions losing their energy to the 
electrons in the solid, and following a trajectory governed by 
collisions with the ions in the solid. As a result of these 
collisions, many are returned to the plasma as neutrals (less than 5% 
have any charge) with energies varying from zero to the incident 
energy. This process is illustrated in fig.3'4.%. The particles which 
are not backscattered are trapped in the surface and either stay in the 
implanted layer or diffuse further into the surface. These processes 
have been simulated using TRIM codes [71] (fig 3.4.4.)» The reflection 
coefficient for an incident particle is a function of the reduced
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energy Ç, which is defined as;
m. _
E = -4—  • -- ^  E (3.4.2)
where is the elementary charge (e^ = 14.39 evX ), E is the
incident ion energy in eV and a = 0.486(Zi^^  ^ . Over the
range of interest on HBTX1B the reflection coefficient is typically
0.5-1.0.
The trapped particles are thermalised in the material and diffuse 
towards the surface on a timescale long compared to the discharge 
length. Since the particles are deposited close to the surface, a 
steep concentration gradient towards the surface develops. The 
particles can also diffuse into the bulk of the material, or remain in 
the interstitial positions or damage sites where they were originally 
trapped. The factors which influence the subsequent behaviour of an 
incident particle are its solubility in the metal, the structure of the 
metal, the presence of damage sites, the amount of gas already present, 
and the temperature .Particles will be trappped at a given location 
until the saturation point, determined by the above conditions, when 
one atom will be released for every atom arriving. As indicated above, 
large numbers of atoms can be stored in the walls. This effect is well 
observed for reversed field pinches, and is particularly apparent on 
HBTXIA/B, because of the carbon tile limiters which offer an increased 
surface area to the incident fluxes. On ZT-40 [23] the saturation was 
achieved by pulse discharge cleaning (PDC), while on HBTX1B the walls 
were loaded by running a high pressure discharge on alternate shots 
[27] (section 1.4). Further evidence for this storage effect was 
provided by measurements made using a visible spectrometer coupled to 
an OMA detector, as described in section 5.6.
These stored particles can be released during the discharge by
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photons, energetic particle fluxes, and local heating of the wall. 
Hence the recycling flux of low Z impurities can be equal or greater 
than the incident particle flux. Because this effect is dependent on 
fluxes of varying energy distributions and the history of the wall, 
little evidence is available for the magnitude of these released fluxes 
under experimental conditions.
Sputtering has frequently been quoted as the principal method for 
introduction of high Z impurities on tokamaks.The general theory of 
sputtering, as developed by Sigmund [65], describes how an incoming ion 
or neutral can be backscattered or can penetrate further into the 
lattice. As it penetrates, it undergoes collisions with lattice ions, 
creating clouds of low energy recoil ions by a cascade process. Ions 
close (~5& ) to the surface can be ejected from the lattice by 
interaction with the cloud. The energy spectrum of the sputtered atoms 
comprises a large number of low energy atoms with a smaller number of 
high energy atoms which, however, contain the majority of the sputtered 
energy.
The process has a threshold energy, , below which sputtering 
will not occur. This threshold is given by;
4  " TTTTT
where E is the sublimation energy, and Y is the reflection 
s
coefficient where;
4m,m, 4m,
Y " ^  for m2>mi ( • • )
m^ is the mass of the incident atom/ion and is the mass of the 
target atom.
For example, for Fe; E ^ =4.33 eV, which gives a threshold energy of
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Fig. 3.4.5(a). Sputtering coefficients for ions incident on the same 
material. Note that S >1 for Fe ions with energy > 500 
eV.
D* (M o n o e n e r g e t ic )
w 10
Be
Io n  e n e rg y , eV
Sputtering yields for incident deuterons
Fig. 3.4.5(b). Sputtering coefficients for incident on a variety 
of materials, showing the initial rise with incident 
energy, and then fall off as implantation increases at 
higher energies.
Fig. 3.4.5. Sputtering coefficients [67].
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32 eV for incident deuterium ions. As illustrated in fig. 3.4.5, the 
sputtering yield is linear above threshold, but decreases at high 
energies, when the incident ions and neutrals penetrate too far to 
interact with the lattice ions at the surface. Inpractice it is 
prohibitively difficult to calculate sputtering yields, since these 
depend on the surface binding energy of the material, which is very 
variable. The process is, however, well described by an empirical 
formula:
Sp = Qg (mj,tti2)(E/E^)i/Ml-E / ^ / z  (3.4.5)
where:
is the yield factor, dependent on the projectile and the target. 
Sp is the sputtering coefficient in atoms per particle.
E.J, is the threshold energy.
E is the energy of the incoming particle.
This .yield increases rapidly from normal to ' grazing incidence,.
Sputtering can be enhanced by the chemical reaction of the escaping 
atoms (chemical sputtering). Graphite is particularly susceptible to 
this process, forming methane (or CD^ ), which can result in sputtering 
yields an order of magnitude above the expected value [66]. This 
process is of particular interest on HBTX1B because of the large number 
of graphite tile limiters. However, after normal running in deuterium, 
the CDi^  produced by this process can not be detected by a mass
spectrometer scan because mass 20 also corresponds to D^O, so the
extent of chemical sputtering is still unknown on HBTX1B. Replacement 
of the graphite limiters with limiters made from TiC would reduce
chemical sputtering by an order of magnitude [66].
Arcing is also a possible mechanism for the introduction of high Z
impurities. Arcing occurs when a potential difference exists between
the plasma and the wall (or limiters), and though it is a localised
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event, if the number of* arc sites is statistically significant, the 
contribution to the source term will be uniform and reproducible within 
the statistical bounds. The wall or limiter acquires a sheath
potential in the presence of the plasma. The wall or limiter has a
negative potential because of the greater mobility of the electrons 
along the field lines which intersect it. If this potential exceeds 
10-50V then an arc can form between the plasma and the wall or limiter. 
Electrons are lost from the sheath to the plasma lowering the sheath
potential in the process. This allows a greater proportion of the
electrons in the plasma Maxwellian distribution to cross the sheath and 
complete the return path. Significant amounts of wall material are 
removed during the duration of the arc, as neutral vapour, ions, and 
molten and solid particles. The amount of material removed is 
proportional to the charge transferred during the lifetime of the arc. 
Evidence of arc damage on HBTXIA, both on the walls and the limiter, is 
displayed in fig 3.4.3 (this damage was mainly caused during the early 
life of the machine [64]).
Investigations of plasma-wall interactions in reversed field 
pinches have involved a variety of methods. Visual examination has 
revealed the presence of arc tracks and areas of increased power 
deposition [64], integrated over many shots. Wall photography provides 
evidence of interactions during a single shot [70]. This is 
illustrated in fig 3.4.6 where arc tracks and local interaction at the 
edge of limiter tiles can be seen. Because the magnetic field is 
predominantly poloidal in the outer regions, the field lines intersect 
the edge rather than the face of the limiter, resulting in a high local 
power density interacting with this surface [70].
Collection probes have been used on RFPs [63,69,70]. On HBTXIA Si 
wafers which were exposed to the discharge were found to contain atoms 
of the wall material at depths consistent with incident ions having
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energies “several keV (i.e. above the self-sputtering threshold).
Auger analysis of an inserted limiter tile revealed the presence of 0,
Cl, and S, though the latter two elements are not confirmed by
spectroscopic measurements [70]. Collection probes on ZT-40 showed 0
and C to be the most prominent impurities and the D flux to be 2-3 x
10^^ atoms.m'^.s ^, with energies < 20 eV.
Spectroscopic measurements of edge conditions on RFPs have
concentrated on determining the intensity of low ion states.
Photomultipliers coupled to monochromators on ZT-40 have been used to
determine the D and Cr I influxes [32]. However, spectroscopic
measurements in the edge region suffer from the difficulty of
determining the profiles of n and T , which are essential for the
e e
interpretation of the signals.
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CHAPTER FOUR:Diagnostic Techniques
4.1 Introduction.
In this chapter the experimental techniques used to obtain the 
results presented in chapter five are described. For any plasma 
spectral parameter, , there exists an associated information volume 
for each shot, as illustrated in fig. 4.1.1. The total information
f(()
Fig. 4.1.1 The Plasma Information Volume.
The total information collected in a discharge for a given 
parameter is dependent on the number of discrete states of 
its component functions which can be resolved (shown by 
the small volumes in the figure).
collected depends on the number of discrete states which can be
resolved for each of the functions f(t), g(r), h( x )• In practice the
number of resolveable states is governed by the signal to noise ratio
of the detector used [1]. The information content of a signal with
bandwidth 1/t is given by [1]:
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I = Ct) 1092 (-) (4.1-1)
N
where :
1/t is the bandwidth of the signal.
T is the duration of the signal.
S/N is the signal to noise ratio of the radially and spectrally 
resolved measurements.
Hence the information collected in a single shot, for the parameter, 
0, is given by :
1 ' ' losz (“Q  (4.1.2)
where:
R is the radial coverage of the detector, 
r is the radial resolution.
(S/N) is the signal to noise ratio of the radially and spectrally 
resolved measurements.
A is the spectral range of the detector.
AA is the spectral resolution.
(S/N) is the signal to noise ratio for the radially and spectrally 
resolved measurements.
In general the integration period of the detector is extended to 
satisfy the minimum acceptable signal to noise ratio which, however, 
reduces the resolution and hence the information collected per per 
shot. A diagnostic on a fusion experiment has to satisfy two 
conflicting requirements. Because of the complexity of the physical 
processes in a plasma discharge, it is necessary to collect a large 
amount of information for a given parameter. However the cost of the 
experiments, coupled with the limited access for diagnostics, demands 
that the information per shot is maximised. This problem is compounded 
for work on RFPs because of the short discharge time.
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Therefore, in order to measure a spectral parameter, it is 
necessary to maximise the measurements of f(t), g(r), and h( A ).
Several detection methods are available for this. Temporal 
measurements are made using photomultiplier tubes (PMTs), which can 
provide sufficient time resolution for most spectroscopic purposes. 
However, they provide no spatial or spectral resolution, which can only 
be gained by using several PMTs in parallel, which is not always 
possible. Spectral coverage is efficiently achieved using photographic 
plates but it is necessary to integrate the signal for a time extending 
over several shots for a RFP (thus reducing the information gathered 
per shot). It is also difficult to derive quantitative information 
from photographic plates. Multichannel detectors provide the 
opportunity of significantly increasing the information collected by a 
spectral diagnostic. The optical multichannel analyser (OMA) [2]
provides linear resolution, which can be used to give either spatial or
spectral resolution, coupled with moderate time resolution. The charge
coupled device (CCD) [3] gives two dimensional resolution, which can be 
used for spatial and spectral resolution, with a greater time 
resolution than the OMA.
A variety of spectroscopic methods are used in order to obtain
spectral information over the wavelength ranges of interest. The range 
of spectroscopic measurements made on RFPs, together with typical 
instruments used in each wavelength band, is presented in fig.4.1.2. 
The spectroscopic methods used in this investigation are: 
ultraviolet/visible, normal incidence, and grazing incidence 
spectroscopy. The first part of the chapter is a discussion of these 
methods. The normal incidence spectrometer was used in conjunction 
with a novel scintillator/OMA detection system which allowed a
multichannel description of the image with a choice between 
high-resolution or survey modes, depending on the magnification of the
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image. Radial measurements in the normal incidence region were made 
possible by constructing a scanning/rotating mirror. A toroidal mirror 
was chosen for this purpose to enhance the light collection of the
spectrometer and to minimise aberrations. This technique has seldom 
been used in the normal incidence region and is unique to measurements 
on RFPs. The chapter concludes with descriptions of spectroscopic
methods employed by other workers on HBTXIA/B and data acquisition 
methods.
4.2 Ultraviolet/Visible Spectroscopy .
The bulk of the ultraviolet/visible spectroscopy reported was
performed using a 1m Czerney-Turner instrument (Rank-Hilger Monospek 
1000) with a 1200 lines/mm grating blazed at 5000 X . Optimum 
resolution was 0.1&< . This instrument has an effective wavelength 
coverage of 2 0 0 0 & - 1 0 0 0 0 & and was used for measuring, the influx of 
impurities such as Fe II (2599^ ) and Oil (2973^ ) into the plasma. 
The instrument viewed the plasma along a line of sight with an
acceptance angle of f20 into a recess in the liner, as illustrated in 
fig. 4.2.1. Thus the signal was more representative of the edge of 
the discharge as a whole rather than local wall interaction effects.
In order to perform quantitative spectroscopy, the instrument was
Q 0
absolutely calibrated over the wavelength range 2000^ -7000 A . A
tungsten lamp was used as a transfer standard for the range 
2500 X-7000 & while a deuterium lamp was used to obtain a relative 
response over the range 2000 &-2500A . This response was then
normalised to that of the tungsten lamp to produce the absolute 
response over the complete range.
Visible spectroscopy was also used for the measurement of 
from the continuum emission. As detailed in Kadota et al. [4], the 
bremsstrahlung emission dominates the continuum signal in this region.
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The difficulty with this measurement is that the continuum signal in 
this range is very small. Because of this, care must be taken to
eliminate any scattered light within the spectrometer and any 
contributions from second order radiation. In addition, the bandwidth 
chosen for the measurement must be carefully selected to ensure it is 
free from line radiation. Because of the abundance of low ion state 
lines of metal impurities, this requirement posed severe experimental 
problems.
In order to overcome these difficulties, the experimental 
arrangement illustrated in fig. 4.2.2 was used. This consisted of a 
0.3m Czerney-Turner monochromator (Bentham M3OO) which viewed a
parallel chord through the plasma into a port stub which acted as a 
viewing dump. Because of the restricted access to the machine, a 
fibre-optic link was used to relay the signal to the entrance optics of 
the monochromator. As can be seen from the spectral survey presented 
in Fig. 5.5.1, the line spectrum of HBTXIA/B exists primarily below 
5 5 0 0 so a bandwidth was sought above this wavelength. Because the 
photographic surveys were not sensitive enough, a high sensitivity 
spectral survey was undertaken (at a resolution of 0.5 X) over the 
wavelength range 5500-7000& using an Optical Multichannel Analyser 
imaged on to the output plane of the spectrometer (in place of the PMT) 
using photographic lenses. This was used to identify a suitable 
bandwidth at 6045 &. The results of this survey are presented in
Fig. 5.5.1 . In order to eliminate the scattered light (Da had been
identified as the principal source for this bandwidth during
preliminary studies with the Monospek) an interference filter was used
in the input optics for the monochromator. By using an interference
7
filter in conjunction with a grating, a rejection in excess of 10 was 
achieved. One can be particularly confident of this rejection because 
two different physical methods are used to achieve it. The system was
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tested for stray light, for rejection of Da , and for electrical 
pickup. In each case the level was below the dark noise. Use of a 
monochromator, coupled with an interference filter, allowed any 
bandwidth within the pass band of the filter to be selected, thus 
facilitating the exclusion of unwanted line emission. This method thus 
offers advantages in both flexibility and rejection of unwanted light 
over the single interference filter method commonly used on tokamaks.
All of the visible measurements were line of sight because the 
viewing port only offered a cone of flO which only covers a fraction of 
the plasma cross-section. Re-entrant optics are necessary for 
effective spatially resolved measurements.
4 . 3  Vacuum Ultraviolet Spectroscopy.
4 .3 . 1  Overview
Normal incidence spectroscopy was used to study radiation in the 
Vacuum UltraViolet (VUV) region (300 Â -2000 £). Spectral dispersion 
was achieved by using a 1m concave grating instrument (Rank Hilger
E7 6 6 ) with a Ditchburn mount, which has off-Rowland circle geometry, as
0
illustrated in fig. 4.3.1. An osmium coated grating blazed at 1200 A 
was used in the present investigation.
A variety of detectors was used to achieve spatial, spectral, and 
temporal resolution. This spectrometer was used with an output slit 
for photoelectric measurements or with an interchangeable camera for 
photographic measurements. Photographic film was used for the initial 
spectral surveys, which are detailed in Appendix I. A photomultipler 
(EMI 9635QB) closely coupled with a TetraPhenylButadiene (TPB) 
scintillator was used to detect signals with a time resolution of 10 
ys using the experimental arrangement illustrated in fig.4.3 .2. A 
scintillator/OMA system was used for later quantitative work with both 
spectral and temporal resolution. Spatial resolution was made possible
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Fig. 4.3.1 The Off-Rowland Circle Ditchburn Mount [5]. 
through constructing the scanning/rotating toroidal mirror.
4 .3 . 2  The OMA/Scintillator Detector System.
As outlined above, an efficient system for information collection 
is necessary for spectral measurements, particularly if spatial
resolution is required. It is also desirable to have a flexible
instrument capable of performing a variety of experiments. In order to
satisfy these objectives, in the normal incidence region of the 
spectrum, a system using a scintillator imaged on to a multichannel 
detector was developed. This system is illustrated in fig. 4.3.3* 
The use of a scintillator allowed the short wavelength image to be 
converted to a longer wavelength within the vacuum and then to be 
manipulated by standard optical components externally, giving the
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detector a flexibility not usually possible with vacuum instruments. 
For example, the instrument can be converted from low resolution survey 
mode (e.g. for measuring impurity concentrations) to high resolution 
mode (e.g. for Doppler broadening measurements) by simply changing the 
external lenses. The imaged microchannel plate outside the vacuum 
offers several advantages over the conventional multichannel detection 
system of a naked microchannel plate (MCP) at the focal plane of the 
spectrometer. Apart from the ability to change the spectral coverage 
and the resolution (which are fixed for a MCP) at will the 
OMA/scintillator does not suffer from vacuum degradation, is simple to 
install, and does not need alignment in vacuo. The OMA/scintillator 
response only falls off at wavelengths >3000 R as opposed to "1600a
[6] (which allows a laboratory Hg source to be used for alignment and 
testing) and because the OMA is sited outside the vacuum, it can be 
easily exchanged for calibration or repair.
The quantum efficiency of the OMA scintillator system is similar 
to, though slightly poorer than, the MCP at VUV wavelengths. It is 
assumed that the TPB scintillator has a spatial emission distribution 
which can be described by a cosine function, as was found for sodium 
salicylate [13]. A lens with an aperture of f2.8 (f2.8 is used in
practice rather than the f2 maximum in order to reduce vignetting at 
the edge of the image) will collect 5.5% of the scintillator emission. 
The image, however, has a reduction of 85:50 for the lens combination 
used which, when combined with the quantum efficiency of the OMA, gives 
an overall quantum efficiency of 3% at lOOoX . This compares with an 
overall quantum efficiency for a MCP of 9% at lOOoX [6]. At 1 6 0 0 A 
the two quantum efficiencies are the same.
Optical systems based on MCP detectors have been reviewed by Fonck
[7 ]. These MCPs are generally used in two modes: one where the MCP is 
followed by an intensified diode array which gives “1000 channels with
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a time resolution of ~1 ms (e.g. [8]) and a second where the MCP is
followed by an array of " '20 discrete anodes which gives a time 
resolution of ~ 1 0 0 ys (e.g. [9]).
In this OMA system, shown in fig. 4.3.4, conversion from VUV to 
visible radiation was achieved using the scintillator, TPB, evaporated 
on to a fused silica disc. This disc was mounted in a modified Rank 
Hilger camera attachment in such a way that it could be positioned 
tangential to the Rowland circle to minimise the focussing error. 
Although some discs were prepared with a curvature matching that of the 
Rowland circle, they were not used in the final arrangement because the 
subsequent optical system was designed to image a flat field (to match 
the focussing characteristics of the commercial camera lenses used). 
In practice, the defocussing effect of using a flat field tangential to 
the Rowland circle was found to be small. A BK-7 optical flat was used 
to provide the vacuum seal at the rear of the camera. The scintillator 
was imaged, through this window, on to the microchannel plate of the 
optical multichannel analyser (OMA) using two high quality commercial 
camera lenses (Canon L series) in a front to front configuration. 
These lenses fitted a standard bayonet mount which assisted the 
interchange of lenses and also provided an integral focussing mechanism 
for rapid adjustment. It was found necessary to insert a mirror 
between the collection lens and the imaging lens because of the 
proximity of the spectrometer to the torus. The OMA head was held in a 
specially designed mount which allowed three axes of linear translation 
and two axes of rotation. This mount was enclosed in a copper shield 
which provided electrical screening for the detector.
The multichannel detector used was a Princeton Applied Research 
Corporation PARC 1420-2 Optical Multichannel Analyser. This is an 
effective array of 1024 contiguous slits with a height of 2.5 mm and a 
width of 2 5 y .  However only 700 of these channels are read giving a
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Fig. 4.3.5(a) OMA Spectral Sensitivity [2].
useful sensitive area of 18 mm. The OMA consists of a photocathode 
coupled tio a microchannel plate and an intensified silicon photodiode 
array (Reticon RL1024 SF), as illustrated in fFig 4.3.5(b). Photons 
strike the photocathode, producing photoelectrons which undergo 
secondary emission at the microchannel plate. These electrons are 
focussed on to a phosphor and the resulting emission is detected by the 
silicon diode array. The OMA head is controlled through a PARC 1218 
controller which is in turn controlled through the CAIIAC system by a 
LSI-11/23 processor with RL02 disc storage. It was not possible to 
operate the LSI-11 in the hostile enviroment of the HBTX1A/B 
experimental area so extensive efforts were made to adapt the system 
software to operate the OMA via a screened CAMAC crate on a serial
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highway. However, it was found that the message cycle of ~3 ms was too 
long to permit effective control within the scan time of the OMA 
(1-I6ms). The OMA was eventually controlled via a direct fibre link, 
using a system developed by Culham Laboratory Electronics Group.
The OMA acts as an integrating detector, with the integration time 
being a multiple of the scan time. A full scan time is 16 ms but this 
can be reduced to 1 ms by opting to skip pixels or by scanning pixels 
in groups. However, the system operates in free-running mode so it is 
not possible to select the start of the integration time. To overcome 
these problems, a gating unit was constructed. In gating mode the 
electrons are prevented from reaching the phosophor by a bias voltage
which is counteracted by the gate voltage. A TTL pulse was used to
select the required gating period (which can be from 10 ys to 1 ms 
with a delay of 100 ys to 10 ms after the start of the discharge).
This pulse was then fed through an optical fibre to a high voltage 
switch (PARC 1211/80) which delivered a high voltage gating pulse to 
the microchannel plate. In this way any desired part of the shot could 
be examined. A monitor output returned the selected pulse width and 
position in time to the screened room for confirmation.
As can be seen from fig 4.3*5(a), this OMA has a quantum 
efficiency similar to an S-20 photomultiplier, which is well matched to 
the output of the TPB scintillator used (fig. 4.3.7). However, in
order to be useful for this application, a scintillator must satisfy 
three criteria: it must have high quantum efficiency, it must not
degrade the resolution of the system, and the image decay time must be 
less than the system response time.
Several scintillators are available for wavelength conversion with 
the most common being sodium salicylate [5], [10]. Sodium salicylate 
is widely used because it has a high quantum efficiency which is 
uniform over a wide spectral range. It is easily prepared (by spraying
160
a heated optical flat with a solution in ethanol), and has a time 
response sufficient for most spectroscopic purposes (~10 ns). However, 
sodium salicylate is hygroscopic, has a poor resistance to abrasion, 
and suffers from a reduction in its quantum efficiency with age.
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Fig. 4.3.6 Relative Efficiencies of Organic Scintillators with 
Respect to Sodium Salicylate.
A second group of scintillators, the organic scintillators, 
present an alternative to sodium salicylate [5], [11], [12]. As
illustrated in fig. 4.3.6, these scintillators also exhibit a nearly 
uniform spectral response, but the quantum efficiency is significantly 
higher. Organic scintillators have a much higher abrasion resistance 
than sodium salicylate and a much smaller grain size, leading to higher 
spatial resolution. Examples of organic scintillators which are widely 
available are: p-Terphenyl, TetraPhenylButadiene (TPB), and
DiPhenylStilbene (DPS). Some specially-prepared organic scintillators 
have properties well-suited to wavelength conversion [5] but only
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materials with general availability are of interest in this 
investigation. Kumar and Datta [12] have found p-Terphenyl to be a 
stable high efficiency scintillator, while Burton and Powell [11] have 
investigated the properties of TPB in detail. These properties are 
summarised in fig. 4.3*7. This scintillator has a high, uniform 
quantum efficiency and was found to be stable in vacuo (in 
contradiction to the earlier reports of Sampson). Modulation Transfer 
Function (MTF) measurements were also made [11] to determine the 
spatial resolution characteristics of different coating thicknesses of 
this scintillator as illustrated in fig. 4.3.7.
A third type of scintillator commonly available is the plastic 
scintillator [5], [13], which consists of an organic scintillator, such 
as p-Terphenyl, together with a secondary wavelength shifter, in a 
plastic substrate. However, the quantum efficiency is dependent on the 
transmission properties of the plastic and is far from uniform, which 
makes this type of scintillator unsuitable for the present application.
After considering the characteristics of the above scintillators, 
it was concluded that TPB satisfied the quantum efficiency and spatial 
resolution requirements for the system. In order to check that the 
time response was sufficient, a bialkali photomultiplier (EMI 9635QB) 
was used to observe the CV (2271 A) emission from HBTX1A/B, with and 
without a closely coupled TPB scintillator. No deterioration in the 
frequency response, for a bandwidth of 50kHz, was observed.
The power of the OMA/scintillator system lies in its ability to 
accept the information present at the image plane of the spectrometer. 
Hence an important consideration in the design of the optical system 
was to match the resolving power of the spectrometer to the other
elements of the system. The spectrometer has a best-case resolution
0
[14] of 100 cycles/mm, which corresponds to a resolution of 0.08 A for 
a 1200 lines/mm grating, as illustrated in fig. 4.3.8 . However, in
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practice the minimum resolution which could be maintained reliably
without constant re-adjustment of the spectrometer was found to be
0
0 . 1 8  A (44 cycles/mm). The camera lenses used in the system were 
checked for their resolution performance. Because of the limited space 
available, it was initially decided to use a single lens to relay the 
spectrometer image to the OMA. However, after testing the lenses on an 
Eros MTF measurement system (at R.G. Lewis Ltd., Holborn), it was 
found that the performance of a single lens was unacceptably degraded 
by using it in a configuration significantly different from that for 
which it was designed. When the lens was measured in its design 
configuration, (i.e. with the object at the focal plane and the image 
at infinity) the resolution was found to be “ 100 cycles/mm, as 
illustrated in fig. 4.3.10 . In addition, the lens imaged a flat 
object field on to the flat image plane of the OMA. In order to find 
the optimum scintillator thickness, several coatings of TPB of 
thicknesses from 0 . 3 2  to 0.96 mgcmT^ were prepared by vacuum
evaporation on to fused silica discs. The instrumental function for
the complete system was then measured for three different scintillator 
coatings, representing the range of coatings which were likely to be 
used in practice. As can be seen from fig. 4.3.9 , the instrumental
function (FWHM=0.2 A) was not degraded by using a thicker coating of
scintillator. This resolution is sufficient to perform Doppler 
broadening measurements. A magnification ratio of 4:1 was used for 
these experiments, but the system instrumental function was not 
improved by increasing this ratio to 7:1. These observations are 
explained by plotting the MTF curves for the system components (fig. 
4.3.10) which show that the performance of the instrument is limited by
the spectrometer. The ultimate limit of the system resolution is
0
“0.1 A which would require the optimum spectrometer resolution of
0
0.08 A. The flexibility of this system can be extended by using
168
different gratings in the kinematic mount of the spectrometer. For 
example, the 600 lines/mm grating would increase the spectral range in 
survey mode to 500 X with an optimum resolution of 1.2 An example
of the output of the system, used in survey mode on HBTX1A/B is
presented in fig. 4.3.11.
In order to align the OMA system and to perform the branching 
ratio calibration, an insertable mirror, compatible with the flight 
line vacuum of 10“® torr, was developed. In one position the mirror 
permitted the introduction of an alignment He:Ne laser beam to the 
spectrometer, while in the other position it permitted an optical
system at 90° to the normal incidence spectrometer to view the same
line of sight. To achieve these ends, the mirror had two axes of
rotation and one of translation. One rotational axis was provided by a 
linear feedthrough coupled to a pivot, while the other used chevron 
seals in contact with a polished stainless steel tube. The interspace 
between the seals was separately pumped. Linear motion was achieved 
through mounting the mirror assembly on a polished tube which was slid 
through the chevron seals using a screw thread drive. This design 
permitted a compact assembly for the mirror, "which was important 
because of the limited space available in the vicinity of the flight 
line, and ÜHV vacuum performance without having to use a much more 
complicated (and expensive) bellows arrangement. The reflecting 
surface was aluminium with a MgF^ coating, and the vacuum window was
made from fused silica, allowing transmission in the ultraviolet as
well as visible regions of the spectrum. The mirror assembly is
illustrated in fig. 4.3.12 .
4 .3 . 3  The Scanning Toroidal Mirror.
In order to provide radial resolution of the plasma information 
volume, a scanning toroidal mirror system was developed. This system.
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as illustrated in fig. 4.3.13 for the proposed installation on 
HBTX1A/B, consists of an imaging toroidal mirror coupled to the normal 
incidence spectrometer described above. The mirror viewed a vertical 
cross-section through the three access ports on a shot to shot basis. 
A rapidly rotating mirror could not provide a radial scan on a single 
shot because of the limited access available through the vertical ports 
and the high time resolution demanded by the short discharge time of 
HBTX1A/B -a rotation speed of 60,000 rpm is needed for 1 ms resolution. 
The restricted access also prevented a radial scan by simply tilting 
the spectrometer. A pre-slit (which could be easily interchanged) was 
placed in the back focal plane of the mirror to define the spatial 
resolution of the system. The alignment/calibration mirror and the 
branching ratio facility were both included in the system, as for the 
normal incidence spectrometer.
Because a continuously rotating mirror was not used, it was 
possible to use a focussing mirror to compensate for the reduction in 
the collection efficiency of the system arising from the introduction 
of an additional reflecting surface. However, a simple spherical 
mirror is not suitable for this purpose because of the aberrations 
introduced when this type of mirror is used at significant angles of 
incidence. Hence it is necessary to use a toroidal focusing mirror, so 
that the horizontal and vertical images can be placed at diffferent 
positions, to compensate for these abberations. The general equation 
for a toroidal mirror is [5];
1 ^ 1 ^  _ J   ( 4 .3 .1 )
S '  r r f o s *
i  + = 2cos^ ( 4 . 3 . 2
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where:
s is the distance from the source to the mirror.
is the horizontal image distance.
Sy is the vertical image distance.
r^ is the horizontal radius of the mirror.
r^  is the vertical radius of the mirror.
(p is the angle of incidence.
For a spherical mirror r^  =r^  leading to substantial differences in 
foci for non-normal incidence. In addition to using a toroidal mirror
Source
Output sLi t
Rowland circle 
Diameter R
Grating Input sii t
Toroidal mirror
Monochromator
rv
Fig. 4.3.14 Use of a Toroidal Mirror to Correct for Astigmatism.
to correct for aberrations in the collection system, it can also be used 
to correct for aberrations in the grating (at a single wavelength) 
following the method of Rense and Violet [15] (fig. 4.3.14). The 
equations for points imaged horizontally on the Rowland circle are [5]:
r = Rcosa (4.3.3)
r' = RcosjS (4.3.4)
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While the vertical focus is given by:-
0 (4.3.5)
Hence if the vertical image is to lie on the Rowland circle (in 
addition to the horizontal image) r' in equation 4.3*5 must be a 
solution of equation 4.3.4. Substituting 4.3.5 in 4.3*4 gives
~ (cosa - sinp tanp ) (4.3.6)
For the normal incidence spectrometer used in this investigation, R =
1000 mm, d = 1200 lines/mm, ct = 6 = 8.67°, using the diffraction
o ^o
equation:-
j  = (sina - sinp) (4.3.7)
gives r^ = 1239 mm. Hence if the vertical image is placed this
distance from the grating, it will be imaged in the same plane as the
horizontal image, at the output slit of the spectrometer.
However for this investigation correction of the spectrometer 
aberrations has only limited benefits. Since the grating is used at 
normal incidence the aberrations are much smaller than would be 
expected for grazing incidence, and because the mirror is moved for a
spatial scan, the corrected wavelength would vary across the scan. In
addition, because the spectrometer uses the off-Rowland circle 
Ditchburn mount, equation 4.3*6 has to be corrected for the 
displacement of the grating. Because this displacement is wavelength 
dependent, it may be used to extend the wavelength correction of the 
system to a range of wavelengths by suitable choice of grating and 
mirror radii. The radii of the toroidal mirror used on this system 
were chosen to correct for aberrations at short wavelengths, where the
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reflectivity is poorest, but this correction was not optimised.
The toroidal mirror was constructed by polishing of a stainless 
steel blank. This blank was manufactured using a CNC mill programmed 
with the two radii of curvature of the mirror, as shown in fig. 4.3.15 
prior to polishing. The polishing (to a surface finish of 100 & 
r.m.s.) was carried out by Ferranti Astron Ltd. and the stainless 
steel surface was coated with a 2000 ^ Pt film by J.K. Fletcher of 
Culham Laboratory. The radii of the completed mirror were measured 
using a pair of crossed lens test patterns. These results are 
illustrated in fig. 4.3.15. This grid was also used to find the 
optimum mask pattern to reduce focussing defects caused by
imperfections in the mirror.
In order to effect the scan, the mirror was mounted in a carriage 
which was translated across the three top ports of the torus, giving 
the field of view shown in fig. 4.3.13. The assembly was installed in 
a modified pumping manifold (fig. 4.3.16 ) and was constructed to UHV
standards. (1.0x10”® torr). Because the mirror was operated in high
vacuum, attention was paid to the selection of materials for all the
moving parts to ensure a low friction, non sticking drive, and
components such as gears were welded in position for greater 
reliability. The carriage was moved on ptfe bushes along two guide 
rails by a stainless steel lead screw in a phosphor bronze block, and
the mirror was rotated about its optical centre using a worm and wheel 
arrangement to minimise backlash. All the rotating shafts were mounted 
in sealed Barfen UHV bearings. Because of the length of travel of the 
carriage, and the positional accuracy required, a very fine tolerance 
(30y over 500 mm) was required for the leadscrew. In order to 
overcome the difficulty in machining a shaft to this tolerance, the 
shaft was only located at one end. and the bearing was allowed to rotate 
within an overbored housing at the other, with the carriage block
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Fig. 4.3.15 The Toroidal Mirror
The photograph shows the stainless steel blank prior to 
polishing while the graphs illustrate the results of the 
measurements of the radii of the mirror
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acting as a pivot, as shown in fig. 4.3.17, Using this arrangement 
with the control system described below, it was possible to position 
the mirror to a linear accuracy of 0.02 mm and a rotational accuracy of
0.03°. When not in use, the mirror was protected from the plasma by 
two stainless steel covers which slid on the base of the manifold and 
were driven by a self-tracking, spring mounted rack and pinion 
arrangemeni .
The translation and rotation of the mirror were executed using 
stepping motor control. A McLennan drive system was used with a motor 
and translator for each axis (fig. 4.3.18). The end points for each 
axis were defined using inductive proximity sensors. The sensors for
the carriage were mounted within the vacuum manifold, while the
rotational motion was converted into linear translation by a rack and 
pinion attached to the rotational feedthrough (outside the vacuum). 
The proximity sensors were then used to detect the position of the 
rack. The intermediate positions of the mirror were found by counting 
the pulses sent to the motors (which were fitted with pulse buffers to 
prevent pulse congestion) after setting zero at one of the end points. 
The pulse counting system was also used to set software end points for
additional protection. The system could be controlled locally or
through fibre optic links from the HBTX1A/B screened room.
4 .3 . 4  Calibration Techniques.
In order to perform quantitative spectroscopy, it is necessary to 
have absolute calibrations of the instruments involved. Because of the 
wide wavelength coverage of the normal incidence spectrometer, three 
separate techniques were used for the calibration.
For the wavelength range 3000 i-3500 &, a tungsten ribbon lamp was 
used as a radiance source. Because the intensity of the source in this 
region is small compared to the total output, a UG5 filter was placed
178
CüT)
•H
O5-10 
H
bO
C•i-l1Ü00
vûT—I
co
bO
•H
179
: -
-a
Iww
<
u
ouu•H
S
COT)•H
O}-(0 H
g♦H1o
CO
Cfl
1—I 
CO
bO•i-l
180
<D <Do ü e'E C oC <Dt-O TO4Jc O
O 0)o C Q-1— U)
m
0 ----------- - ©
G-
OO
1
Z0)L
œ O
S (0ü) oo ■o
3) o0)_)
u.
o c o C
•fs X o N O(fl O CL C C.Q. o cW 4-) 3 c 0)3 c en d) E(D o
O C û- 4) C- zc ü O. CT) o CTü) 3 CT jc Bd "CT0) U) Ou■o ■O 3) C U) E Oo "O c o C C3 0> 0) c CT ■C. O OO _l O a. 3 1—
&c
b
Ï
> -y
SU-
k
o>2 C Olî!l
II
l"-il
©©©©©©©000
f
c.
o0)oo
a> o -> o
ïî. o 0)
CT)1
il
<DO
ï
og
5?O 0> û_)
O
•H
4J
e
(UrC
O
CT)
5
•r-l
ou
o
H
bO
C
•rH
O
CT)
r - l
m
<P
bû
•Hk
181
oogo o c
3 0)
oMo
U)C<i>
o o <u
4) E> 4)
Cc 4> c M-D > o O
C. C o Üo E o
m o C- M
c_ E o .co -►J c4J m O O —  oo E c 3 —E X C- .  c. 4JO 4) m 4) c 4) OO) 3) u . - -  u - o _) 4»c CC4- X U_ Ü 3  ->Û. O 3 o 3 TJ 4)a. Q. — .Û ^  JÛ c o mQ. 3 c o E4) m O 4) O 4)LJ —' cn - m +J ■u Oin c_ m _) -j Ü O (_4) C 3 9 3 4) 4) 4-13 p o_ « Û. (_—’ CO c. o 4) O
Û. h— o<5 
1
CCm Q m Ü
CE (_
in C o \Û- t- cc _J Q
!i
II
(V
°S -
1 °
I
os
3oa'o
tii
\s8g
7777lb 7^Z7
(D
S'
Jll
U)
h
g(VU)
3)
s ~
:5S
ihSL
b
o
C«9
(_o
L£.
s:
:?2; o> w
ZTZI^ yzZZT-^ 
nL^ <^ -o
8-b^4J 4-) 4J
“’bS
- o -U0.4)
O S
b ^MM
b
11 
1^, ^  
mo
li
O O)n
? »
CO
<J-’
bû
•H
k
O)1 4J 0)O -u ■U W
o C 
c. m o— +j
)2§i
in
M
4) 3
c r  £_
CL m
in
in
o_
CL in o
4)
E
O O
E O
4) (_
C
•O
C 4)
o C
t*. 4)
4) X
m C. o
Ü JQ
c m
E O
O <-
Ü (- 4-1
c
4-1 o
ÛL—> o
O o
c
4) 4-1
(_ c
o
Ü
IL
1 82
in the viewing line. This filter only transmits over a narrow spectral 
range hence the undesired part of the emission from the lamp is 
attenuated and can not contribute to the background scattered light. 
The tungsten ribbon was imaged on to the entrance slit of the
spectrometer using the experimental apparatus described below.
For wavelengths shorter than 2000 1 the calibration process
becomes more complicated because of the need to operate the optical 
system in vacuo and because of the shortage of primary and transfer 
standards in this range [16]. However, a transfer standard based on a 
deuterium arc lamp with a MgF^  window has oeen developed at the 
National Physical Laboratory (NFL) [17] for the wavelength range 
1150 ^-3500 2. and was used for the calibration of the normal incidence 
spectrometer in this region. However, the exercise is complicated by 
the degradation of the MgF£ window in the presence of trace 
hydrocarbons in the vacuum. Although this degradation can be reversed 
by polishing the window, a separate calibration of the loss rate has to 
be performed. The experimental arrangement of fig. 4.3.19 was used 
for the calibration. The emitting area of the lamp was imaged on to
the entrance slit of the spectrometer using a 0.5 m focal length
concave mirror. Because the image was smaller than the height of the 
input slit, a mask was made to define the field stop at several 
positions along the length of the slit. This mirror was coated with 
Aluminium overcoated with MgF^ and was separately calibrated for 
reflectivity at NFL. The aperture stop was defined by a mask on the 
grating. At uhe longer wavelengths, second order radiation was 
suppressed by admitting a small quantity of air to the system.
Below 1150 2 there are very few sources which can be used for 
calibration in the laboratory. Therefore for the calibration in this 
region the branching ratio technique was used. This technique is more 
common for grazing incidence spectrometers because it has the greatest
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Fig. 4.3.19(b) The Spectroradiometric System.
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Fig. 4.3.20 The Normal Incidence Absolute Sensitivity.
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range at the lower wavelengths of this region. The method uses the 
principle of measuring the population of an upper level using a short 
wavelength transition in the EVUV and a longer wavelength transition in 
the ultraviolet/visible region [18]. If the spectrometer measuring the 
longer wavelength transition is absolutely calibrated (for example 
using a tungsten ribbon lamp, as described above) and the intensity of 
the shorter wavelength transition is given by;
"here < n^l
^ (4.3.10) 
Kkni)
then a source of known intensity is available for calibration at the 
shorter wavelength. This method was employed on HBTX1A/B using the 
experimental arrangement (shown for the scanning toroidal mirror
system) of fig. 4.3.13 . In order to ensure that both spectrometers
viewed the same plasma volume, a slit was placed at 90° to the line of 
sight at the same distance as the input slit of normal incidence 
spectrometer. This slit was imaged on to the image plane of the 
uv/visible spectrometer using a 1:1 relay lens, and the wavelength 
calibration repeated for the new input slit arrangement to take account 
of any alignment errors. The alignment/calibration mirror described in 
section 4.3*3 was used to permit the uv/visible spectrometer to view
the plasma and, because the two spectrometers could not view the same
line of sight simultaneously, measurements were made at the same values 
of n^ and T during a reproducible series of discharges. The
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calibration curve for these three ranges is shown in fig. 4.3.20
150
A.U.
100
1000800 900600 700500
Pixel number
200 300100
Fig.4.3.21 OMA System Relative Response Function
For the OMA system it was necessary to determine the relative 
channel response. This was achieved by scanning a Hg lamp across the 
image plane of the spectrometer, giving the curve shown in fig. 
4.3.21.
4.4 Extreme Vacuum Ultraviolet Spectroscopy.
The measurements in the EVUV were performed using a grazing 
incidence duochromator, loaned from the Astrophysics section at Culham 
Laboratory (now at Rutherford Appleton Laboratory). This spectrometer
was a Culham Mk IIIB design and had a wavelength coverage of
0 0
70 A -1300 A using two electron multipliers which were moved along the 
Rowland circle by a rotating arm, as illustrated in fig. 4.4.1. The 
angle of incidence, on to the Pt coated grating, was 86°. The input 
slit width was 20 y and the output slit widths were 40 y. The
IPivot point
CuLhcm MK III B 
♦  Graz i ng i no i dence 
spectrometer
rotating arms
Vacuum vessel
Differential Flight line 
pump i ng
Isolât i on 
valve
- Plasma-
Electron 
mult i pii ers
Grating Input slitRowland 
c i role
Fig. 4.4.1 The Grazing Incidence Spectrometer Experimental Layout,
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diffusion pump of the spectrometer maintained a vacuum of 1x10  ^ torr 
so, in order to couple the spectrometer to the torus, a differentially 
pumped flight line was introduced, which was maintained at a pressure 
of 1x10~® torr (compared with the torus base pressure of 3x10”® torr).
4.5 Data Acquisition and Processing.
The standard HBTX1A/B data acquisition system was used for all 
signals except the OMA signals which are described above. The output 
from the photomultipliers was initally amplified by a pre-amplifier (of 
the same type as used on the polychromator [19] ) with a 1200 ^  input 
impedance and a low output impedance to drive the 75 0 coaxial cable 
which connected the channel to the junction box which is the input to 
the data system. This box was shielded with a copper screen connected 
to earth and to a similar box in the HBTX1A/B screened room via 
double-screened cables. Within the screened room the cable was 
terminated and the signal was processed using standard CAMAC modules 
controlled by a LSI-11/23 processor. The processing consisted of 
amplification of the signal using Culham Quad amplifiers and 
digitisation using LeCroy 8210 ADCs with a typical sampling rate of 
10 us, resulting in a system bandwidth of 50 kHz. The signals were 
then stored on DEC RL02 discs along with many other diagnostic channels 
to form a file for each discharge.
Initial processing of the data (for both the OMA and the 
photomultiplier signals) consisted of extraction of the channels of 
interest from the main data file, insertion of calibration factors, 
smoothing, baseline correction, and other preliminary operations. A 
new, smaller file was then formed for subsequent processing, averaging 
over sequences of interest and using physical models to extract the 
required parameters from the data. The SANC01 code (section 5.3.3) for 
, ,impurity transport and radiation simulation was run on a CRAY-1S
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computer, located at AERE Harwell,
4.6 Other Spectroscopic Diagnostics Used On HBTX1A/B.
Some of the other diagnostics which were used on HBTX1A/B by other 
workers provided spectroscopic information which was used in the 
interpretation of the results of this investigation. These diagnostics 
were: the Visible Multichord Spectrometer -VMS- (for spatial profiles
of uv/visible emissions), the polychromator (for impurity influxes), 
the Surface Barrier Diodes (SBDs) -for radial profiles of soft X-Ray 
emission, and the bolometer (total radiated power).
The visible multichord spectrometer [20] consists of an array of 
fibres which view the plasma through an imaging lens and a diaphragm 
(to give spatial resolution). The signals are passed through one of 
two 0.3m Czerney-Turner monochromators and then through collection 
fibres to photomultipliers (EMI 9865QB). Up to twenty chords across a 
poloidal cross-section can be viewed with a spatial resolution of 10 
mm, and two wavelengths can be viewed simultaneously. Because the 
system is primarily used for fluctuation studies, it is operated with a 
bandwidth of 400kHz. The spectral range is 2000 &-10,000 &.
The Surface Barrier Diodes (SBDs) [21] are semiconductor devices 
which are sensitive to photons which have energies greater than the 
band gap ( ~3.6 eV on average). These are used in conjunction with an 
unsupported thin film (3000 A) of silver which restricts the 
transmission to the range 120 eV to 400eV (100^-31^). For each
photon in this range an electron hole pair is created for each 3.6eV of 
its energy. Hence this detector is sensitive to a number of lines in 
this spectral range. By mounting the SBDs in pinhole cameras, spatial 
resolution of ~20 mm is achieved.
Additional impurity influx information was provided by the results 
from a modified Rank-Hilger E960 polychromator [19]. This instrument
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has a Rowland circle mount with multiple output slits defined by an
engraved foil curved to match the image plane. A photomultiplier is
placed behind each slit to detect impurity emissions. Impurity lines 
in the visible/uv range were observed in first order and in the VÜV in 
multiple orders. The instrument was not, therefore, absolutely 
calibrated. However, the instrument is capable of viewing up to 40
impurity ion states simultaneously, and was used for monitoring the 
influx of impurities on a routine basis over a wide range of
conditions.
Total radiated power at three radial positions was measured using 
the Germanium thermistor bolometers as described in section 1.4.
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CHAPTER FIVEiImpurity Radiation in HBTX1A/B.
5.1 Introduction.
In this chapter measurements of the impurity radiation from
HBTX1A/B are described. These measurements were made using line of 
sight techniques (see chapter 4), since these are simpler to use 
routinely than space resolved techniques. However, line of sight
methods only yield global information about the impurity behaviour.
The first part of the chapter describes the photographic and 
multichannel surveys which were undertaken in order to determine the 
impurity composition. Quantitative measurements of the low Z and high
Z impurity radiation are presented, covering a wide range of plasma
parameters and several spectral regions. The methods used to interpret 
these measurements are detailed and the role of impurity radiation in 
the RFP is discussed.
5.2 Spectral Surveys .
In order to determine the impurity composition of the plasma a
series of photographic surveys was performed over the spectral region
0 0
30 A -7000 A. The survey range comprised three parts. The first was 
the extreme vacuum ultraviolet region (EVUV) i.e. 30A<^<50oX, the
second was the vacuum ultraviolet (VUV) :500 A< A<2000 ^ , and the third
0
the ultraviolet/visible region A >2000 A . The vacuum-ultraviolet 
region (400 &-2000 &) was surveyed using the normal incidence 
spectrometer described in section 4.3 (as detailed in Appendix I, 
plates I-XV), while the u.v./visible region (2000 ^ -5000 X ) was 
investigated using the Czerney-Turner spectrometer. This survey can be 
found in Appendix I. The lower limit of the range was the shortest 
wavelength which is accessible photographically to the instruments used
194
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Fig. 5.2.1 HBTXIB OMA Spectral Survey.
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in this investigation. A spectral survey of HBTXIB was also 
undertaken, using the OMA/scintillator detection system (section 
4.3*2), in the VUV region of the spectrum. This survey which covers 
the range 500 ^  -3000 A is illustrated in fig. 5*2.1 and is presented 
in. full in Appendix II. A detailed comparison with the earlier surveys 
on HBTX1A shows that the impurity composition did not change with the 
introduction of the new liner. In order to determine the EVUV spectrum 
a photographic survey in the range 30i -300 a was carried out in 
conjunction with N.C. Hawkes of the DITE group [1]. A aetailed OMA 
spectrum of the region 5000X-7000 X was also made, lor diagnostic 
applications. All the surveys were performed under standard conditions
i.e.: I = ifOOkA, p = 2mt, pulse length = 5ms.
The EVUV region (fig.5*2.2) is characterised by the emission from 
partially stripped ions from high z impurities, such as Ni VIII 
(1 7 6 * 0 X & 176*7 X), and Cr VII (205*7A & 207*1 X), the highest ion
state observed being Fe XIII (203*8 R). The H-like and He-like 
emission from light impurities such as carbon, nitrogen, and oxygen is 
also found in this region. For example, the H-like C VI Ly^ line was
observed at 33.7 & and the He-like CV lines were observed at 40.27 ^
0
and 40.73 A. The He-like CV lines are of particular diagnostic 
significance since, as will be demonstrated, CV is the dominant ion 
state of carbon over a significant fraction of the plasma radius. The 
photoelectric grazing incidence spectrometer used could not access 
these lines but the behaviour of the CV ion was determined by 
measurement of the 2p^ P-2s^ S transition at 2271 A coupled with radial 
profiles of the EVUV emission measured using the Surface Barrier Diodes 
(SBDs) [2] and Visible Multichord Spectrometer (VMS) [3 ].
In the VUV region, the spectrum arises from radiation from 
partially stripped light impurities. The only metal lines observed are 
low ion states, at the long wavelength end of the range, e.g. Fe III
196
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(1922.8 A). The An=0 resonant transitions of the light impurities are 
prominent in this range, for example the 2s-2p transitions of the
Li-like sequence of C IV (1548.2 i, 1550.8 A), N V ( 1238.8 &,
1242.8 A), and 0 VI (1031.9 A, 1037.6 a ). The Lyman series of the 
deuterium spectrum is also prominent at 1215.3 i025.4 a ,  and 
972.3 A. Measurements of the intensity of these lines are used to
determine the populations of the low Z ion states .
The emission from ions at the edge of the plasma is found in the 
ultraviolet and visible regions of the spectrum. Lines from the low 
ion states of both low Z and high Z ions can be found in this region. 
The radiation from an ion state in the edge region is often localised 
if the toroidal transit time is comparable with the ionisation time to 
the next state. Hence the edge spectrum can be a sensitive monitor of 
the boundary conditions at that location. This is illustrated by Plate 
XIV of Appendix I, which shows two spectra taken at different times. 
When the second spectrum was taken the discharge was contaminated by a 
probe. The effect of this is shown by the large increase (an order of
magnitude) in the intensity of the Fe and Cr lines. In addition.
Manganese lines (Mn I resonance lines at 4030X-4035a ) were also 
observed. Since these lines are not usually present in the discharge, 
their presence confirms that the increase in metallic impurities was 
caused by an external object, made from a stainless steel of slightly 
different composition to the vacuum vessel.
This observation has important diagnostic implications since many 
diagnostics (e.g. bolometers) assume a previously measured plasma 
composition in the analysis. This study shows that, unless the 
impurities are monitored at the time of measurement, anomalous results 
can be obtained. Photographic and CMA surveys are ideal for this
function, because of their wide wavelength coverage coupled with high 
resolution (~0.2 X;.
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5.3 Low Z Impurity Radiation.
5 .3 . 1  Experimental Method.
Although the information collected was optimised by using the OMA, 
it was still necessary to study a series of discharges to determine the 
impurity behaviour, particularly when photoelectric devices were also 
being used. Typically, a sequence of approximately 20 nominally 
identical discharges was needed at each condition to complete the 
impurity study. Because of the large number of shots required, it was 
not possible to monitor all the ion states at all conditions, so only a 
subset (typically OVI, OV, CV, CIV, GUI, NV) was investigated at all 
conditions, with modelling being used, as described below, to fill the 
gaps in the data set. As shown in fig. 5.3.1, the investigation 
covered a wide range of I/N space, since each discharge passed through 
a series of I/N states during its evolution. Three I/N states were 
selected for the present investigation: 7, 10, 16 x 10“^^  A.m. Each
of these conditions was obtained at a different current setting (150, 
220, 3 0 0 kA) so that variations with other parameters could also be 
investigated. The intensity of each impurity state was measured and 
averaged over a sequence of shots for each I/N setting. Because the 
impurity signal is dependent on the plasma wall interaction, which is a 
historical effect during each discharge, and a given I/N value occurs 
at different times for different discharges, the effect of this process 
is to determine the intensity of an ion state averaged over an ensemble 
of wall conditions. The plasma parameters for these conditions are 
detailed in table 5 .3 .1 .
The spectrometers used in the investigation were located at 
different toroidal positions, as indicated in fig. 5 .3 .2 , giving the 
raw signals illustrated in fig. 5.3.3. The initial burn-through peaks 
of the impurity states followed by recycling plateaux can be seen in
2 0 0
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Ê"
X : 6 0 -7 0 V .B v (n o m )  
■ : B v  ( n o m )
^ 19 -3 ^Pç X10 m
Fig. 5.3.1 I/N Space for the Impurity Investigation.
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150 220 300 kA
I/N 7.2 9.7 15.8 xlO'^^ A.m
"^e 1.39 1.48 1.26 xl0l9 m-3
^eb 0.164 0.175 0.149 xlO^^ m"^
Teo 251 329 450 eV
Teb 10 20 30 eV
a 0.5 0.5 0.5
P 0.30 0.25 0.20
Table 5.3.1
Plasma Parameters for the Impurity Investigation.
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fig. 5 .3 .3 (a) for successive isoelectronic sequences. The OMA signal 
was obtained for a given I/N condition by gating the OMA so that it 
only viewed the plasma at a selected point during the shot, as shown in 
fig. 5 .3 .3 (b). These raw signals were then analysed in conjunction 
with plasma parameters derived from other raw data signals (illustrated 
in fig. 5 .3 .4 ) using the techniques described below.
5 .3 . 2  Analysis Techniques.
As mentioned above, the emission in the VUV region arises from the 
partially stripped low Z impurities carbon, oxygen, and nitrogen. 
Though the resonance lines of these ions are observed in this region, 
it is not a straightforward matter to interpret these emissions, and 
the atomic physics involved must be considered with care. For an 
introduction to the spectroscopic method the reader is referred to the 
review articles by McWhirter [4] and Englehardt [5]. Since the atomic 
physics is well documented (e.g. [6]), only those aspects relevant to
the present investigation are discussed.
A useful simplification to the interpretation process is achieved 
by considering isoelectronic sequences. These are groups of ions which 
have the same number of electrons and the same level structure. The 
rates of atomic processes vary smoothly along the sequence (i.e. as Z 
increases), allowing a similar analysis to be used for all members of 
the sequence with only a scaling of the rate coefficients, depending on 
the value of Z for the ion. Examples of these sequences used in the 
present investigation are: the lithium-like sequence (CIV, NV, OVI),
the beryllium-like sequence (CIII, NIV, OV), and the helium-like 
sequence (CV, NVI, OVII).
As discussed in section 2.3.3, the coronal approximation is valid 
for the plasmas considered in this investigation. Hence for a low 
energy level (which is, therefore, primarily populated by ground state
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Fig. 5.3.3(a) Normal Incidence Raw Signals for Successive 
Isoelectronic Sequences.
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excitation), the level population dynamics can (in the absence of 
metastable levels ) be represented by the relation:
(Rate of collisional excitation)=(Rate of radiative decay)
i.e. :
"g "e Qgi 1  " i  \ j  (5 .3 .1 )
where:
Hg is the ground state population.
Q„* is the collisional excitation rate to level i.
is the radiative transition probability from level i to level j. 
is the population of level i.
Note that the collisional excitation rate is dependent on the electron 
density while the radiative transition (which is much faster for 
allowed transitions for the plasmas considered) is independent of the 
electron density. The intensity of the experimentaly measured 
transition is given by:
^ij (5.3.2)
But from above,
. = "g "e Qgi ( 5 .3 .3 )
I
Hence the ground state population is given by:
n =5r-rr (s.3.4)
9 V ^ r i g Q q . ( T g )
Since n »n. in the coronal regime, then a measurement of the ground 
g 1
state population is a good approximation to the total population of the 
ion.
As an example of this analysis, consider the lithium like ion OVI
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Fig. 5.3.5 SCHEMATIC TERM SCHEME OF L I-L IK E  ION OVI
(fig. 5 .3 .5 ). This ion-has a single outer electron which can occupy 
the levels shown. The lines at 1032 A ’ and 1038 & are measured 
experimentally. As can be seen from the term scheme, the upper levels 
of these transitions are close to the ground state and remote from 
other low-lying levels, hence the coronal analysis is valid and the 
ground state population can be determined in the manner described 
above.
However, the analysis is more complicated in the presence of 
metastable levels, since these levels have a long radiative lifetime 
and the coronal assumption that the radiative lifetime is shorter than 
any collisional lifetimes breaks down. In these cases it is necessary 
to use the collisional-radiative model, which complicates the analysis 
since the population dynamics of many levels must be considered in 
order to determine the total ion population. An example of this is the 
helium-like ions, illustrated in fig. 5.3*6 by CV. This ion has two
2 0 8
n ♦< »
n = 3
n = 2
n=l  '
= 0 =0
Continuum
40.27
40.73
34.97
Singlet Triplet
F ig . 5 . 3 . 6  Level Structure of He -  like Ion C I
outer electrons and is divided into singlet and triplet levels. The 
intercombination line at 40.73 ^ is radiatively forbidden hence the
3
2 P level is metastable. However, the metastable level is close in 
energy to several 2p levels and can, therefore, lose its population 
through collisional interactions. Hence the population of the levels 
of CV depends on the balance between the collisional and radiative 
processes. For the present investigation, the collisional-radiative 
model of Gordon and Summers [?] was used to interpret the CV emission
(the transition observed experimentally was the 2 ^ P-23 S transition at
0
2270.9 A;. Neither OVII nor NVI were observed during this 
investigation. In order to apply a collisional-radiative model of this 
type, the levels of the ion must reach population equilibrium on a 
timescale much shorter than the ionisation balance or the diffusion
Î09
timescale. In the case of CV, the collisional lifetime for transitions 
from the to levels is ~1 ys for a density of 1 x 10^  ^m“3 
(the lifetime for radiative decay to the ground state is 0.02ys). 
These P^ levels subsequently undergo a radiative transition to the 
ground state on a timescale of 0.03 ys so this collisional excitation 
is the limiting process for the lifetime of the metastable level. The 
ionisation balance timescale is ”100 ys ( ”100 ys CIV- CV, ”300 ys 
CV-CVI) and the impurity confinement time is ”100 ys hence the levels
of the CV ion come to equilibrium on a much shorter timescale than
these processes, and the collisional-radiative model mentioned above 
may be used.
Even in the presence of metastable levels, useful approximations 
may be made to simplify the population dynamics. Consider the 
beryllium-like sequence which contains the ions CIII, NIV, and OV. The 
structure of this ion is illustrated with the term scheme of OV, as
shown in fig. 5.3.7. The triplet 1s2p ^ Po,i,2 is metastable with a
forbidden radiative path to the ground state. The triplet 3p is in 
coronal balance with the metastable level (transition B) so the only 
depopulating routes from the metastable are collisional transitions, 
both de-excitation to the ground state (transition D), and collisional 
excitation to the upper levels (transitions A). Excitation to the 
upper levels is followed by fast radiative decay to the ground state. 
Examination of the collisional excitation rates for the transitions A, 
B, C, D, E, reveals that the approximate ratio of these transitions is 
1:100:10:1:100 [8]. Thus the term scheme can be considered as
consisting of two parts: a coronal balance and a two component system
comprising the metastable levels and the ground state (fig. 5.3.8). 
The two component system comes to equilibrium on a timescale much 
longer than the coronal balance which occurs for the other levels (e.g. 
the transitions at 629 & and 760 Â). Because the collisional
210
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Fig. 5.3.8 Simplified Picture of the Level Dynamics of Be-like OV,
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transition rates out of the two-component system to an upper level are 
much slower than the direct collisional transition rates from the 
ground state, the two systems are effectively decoupled and can be
treated separately. Hence the population of the OV ground state is
0
determined from the 629 A transition by the coronal balance method, and 
the population of the metastable levels is determined from considering 
the two-component system. The time evolution of the metastable level 
is given by:
The first two terms are in coronal balance, hence the evolution 
equation becomes:
'5.3.6)
which is the form appropriate for the two-component system. If the 
total population of the system is given by:
N = Pg + (5.3.7)
then this becomes:
W - n ^ )  rig . ) (5.3.8)
At equilibrium (dm/dt = 0) this gives:
%  _ ^gm
" 9  'C
while the time dependent solution is:
2 1 2
(5.3.9)
'r' (5.3.10)
where
« = N Ogm / 'Qgm + ^mg + I 0*1 ' '5.3.11)
and T is given by:
T =  - - - - - - - - - - - - - - - - - -   (5.3.12)
"e'Qgm + ^mg + I
For = 1 X 10^  ^ » and from the collisional rates presented above,
T ~7 ys, hence the system reaches its equilibrium value on a timescale 
much shorter than the ionisation balance and diffusive timescales.
In order to interpret the experimentally measured impurity 
intensities, the IMPCON code was developed. Since most of the 
measurements were performed using line-of-sight methods, the 
information collected was in the form of an integral along the viewing 
direction of the spectrometer:
I = f n „ ( r ) G ( r )  n„(r) Q(r) . dr (5.3.13)
l i n e o T  9 I A
sight
for the transition P-q, where the coronal assumption is valid. In the 
general case this becomes:
I = / G(r) n„(r) f(n^,T ) dr (5.3.14)
line of 9 ® ®
sight
where G(r) is a geometrical factor which depends on the etendue of the 
spectrometer. Hence for a given n^ and distribution, it is
necessary to evaluate this integral and to compare it to the absolute 
magnitude of the measured signal in order to obtain n^ (r). For 
coronal ions, the excitation coefficient was determined for the
213
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specified temperature distribution by using the fitting formula of 
Itikawa et al. [8]. This gives a rate coefficient of the form:
Q  ^8.010 X 10-1** e~y  ^m3s-i (5.3.15)
where T ^  is in eV and:
Y ■ y + C ) + ^  ( 1-y ) + e'^  E ^ (y ) (B - Cy + ^  y 2 + |-]
where the constants A, B, C, D, E are used to fit the (5.3.16)
excitation coefficient for the ion of interest.
and
E i ( y ) = T V d t  (5.3.17) 
y ^
where y = ^ E / k g T ^ ‘
For helium-like ions the atomic physics input was determined from the
C-R model. For beryllium-like ions, the coronal part of the ion was
evaluated using the method outlined above, while the dynamics of the 
two level system were determined using the collisional excitation rates 
[8].
In order to evaluate the line of sight intensities, it is 
necessary to determine the radial distribution of the impurities, and 
to evaluate impurity parameters such as concentrations it is necessary 
to have information about all the ion states of a particular impurity 
present in a discharge. As outlined above, it is not practicable to 
monitor all the impurity states at any given condition, even using 
multichannel techniques, because of the large number of shots required, 
and the difficulty of maintaining reproducible conditions. In addition 
some ion states, for example OVII, although present in the plasma, can 
not be observed because their emission is below the sensitivity range 
of the spectrometers used. To overcome these difficulties the radial
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distributions of the ion states and the concentrations of the states 
which were not measured were simulated using the impurity diffusion and 
radiation code SANC01 [9]. The output profiles from this code were 
fitted using gaussian and parabolic-power curves to give n^fr) for all 
the ion states of a given impurity. For each ion state of each species 
the line of sight integrals were evaluated for the etendue of the 
spectrometer and corrected for geometrical effects, vignetting and the 
effects of the non uniformity of the source perpendicular to the line 
of sight. This process is illustrated in fig. 5.3-9. This line of 
sight prediction was then compared with the experimental signals to 
give the impurity concentrations and Zg£f profiles (section 5-7). The 
concentrations were then used in SANC01 to evaluate the impurity 
radiation power as a function of radius.
5 .3 . 3  Impurity Modelling.
The modelling of impurity radiation and transport is a well 
established technique for the interpretation of spectroscopic 
measurements [16,17,18]. The modelling is a numerical solution of the 
continuity equation (equation 5.6.1) for the impurity species in the 
plasma. This section describes the methods used to model the radial 
profile of the impurity ion states for HBTX1A/B. The SANC01 code [9] 
was used, based on experimental observations of the density profile, 
the temperature, the impurity diffusion coefficient, and the neutral 
deuterium profile.
The code was used to model the diffusion of up to two impurities 
and the host gas for specified electron density and temperature 
profiles. Only symmetric discharges could be simulated and for the 
purpose of this investigation the simulation was only extended to the 
limiter radius. The properties of the plasma in the scrape-off layer 
behind the limiter have been investigated experimentally [23] and the
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results used to specify the boundary values of density and temperature. 
Since these experiments showed the scrape-off region to be 
collisionless, detailed modelling of impurity behaviour in this region 
[1 9] could be neglected.
Impurities were introduced to the discharge either by recycling or 
by a specified influx. For this investigation, a 100% recycled flux 
was used, representing the backscattered and desorbed fluxes in the 
case of low Z impurities, and the sputtered flux in the case of high Z 
impurities. The atomic data from the JET atomic physics package [15] 
was used to evaluate the ionisation and recombination terms. The 
diffusion of the impurities was represented by the expression:
Y  = \  "k (5.3.18)
as described in section 3 .2 ., though, as discussed in chapter six, thé 
purely diffusive form was used:
an. 
fS.3.19)
Since a given discharge passes through a series of 1/N points during 
its evolution, the objective of the simulations was not to reproduce an 
individual discharge but the behaviour at a given 1/N condition. Hence 
the simulated discharge was allowed to reach recycling equilibrium for 
each of the three 1/N conditions investigated, as detailed in Appendix 
111.
5 .3 . 4  Experimental Results.
Since the analysis treats the average effect of the wall 
conditions, it is useful to pursue a simplified form of the analysis to 
gain an insight into the behaviour of the low Z impurities, as a
217
function of time, during the shot. As mentioned above, the intensity
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a function of temperature at 
constant density.
c
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of an impurity emission is a function of the ground state density, the 
electron temperature, and electron density (equations.3.14). For the 
CV emission, this function is given by the C-R model and is
approximately linear with electron density. The temperature dependence 
of the emission is not linear but can be fitted to within 10% by the
simple function shown in fig. 5.3.10. Because CV exists across the
central part of the plasma the geometrical and vignetting corrections 
are small. Hence if the density and temperature profiles are assumed 
to be constant during the shot (or at least after the density
’pump-out') then the time dependence of the CV population can be 
determined, and is shown in fig. 5.3.11. As can be seen from this 
figure, the CV population (which from the code simulations is the 
dominant carbon ion state over 2/3 of the discharge) is constant with 
time once the recycling plateau is established. This is true for the
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Fig. 5.3.11 Time Dependence of the CV Population,
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three current settings investigated which span the I/N range of the 
more detailed analysis described above. This behaviour is indicative 
of the low-Z rluxes to the wall and limiters being matched by an equal 
flux of cold, neutral low Z impurities from backscattering and 
desorbtion (section 3»^)-
For each of the three conditions chosen for detailed analysis, a 
simulation run was carried out for carbon and oxygen, using 
experimental results as input. These simulations are illustrated in 
fig. 5 .3 . 1 2  and, Appendix III. The high impurity diffusion rates lead 
to penetration of the ion states of CV and OVI to the centre of the 
discharge and broad distributions of other ion states, rather than the 
•onion ring* structure observed on tokamaks [10]. Although a 
concentration of OVII approximately equal to that of OVI is predicted, 
the resulting radiated power is negligible compared to OVI. This is 
supported by the experimental observation that the OVI resonance lines 
are readily viewed while OVII emission (1623 A and 1639 X) was only 
observed on photographs exposed over a sequence “20 shots (Appendix I). 
The radiation profile for the low Z impurities is also observed to be 
peaked towards the edge of the discharge, for example by a factor of
1.4 for carbon at I/N= 9.7x10xi0“^^. This behaviour is characteristic of 
non coronal equilibrium conditions and is a direct result of the high 
diffusion coefficient of the impurities. The value of was of
“10^  ^ m“ s^, compared with the value of 1 needed for coronal 
equilibrium (section 2.3). The conditions for the more detailed 
analysis are detailed in Table 5.3.2 together with the global 
concentrations of carbon and oxygen determined from the absolute 
intensities of the VUV emission using the methods detailed above. This 
table shows that oxygen is present at a greater concentration than 
carbon and that for the two I/N conditions analysed the variation in 
these concentrations is smaller than the error in the measurement. The
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I/N Value x 10"^^ 7.2 9.7 15.8 A.m
Concentrations 0: 5.6 5.0 - % ± 3%
C: 0.6 0.9 - % ± 0.4%
Radiated Power 0: 278-920 198-792 132-527+ kW
C: 17.9-89.5 44.5-115.7 31.3-81.5+ kW
Table 5.3.2 Experimental Impurity Concentrations.
The range of radiated powers reflects the variation of the 
concentrations within the error bars.
Calculated using the concentrations for I/N = 9.7 x 10"^^ A. m.
error is estimated to be ~70% and arises from the uncertainty in 
determining the absolute sensitivity of the spectrometer.
It was not possible to make an estimate of the impurity 
concentrations for I/N =16x10“^^  A.m because of the irreproducibility 
of the discharges at this condition. The I/N trace (fig. 5.3.4) was 
not the usual steadily increasing function of time but rapidly rose to 
high values of I/N and then collapsed. In addition, the electron 
density profile exhibited greater variations, and often had values at 
the edge greater than the central value. These effects were 
interpreted as being caused by the sensitivity of the wall interactions 
to the rapid changes in I/N. It is possible that the wall interactions 
contribute to the changes in I/N and mechanisms for these effects are 
currently under investigation [12]. In view of these considerations, 
it was thought misleading to attempt to apply the analysis methods 
which were developed for more stable plasma conditions.
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The values of the concentrations which were obtained were used in 
conjunction with the SANC01 and IMPCON codes to determine the radial 
emission profile of the low Z impurities and their contribution to 
2eff •
5.4 High Z impurity Radiation.
The grazing incidence spectrometer mentioned above was used to 
investigate iron emissions on HBTX1A, as illustrated in fig. 5.7.3.
I/N Value x lO'^^ 7.2 9.7 15.8 A.m
Low Z Radiated Power 296.1- >326 242- >460 - kW
Bolometric Power [24] 326 460 1080 kW ± 10%
High Z Radiated Power 0-62.5 0-263 364-1025+ kW
Fe Concentration 0-0.18 0-0.75 1.5-4.3+ %
Table 5.4.1 Calculation of High Z Impurity Concentrations.
The range of Fe concentrations reflects the range of the 
error bars of the low Z concentrations and the bolometric power.
+; Calculated using the concentrations for I/N = 9.7 x 10"^^ A.m.
The spectrometer was not absolutely calibrated and could not, 
therefore, be used to measure the absolute concentration of iron 
present in the discharge. This concentration was estimated using 
measurements of total radiated power from the bolometer [24], and the 
SANC01 code, coupled with the measurements of the concentrations of the 
low Z impurities determined above. For given concentrations of low Z 
impurities the contribution to the total radiated power was determined
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using the SANC01 code. This contribution was subtracted from the total 
radiated power to give the contribution from high Z impurities. The
SANC01 code was then used to determine the concentration of iron which
emits this power. This process is detailed in Table 5.4.1. The error 
in this method is primarily governed by the error in the determination 
of the concentrations of the low Z impurities.
The SANC01 code was then used to determine the radial distribution 
of the iron ions and their emission profile as illustrated in fig.
5.4.1. It can be seen that the ions Fe IX-XIV exist in the central 
region of the discharge, though the emission of Fe XIV is negligible 
compared to the other ion states. This is consistent with the
photographic observation ([1] and fig. 5.2.2(b)) that Fe XIII is the
limit emission state.
5.5 Impurity Continuum Measurements.
The impurity continuum in the visible region of the spectrum was 
investigated using the apparatus described in section 4.2. As 
discussed by Kadota et al. [11], the bremsstrahlung emission dominates 
over the radiative recombination at these wavelengths, hence a 
measurement of the visible continuum emisssion, using the expression 
for brehmsstrahlung in equation 2.2.28, gives a means of determining 
Zeff . This method is routinely used on tokamaks, as described in 
section 3.2.
In order to perform the same measurement on HBTX1A/B a high 
sensitivity spectral survey at a resolution of 0.5 X was undertaken for 
the spectral region 5500 A -7000 ^  using an Optical Multichannel 
Analyser (DMA). This was coupled to the spectrometer using camera 
lenses using a similar arrangement to that described in section 4.3.2 
for the normal incidence spectrometer. This survey revealed an 
abundance of low intensity lines of high Z impurities from the edge of
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the plasma. A typical spectrum is shown in fig. 5.5.1(a). Spectral 
regions were also identified where the intensity of the observed lines 
was <20% of the observed background, as illustrated in fig. 5.5.1(b). 
One of these bandwidths (centred on 6045 A) was used to attempt to 
measure the bremsstrahlung continuum. However, after absolutely 
calibrating the spectrometer, using a tungsten lamp as a transfer 
standard, the signal was found to be considerably in excess of that 
from bremsstrahlung emission. In addition the fluctuation level of the 
signal was significantly higher than that from a bremsstrahlung signal 
with a 20 % contribution from line radiation. It was concluded that 
the bremsstrahlung signal was dominated by a pseudo-continuum of low 
intensity lines from high Z impurities. This was supported by the 
observation that the temporal evolution of the impurity continuum 
monitor displayed the same characteristics as the Fe II signal observed 
using the 1m Czerney-Turner monochromator. This contribution from high 
Z impurities is thought, o^ arise from imaging of the torus wall, and
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could be eliminated by imaging the field stop into a beam dump and
limiting the aperture stop. However, it is likely that this
arrangement would severely restrict the photon flux to the detector.
5.6 The Impurity Source Term.
As discussed in section 2.3.3, the impurity Behaviour is
determined by solving the continuity equation for the impurities:
+ div ( r ,J  = Au (5.6.1
This can be written:
8t ~  ^ ' ^0 (5.6.2)
r an^ . 
air +
1
A,, (5.6.3)
Since equations 5.6.3 and 5.6.2 are coupled, a solution to 5.6.1 can 
only be determined by a knowledge of the impurity source function, 4)^ ,
where (j) is the flux of neutral impurities in to the discharge. The
o
processes which give rise to these fluxes are discussed in section 3.4. 
The impurity continuum monitor (ICM) was used to investigate influxes 
of both low Z and high Z impurities. It should be noted that 
concurrent with this investigation, a much more detailed study of the 
souce function was made using the polychromator described in section
4.6 [12].
The low Z impurity flux to the wall and limiters was assumed to be 
matched by the same flux of neutrals to the plasma from recycling and 
desorption of low Z impurities from the wall and limiters. In order to
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investigate this effect the Balmera transitions of D and He II were 
monitored using the ICM spectrometer coupled to the OMA when the 
working gas was changed from deuterium to helium. As illustrated in 
fig. 5.6.1, the deuterium line was still more intense than the helium 
line after 22 discharges in helium, and was only of comparable 
magnitude after 54 heliumdischarges, showing that there was a 
considerable concentration of deuterium in the walls and limiters.
As illustrated in fig.5.6.2, this system was also used to confirm 
the presence of Cr in the plasma from the influx lines in the visible 
spectrum. However for the purposes of this investigation, the 
concentration of high Z impurities is attributed solely to iron. Since 
the impurity continuum monitor signal is dominated by emission from
high Z impurities at the edge of the plasma, it was used to determine
their influx characteristics. Two types of high-Z influx behaviour 
were observed. At lower values of I/N the influx signal was constant 
with time while for higher values the signal increased rapidly with 
time to values of up to a factor of five greater than the initial
level. To investigate this effect further the influx signal (corrected 
for electron density) was plotted as a function of I/N, as illustrated 
in fig. 5 .6 .3 . It can be seen that there is a clear I/N threshold of 
12 xlCr^^A.m for the onset of this rapid rise in the high Z impurity 
influx.
The rapidly rising influx and I/N threshold for this influx are 
indicative of the introduction of high Z impurities through the
mechanism of self sputtering [13,14], as described in section 3.4. The 
concentration of an impurity as a result of sputtering processes is 
given by:
( 5 . 6 . 4 )
3 2
where is the fraction of the outward flux contributing to the
sputtering process, and are the sputtering coefficients
for deuterium ions, other impurity ions, and self-sputtering. These 
coefficients are a function of temperature, as illustrated in fig. 
3 .4 .6 . The self-sputtering threshold for iron is 500 ev, while for 
deuterium and low Z impurities the sputtering coefficient is always 
below unity. Separating the contributions from self sputtering and 
from other plasma fluxes gives:
(5.6.5) 
sputtered
(f t ) sputtered ' (^ki (5-6-6)
Equation 5 .6.2 gives the flux independent of the iron concentration,
which is a probable mechanism for the iron influx, constant with time,
which is observed below the I/N threshold. Equation 5,6.6 gives the
iron flux from self sputtering which can be seen to be an exponential
process with characteristic time n, S,, /t . This mechanism can account
k kk k
for the rapid increase in iron influx above the I/N threshold.
5.7 Impurity Contribution to the Effective Ionic Charge.
A fundamental question in this investigation of impurity behaviour 
was wJiether the impurities could account for the value of (the
effective ionic cheirge determined from electrical measurements. This 
question was investigated using two different experimental techniques. 
Firstly, the plasma resistivity (which is linearly dependent on )
was observed during conditions of large influxes of high Z impurities, 
and secondly the contributions to Z^^^ (the value of the effective
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I/N Value x 10"14 7.2 9.7 15.8 A.m
Contribution to Zeff :1% 0 0.171 0.185 0.213
:1% C 0.099 0.102 0.113
:0.1% Fe 0.0595 0.066 0.067
Radiated Power :1% 0 107 99.0 65.9 kW
:1% C 89.5 89.0 62.7 kW
:0.1% Fe 35.0 35.0 23.6 kW
Bolometric Power [24] 326 460 1080 kW
Table 5.7.1 Impurity Contributions to Zeff
ionic charge determined from impurity measurements) were calculated for 
the impurity species in the plasma using the concentrations determined 
in sections 5.3 and 5.4.
In fig. 5.7.1; the impurity continuum monitor signal is shown for 
two I/N conditions: one just below the high Z threshold and one just
above. The corresponding resistivity traces are shown in fig. 5.7.2. 
The rise in the high Z influx is accompanied by an increase in the 
plasma resistivity, though only an increase of 30% is observed for a 
five-fold increase in the influx. This influx is not an effect 
localised to the edge of the plasma, as can be seen from fig.5.7.3; 
where the Fe IX signal, measured using the grazing incidence 
spectrometer (section 4.4), is shown as a function of time. From the
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simulations of fig.5.4.1, it can be seen that the Fe IX emission is 
characteristic of the centre of the discharge. Hence the iron influx 
is transported to the centre of the discharge rather than being lost to 
the wall by recycling at the edge.
Although it has been established that the observation of a high
influx of iron is not accompanied by a corresponding increase in
resistivity (as would be expected if the resistivity was determined by 
), it has not been conclusively proven that the behaviour of the 
influx at the location of the impurity continuum monitor is 
representative of the behaviour of the plasma as a whole. However, 
there is strong circumstantial evidence to suggest that this is the
case. Firstly, this behaviour has been observed using the 1m
Czerney-Turner monochromator and the polychromator [12], at different 
toroidal positions and on HBTX1A and HBTX1B. Secondly, it has been 
established above that this effect occurs for both the global iron 
concentration as well as the influx.
J
Having determined the impurity concentrations, as described in 
sections 5.3 and 5.4, it was then possible, using the SANC01 and IMPCON 
codes to determine the (spectroscopic) Z^ff profiles for the I/N
values considered. Table 5.7.1 shows the contribution to (o), the
value of Zg££ on axis, for a given global percentage of an impurity at
the I/N values considered in this investigation. Using the
experimental concentrations, the values of Z^££ were plotted against 
I/N in fig. 5.7.4. The error bars represent the spread in possible 
Z values resulting from the errors in the experimental
concentrations. The value at the highest I/N condition was determined 
from bolometric measurements assuming an arbitrary impurity 
composition, in the absence of experimental measurements. The values 
of Zg£f are also plotted in this figure and it can be seen that, in the 
parameter range of interest, the impurity Z^^^ can not account for the
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values of . In the absence of any information about the anomalous
contribution to » the radial variation is taken to be the same as
the spectroscopic Z . The evidence of this figure, coupled with the 
results from the impurity continuum monitor, leads to the conclusion 
that has a substantial anomalous contribution.
Using the absolute concentrations from above, and the modelled 
radial profiles from the SANC01 code, the radial Z^ff profile was 
evaluated using the IMPCON code. As can be seen from fig. 5.7.5, the 
profile is peaked towards the centre of the discharge with a small 
increase at the extreme edge of the plasma. However, this edge feature 
only accounts for a small proportion of Z^^^ and is comparatively 
unreliable, since the gradients of the parameters used to determine 
Z^ff are all steep at this point.
5.8 Energy Balance Analysis.
From the results presented above, it can be seen that while the 
majority of the power is deposited in the central region of the 
discharge (from the n profiles and the current distribution), the 
radiation from the low Z impurities increases in the outer region of 
the discharge. In addition, it is observed that the low Z impurities 
and the high Z impurities have different methods of introduction to the 
plasma which may be governed by the behaviour in the outer regions. 
Therefore it is useful to consider the power balance of the outer 
regions of the discharge to determine whether they play any role in the 
global power balance, or in the introduction of impurities.
Consider a typical 200 kA discharge (shot no. D6528091) which has 
the plasma conditions in the central region shown in fig. 5.8.1(a).
An outer layer is arbitrarily chosen to exist in the region
0.7< r/a <1.0 with the arbitrary parameters shown in fig. 5.8.1(a).
The power balance for this layer is considered, to determine whether
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Fig. 5.8.1
A Input and Radiated Power Distributions for a HBTXIB discharge.
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the existence of such a layer is consistent with the observed plasma 
behaviour. The energy fluxes involved in this balance are shown in 
fig. 5.8.1(b) where are the energy fluxes due to electron
transport and the power input from the external circuit.
This power input is given by:
( 5 . 8 . 1 )
where n has the radial variation:
n ( r )  _ Z e f f ( r ) Tg(r) -3/2 ( 5 . 8 . 2 )
The current density has a radial variation of the form:
J2( r )  = j 2 ( 0 )  [ l - ( n ) 2 j “ ( 5 . 8 . 3)
where a =1. The temperature and have similar dependences but
with values of a of 0.25 and 0.7. This gives the ratio of the power
input to the central region to that into the outer layer to be ~4.5 and 
Pohmic the outer layer to be 2.0 MW for the 9.1 MW total input
power. From the bolometric measurements (section 1.4), the total 
radiated power from this discharge was 0.44 Mlf. This radiation has the 
distribution presented above, from simulations using the SANC01 code. 
Using the carbon radiation profile (which has the greatest contribution 
in the outer layer) to give the radial distribution of the total 
radiation, a radiated power loss in the outer layer of 0.18 MW is 
obtained. If che electron confinement time is assumed to be identical 
to the energy confinement time (198 ys for this discharge) then the 
electron flux can be represented by:
n vol ^
r ,  ( 5 . 8 . 4 )
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which gives an energy flux form the central region to the outer layer 
of 4.4 MW. Since the electron-electron equipartition time is 1.8 ys 
for these conditions compared with a diffusive timescale of ~100 ys, 
this flux must be deposited in the outer layer. For the assumed 
conditions in the outer layer, the corresponding flux is only 0.8 MW. 
The influx of electrons from the wall has a characteristic temperature 
of only a few eV and does not significantly contribute to the power 
balance. This situation is summarised in fig. 5.8.1(c).
Hence it can be seen that the temperature initially assumed for 
the outer layer is too low if the arguments presented above hold. They 
do not hold if an anomalous mechanism can deposit the energy of the 
central region without interacting with the outer layer. However this 
mechanism would have to operate on a timescale <1.8 ys and would lead 
to substantially poorer energy confinement times than those observed. 
Discounting this possibility, it is concluded that, since the radiation 
losses can not dissipate the power input to the outer layer, either 
from the external circuit or from fluxes from the central region, the 
temperature profile must be flat until a radial position is reached 
where the electrons can deposit their energy collisionlessly. This 
position is a radial correlation length from the limiter radius for 
stochastic models of electron transport. The absence of a radiation 
cooled outer layer, which is often observed on tokamaks, (chapter 
three) influences the introduction of impurities. Because they do not 
significantly cool the outer layer, low Z impurities do not directly 
influence the introduction of high Z impurities, in contrast to the 
almost reciprocal behaviour of low and high impuritites on tokamaks. 
As shown above, the low Z behaviour is determined by recycling of the 
incident fluxes at the wall. Typically the low Z concentration is 
approximately constant during a discharge once the recycling 
equilibrium has been established. Because the walls and limiters are
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subject to fluxes which are characteristic of the bulk plasma, it is 
not difficult for incident fluxes to reach the iron self-sputtering 
threshold, particularly when the enhancement due to the ambipolar 
potential is considered. At the I/N threshold of 12xl0~l'^  the discharge 
has an electron temperature of 375 eV. Therefore, it has been 
established that the radiation losses, which are small globally [24], 
can not give rise to a radiation cooled outer layer. Hence the 
introduction of impurities is governed by fluxes which are 
characteristic of the discharge as a whole.
5 . 9  Discussion and Conclusions.
At present there are two fundamental questions concerning impurity 
behaviour in RFPs. The first is the contribution to the overall power 
balance of the discharge, and the second is the contribution of 
impurities to the (high) anomalous resisistivity which is observed. As 
discussed above, impurities do not dissipate a significant proportion 
of the plasma energy, either globally or as a function of radial 
position. The measurements of the high Z impurities showed that an 
increase in the high Z influx of a factor of five only resulted in an
increase of 30% in the resistivity, hence the high Z impurites only
make a small contribution to the resistivity below the I/N threshold, 
and even above threshold can not account for the anomalous values of 
resistivity. This is supported by the profiles determined from
measurements of the low Z impurity concentrations and the total 
radiated power in conjunction with the SANC01 code. The radiation does 
not play a major role in the power balance because the energy flux from 
the plasma through particle transport is much greater than the energy 
loss due to radiation for HBTX1A/B conditions. The energy confinement
time can be expressed as;
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where is the energy confinement time with respect to particle
transport while T^^^is the energy confinement time with respect to 
radiative loss. For HBTX1A/B conditions, % »  ? This implies
that the energy confinement time is dominated by the processes which 
govern the particle transport (but note that as the confinement of the 
host plasma is improved the radiative loss will assume a greater 
significance with respect to the transport loss). The transport 
processes are characterised by the magnetic Reynolds number S (see 
section 2.6), and it can be shown from experimental observations that 
Tg=l/S (Fig. 6.5.1). Since S «I/n /^, then a dependence of the
form:
n / n__ (5.9.2)
is expected. This is supported by the experimental observation that
Tg = n [20]. These observations imply that the resisitivity is linked
to the processses governing the particle confinement in addition to the 
direct contribution from the impurities. Since the Taylor theory of 
self reversal has an inherent mechanism for particle loss, through the 
parallel transport of electrons along the radial components of field 
lines, it is useful to examine possible links between self-reversal and 
the processes which govern the particle confinement and the 
resistivity. Uimblett and Watkins (section 1 .2) have proposed a model 
for the reversal mechanism which involves the introduction of an 
anomalous, turbulent resistivity while Alper and Jarboe [21] have
interpreted the anomalous resistance as a constant contribution to the 
loop voltage. This loop voltage is thought to arise because the plasma 
is incompletely relaxed at the plasma edge (as inferred from the
experimental profile, fig. 1.2.1) and thus attempts to drive 
currents to restore the y profile to a constant value. Rusbridge
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[22], has also proposed incomplete relaxation at the edge of the plasma 
as an explanation of the experimentally observed y profile.
It is not clear what the relative contributions to the anomalous 
resistivity are from the relaxation mechanism, the effects of field 
errors, and the incomplete relaxation at the plasma edge. The detailed 
mechanism by which the processes influencing the resistivity affect the 
particle confinement is still unknown. Impurities could influence 
these processes through uhe mechanism of incomplete relaxation and 
through their effect on the electron transport. This question remains 
unresolved and is currently an active area of research.
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CHAPTER SIX:Impurity Transport in HBTXlA/B.
6.1 Introduction
In this chapter the investigation of impurity transport in 
HBTXIA/B is discussed. In addition to increasing the understanding of 
impurity behaviour, a knowledge of the transport is essential for 
interpretation of line of sight measurements and for reliable 
modelling of impurity behaviour.
No previous determination of impurity transport coefficients has 
been achieved on RFPs, and no measurements of the radial profiles of 
impurity ground state densities have been reported for these devices. 
It should be noted that the radial profile of impurity radiation has 
been determined in the u.v./visible region [1,2] but this measurement 
yields little reliable information about impurity populations even 
when extensive modelling is used [3], because of the complexity of the 
analysis and the scarcity of reliable input atomic data.
6.2 Experimental Method.
The spatially resolved detectors which were used in this 
investigation were the Surface Barrier Diodes (SBDs) and the Visible 
Multichord Spectrometer (VMS) [11,12] (section 4.6). The impurity 
diffusion coefficient was measured by determining the radial profile 
of the CV population, using measurements of the CV emission from these 
detectors.
Both spectrometers viewed the same poloidal cross-section (fig. 
5.3.2). The SBDs viewed the cross-section from above while the visible 
multichord spectrometer viewed from below. In this way the two 
spectrometers viewed a similar plasma volume and eliminated any 
discrepancy due to toroidal emission variations. In addition, because
248
both spectrometers viewed the whole cross-section, and gave time 
resolved signals, a complete spatial and temporal scan, for a range of 
I/N values was effected in a single shot.
The spectrometers viewed CV emission from different spectral 
regions. The visible multichord spectrometer viewed a 25A bandwidth 
in the u.v./visible region which included the 2270.9& and the 2277&
o
transitions while the SBDS viewed an 80A bandwidth in the soft X-ray
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Photon energy/eV
Fig. 6.2.1 Surface Barrier Diode Transmissivity As a Function of 
Photon Energy.[11]
region which was defined by the transmission characteristics of the 
input filter (fig. 6.2.1). This bandwidth contained the CV
transitions at 34.97&, 40.25A, and 40.73?. However, as illustrated in
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fig. 5.2.2, this bandwidth also contains emissions from other impurity 
ions, principally C VI and 0 VI with some lower intensity Fe IX and Fe 
X emission. The absence of any significant line radiation at short 
wavelengths (e.g. from 0 VII at 21.8A) is shown from the energy 
spectrum measured using the Si-Li detector (section 1.4), presented in 
fig. 6.2.2.
8
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Energy Spectrum
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2
0
420
Energy/keV
In order to determine the contribution from these various 
components to the SBD signal the SANCOl model of the impurity 
emissions [4] was used. As an initial approximation, the total 
emission from CV and CVI was used to represent the emissions from the 
particular transitions in the acceptance bandwidth of the SBDs. This 
is justified for CV since the bandwidth contains all the principal CV 
transitions and for CVI because any error will lead to an over-
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estimate of its contribution to the SBD signal. For the OVI signals 
the emission of the resonance lines (1032^, 1038^) was subtracted from 
the total emission to give the emission in this bandwidth. Since no 
detailed modelling information was available for the relative 
population of the Fe ions, the assumption was made that <10% of the 
emission of a given ion was in the bandwidth. These assumptions were 
made on the basis that , because the observed lines were non-resonant, 
they only contribute a small fraction of the total emission. This is 
qualitatively justified by the photographic survey presented in fig.
5.5.2. These intensities were multiplied by the SBD photon efficiency 
( p a  /3.5 eV) and the attenuation characteristic of the filter,
giving a factor of 15 in sensitivity between the short and long 
wavelength ends of the bandwidth. The relative signal at the detector 
for these contributions are illustrated in fig. 6.2.3. As can be seen 
from this figure, the signal is dominated by the CV contribution, 
though further, more detailed modelling is required to determine the
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exact (but small) contribution from other ions. This result is 
supported by the qualitative observation that the SBD signal had the 
same variation with time as known CV signals.
The radially resolved emission profile was determined from the 
chord-integrated signals by using an Abel inversion technique [11], as 
illustrated in fig. 6.2.4.
6.3 Analysis Methods.
6.3.1 Introduction.
In this section the methods used to analyse the radially resolved 
CV signals are discussed. Since the measurements yielded the radial 
profile of the emission, it was necessary to consider the atomic 
physics of the CV ion (section 5.3.2) to determine the ground state 
density. Having obtained the CV ground state density, this was 
compared to the predictions of the SANCOl code [4] . In order to be 
able to use the code to simulate HBTXlA/B conditions, it was necessary 
to supply the electron density and temperature profiles. The electron 
density profiles were obtained from fits to the three-chord 
interferometer results (section 1.4) while a novel method for 
determining the electron temperature profiles using the two 
independent determinations of the CV emission was developed. 
Different diffusion models and a range of diffusion coefficients were 
considered to obtain the best agreement with the experimental results.
6.3.2 The Collisional-Radiative Model.
As discussed in chapter five, it is necessary to use a 
collisional-radiative (C-R) model to relate the emission from a given 
level of the CV ion to the ground state density. For the purposes of 
this investigation, the model of Gordon and Summers was used [5].
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Though the use of C-R models is well established, this code had the 
advantage of using the atomic data which is currently thought to be 
most reliable. This is of critical importance when using models to 
interpret spectroscopic data since the value of the code is ultimately 
limited by the quality of the input data. This is particularly true 
for diagnostic interpretations where individual transitions are 
studied
Fig. 6.3.1
Surface Barrier Diode ( S BD) signal as a fraction of the 
C l  ground state density as a function of temperature
100
A 0030020020 100
n/ev
rather than the average of a process over a complete ion, as in ion 
state models such as SANCOl. An example in this case is the necessity 
to have reliable excitation data since autoionisation effects (section
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2.2.3) can cause considerable enhancement at threshold for some CV 
transitions [6]. As an example of the output of this model, the 
predicted emission received by the SBDs, is plotted in fig. 6.3.1.
6.3.3 Determination of CV Ground State Density.
As discussed above the two spectrometers simultaneously view 
different transitions of the CV ion at the same toroidal location.
The transitions viewed by the visible multichord spectrometer are:
3p
0^.1,2
E = ^  nj Aj _ 3p hu j (6.3.la)
j
while for the SBDs the transitions viewed are:
jplp,
E = ^  Tij - huj + n(2p^P^^) . A 3p_ . hv (6.3.1b)
j
These two expressions can be expressed as:
Euv = ng(r).fi(ng,Tg) (6.3.2)
^EVUV ^ ^g(^)'^2(^e'^e) (6.3.3)
since the population of an upper level is related to the ground state
population by a function of density and temperature which arises from
the dynamics of the levels involved. In general it is necessary to
know the electron temperature and density profiles, and the functions
f2^ (n^,Tg), or f^C^g/Tg) to determine the CV ground state density from
either of these measurements. However, since the two spectrometers
simultaneously view the same plasma volume, Ug(r) is the same for the
two signals and equations 6.3.2 and 6.3.3 can be solved
simultaneously. This allows both the CV ground state density and the
electron temperature profile to be determined from these measurements.
The functions f , f£ (n^ , T^) are determined from the C-R model as
2 5 5
described above.
6,3.4 Electron Temperature Profiles.
As mentioned above the ratio of the two measurements can be used 
to determine the electron temperature profile from the relation:
'EVUV (6.3.4)
^UV
where f^Cn^,!^) is again determined from the output of the C-R model. 
This ratio of the the SBD signal to the VMS signal is illustrated in
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fig. 6.3.2 for varying temperature and density. In practice, the 
emission is almost linear in n^, hence the ratio of the two signals is 
only weakly dependent on n^ (fig. 6.3.3) and a useful approximation 
is :
Etttt = n_(r).n_(r).fi(T_) (6.3.5)
(6.3.6)
"UV “ ■ng(  .n^  .f]^(Tg
EfTTTnT = n (r ) . n (r). f2 (T )-"EVUV
256
Ratio of Surface Barrier Diodes (SB Ds) s ignal to 
visible Multichord Spectrometer (V M S ) s ig na l as  
a function of electron tem pera tu re
18 -3LO
600300100
Fig. 6.3.3
257
Hence ^EVUV " (6.3.7)
^UV
where fCT^) is determined from the C-R model output. This allows for 
simple initial interpretation of experimental results. Though the 
determination of electron temperature using the emission from two 
different transitions of the same ion is not a new technique [7] , in 
the past this type of measurement has been of extremely limited value 
because of the experimental difficulties involved and the assumptions 
which have to be made in order to circumvent them. This method is the 
first to use simultaneous measurements of the same plasma volume and 
also the first to utilise the transitions of CV for the measurement. 
Since the value of the electron temperature on axis is determined
independently using the Si-Li detector (section 1.4), there is no
requirement to absolutely calibrate the spectrometers involved. Hence 
the reliability of the measurement is determined only by the accuracy 
of the experimental results and the input atomic data to the C-R 
model.
In practice, because of the limited experimental time available, 
only a limited range of experimental results was available for this
measurement. Although it was established that the non inverted
profiles were consistent with the temperature distribution of 
equation 6.3.8, experimental difficulties prevented a determination of 
the temperature profile of sufficient accuracy for this investigation 
[12]. The profile:
Tg(r) - (Tgo-Teb)-[l-(r/a)2]P+ (6.3.8)
where T^^ = 329 eV, T^^ = 20 eV andp= 0.25 was adopted, which is also 
the prediction resulting from the discussion of section 5.8. The 
electron temperature and density profiles used in this investigation 
are illustrated in fig. 6.3.4.
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6.3.5 Electron Density Profiles.
Though the electron temperature profile can be determined 
independently of the electron density to a first order approximation, 
it is still necessary to know the electron density profile to evaluate 
the CV ground state density and to supply the higher order corrections 
to the electron temperature profile.
The electron density profile was determined by fitting simple
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curves to the three-chord interferometer results. The ratio of the 
off axis line integrated density to the central value is illustrated 
in fig. 5.3,4 as a function of time during a shot. In order to 
determine the ratio of the densities at these positions, it is 
necessary to correct the line integral of the off-axis signals.. This
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is achieved using the curve of fig. 6.3.5. Having obtained the ratio 
of the densities, a curve was fitted using the form:
"e(r) - (neo-neb)'[l-(r/a)2f+ "eb (6.3.9)
The value of n n was determined from the intertable limiter
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measurements of Newton et al. [8].
Since the analysis of the results was based on the use of I/N as 
a parameter, it was necessary to determine the values of a and n^^ 
as functions of I/N. This was achieved by performing a density scan 
in I/N space (simultaneous with the line of sight results described in 
chapter five). These results are illustrated in fig. 6.3.6 and were
1.5
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used to obtain the n^ profiles used in this chapter and as input to 
the SANCOl code.
6.3.6 The SANCOl Code.
The SANCOl code was introduced in chapter five and the procedure 
used to run this code for HBTXIA/B conditions is considered in detail 
in this section.
A variety of diffusion models was available to simulate the 
impurity profiles, the basic form of the equation being:
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Fk = -D.Vn^ + v^ .ny. + (6.3.10)
where is the neoclassical flux. Since the neoclassical term was
developed for tokamak geometry and, as discussed in chapter two, 
neoclassical terms are not significant in RFPs, it is not considered 
further. A combination of diffusion and inward convection was used 
for some simulations (fig. 6.3.7). It was found that this could 
provide as good a fit as purely diffusive models but the proportion 
of inward convection is arbitrary and is not based on a physical 
mechanism. In this case, therefore, it does not appear useful to use 
a convective term until a physical justification can be found. For a 
purely diffusive model SANCOl allows the use of two types of diffusion 
coefficient:
1^  = -(D + Vn,^  (6.3.11)
"e
While the use of D^/n^ could give a better fit to the experimental 
distributions (by introducing a radial variation into the diffusion
coefficient), there is again no physical mechanism behind the use of 
this term.
Hence a purely diffusive model was used with a coefficient 
constant with radius to simulate the experimental impurity 
distributions. Though this model does not give the best fit 
available, it is felt that at this stage this approach is preferable
to introducing fitting terms without physical justification.
The boundary conditions for the code were determined at two 
points; the axis and the limiter radius. On the axis the boundary 
condition was :
= 0 (6.3.12)
At the limiter radius the selection of the boundary condition was more 
complex. A useful solution when measurements of more than one ion
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state are available is to determine the boundary condition by fitting 
the density profile of an edge ion [14]. The total outflux is balanced 
by an equal influx of thermal (-2 eV) neutrals:
Fk - "o Vo (6.3.13)
However, this condition is not sufficient to specify the boundary 
condition; either the scale length of the ion state or it's edge 
density must be known. For example, n^-0 has been used but is 
unsatisfactory because it implies an infinite diffusion.
For the SANCOl code the boundary condition is expressed as:
^k'^wall “ V^k ^k'^c (6.3.14)
at the limiter radius, with being the effective outflux
velocity. Since no convective term was used (6.3.14) becomes:
^k'^wall “ (6.3.15)
This gives a non-zero value of n^ at the limiter, and hence finite 
values of A number of plasma parameters were investigated for
a range of values of The results followed the trend of the
264
parameter 7 n^y/n^y (fig. 6.3.8). That la, a value of >10*
m.s*^ gave a constant value for the parameter. Belov 10* m.s"^, the 
values of gave unrealistic profiles because the value chosen
artificially restricted the outflux from the plasma. Since -10* m.s"^ 
approximates to the ion thermal velocity, this velocity (at the 
limiter) was used for This is consistent with the loss of
ions from Larmor radii intersecting the edge. Further refinement of 
the boundary condition would require detailed studies of the boundary 
region (poorly understood at present) and a spatially resolved 
diffusion coefficient.
6.4 Determination of CV Diffusion Coefficient.
6.4.1 Method.
The CV ground state radial density can be determined from the 
emission profile if the electron density and temperature distributions 
are known. From the CV distribution it is possible to evaluate the CV 
diffusion coefficient by comparing this with the predictions of 
diffusion models. For this investigation the coefficient was 
determined at the single I/N value, 7 x 10'^* A.m since the variation 
of the electron temperature profile as a function of I/N had not been 
determined. A simple diffusion model was used:
rj--D^.Vny. (6.4.1)
since the underlying physical mechanisms were unknown. The predicted 
CV distribution was determined by using the SANCOl code. A range of 
diffusion coefficients was evaluated and the resulting CV distribution 
compared by inspection with that derived from the experimental results 
(the two profiles were arbitrarily normalised at the centre of the 
discharge). The diffusion coefficient thus obtained is illustrated in 
fig. 6.4.1.
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6.4.2 Effect of Profile Variations.
From the above discussion it can be seen that the determination
of the diffusion coefficient is dependent on the profiles of the CV
emission, the electron density distribution, and the electron
temperature distribution. The CV emission is measured directly but
the other profiles have to be determined from subsequent analysis.
Although it is preferable to determine the input profiles at the same
time as the other measurements, this was not possible for these
measurements and profiles determined for the same nominal conditions
were used. The input profiles obtained are not unambiguous; several
different fits are possible to the three point electron density
distribution and the method for determining the electron temperature
distribution is not applicable at the outer edge of the plasma where
Tg is below 50 eV. Therefore, it is instructive to examine the effect
of profile variations on the results obtained. Fig. 6.4.1 illustrates
the diffusion coefficient obtained for the profiles which were thought
to represent the plasma behaviour most accurately as described above,
while fig. 6.3.7. illustrates the effect of using an arbitrary,
different set of profiles. The profiles shown are the 'best guess'
profiles which were used before any measurements of T^(r) and n^fr)
were made. As can be seen these arbitrary profiles lead to a slightly
2 -1lower value of D (-100 m .s’ ).
An estimate of the effect of profile variations can be gained by
considering the CV emission profile:
E(r) - Eo[l-(r/a)2]^- ng(r).f[n^(r)].f[Tg(r)] (6.4.1)
where, to an initial approximation, n^fr) has the form:
ng(r) = ng„[l-(r/a)2]^ (6.4.2)
and n^(r) and Tg(r) have similar forms with power indices and ^ . 
Hence the profile indices are related by the expression:
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S = ï -a - P (6.4.3)
Since Ï is known from experiment, the CV density is determined to an 
accuracy dependent on the n^ and profile accuracy.
6.4.3 Sensitivity and Accuracy of Analysis.
Although it is difficult to determine the errors in the
determination of the experimental CV densities, these are estimated to 
be 10% in the central regions of the plasma rising to 20% at the edge 
of the plasma as the CV signal falls. An additional error arises
because an atomic physics model is used to derive the ground state
densities from the emission. The accuracy of the input atomic data 
determines the accuracy of this derivation but it is difficult to 
estimate error limits because the most reliable data available was 
used and any remaining errors are systematic" and as yet unknown.
The simulation of the CV density does not have an experimental 
error but it is important to determine the reliability of the
simulation and the sensitivity of the simulated density to changes in 
parameters, for example the diffusion coefficient. As discussed 
above, there is some difficulty in determining the boundary conditions 
at the wall and since the experimental data is least reliable at the 
plasma edge, the central 2/3 of the discharge was given more weight 
when assessing the fit of the simulated profiles to those derived 
from experiment.
As illustrated in fig. 6.4.2., the sensitivity of the simulated 
diffusion coefficient decreases as the coefficient increases. At 50
m^.s’^  the simulated profiles bear little relation to those derived
from experiment. At 100m .s’ , as illustrated in fig. 6.4.1., the
simulated profiles fit at the centre of the discharge but give a
9 - 1poorer fit as the radius increases. At 150 m . s the simulated
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profiles give a good fit over the central region of the discharge 
though it can also be seen that the region of best fit is moving 
towards the edge of the discharge as D is increased above 100 m^.s"^. 
Hence it can be seen that although the sensitivity is decreasing at 
higher values of D, the profiles for these values only match the 
experimental ones where the comparison is least reliable. Thus the 
higher values of D can be eliminated where this is not justified bn 
sensitivity grounds alone. Therefore confidence can be placed in both 
the upper and lower bounds of the diffusion coefficient though the 
grounds for this are still semi-qualitative at this stage.
6.5 Interpretation of Results.
6.5.1 Particle and Energy Confinement in HBTXiA/B.
The diffusion coefficient determined in section 6.4 is highly 
anomalous, being two orders of magnitude higher than the typical
O 1
values found in tokamaks (D=0.1-1.0 ms"), values which are several 
times neoclassical. As discussed in section 2.5, neoclassical theory 
is not useful for detailed descriptions of RFP transport, but still 
serves as a useful benchmark. In view of the highly anomalous 
coefficients determined, it is necessary to investigate the anomalous 
mechanism which is characterised by these coefficients. Models of 
transport for the RFP (section 2.6) predict collisionless electron 
flow along field lines with an ergodic radial component. Since the 
resulting ambipolar potential can drive an impurity flux, it is 
instructive to examine the electron dynamics as a first step in 
determining the impurity dynamics. Since the energy confinement time 
is governed by the anomalous electron flux in these models, it is 
useful to examine the behaviour of t g as a function of S, the 
magnetic Reynolds number (which is often used as a scaling parameter
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in transport models). Using the scaling data of Alper [9] this 
relation is plotted for HBTXiA/B conditions in fig. 6.5.1. As 
discussed in sections 2.6 and 1.3, a linear, increasing scaling of tg 
with S is expected but, as shown in the figure, decreases with S
for S >10^. In addition if the normalised diffusion length, L^/a, is 
plotted against S, in the manner of fig. 1.3.2 and as illustrated in 
fig. 6.5.2, it is found that the scaling of that figure is not 
supported by the results from HBTXIB.
Two regimes of energy confinement exist. At first sight it may 
appear that below S = 10^, the energy confinement time increases with 
increasing S, while it decreases at higher values. However, a closer 
examination shows that the energy confinement is in fact a decreasing
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function for all values of S. The energy confinement time is given by 
the expression:
■'e - (6.5.1)
Pin
where is the power input to the plasma. However, some of the
input power is lost through radiation and not through transport 
processes so this expression can be written as:
(6.5.2)
Pln<l-Prad/Pin)
where tg is the energy confinement time, corrected for radiation 
effects and P^^d is the power lost through radiation [13]. As can be 
seen from fig. 6.5.3, the value of Pfad/^in small throughout the
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normal operating range but rises to -50% at low currents (where the 
values of S are lowest). This enhancement is sufficient to reverse 
the trend of increasing energy confinement at low values of S, though 
the gradients are different in the two regimes. Hence the stochastic 
models of electron transport can not explain the observed energy 
confinement time on HBTXIA/B. The problem still remains to determine 
the electron transport in order to establish the impurity transport 
mechanism. As a first attempt, assume that the electron energy 
transport is dominated by diffusion of the electrons, hence an
273
(9%
log,Q ( 5 ,  m ag n etic  R eynolds n o .)
Fig. 6.5.4 Variation of Energy Confinement Time, Corrected for
Incomplete Relaxation Effects, with Magnetic Reynolds 
Number.
investigation of the energy confinement time should reveal the 
characteristics of the electron diffusion thus assisting the 
investigation of the impurity diffusion. It has been observed on 
HBTXIA/B [9,10] that an anomalous contribution to the loop voltage 
exists. This has been interpreted as a consequence of incomplete 
relaxation. The relaxation process is thought to be inherently linked 
to the dynamo process (section 1.2), and in this model the energy loss 
associated with relaxation does not, therefore, involve the transport 
processes. Hence correcting for this relaxation effect gives the 
energy confinement time as:
^E" (6.6.3)
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where is the plasma current and V* is the anomalous toroidal loop 
voltage attributed to incomplete relaxation. This corrected energy 
confinement time has the scaling shown in fig. 6.5.4. As can be seen 
from this figure, this correction does not result in a clear 
dependence of on S.
Bohm diffusion is an upper bound for turbulent diffusion which is 
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based on empirical observation (section 2.6). This diffusion is given 
by:
DR=kgT3 (6.6.4)
16eB
If a diffusion scale length of a/3 is assumed, this becomes:
(6.6.5)
9 Tg 16eB
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This coefficient is plotted against S in fig 6.5.5 for HBTXlA/B but there 
is again no clear evidence for this particular scaling.
Hence it can be seen that the diffusion of the bulk plasma is 
contradictory to current models of RFP diffusion. However, no clear 
mechanism has been identified as the cause of this anomalous 
diffusion.
6.5.2 Impurity Confinement in HBTXIA/B.
As mentioned above, ambipolar diffusion has been proposed as a 
possible mechanism for anomalous impurity transport. The impurity 
diffusion is enhanced by the electric field created by the more rapid 
diffusion of the electrons. In a stochastic field the impurity flux is 
given by [16]:
4 = ?h + Ïï7’"i] (6.6.6)
where is the stochastic diffusion length. This model is consistent 
with models of the RFP such as the tangled discharge model (section 
1). 2). If the electron transport is stochastic, then the impurity 
transport can be considered as a random walk process with a drift 
velocity along a field line segment between reconnections.
However, as detailed above, the diffusion of the electrons 
observed in practice is not consistent with the predictions of the 
models of stochastic electron diffusion; the scaling with magnetic 
Reynolds number is the opposite of that predicted. In addition the 
observed value of the radial correlation length (a/10) is 
significantly greater than the diffusion length, on HBTXIB. Hence
both the electron and impurity diffusion mechanisms are unclear and 
need further, more detailed investigation.
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6.6 Discussion and Conclusions.
In this chapter the method used in the first direct measurement 
of the impurity transport coefficient for a RFP was described. This 
measurement used the novel technique of measuring simultaneously the 
radially resolved CV emissions from the same plasma volume in both the 
u.v. and the EVUV regions of the spectrum.
This technique yields both the relative radial distribution of 
the electron temperature, and the ground state density of the CV ion 
across the plasma radius, after applying a collisional-radiative model 
[5]. This is a considerable advance on earlier twin-transition 
spectroscopic measurements [7] and the first to use these transitions 
of CV.
The ground state densities were compared with the predictions of 
the SANCOl code [4] to give a diffusion coefficient of 100-150 m^.s"^ 
for an I/N value of 7.0 xlO'^^ A.m. Because the CV ion is distributed 
across the whole plasma radius, a radially independent coefficient was 
used. The measurement was made at only one parameter setting because 
of the limited experimental results available ; different parameter 
settings were associated with changes in the radial distributions, 
which would have required the use of a radially resolved diffusion 
coefficient.
The value of the diffusion coefficient was anomalously high (two 
orders of magnitude greater than typical tokamak values). Examination 
of the host plasma diffusion showed no agreement with theoretical 
models of RFP diffusion (section 2.6); in particular, the energy 
confinement time was found to be inversely proportional to the 
magnetic Reynolds number. In view of this and the limited parameter 
range of the measurements of the impurity diffusion coefficient, it 
was not possible to infer an impurity diffusion mechanism from the
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results obtained.
Hence this investigation should be followed by more detailed 
measurements of the impurity diffusion coefficient, over a wide 
parameter range, utilising the scanning toroidal mirror system 
(section 4.3.3) which was developed for this purpose.
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CHAPTER' SEVEN:Summary, Conclusions, and Recommendations for Future 
Work.
7.1 Summary.
The characteristics of the RFP are described in chapter one. 
After an initial description, the basic equilibrium and stability 
properties are outlined and the energy and particle balance are 
discussed . The HBTXIA/B device is described and the diagnostics used 
and the results obtained from these diagnostics are briefly reviewed. 
Contemporary experiments are compared and future trends are outlined.
In chapter two the analytical methods used to describe impurity 
behaviour are reviewed. The behaviour of impurities in a plasma can be 
described by the continuity equation:
an. _  _
—  + div (r;^) =
where is the impurity flux.
A|^ is the source/sink term for the impurity ion.
/ ôt is the rate of change of the kth ionisation state of a 
given impurity. The first part of the chapter is a discussion of the 
atomic processes of ionisation and recombination which give rise to 
the source and sink terms. Because the impurity behaviour is 
determined through measurements of emitted radiation, the atomic 
processes which give rise to this radiation are also discussed. For 
any given set of plasma conditions, these atomic processes are in 
competition and the detailed balance is determined by considering the 
the dynamics of each energy level of each ion state of each impurity. 
Although this is not a practicable task, models exist which give a 
good approximation to the balance of these processes over a specified
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range of plasma parameters. These models are reviewed in the next 
part of the chapter. The chapter concludes with a discussion of the 
impurity flux term, which is governed by the impurity dynamics.
Experimental investigations which have been undertaken to 
determine the impurity behaviour are discussed in chapter three. 
Since the diagnosis of impurity behaviour is more advanced on tokamaks 
than RFPs, this review considers these investigations in addition. 
These measurements are directed towards determining the effect of 
impurities on the discharge as a whole through parameters such as 
concentration, radiated power, and contribution to the effective ionic 
charge The methods used to determine the impurity flux term are
described in detail. The methods involve investigation of both 
intrinsic impurities and impurities which are introduced as 'test 
particles' by methods such as gas puffing and laser ablation. The 
chapter concludes with a discussion of the interaction of the plasma 
with the wall of the containment vessel, which causes the introduction 
of impurities to the discharge.
In chapter four the diagnostic techniques developed and used by 
the author in the present investigation are discussed. For these 
measurements it was of particular importance to maximise the 
information collected for each discharge since the complex nature of 
the plasma behaviour requires a large amount of information to 
understand a given parameter, yet the experimental devices are high 
risk in nature, and the experimental time available for diagnostic 
measurements on these devices is severely restricted. These problems 
are compounded on RFPs by the restricted diagnostic access caused by 
the necessity of accurate field geometry and the short pulse lengths 
(typically 5ms). The discussion centres on the spectroscopic 
techniques used to acquire this information from measurements of the
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radiation from the impurities in HBTXiA/B. Measurements were made in 
the ultraviolet/visible, vacuum ultraviolet (VUV), and extreme 
ultraviolet (EVUV) regions of the spectrum using a variety of 
techniques including a novel scintillator/optical multichannel 
analyser (OMA) system. A unique scanning toroidal mirror system was 
also developed for spatial measurements in the VUV region.
In chapter five the results from these diagnostics used to 
determine the impurity radiation characteristics are presented. A 
comprehensive investigation was carried out starting from initial 
photographic and OMA surveys to identify the composition of the 
plasma. The principal low Z impurities were carbon and oxygen with a 
smaller, variable amount of nitrogen (depending on the history of the 
vacuum vessel) . The principal high Z impurity was iron with smaller 
amounts of chromium and nickel. A systematic quantitative study was 
then undertaken, using the experimental techniques described in 
chapter four, over a wide range of plasma conditions. The results 
were analysed by developing the IMPCON code which was used to 
determine the spatial concentrations of the impurities from the 
measured line of sight intensities. Two inputs to the code were 
needed for this purpose: an atomic physics model of the emissions and 
the relative radial distribution of the impurities. Coronal, 
collisional-radiative, and metastable level atomic physics models were 
used to interpret the emissions, dependent on the ion state under 
consideration. The relative radial profiles were determined through 
simulation using the SANCOl impurity transport and radiation code [1]. 
This code simulated the behaviour of the impurities for the observed 
experimental conditions. Because no direct measurements of high Z 
impurities were made, these concentrations were determined through 
comparison with bolometric measurements [2]. The concentrations
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determined in this manner (<5% 0, -1% C, -0.2% Fe, for I/N < 12 x 10 
A.m) were used to calculate the impurity radiated power for each 
species and the contributions to Z^££. Because the systematic 
analysis concentrated on discrete I/N points, a simpler approximate 
analysis was developed for carbon to indicate the concentration over a 
wide, continuous I/N range. This showed the CV population to be 
approximately constant over the I/N range 5-16 x 10”^^ A.m. An 
impurity continuum monitor, originally developed to study the impurity 
bremsstrahlung, was used to monitor the high Z influx from the pseudo­
continuum of low intensity high Z emissions in the visible region of 
the spectrum. A distinct threshold value of I/N =12 x 10'^^ A.m was 
found for the high Z influx (and population), this effect being more 
pronounced in the absence of vertical field (B^ .) . The rapid rise in 
the high Z concentration was not accompanied by a corresponding 
increase in the effective ionic charge determined from
electrical measurements, suggesting an anomalous contribution to Z^g^. 
This was confirmed by evaluating the absolute profiles using the
concentrations determined above. Evaluation of the radial profile of 
the impurity emissions coupled with power balance calculations showed 
that the fraction of input power lost through impurity radiation was 
small and that the plasma was not radiation cooled at any point. Thus 
a flat Tg profile is expected for the discharge with fluxes at the 
plasma wall being characteristic of the discharge as a whole.
In chapter six the methods used to investigate the impurity 
dynamics are discussed. Simultaneous measurements of the radial 
profile of the CV emission at the same toroidal position using 
detectors sensitive to different spectral regions were used [3,4]. In 
order to determine the ground state CV density it was necessary to 
supply the n^ and T^ radial profiles and to consider the atomic
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physics. The profile was determined through fitting the results of 
the three-chord interferometer (section 1.4) while a novel method of 
determining the T^ profile was developed using the ratio of the two CV 
signals and a collisional-radiative model [5]. Edge values of n^ and 
Tg were determined from probe measurements [6]. The ground state 
density was then determined from one of the CV traces in conjunction 
with the collisional radiative model. Having determined the ground 
state density, this was compared with the predictions of diffusion 
models using the SANCOl code. Thus a diffusion coefficient of 100 
-150 m^.s'l was found for carbon (I/N =7 xlO'^^ A.m). Since this 
value is highly anomalous, an investigation of the host plasma 
diffusion was carried out, which was also found to be anomalous and 
contradictory to current models of RFP electron diffusion (section 
2.6). No clear diffusion mechanism was found either for the host 
plasma or the impurities. Therefore, while the basic characteristics 
of the impurity diffusion have been determined, further investigation 
is necessary to determine the mechanisms responsible.
7.2 Conclusions.
(1).The impurity density in the plasma discharge is only a small 
fraction of the electron density.
o
Initial photographic and OMA surveys in the range 500-7000 A were used 
to determine the identities of the impurities present. The low Z 
impurities comprised carbon, nitrogen and oxygen. The high Z 
impurities were iron and chromium with smaller amounts of nickel, 
manganese, and other constituents of stainless steel.
From line of sight measurements, coupled with radial 
distributions modelled using the SANCOl code, the concentrations of
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carbon and oxygen were determined using the IMPCON code. Typical 
concentrations were 5.0 ± 3.5% 0 and 0.9 + 0.3%C at I/N =9.8 xlO"^^ 
A.m.
Comparison with bolometric measurements (see below) showed that 
the high Z concentration was <1%.
(2).Impurities do not radiate a significant fraction of the global 
input power for I/N >7.0 xlO~^^ A.m.
From the determinations of the carbon and oxygen concentrations and 
the predictions of the SANCOl code, the power radiated by the low Z 
impurities was determined. The power radiated by the high Z 
impurities was determined by comparison of this power with the total 
radiated power measured by the bolometer (section 1.4).
The total input power was determined from the plasma current and 
loop volts, as illustrated in fig. 5.3.4, at current peak. Typically 
^rad/^in ~ (I/N = 7.0 x 10"^^ A.m). Previous bolometer
measurements [2] show that at low values of I/N this fraction can rise 
to ~ 50% but these conditions are outside the normal range of
operation.
It should be noted that the plasma confinement for these 
experiments was poor ( tg -200 |is) and that the absolute value of the 
impurity radiated power was large -0.5-1.0 MW. If the impurity 
confinement time was substantially improved, then radiation would 
account for a higher proportion of the total power loss.
(3).Impurity radiation does not lead to radiation cooling of the 
plasma at any position in the discharge.
The absolute values of the impurity radiation were determined as 
described above. The SANCOl code was then used to model the impurity
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radiation profiles of both the low Z and high Z impurities.
The input power distribution was then determined from the j^n
profile. An approximation to previous experimental measurements was 
2
used for the j profile while the p profile was determined from the 
^eff profile (i.e. assuming that Z^ff^ is proportional to Z^^^) and a 
temperature variation of
Power balance calculations showed that, at all radii, the 
impurity radiation played no significant role. This situation arises 
from the large outward energy flux to the wall, on a timescale longer 
than the energy equipartition time, which is not significantly 
affected by radiative losses (section 5.8). This implies the absence 
of a radiatively cooled outer region, which is commonly present on 
tokamaks. Because there is no radiatively cooled outer region the 
fluxes incident on the wall are characteristic of the bulk plasma.
(4).Impurities do not account for the total resistive anomaly factor, 
(for a perfect boundary), in the I/N range 7.0 - 16 xlO~^^ A.m. 
Observation of the high Z impurity influx above the I/N threshold 
showed that a change in the high Z influx of a factor of five was only 
accompanied by a 30% change in This influx was shown to
correspond to an increase in the high Z concentration of the discharge 
as a whole by observation of the Fe IX (171.1 A) signal (which is 
distributed across the whole of the discharge) using a grazing 
incidence spectrometer.
The detailed measurements of impurity concentration described 
above were used in conjunction with the SANCOl code to determine the 
spatial profile of Z^^£. The values of determined in this way
could not account for the value of Z^^^^ (determined from electrical 
measurements) indicating that mechanisms other than impurities
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contributed towards
(5).The impurities have an anomalous, high diffusion coefficient 
(D=100-150 m^.s~^ for carbon at I/N =7 xlO~^^ A.m).
The CV ground state density was determined through simultaneous
measurements of CV emissions from two spectral regions using two
spectrometers located at the same toroidal position. Comparison of
this profile with the predictions of diffusion models using the SANCOl
2 1code gave the best fit with a diffusion coefficient of 100-150 m .s“ . 
In the absence of evidence for any particular mechanism, a purely 
diffusive model with a constant diffusion coefficient was used.
(6) .The diffusion mechanisms of both the ions and electrons, and the 
impurities are unclear.
The energy confinement time, is observed to be a decreasing
function of the magnetic Reynolds number S, for S >10^ in
contradiction to current models of electron transport (section 2.6). 
When corrected for radiation, is a decreasing function for all
values of S in the range of operation. Bohm scaling was not observed 
and corrections for incomplete relaxation at the plasma edge did not 
reveal the diffusion mechanism.
The value of the impurity diffusion coefficient could be 
consistent with ambipolar diffusion driven by the electron transport 
but further evidence is needed to confirm this, and the contributions 
from other diffusion mechanisms.
(7) .The behaviour of the discharge at high I/N (I/N > 12x lO'^ '^  A.m) 
values is significantly different from that for low I/N conditions.
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Examination of the I/N trace (fig. 5.3.4) at high I/N values shows 
unstable behaviour rather than the progressive increase during the 
shot observed at lower values.
Measurements of the low Z concentrations was not possible at the 
highest I/N value (16x lO'^^ ^.m) due to the variability of the 
emissions. This was interpreted as a result of the extreme 
sensitivity of the emissions to the wall conditions.
A threshold value of I/N = 12 x 10'^^ A.m was observed for the 
introduction of high Z impurities into the discharge. Initial studies 
of the CV population indicate that a similar effect does not occur 
for low Z impurities.
7.3 Recommendations for Future Work.
1. The measurements of the concentration of the impurities can be 
improved in two ways :
(i) Extension of the absolute measurements to the EVUV region to 
determine the concentrations of the high Z impurities directly. This 
could be achieved through the use of a grazing incidence spectrometer 
with a microchannel plate based detection system to maximise the 
information collected per shot.
(ii) Use of the scanning toroidal mirror system (section 4.3.3) to 
determine the radial distribution of the impurities without having to 
rely on simulation.
2. The determination of could be improved by further development 
of the impurity continuum monitor. This would include an improved 
optical dump but the reduction in signal would pose severe problems in 
detection (one such system on ZT-40 uses photon counting detection
[7]). A spatially resolved measurement would, therefore, be difficult 
to implement.
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3. In this thesis the first direct measurement of an impurity 
transport coefficient for a RFP has been presented. As with all such 
measurements this is only the first step of a more detailed 
investigation. Future work in this direction falls into three areas.
(i) The techniques used in this investigation can be refined, for 
example by measuring n^Cr) and T^(r) simultaneous with measurements of 
the CV emission. The parameter range of the measurements could also 
be extended for scaling investigations.
(ii) Since the plasma parameters vary across the plasma radius, a 
global measurement of the coefficient has limited use in determining 
diffusion mechanisms. In order to perform this investigation it is 
necessary to investigate the diffusion coefficient as a function of 
radius. The scanning toroidal mirror described in chapter four could 
be used to measure the emission profiles of the ion states of the low 
Z impurities. These could then be analysed in the manner described 
for CV but using a radially dependent diffusion model. In addition, 
the measurement of an edge ion state can be used to determine the 
impurity boundary conditions which are used in the SANCOl code.
(iii) Further investigations of the diffusion coefficient could 
involve the use of externally introduced impurities which do not 
recycle. Gas puffing is possible but is limited by the impedance of 
the access ports, though this problem could be overcome by using a re­
entrant valve which is pre-loaded with the charge of gas to be 
introduced. Injection of macroparticles and doping of deuterium 
pellets are also possible. Laser ablation is a useful method which is 
not handicapped by the short pulse lengths of the RFP but involves 
considerable experimental complexity. A systematic investigation of 
extrinsic impurities in conjunction with other diagnostics should 
contribute to the understanding of the impurity diffusion mechanism
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and that of the host plasma.
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Appendix I: Photographic Surveys of HBTXIA,
A1
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PUBLICATIONS
Coupling of an optical muitlchannei analyzer to a vacuum spectrometer 
using a photon convertor
p. G. Carolan
Culham Laboratory (UKAEA/Euratom Fusion Association). Abingdon, Oxon 0X14 3DB. United Kingdom
A. M. Manley
Royai Holloway and Bedford New College. University o f  London. London. United Kingdom 
(Presented on 12 March 1986)
Multichannel spectral devices that operate in the vacuum ultraviolet typically employ 
microchannel plates (M C P ) detectors at the instrument focal plane. An alternative is to replace 
the MCP with a scintillator that converts the short wavelength light to the visible. A multichannel 
normal incidence spectrometer that incorporates a tetraphenyl-butadiene (TPB) scintillator has 
been coupled to an optical multichannel analyzer (O M A ) by the use of high-quality camera 
lenses. These allow for magnification, or reduction, of the spectral image for high-resolution or 
spectral survey applications.
INTRODUCTION
In recent years spectral multichannel detectors have been 
developed for survey spectroscopy and now span the soft x- 
ray to visible spectrum. Typically, these spectrometers now 
incorporate microchannel plates (M C P) with many hun­
dreds of channels. The MCP is placed directly in the focal 
plane of the vacuum instrument or is preceded by a photo­
cathode ( a combination generally referred to as an optical 
multichannel analyzer or O M A ) for visible spectrometers. 
The photocathode can be positioned at the focal plane or can 
be relayed there by optical systems.' Optical magnification 
or reduction of the spectral image at the photocathode lends 
great flexibility to operating in the visible spectrum. Thus by 
a simple lens change the visible spectrometer can be made to 
operate in survey or high-resolution mode.
By using a scintillator that acts as a wavelength conver­
tor we have transferred the flexibility that is available at visi­
ble wavelengths to the vacuum U V spectral region. In so 
doing we overcome several important limitations imposed 
on multichannel spectrometers using a MCP at the focal 
plane. These include reduced resolution because of the mi­
crochannel width (~ 2 5  f im )  and the overall channel cross 
talk, which results in an effective resolution width of —75- 
100 fxm (FW HM ).^ This is about an order of magnitude 
greater than the resolution width capability of a 1-m normal 
incidence spectrometer. There is also the problem of fall off 
in detection response of a MCP at long wavelengths ( % 1600 
Â).^ The use of a scintillator has other important advan­
tages. particularly in dispensing with the problems associat­
ed with incorporating and aligning a MCP in the spectrom­
eter vacuum system, in avoiding contamination of the MPC, 
and in allowing for rapid exchange, calibration, and repair of 
OMAs.
I. CHOICE OF SCINTILLATOR MATERIAL
The requirements of the scintillator material include 
high quantum efficiency in photon conversion, fast time re­
sponse (submillisecond), small effective grain size (5-20  
fsm), and long-term stability. The commonly used sodium 
salicylate scintillator^ fulfills only the first two requirements 
satisfactorily in contrast to tetraphenyl-butadene (TP B ),’ 
which satisfies all four demands. For example, a coating of
I.0 mg/cm^ of TPB has 80% modulation at 14 line pairs 
(Ip )/m m ’ [corresponding to \2-fim  intensity profile width 
(F W H M ) ] while retaining an enhancement in quantum ef­
ficiency compared with sodium salicylate over all wave­
lengths.’ * A TPB coating has a photon conversion efficiency 
close to unity at /I ~  3500 Â and increases for shorter wave­
lengths.’  The whole wavelength response has not been en­
tirely investigated, but others’ have found a quantum effi­
ciency of —3 at A — 1 0 -4 5  Â. The emission spectrum of 
TPB extends from about 4000-5(X)0 A and is ideally 
matched to the quantum efficiency of our O M A  photocath­
ode ( EG&G O M A  I I  model 1420) which peaks in quantum 
efficiency ( ~  10%) at 4500 Â. A  variety of other scintilla­
tors exists" which might be employed in this application, but 
information on quantum efficiency is limited, and so they are 
not considered further here.
II. SPECTROMETER/OMA ARRANGEMENT
The experimental arrangement is shown in Fig. 1. A  
mirror in the flight tube can be moved into the line of sight to 
allow for absolute calibration of the instrument by the 
branching ratio method. The spectrometer camera attach­
ment has been modified to accept a scintillator in place of the 
photographic plate. An optical quality window forms the 
vacuum seal while also allowing visual access to the 
spectrometer image. The collection and imaging camera 
lenses are used in a front-to-front configuration and so form 
a conjugate system with high line-pair resolution capability 
(50-100 Ip/m m ). The O M A  electronics are housed in 
screened boxes to isolate the system from ambient electrical 
noise during a discharge. Electrical isolation of the system is 
augmented by the use of fiber-optic communication.
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F ig . 1. Spectrometer and s c in tilla to r/O M A  
arrangement.
III. RESOLVING POWER
For our 1-m normal incidence spectrometer (Rank 
Hilger, E766), a spatial instrumental width of ~ 7  fxm 
(F W H M ) can be achieved which corresponds to a wave­
length instrumental width of 0.05 Â  with our 1200 1/mm 
grating. However, it is quite difficult to maintain this resolu­
tion capability over a wide wavelength range and for an inde­
finite period with a varying ambient temperature. In prac­
tice, we found that an instrumental width of 5  0.2 .4 could 
be maintained reliably over long periods of time. This corre­
sponds to a spatial width of 25/rm. Thus the coating of 1 mg/ 
cm- of TPB is quite suitable for our purposes.
The camera lenses employed ( / / 1 .2 ,  50 mm and / /  
2.8, 200 mm Canon camera lenses) can resolve 50-100 Ip / 
mm and, therefore, should not significantly degrade the re­
solving power of the instrument. In addition, the 4 ; 1 magni­
fication optics used converts the — 80-^m instrumental 
width of the O M A  to one of —20 /im  at the scintillator 
plane, which is well matched to the resolution capability of 
the spectrometer.
Examples of wavelength instrumental profiles, are 
shown in Fig. 2 for various coating densities. A mercury 
spectral lamp at 2536 Â was used for these measurements. 
The 0.2-À profile width is less by a factor of 3-4 than would 
be achieved by using a MCP in the same spectrometer/grat­
ing arrangement. Because of the higher quantum efficiency 
of the thicker deposit at shorter wavelengths, there is little to 
be gained from the thinner deposits in our present applica­
tions. For example, a resolving power (A /A A ) o f6500 would 
allow ion temperatures of 50 eV to be measured from 
Doppler broadening of carbon spectral lines. This corre­
sponds to an instrumental width of 0.35 A for the CV line of 
2270.9 A (c f. Fig. 4).
Spectrometer /OMA /S c in t il la to r (TPB) 
Instrum enta l Functions 
Hg 2536X
1200 L ines/m m gra ting  (1st Order) 
Magnification optics 50 200
A U
10
IOC Channels
§
C h a n n e l n u m b e r 
F ig . 2. Instrum enta l profiles in  high-resolution mode.
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IV. SPECTRAL SURVEY
In determining the plasma impurity concentrations, or 
influx rates, a resolution of the order of 1 Â is generally quite 
sufficient in the normal incidence or visible regions of the 
spectrum. The optics in this case are reversed from the high- 
resolution configuration to increase the spectral coverage at 
the cost of resolution. Initial results of spectral surveys are 
shown in Figs. 3 and 4. These were obtained from the 
HBTXIB" experiment and were collected over the whole 
discharge period ( ~ 5  ms). The gating circuit (shown in 
Fig. 1 ) is used to obtain time histories. (The O M A read-out 
time is 16.4 ms for 1024 channels.) Time did not permit for 
optimizing the spectrometer and lens settings so that the 
instrumental width is 1.4 Â, rather than an achievable one of 
about 0.8 Â with our present optics arrangement. In survey­
ing the spectrum from 400 to 3300 Â  occasional line blend­
ing is observed, but the important resonance lines from the 
low-Z impurities (C ,N ,0 ) are clearly resolved.
V. OVERALL QUANTUM EFFICIENCY
In the absence of experimental data ( to our knowledge) 
on the angular distribution of fluorescent radiation from 
TPB we assume a cosine distribution as found, for example, 
from sodium salicylate.  ^Therefore, with a / / 1 . 2 lens, only 
7.5% of the fluorescent light will be collected. The overall 
quantum efficiency, , is approximately given by the prod­
uct of the TPB quantum efficiency, the optical efficiency, 
and the quantum efficiency of the OM A photocathode. For 
À. 5  1000Â, we obtain 0,^ —2%. A Cul-tipped MCP has a 
peak quantum efficiency of about 10% for Â =400-900 Â 
and falls off linearly with wavelength, so that at/t =  1600 Â  
the quantum efficiency has dropped to -3 .5 % .' With 1 : 1 
optics the OMA/scintillator has an which is a factor of 
2-5 less than a MCP, of the same dimensions. However, 
image reduction optics, as might be used in spectral surveys.
OMA Spectrum A .1 0 0 0 X -1 2 5 0  2
HBTX1-81986 Ip= 200KA.ne = tO'Sm-t.Ti«400eV
TPB ScmtiUotor w tlh  17 reduction optics -  Survey Mode
Im normal incidence Spectrometer
grating 12001/mm. s lit 1cm» 125^m
Instrumental w id th  lA Î(F W H M )
r  OMA Spectrum A  = 2180 X -  2390Z
TPB S cintilla tor w ith  17 reduction optics -  Survey mode 
Instrum enta l w idth 1 A&(FWHM)
om
1031 93 
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FiC. 3. Spectral survey from  H B T X IB : 1000-1250 À.
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F io . 4. Spectral survey from  H B T X IB : 2180-2390 Â.
will make the systems comparable. This is essentially be­
cause the small effective height (2.5 mm) of the MCP is less 
than the typical slit h e :A t(j cm), whereas optical reduction 
can avail of greater UffSgli h«Éght.
VI. CONCLUSIONS
The use of a scintillator as a wavelength convenor has 
been successfully implemented on a normal incidence 
spectrometer. The flexibility that is available when working 
in the visible spectrum is now transferable to the vacuum 
spectral region extending from the soft x-ray to quartz 
ultraviolet. High quality camera lenses and small grain size 
scintillator material (e.g., TPB) do not degrade the resolu­
tion capability and allow the same spectrometer/grating ar­
rangement to operate from wide spectral coverage to high 
resolution by the appropriate lens configuration. The prod­
uct of overall quantum efficiency and etendu for the com­
plete system is comparable with a MCP detector array.
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ABSTRACT
It is s h o w n  t hat impurities cannot explain the loop voltage, , 
w i t h  150 1 imiter tiles in position nor the increase in V - j o n  insertion 
of a moveble limiter and the decrease when the tiles are removed. The 
p l a s m a  r e s i s t a n c e  obtained from T^, and helicity balance is less by 
about a factor of 3-4 than that measured electrically when the 150 tiles 
are in position. Removal of the limiter tiles increases the Z^pp by about 
50% although the loop voltage decreases from -30 V to -20V.
RESULTS
The diagnostics used include a multichord soft X-ray (SBD's) system, 
a polychromator (600-4500 a ) and absolutely calibrated bolometers and 
normal incidence ( 5 0 0 -3 500A) spectrometer. The SBD's are filtered to 
detect the short wavelength transitions of CV (mainly 40.27a , 34.97a and 
40.73 a ). a  colli sional radiative model [1] is used to calculate the line 
i n t e n s i t i e s  over the range of n^ and 
r e l e v a n t  to HBTX. For T_ = 150-
5Ü0 eV the line intensity of CV 2271 
A is o n l y  marginally dependent on T^ 
( ± 1 0 %  v a r i a t i o n )  a n d  h a s  an 
a p p r o x i m a t e  linear dependence on 
Only weak burn through of CV 
observed in HBTX so on dividing 
C V  l i n e  i n t e n s i t y  b y  n ^ , 
approximate measure of the CV density 
is obtained.
The distribution of the measured 
CV density, with the 156 graphite 
tiles in position, is shown in Fig 1 
for 1=220 kA and I/N = 7 x 10-i^A.m 
together with ID simulations (SANCOl 
code [2]). In all cases a constant 
diffusion coefficient, D, is assumed 
where the particle flux, rj^, is given 
by Tu = -Dvn|^. As illustrated in Fig 
1, simulations from D = 100-200 m^s"^ 
approximate the experimental curve.
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Fig 1 P^asured and sdmjlated density distri­
butions of C V  (220 kA, =  2xld^^m~^, 156 
tides in position)
Using a fixed D value (100 ) the emission profiles of the other
carbon and oxygen ion states are calculated, from which the densities are 
obtained using the normal incidence s p ectr ometer. The concentrations 
obtained are 3% oxygen, 1% carbon and 0.1% iron with an overall 
uncertainty of about 70%. (The sum of oxygen and carbon radiative powers 
is used to estimate the concentration of metal lies, mainly iron, from the 
bolometer results.)
From the impurity ion state distributions the spatial profile of the 
is calcul ated and is shown in
u s i n g  T (r) =
Teo -2%0 
resi s t a n c e
T h e s e  v a l u e s  of Z rp, and 
T g Q  { l - ( r / a r }  with 
e V ,  y i e l d  a p l a s m a  
w h i c h  is less by a 
factor of 3-4 than that obtained 
electrically and including helicity 
balance but ignoring edge effects
[ 3 ] .  T h e  Z g f f  
contrast to that measured
[4] w h i c h  e x h i b i t s
p r o f i l e  is in 
in TipII 
in the
p l a s m a  b u l k  a n d  Z g p p ~ 4  at t h e  
p e r i p h e r y .  W i t h  t h e  l o w e r  T^ 
values found in r^II such a profile 
may account for the loop voltage 
within the experimental uncertainties.
F ig  2 p ro file  obtained from inpurity  ion
s ta te  d is tr ib u t io n s  (220 kA, n^ = 2xlO^'^iir^, 
156 t i le s  in  position)
However, the high oxygen density
(nny -  5 X 1018^-3) seen in npll [5] at the periphery is much higher than'OY
in H B T X  (ngy -  5 x 1 0 1 6 ^ - 3  r =20 cm), so that impurity effects together
w i t h  a n a r r o w e r  T profile 
i n  T] p I I i n d i c a t e  
q u a l i t a t i v e l y  d i f f e r e n t  
p l a s m a s ,  a s  r e g a r d s  
r e s i s t a n c e ,  in t h e  t w o  
devices.
The impurity behaviour 
is examined when a variety 
o f  m o b i l e  l i m i t e r s  a r e  
inserted [3]. In Fig 3 are 
shown the behaviour of CY 
( 2 2 7 U ) ,  OVI (1038a ) and 
t o t a l  r a d i a t i o n  as a 
f u n c t i o n  o f  l i m i t e r  
insertion distance from the
F ig  3 Electron density normalised lin e  in ten s ities  o f ^
CV (2271K) and OVI (1038k) and to ta l radiation, resul ts were Obtained during
versus lim ite r  (graphite) insertion distance beyond the S U S ta inment period (t —
the t i le s  position 4 ms) and averaged over 6
d i s c h a r g e s .  T h e  t o t a l
\ \ iTYPICAL
PRAO
INSERTION DISTANCE D cm
radiation is from a bolometer in the vicinity of the mobile limiter while 
the spectral line intensities are from a polychromator displaced 
toroidally by about 90®. The radiated power increases almost linearly
with limiter insertion distance indicating local impurity contamination 
whereas remote from the limiter only the CV density shows any significant 
change and then only when the limiter (graphite) is inserted over 5 cm. 
(The limiter was orientated to intercept maximum magnetic flux for this 
data set which requires the greatest loop voltage to sustain the current 
[ 3 ] ) .  S i n c e  T ^  a n d  n^ r e m a i n e d  l a r g e l y  u n a f f e c t e d  by the l i m i t e r  
insertion the impurities are not responsible, at least globally, by an
i n c r e a s e  in for the a d d i t i o n a l  l o o p  v o l t a g e s  seen w i t h  limiter
insertion.
A useful check on the 
generally small influence of 
l o o p  v o l t a g e  is
by the experiments 
pyrolytic graphite 
An example is shown 
where the pyrolytic 
is i n s e r t e d  3 cm
the t i l e s  w i t h  an
Z e f f  o n  
provided 
using a 
1 imiter, 
in Fig 4 
1 i m i t e r  
b e y o n d
initial increase of 12 V in 
loop voltage. The bolometer 
i n  t h i s  c a s e  i s  2 0 ®  
toroidal ly displaced from the 
limiter. There is a sudden 
i n c r e a s e  in t h e  t o t a l  
r a d i a t i o n ,  at t- 2  ms
1(m*)
TILES IN
 t il e s  Ou t
PRAD
- OVI
PRAO
TIME MSECS.
Fig  5 Radiated pouers (nonmlised to n ) with ( f a l l  
lin es ) and without the 156 graphite t i le s  in  
position (I^ - 220 kA, n^ = 2x10^^m~ )^
F ig  4 Cbirparison betwe&i radiated powers (normalised 
to n^) w ith  ( f u l l  lin e s )  and w ithout a p yro ly tic  
l im ite r  inserted 4 an
preceding that from CV and 
p r e s u m a b l y  d u e  to b u r n  
through of the lower carbon 
states. At t ~  4 ms the 
discharge is essentially a 
c a r b o n  p l a s m a  with Z ^^^ -  4 
and Tg -  220 eV compared with 
"Z-Qff - 2  a n d  T ^  - 2 7 0  eV at 
t=1.5 ms. The consequent 
f u r t h e r  i n c r e a s e  in loop 
voltage at t -  4 ms is about 
20 V which is close to that 
observed [3]. (The 20 V 
includes the larger dynamo 
electric field necessary to 
sustain the RFP with the 
increase (factor of -2.2) in
resistivity). These results
co nf irm  t h a t  the  much lower impuri ty  i n j e c t i o n  with  the mobile graphice  
l i m i t e r ,  or  in  the e a r l y  phase using a p y r o l y t i c  l i m i t e r ,  has on ly  a 
marginal  in f lu e n c e  on the loop vo l ta g e .
Comparisons o f  the r a d i a t i o n  with  and without  t i l e s  are shown in Fig  
5.  The t o t a l  r a d i a t i o n  per e le c t r o n  has increased by between 50% and 100% 
which  corresponds to an increase o f  Z^^^from about 2 to between 2 . 5  and 3 
f o r  the same r e l a t i v e  d i s t r i b u t i o n s  of  impuri ty  i o n i s a t i o n  s t a t e s .  There 
i s  about a f a c t o r  o f  2 increase  in the CV and OVI concentra t ions  and about  
a f o u r f o l d  increase  in CrI  i n f l u x .  The l a t t e r  suggests a s i m i l a r  increase  
i n  the m e t a l l i c  c o n c e n t ra t io n .  Sca l ing  from previous r e s u l t s ,  where 
a b s o l u t e l y  c a l i b r a t e d  s p e c t r o m e t e r s  were a v a i l a b l e ,  t h e  i m p u r i t y  
co n ce n t ra t io n s  are -6% Ox, 2% C and 0.5% Fe with  a r e s u l t a n t  Z^^^= 3.  The 
corresponding plasma loop vo l ta g e ,  in c lu d in g  h e l i c i t y  ba lance ,  is  - 8  V in  
c o n t r a s t  to the measured value o f  - 2 4  V a t  these c o n d i t io n s .
CONCLUSIONS
The p l a s m a  r e s i s t a n c e  o b t a i n e d  from T^ and Z^^^ u s in g  h e l i c i t y  
balance is  less  than t h a t  measured e l e c t r i c a l l y  by about a f a c t o r  o f  3 -4  
with  the  156 t i l e s  in p o s i t i o n ,  and 2-3 w ithout  t i l e s .  Measurements from 
m o b i l e  l i m i t e r  e x p e r im e n t s  c o r r o b o r a t e  t h a t  edge e f f e c t s ,  r a t h e r  than 
Q^ff, except  when th e re  i s  a very l a r g e  increase  in im p u r i ty  concent ra t io n  
(eg increase  by a f a c t o r  o f  - 1 0  in CV d e n s i t y ) .
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Abstract
NEW RESULTS FROM  H B T X l A R E V E R SED  F IE L D  PINCH.
The e lec tron  tem p era tu re , previously  rep o rted  as ap p rox im ate ly  100 eV at peak current 
(200  kA), rises to  ap p ro x im ate ly  350 eV  at la ter tim es fo r fla t-to p  opera tio n . N eu tra l particle 
analyser m easurem ents at peak curren t ind icate  Tj ~  T^, w hich  cannot be exp lained  by electron- 
ion eq u ip artitio n . W ith By and m inor gap field e rro r  co rrec tio n , the pulse length is increased 
from  5 to  14 ms; the resistiv ity , to ta l rad ia tion  and im p u rity  co n ten t are reduced , and r^  
increases. D om inan t global m odes w ith  m = 0 and 1 o f  resistive MHD origin and localized 
activ ity  in th e  core (w hich  acco u n ts  fo r m ost o f  th e  pow er at high frequencies) o ccu r th rough­
ou t the discharge. The value o f  es tim ated  from  s to ch astic  field line d iffusion  due to  the 
m = 1 m odes agrees w ith th e  observed value and can  scale favourably  w ith cu rren t.
1. IN T R O D U C T IO N
Results from H B T X l A [ 1 ] (m ajor radius 80 cm, m inor radius o f graphite tile 
limiters 24 cm) operating w ith currents between 100 kA  and 300 kA  are presented. 
Unless stated, most data are for Po ^  3 m torr, 200 kA  and 0  % 1.8, usually 
with flat-tops o f 2 - 5  ms. Measurements o f Telt) during the flat-top, o f Te(r)
(using a 24-chord surface barrier diode (SBD ) array), o f Ti (using a neutral particle 
analyser (NPA)) and o f neutral density, Uq , are described. Total radiation and 
spectroscopic measurements yield values o f the im purity content and Zeff.
• Royal H ollow ay College, U niversity o f  L ondon , UK.
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FIG.L Electron temperature, T^. versus time measured by Thomson scattering and a Si(Li) 
detector (1^ = 200 kAl.
Operation w ith a steady vertical field (By) and m inor gap field error correction  
gives pulses o f 14 ms and lower resistivity, interpreted in terms o f  reduced im purity  
content and Zeff. Magnetic and X-ray fluctuations [2, 3] reveal a wide range o f 
modes; the origin o f some o f these and their contribution to transport and field 
generation are discussed.
2. P LA SM A  P A R A M E TE R S ; Te, Ti A N D  no
At the time o f peak current, the electron temperature (Thomson scattering 
and S i(L i) detector) and density (C O j interferom eter) are 100 ± 30 eV and 
2 X 10*’  m “  ^ (line average) respectively. In discharges w ith density decreasing in 
time (approxim ately (0 .5 —1.0) X 10^  ^ m~^-s~*) the temperature increases to 
1 5 0 -2 0 0  eV at 1 ms after peak current. This increase is consistent w ith  the 
temperatures obtained from the resistivity using the value o f Zeff from radiation 
measurements [4 ]. Temperatures o f up to 350 eV are obtained when n % 10*’  m “  ^
(see Fig. 1 ).
The electron temperature distribution is obtained from the SBD array, filtered 
to detect the C V  resonant transition ( Is^ -  ls2p) at hu ~  300 eV . Since C V  is 
the dominant carbon ionization state over most o f the plasma cross-section when
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FJC.2. Neutral atom energy spectra emitted during the sustainment phase (1.6 ms integration 
time) for = 100-300 kA at 3 mtorr.
n
20 < Te $ 200 eV  and as the line excitation rate is sensitive to Tg (e.g. «  Te'* for 
Te =  50— 150 eV ), the Abel-inverted SBD signals may be used to determine Te(r).
A distribution o f the form  Tg(r) ~  T q ( 1 -  (r/a)®) is obtained. The flat profile 
indicates relatively fast thermal transport in the bulk o f  the plasma.
Neutral energy spectra from a 5-channel NPA (2 0  ms sampling tim e) are shown 
in Fig,2. The lower energy region (2 0 0 -3 0 0  eV ) o f the spectra corresponds to 
Tj = 5 0 -  100 eV  for = 1 0 0 -3 0 0  kA respectively. These estimates contrast w ith  
those expected from  ion heating by electron collisions, which yield T, few eV. 
The therm alization tim e (about I ms) for the hotter ions (about 400  eV ). 
corresponding to the higher energy spectral region ( 1 .0 -2 .0  keV ) in F ig .2, is 
longer than the time taken (< 0 .5  ms) to establish fully the spectrum from  plasma 
initiation and is much longer than the time (about 100 m s ) associated w ith  the 
variations o f  the observed spectral gradient in this region. These results suggest 
that there are non-collisional ion heating mechanisms and non-thermal ions at 
energies approxim ately ten times the Maxwellian temperature.
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F1G.3. V aria tion  o f  to ta l radiative pow er norm alized to  ^ o h  plasma cu rren t and  f i l l in g  
pressure.
The spatial distribution o f the neutral density is measured by fluorescent 
scattering at both D& (6561 A ) and Dg (48 60  A ) wavelengths. T yp ically , 
no =  10^® m"® and 5 X 10^® m~^ at approximately 4 cm inwards from  the outer 
and inner plasma peripheries, respectively. The corresponding particle recycling 
times (at the edge) are 1 us and 20 /iS-
3. R .A D IA T IO N  A N D  IM P U R IT Y  M E A S U R E M E N T S
Im purities are studied using a variety o f spectroscopic instruments 
(2 0 -7 0 0 0  A ), a bolometer and the SBD array. \  time-dependent coronal model 
is used to interpret the measurements, which are generally single-chord. A t peak
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current the main impurities found were carbon ( 1—2%), oxygen (about 2%) and 
iron ( < 0 .1 %). The radiated power losses are about 3% o f the Ohmic input and 
the contribution to Zeff is close to unity.
Plasma edge and core phenomena are investigated simultaneously by 
monitoring a range o f im purity ion states (e.g. O II-O  V  and C II-C  V )  using a 
polychrometer (2 0 0 0 -4 0 0 0  A ), because o f the spatial localization o f different 
ion states. Cross-correlation studies between the line intensities o f different 
species (O  I I,  O I I I ,  C I I ,  C I I I )  em itted from the outer regions show a close 
correlation between the behaviour o f the two elements, but little with the C V  
core radiation. When Te rises above 20 0  eV  as ng falls below about 10*’  m'®
(see Section 2), the relative increase in Fe I I  radiation indicates that iron is the 
dominant impurity.
Figure 3 shows the radiated power as a function o f Ohmic power for 
different values o f Po and I^. Even for large I^/po ratios, the radiated power is 
<50%  o f the total and falls to about 3% at 3 m torr and = 2 0 0 -3 0 0  kA. The 
radiated power remains constant during the sustainment phase even when ng is 
decreasing, indicating progressive im purity build-up and increased Ohmic heating 
per particle.
4. E Q U IL IB R IU M  W ITH  A N D  W IT H O U T  V E R T IC A L  F IE L D :
F IE L D  ERRORS
The measured equilibrium shift, A, agrees with Shafranov’s theory, evaluated 
using the measured magnetic field profile. I t  is relatively large. A/a % 0.1 -0 .1 5  
because o f the tight aspect ratio (R /a  === 3) compared with other reversed field 
pinch machines. As a consequence there is a large crescent-shaped vacuum region 
which reduces the plasma cross-sectional area by 20 —30%, increases the average 
distance between the plasma and the stabilizing conducting boundaries at the 
liner and shell by ~  1 5 -30 % , and concentrates plasma wall interactions on the 
outside.
A steady By (=^4.5 m T /1 0 0  k A ) is applied outside the shell, chosen to give 
A % 0 during the flat-top. This choice prevents breakdown at usual operating 
conditions, i.e. Po <  3 mtorr, B^o ^  0.05 T. Satisfactory breakdown w ith By is 
found when po >3 mtorr, B^o^ 0.2 T , but a large driven reversal is required to 
obtain the desired 0. Optim um  performance is obtained when the By error field 
at the minor gap, which is exacerbated by a large inward displacement during 
setting up, is also compensated w ith additional windings passively trimm ed by 
pre-programming which reduce the gap flux from 1 mWb to <0.3 mWb in setting 
up and <0.1 mWb in the flat-top. Figure 4 shows the chord-integrated soft 
X-ray profile, measured using the SBD array, w ith  and w ithout By; the displace­
ment is reduced from about 4 cm to a few mm. Centring is confirmed by edge 
coil measurements from 80 kA  to 300 kA . W ith By and gap flux correction, the
454 C A R O L A N  et tl.
B. . 8.6 mT
By.O
^ -<r -o- TJ-
t
E
tfic
0.6 I
Mojor radius (m)
0.90.6 0 7
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T A B L E  I. PLA SM A  PR O P ER TIE S  W IT H  A N D  W IT H O U T  By
(200  kA )
N orm al C en tred
D isplacem ent (cm ) 3 ±0.2
Plasma radius (cm ) 21.5 24.5
F lu c tu a tio n s, B (arb . u n its) 1 0.5
R esistiv ity  (^zf2 'm ) 3.5 1.7
R adia tion , Fe 2 5 9 9  A (arb . un its) 1 0 .23
B olom eter pow er (MW) 0.6 0.3
O hm ic pow er (MW) 20 10
pulse length has been increased from 5 ms to 14 ms (close to the power supply 
and volt-seconds lim its) using power crowbar on the I<^  and Ig circuits. Parameters 
with and w ithout By are given in Table 1.
The average plasma resistivity (helicity model) during the flat-top is reduced 
from about 3.4  to 1.7 p^-m. This, w ith  other data, suggests a tw o- to 
threefold increase in Tg. The resistivity in long pulses, w ith compensation, appears 
to be insensitive to the filling pressure and the current, the value lying in the 
range 1.7 ± 0.3 pQ.-m for po = 3 - 8  m torr and I^  = 1 0 0 -3 0 0  kA . The pressure 
independence, in contrast to measurements w ith  short pulses (By = 0 ), on
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H B T X l A [5] and elsewhere is thought to be associated w ith  the observation that 
at long times the density is more a function o f current (n =  I^ )  than o f filling  
pressure and the plasma behaviour is more dependent on the radiation and im purity  
balance set-up in quasi-steady state than on the initial conditions. The apparent 
current independence also contrasts w ith results elsewhere and w ith  those with  
no By on H B T X l A and short flat-tops [5] when the resistance (measured when 
i ÿ ^ O )  was insensitive to current at high I^, but varied approximately as 
at low l0 and high po-
The operating range w ith By and gap correction is extended to higher 
pressures at higher currents, and at 300 kA  long pulses are obtainable at 8 mtorr; 
previously, at Po >  4 m torr, flat-tops could not be obtained. The reduction in 
resistivity and extended operating range are interpreted as being due to a reduction 
in the total radiated power by ~ 2 , in the iron radiation by —4 - 5  and in Zeff by 
<2 for similar densities. Time-resolved electron temperature measurements, w ith  
and w ithout vertical field, are shown in Fig. 1.
5. M A G N E T IC  A N D  X -R A Y  F L U C T U A T IO N S
5.1. Mode classification
The d ifferent modes are summarized in Table II. The main features include 
global modes in the frequency range 4 - 2 0  kH z, w ith  m = 1 and a wide toroidal 
mode spectrum centred about n = -8 (obtained from toroidal edge coil arrays). 
These modes are resonant inside the reversal surface. A t least tw o independent 
m = 0 modes are observed. There is localized activity in the central regions (w ith  
long correlation lengths ( > 7tR /2) toroidally (X-rays and C V -2271 Â ) and short 
values ( —3 cm ) transversely (probes)), which contain comparable power to the 
global modes at lower frequencies but where most o f the power is above 30 kHz. 
These dominant modes, w ith  B/B -- 1 — 2%, occur in all phases o f the discharge, 
with larger am plitude ( X 5 - 1 0 )  during setting up. A  large-amplitude (B /B  -  10%) 
m = 1, n = - 3  mode appears only during term ination when it dominates. The  
m = 0 mode on Bg, corresponding to an oscillation o f the toroidal current, 
correlates well w ith one o f the m = 0 ‘X -ray’ modes but, surprisingly, the m = 1 
‘X -ray’ mode does not appear to be correlated well w ith  the magnetic modes.
5.2. Origin o f m = 1 modes and their role in transport and field generation
Estimates o f the growth time from the frequency spectra suggest a resistive 
M H D  origin; A ' tearing mode calculations (based on measured field profiles) 
indicate that the most unstable mode has the observed helicity. The radial 
variation o f the amplitude o f  the perturbed fields (from  probes) is similar to
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FIG. 5. fa) -Radial varia tion o f  p e rtu rb e d  m agnetic f ie ld  com ponents fo r  a g loba l m = 1 mode, 
deduced fro m  insertable m agnetic probe data, (b ) Theoretica l m = I  e igenfunctions calcula ted  
fro m  tearing mode the o ry  based on the measured f ie ld  profiles.
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FIG . 6. Three-d im ensiona l diagram  illu s tra tin g  the tim e evo lu tion  o f  the to ro id a l m ode (n ) 
spectrum  ( 5 - 5 0  kH z).
the eigenfunctions calculated from linear tearing mode theory (F ig .5). This  
interpretation implies a continuously evolving structure in which a mode grows, 
reconnects non-linearly by profile m odification, leading to the excitation o f 
modes o f o ther n, and so on. The temporal evolution o f the n spectra [2 ] shown 
in Fig.6 supports this picture.
It  can be shown [2 ] that the condition for magnetic island overlapping is 
satisfied if  d ifferent helicities occur together, and the field lines w ill be stochastic 
out to the reversal surface. A measure o f stochasticity is likely throughout the 
plasma, possibly w ith  a contribution from m = 0 modes in the outer region.
The m = 1 modes can contribute directly to the transport and provide the 
stochastic fields required for the tangled discharge or non-local conductivity  
kinetic mechanisms (see Ref. [3 | ). The perpendicular energy diffusivity is esti­
mated (fo r m = 1 modes) using measured quantities from the stochastic field line 
diffusion coefficient [2, 3 ], and yields Tg % 50— 100 ms, a value consistent w ith  
observation. I t  can be shown that Tg varies approximately as IB /B T ’  at the edge 
and when I B/B I edge varies as (S is the magnetic Reynolds num ber) as observed
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on O H T E  and E TA  B E TA  I I ,  and i f  the mode structure remains the same (as is 
found on H B T X l A ), the energy confinem ent time w ill vary as Tg “  S, which 
scales favourably w ith I^ and is qualitatively consistent w ith  observations on 
several machines that Te «  I^.
The m = 1 M H D  activity could underlie reversed field generation through 
inverse reconnection or by an ‘a -e ffect’ (see Ref. [3 ]).
5.3. The possibility of operation without a thick shell
Improved positional control and reduction o f field error would be obtained 
for operation w ithout a thick shell i f  stability can be maintained. Consider the 
stability o f a free surface plasma where a perfect shell gives marginal ideal stability 
at a radius r^ .  A resistive shell at radius r^  <  r^  would ‘release’ an originally  
stable mode on a time o f approximately the shell time constant, T,. Sim ilarly, 
for a plasma surrounded by a liner at rg (w ith  Tg <  Tj) and a shell, the instability  
time Tj increases continuously from ~ t^  to ~Ts as r^  moves from inside the 
plasma to outside the shell.
On H B T X l A, r^  is just outside the shell, w ith on-axis m = 1 modes at
marginal stability. The m = 1, n  6 k ink mode (Table I I )  has been tentatively
identified, for example by its radial structure, as an ideal mode w ith a growth time 
reduced by the liner to ~Tg. This linear mode would grow indefin ite ly on simple 
theory, but is observed for times >Tg w ith  modest amplitude. This might be 
explained by plasma rotation, as evidenced by the observation that Br is tem porarily  
7t/2  out o f phase w ith the other components, or because the equilibrium is 
evolving cyclically (see above). These considerations lend some support to the 
idea o f stable operation w ithout a shell.
6. C O N C LU S IO N S
( 1 ) The rise in Te after peak current to about 350 eV appears to be associated 
w ith a decreasing density and an increasing Zeff, in accord w ith trends 
indentified by comparing results from different machines.
(2 ) The observation that T j(~ T e ) is much higher than the value estimated from  
electron-ion equipartition suggests a collisionless ion heating mechanism.
(3 ) With Bv and m inor gap field error correction, the pulse length increases from  
5 to 14 ms and the resistivity falls by about 2, which is interpreted in terms 
o f an associated reduction in the total radiation and Zeff; Tg increases.
(4 ) In normal conditions the main impurities ( < 0 . F e ,  1—2% C, "-2% O) 
contribute ~1 to Zeff, and the total radiated power is ~ 3%  o f the Ohmic  
power.
(5 ) Global m = 1 and m = 0 modes o f resistive M H D  origin and localized modes 
in the central regions (dom inant at high frequencies) are observed. The
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m = 1 modes can lead to field generation (dynam o) and also to stochastic 
fields; a value o f energy confinem ent time from  m = 1 activity is estimated  
which compares with that observed, and can scale favourably w ith current.
(6 ) The tentative identification o f an ideal mode whose am plitude is lim ited  
and whose growth rate is determined by the liner indicates that shell-free 
operation may be possible.
REFERENCES
[1 ] BOD IN, H .A .B ., et al., “ R esults from  th e  H B T X l A reversed field p inch  e x p e r im e n t” ,
Plasm a Physics and C ontro lled  N uclear F usion  R esearch  1982 (Proc. 9 th  In t. C onf.
B altim ore, 1982), Vol. 1, IAEA, V ienna (1 9 8 3 )  641 .
[2] H U TCH IN SO N , I.H ., M A LACARNE, M., N O O N A N , P., B R O T H E R T O N -R A T C L IF F E , D., 
Nucl. Fusion  2 4 (1 9 8 4 )  59.
[3] BO D IN , H .A .B ., in Proc. In t. Conf. on  Plasm a Physics, L ausanne, 1983, VoL 2.
[4] BU N TIN G , C.A., CA RO LA N , P.G., M U IR . D .G ., in Proc. 1 1th E urop . C onf. on  C ontro lled  
N uclear Fusion  and Plasma Physics, A achen, 1983 , Part 1 (1 9 8 3 ) 157.
[5 ] H U TCH IN SO N , I.H ., ib id ., p. 151.
DISCUSSION
D.B. N E LSO N : What is the cause o f the sudden drop in loop voltage near 
the end o f the discharge?
P.G. C A R O L A N : This is due to the deliberate shorting o f the pow er crowbar 
circuit to allow for gradual rundown o f current which helps to avoid liner damage.
I t  is also used to prevent iron core saturation that leads to large field errors at the 
shell gaps.
H .R . G R IE M : What is the physical mechanism o f the ion heating observed?
I would be interested to know what the tim e dependence is and how the tempera­
tures obtained depend on the charges and masses o f the ions.
P.G. C A R O L A N : We have not identified the ion heating mechanism but we 
observe coherent behaviour in the high-energy neutral-particle analyser channels 
with approximately 100 us characteristic tim e in the fluctuation behaviour.
The spectral profile o f the thermalized ions is fairly constant during sustain­
m ent. Doppler-broadening measurements o f the charge-exchange portions o f the 
deuterium Balmer lines (D^  ^ and Dg) give Tj ^  100 eV , while O V I gives Tj ~  280 eV. 
We have no further inform ation on other ion species at present.
S. O R TO L.A N I: Were you able to vary the density-versus-time behaviour, and 
did Zeff vary with density?
P.G. C A R O LA N : Generally, the density decreases w ith  tim e during the 
sustainment phase. Since the radiation power remains fairly constant, the im purity  
concentration should increase, which indicates that Zgff depends inversely on the 
density.
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RESULTS FROM HBTX WITH IMPROVED CONFINEMENT 
Abstract
In the HBTX Reversed Field Pinch (R/a = 0.8m/0.25 m) the 
resistance has been decreased by reducing field errors and, 
using wall loading to increase the density, there is a five fold 
increase in The resistance decreases with the size of the 
edge region, defined by field errors and limiters, and the 
resistivity anomaly might be explained in terms of helicity 
transport and dissipation where field lines intersect material 
objects. From 200-450 eV T^. ~ T^; plasma rotation in $ and e 
is observed but this cannot account for the anomalous ion 
heating. The on axis value of T^ increases with I up to 430 
kA, but slower than linearly and falls with I , from ~ 20% at 
80 kA to ~ 10% at 220 kA and more slowly thereafter, possibly 
saturating. With deep reversal a rotating m=l, n=6 helical 
structure is interpreted as Taylor's second relaxed state.
1. INTRODUCTION
This paper describes results on plasma resistivity and 
confinement, radiation, ion heating, scaling, and fluctuations 
from HBTXIB, an improved version of HBTXIA [1], and simulations 
with a 30 single fluid incompressible MHO code.
2. FIELD ERRORS AND EQUILIBRIUM
Field errors due to windings ripple and port distortions 
have been reduced from 0.2% to 0.01% (equivalent error flux area 
normalised to liner surface area) using a new windings former 
with one toroidal gap. This gives a reduction in resistance by 
a factor ~l,S-2. The equilibrium displacement, typically ~3 cm, 
contributes an equivalent error of 1.5%, compensated by a steady 
B^ up to 8 mT, to give a further twofold reduction in resistance 
to < 150 tiOhm at 200 kA. Neither T^ nor vary significantly 
with B^ or field error reduction. In conditions where both 
current and density (using wall loading) are sustained there is 
an overall improvement in by up to 5 to 0.35 ms. Figure 1 
shows vs I/N for HBTXIA and HBTXIB.
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3. RESISTANCE ANOMALY
The resistivity calculated from the global resistance 
0 = V /I (where is the loop volts) using helicity balance 
exceeds the Spitzer value for the observed T and spectroscopic
by a factor ~ 3 at high density (I/N -4x10”** A.m), rising 
to more than ten as n^ is reduced. This analysis takes account 
of experimentally estimated radial profiles of T , n , ion 
species and Z Moreover, q is almost independent of T^, eg 
between 200 ana 450 eV at I * 220 kA.
As seen in Fig 2, V increases with the size of the edge 
region, which was varied By reducing field errors, by changing 
the equilibrium using B^and, most strikingly, when a rail 
limiter was inserted 5 cm into the plasma. In the latter case 
V increased from 30 V to 115 V at constant I [2]. These 
observations have been interpreted in terms of helicity 
dissipation in the edge region either close to the walls or at 
the actual boundary where field lines intersect physical 
surfaces.
The helicity balance equation, in the steady state, can be 
written in the form
V $ = / E.B d3x + / E.B d3x 
Bulk Edge
plasma plasma
\ = '♦°SP * 'edge (®/”>')''edqe
The injection term (LHS) is balanced by ohmic dissipation in the 
bulk plasma (=1^0^ ), together with additional dissipation in 
the edge region («Lçdge'^edge^* ''edge volume of the edge
region defined by field errors and limiters and is the
equivalent time and volume averaged electric field in this 
region. It is found that E^^ is approximately constant at
27+7 volts m-l for all the conditions shown in Fig 2.
When helicity is dissipated at physical boundaries where
B.n+0, the helicity balance equation is
V  ' / + / xB.ndZx = I 0;p$ + AxBgj gA
plasma surface
or = I^Q^p + Ax(e/%a2)A
Here Ax is the electric potential difference between the 
physical surfaces where field lines enter and leave the plasma 
and A is the projected area of such surfaces normal to the field
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lines. Additional power input, which appears as the resistance 
anomaly, is required to compensate for the energy loss 
associated with the helicity transport needed to balance its 
dissipation at the boundary.
Studies with a small carbon limiter (5 cm wide) inserted 
progressively up to 6 cm into the plasma confirm that the 
increase in loop voltage a V is proportional to the flux 
intercepted and a V scales linearly to the rail limiter data. No 
increase in oxygen or metal impurities was observed. The rise 
in from the measured increase in carbon makes an estimated
10-2& contribution to a V.
It is the helicity transport, by fluctuations of the form 
<U/>ÏÏ>, which couples the edge region to the bulk plasma. 
Because the system is a relaxed state the loop voltage 
associated with the edge region acts in addition to the Spitzer 
loop voltage and appears as an anomalous resistance.
According to both of these models when field errors are 
eliminated, the resistance would be that derived using helicity 
balance from Spitzer resistivity including impurities.
Probe measurements indicate that the carbon tile limiters 
together (8% surface coverage) must draw 10-40 kA electron 
current and that the edge is active with 100 amp, 10 p,sec 
spikes.
4. FIELD CONTROL
In matched mode start-up over 7 ms, the planned RFX [3] 
value scaled for HBTX, current termination occurs before 
reversal, but constant-e (ramping) yields standard plasmas. 
From a comparison at risetimes at which both modes could be 
used, the risetime dependent term in the volt seconds using 
ramping is a factor of two smaller, indicating a useful 
reduction for long risetimes. Controlled rundown at constant-e
[4] forestalls abrupt termination until the current falls to 
10-20% of its maximum value.
The voltages on the plasma surface during sustainment were 
scanned through those calculated to minimise dynamo activity (V 
~ -10 volts, Yg - -6 volts). Fluctuations were reduced as Y* 
varied from +50 volts (flat top) to -50 volts, most markedly 
from +50 volts to 0 (which yielded only a modest reduction in 
Tpuise)* A significant effect was observed using a multichord 
spectrometer which views the whole plasma volume, with a 
typically two fold decrease in B/B from edge coils. Previously
[5] a similar effect was strongest when Y <0.
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5. IMPURITIES
The impurity concentration, typically 1-2% low Z and 0.1% 
metals, is as in HBTXIA [1]. Impurity transport was studied by 
fitting C V profiles calculated with a ID code (see [6]) for 
different transport coefficients to observations from a 20 chord 
surface barrier diode (SBD) array. Profiles of T^(r) were 
determined from CV line intensity ratios from the cluster near 
40A and the 2271A line, measured by the SBD array and a 20 chord 
visible spectrometer respectively, which view the same volume. 
A collisional-radiative computation shows that in HBTX this 
ratio is almost linear in T^and virtually independent of n^, 
whose profile is measured with a 3-chord interferometer. 
Computed CV distributions with diffusion at 100 and 150 m2s“i 
are compared with measurements in Fig 3, for the T (r) and n^(r) 
profiles indicated. A value of = lOl* nr^s is deduced,
comparable with n^x^for the plasma as a whole.
The total radiation during sustainment, measured by a three 
chord absolutely calibrated bolometer, is typically ~ 4% 
Radiation is insignificant in the power balance for the plasma 
as a whole and for the edge, although it rises towards the walls 
and can show poloidal asymmetries. There is no radiation cooled 
mantle controlling the edge temperature as in the Tokamak.
6. ION HEATING
The value of T^ from NPA data tracks T^ within 20% from 200 
eV to 450 eV. The ions are heated anomalously since in an ion 
energy confinement time = 0.3 ms electron-ion collisions, taking 
into account impurities, only raise T^ to less than 1/10 T^.
A visible Doppler spectrometer with DMA and twin quartz
fibre inputs, viewing the plasma simultaneously in opposing
tangential directions, measures time integrated deuterium and
impurity ion temperatures and rotational velocities. Spectra of
a CV (2271) line viewed through opposing tangential ports in the
horizontal toroidal plane are shown in Fig 4. They appear to be
composite and can be fitted with 1% accuracy by the weighted sum
of a pair of gaussians, one having T^ = 455 ±20 eV and shifted
by V = 1.4 ±1 X lO** ms-i, the other having T^ * 115 ±10 eV and
V = 4 ±1 X 103 ms'i. The ratio of the hot to the cold
components is - 1.7 ±0.2. The velocities are in the direction
of the toroidal ion current. These results suggest the
existence of rotational shear. Temperatures measured in the
poloidal plane tend to be 10-20% lower than those measured
toroidally; the velocity, also in the direction of the poloidal
ion current, is 2-3 times smaller. Although values of v up to
$
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4x10** ms"l have been observed and the carbon ions can get 
significant energy directly from the applied electric field this 
effect appears insufficient to explain the deuteron 
temperatures.
7. SCALING
The variation of T^, p and with I from 80 kA to 435
kA (F a -0.1 and e = 1.4) has been studied. The density is 
controlled by preloading the carbon tiles, to give a five fold 
increase to ~ 5 x 1Q19 m"3 sustained for 5 ms; typically I/N ~ 5
X 1 0 -1 4  A .m .
The observed T^ vs I dependence might be interpreted on the 
basis of a linear 1 eV/kA variation (see [7][8J) but in this 
work it is more complicated with evidence for a linear variation 
at lower current and some flattening off at higher values. At 
220 kA a density scan yielded T^ ~ n -0.6. A maximum likelihood 
fit to all the data yields T^ ~ 10.78 p^-o.ss.
This fit implies some reduction of p with current which 
can be deduced from Fig 5 in which T^ is plotted against P/n. 
A constant p ^ , i.e. T«I at fixed I/N, corresponds to a line of 
constant slope; a better fit is obtained by the curve. The 
variation is most pronounced at low currents, and p^falls from > 
20% at 80 kA to ~ 10% at 220 kA and more slowly thereafter. 
(Profiles similar to those in Fig 3 are used). When the data is 
corrected for the observed profile broadening with increasing 
current and replotted vs Lundquist number there is some 
indication for saturation.
The value of x^ rises with current at low values but 
thereafter it is hard to identify a clear trend and there is a 
wide spread in the data; at high currents the optimum 8^ could 
not be used and there was only limited conditioning. The Lawson 
parameter increases strongly with I as observed elsewhere.
According to theories of transport due to resistive fluid 
turbulence, when g-modes dominate [9] p^ ~ constant and n^xg « 
I  2 . 5 ,  I f  tearing modes dominate [10], p = 1-1/3 and n^x^. 
I  1.67. Experimental uncertainty makes it difficult to say 
which, if either, model fits HBTXIB data. The value of x^ is 
based on the global resistance, and therefore depends on the non 
ohmic contribution due to the edge effects (Section 3) which 
involves factors not taken into account in the theories. It 
might be appropriate to deduct this part which would increase 
tgto > 1 ms.
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8. FLUCTUATIONS
Fluctuations are detected by internal poloidal and toroidal 
arrays of edge coils. With e = 1.4, F * -0.1, HBTXIB is similar 
to HBTXIA with B/B » 1-2%, dominant poloidal modes m=0,l 
resonant inside the reversal surface, and a wide range of 
toroidal modes with jn| * 8-17 peaking at 10-12. These modes 
rotate in the same sense as the plasma ion current with toroidal 
speed'v * 5x104 ms”i and poloidal speed v =3xl04ms"l, which may 
be compared with the CV rotation (Section 6),
With deep reversal, F <-0.35 and e>1.6, B/B * 5-10%, and 
there is a dominant single rotating m=l structure resonant 
outside the reversal surface, always with n=6, and v ~ 2-7 x 
104 ms'i which has been interpreted as Taylor's (sec^ond) m=l 
helical minimum energy state (n=4 for HBTXIB). Since e has not 
saturated the plasma is evidently not fully relaxed.
With deep reversal, sawtooth-like fluctuations are seen in 
the m=0 B signals and in the soft X-ray emission detected by 
the SBOs. Toroidal flux and I are observed to oscillate and 
there are associated field profife changes seen by means of an 
intertable magnetic probe. The global parameters such as n^ and 
T) are more influenced by changes in F (which characterises the 
plasma edge) than by e, which is an average quantity, indicating 
that the outer region plays an important role. With deep 
reversal both n^ and r]  ^ are higher and more prone to variation.
Fine scale fluctuations are observed on the SBD that have a 
transverse correlation length of the order of 0.1 minor radius 
and are consistent with density fluctuations due to motion of 
particles along magnetic field lines.
9. 3D SIMULATIONS
Numerical simulation has been performed using a 
single-fluid, incompressible MHD code in cylindrical 
geometry [11]. Plasma parameters are specified in terms of the 
Lundquist number S and the normalised radial profile of the 
resistivity. As it evolves the fluid exhibits both spontaneous 
field reversal and sustainment. If S » 104 and resistivity 
increases towards the wall, as in HBTX, the F-e variation is in 
good agreement with curves modelled by the MBFM to fit 
experiment. The code also displays field fluctuations, defined 
as departures from axisymmetry, which are about 10% for S=1Q2 
and fall as S is increased to about 4% at S=1Q4. For uniform 
resistivity and 5=103 the energy spectrum of fluctuations in 
radial field B^is dominated by two low order toroidal m=l modes
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during sustainment, similar to experiment.
The relative strengths of the individual terms in the 
axisymmetric part of the poloidal component of Ohm's law,
= V B - V  B responsible for sustaining the reversal have been 
evafua\ed*^for uniform resistivity and S=103; <v B^> provides the 
dominant emf balancing resistive diffusion. The computed 
profile of p^J^/B corresponds well with experiment.
10. THIN SHELL OPERATION
A new shell assembly has been constructed with a time 
constant of 2 ms (compared with 80 ms at present). MHD 
instabilities with a resistive wall have been studied 
theoretically [12] and tearing modes, which can lead to magnetic 
islands, are stabilised by toroidal rotation at ~ 102-103 ms"i, 
smaller than observed. Ideal modes are not stabilised by 
rotation and lock to the wall, but parallel viscosity and 
non-linear relaxation may play a role. Qualitatively, if the 
wall time constant exceeds the relaxation time continuously 
growing modes may not occur. The centre limb of iron core will 
be encased in a conducting bandage to minimise the possible 
effects of shift and tilt modes.
11. CONCLUSIONS
(i) In HBTXIB improved magnetic geometry and density control
have yielded a fivefold increase in compared with
HBTXIA in sustained density and current conditions.
(ii) The resistance increases with the size of the edge
region, varied by changing field errors, B^ and the
limiter configuration; it is postulated that anomalous
resistivity can be explained in terms of an additional
contribution to the loop voltage from helicity transport
in the plasma and dissipation where field lines intersect
physical obstructions at the edge.
(iii) Radiation is unimportant in the energy balance even at
the edge although it increases towards the walls.
(iv) From 200 to 450 eV T^ = T^ ±20%, but the ions are not
heated by collisions. Tangential CV measurements show
T(C V) ~ T^ and rotation velocities v , v in the
direction of the ion current up to > 4 x 104*ms-r.
(v) Tg increases as l" with 0.5 < n < 1; ; decreases with I,
from 20% at 80 kA to ~ 10% at 220 kA and slowly
thereafter, possibly saturating with increasing S.
(vi) For F=-0.1 modes with m=l, ln|=8-17 rotate with v„ - v =
II 8 < $
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5x104 ms-i; at deep reversal a rotating helical m=l 
structure with n~6 is interpreted as Taylor's second 
relaxed state.
(vii) Several aspects of RFP behaviour can be simulated by a 
3-D single fluid incompressible code.
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Figure Captions
Fig 1 The energy confinement time as a function of I/N in 
HBTXIB with improved magnetic geometry and density control using 
wall loading, compared with that observed previously in HBTXIA. 
The current varied from 190-230 kA. (xg calculated using 
profiles similar to those of Fig 3)
Fig 2 Loop voltage as a function of the size of the edge 
region, determined by field errors, equilibrium displacement, or 
limiters. Data from HBTXIA and HBTXIB.
Fig 3 Relative density of CV as a function of normalised radius 
at 200 kA; the experimental curve is compared with simulation 
(dashed line) for two values of diffusion coefficient. Density 
and temperature profiles estimated from experiment were used as 
follows:
%  ' 'Teo-Te,' ^
Fig 4 Experimental spectrum of the CV 2271A line viewed through 
opposing tangential ports in the horizontal toroidal plane. 
Separation is due to red (view co-I ) and blue (view counter- 
I ) doppler shifts correspond to an*ion velocity in the I 
direction. The lower curves are the two gaussians whose Sum, 
convolved with the instrument function, fits the experimental 
red shifted spectrum.
Fig 5 Electron temperature T as a function of I 2/n^ for 
currents between 80 and 430 kA. A best-fit curve*is shown 
through the points.
Fig 1 The energy confinement time as a function of I/N in 
HBTXIB with improved magnetic geometry and density control 
using wall loading, compared with that observed previously 
in HBTXIA, The current varied from 190-230 kA. (%p 
calculated using profiles similar to those of Fig 3)
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Fig 3 Relative density of CV as a function of normalised radius at 200 kA; the 
experimental curve is compared with simulation (dashed lin e ) for two values of 
diffusion coeffic ien t. Density and temperature profiles estimated from experiment 
were used as follows:
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