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The optical response of superconductors with odd-frequency Berezinskii pairing is studied. By
using a simple model with a parabolic dispersion law and a non-magnetic disorder, the spectral
function, the electron density of states, and the optical conductivity are calculated for a few gap
ansatzes. The spectral function and the electron density of states clearly reveal the gap for the
Berezinskii pairing for sufficiently strong frequency dependence of the order parameters. It is found
that, similarly to the conventional BCS pairing, the odd-frequency gaps induce peaks in the real
part of the conductivity, which, however, are sharper than in the BCS case. The magnitude and
position of these peaks are determined by the frequency profile of the gap. The imaginary part
of the optical conductivity for the Berezinskii pairing demonstrates sharp cusps that are absent
in the case of the BCS superconductors. The corresponding results suggest that the Berezinskii
pairing might allow for the optical transparency windows related to the onsets of the attenuation
peaks in the real part of the conductivity. Thus, the study of the optical response not only provides
an alternative way to probe the odd-frequency gaps but can reveal also additional features of the
dynamic superconducting pairing.
I. INTRODUCTION
Odd-frequency (OF) superconductivity was suggested
by Berezinskii in the 1970s as a possible order param-
eter for superfluid He3 [1]. He pointed out that the
pairing states could have specific symmetry properties,
which later were shown to be classified via the so-called
SP ∗OT ∗ rule, for a review see Ref. [2]. This rule clarifies
the symmetry of the superconducting gap under the oper-
ation of the spin-permutation S, coordinate-inversionP ∗,
orbital-interchange O, and time-permutation T ∗. Sym-
bolically, the rule can be written as
SP ∗OT ∗ = −1 (1)
and provides a transparent way to classify the supercon-
ducting gaps with respect to their symmetry properties
without knowing microscopic details of the pairing. The
crucial ingredient for the OF pairing in Eq. (1) is the
time-permutation T ∗ symmetry. This latter was used
by Berezinskii to suggest a spin-triplet (S = +1) s-wave
pairing (P ∗ = +1) channel in He3 (where the orbital
index is O = +1). Although the odd-frequency pairing
channel in He3 was not confirmed, the concept of the non-
local in time pairing proved to be a fruitful theoretical
idea.
In the 1990’s the concept of the OF or, equivalently,
Berezinskii pairing was rekindled in the context of super-
conductivity by Balatsky and Abrahams [3, 4]. There are
numerous examples that the OF superconducting states
might naturally appear in various condensed matter sys-
tems [2]. The often mentioned examples include super-
conducting heterostructures, where the Berezinskii OF
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component can be induced as a result of scattering on
either normal or ferromagnetic material brought in the
contact with the superconductor [5–9]. Similar effect was
predicted to appear also on the boundary with the un-
conventional superconductors [10–13]. The OF supercon-
ducting state might appear near the Abrikosov vortex
core in the type-II superconductors [14–19]. It is natu-
ral to expect the Berezinskii pairing in the systems that
experience a time-dependent drive [20, 21].
As is evident from the SP ∗OT ∗ rule (1), another po-
tentially viable possibility to achieve the Berezinskii-type
pairing, is to consider various multiband systems [21–25].
Another platform where OF pairing might naturally ap-
pear in Dirac and Weyl semimetals [26], where chirality
of Weyl or Dirac nodes plays the role of the band index.
Recently, topological superconductors appeared as a
new platform to realize unconventional types of the pair-
ings. (For reviews on topological superconductivity,
see Refs. [27–29].) It was demonstrated that the zero-
energy quasiparticle states in topological superconduc-
tors, known as the Majorana states [30–32], provide a
natural way to achieve a mixed pairing state, where both
the even- and odd-frequency components are simultane-
ously present [33].
Until now, there is no definite experimental evidence
for the OF superconductivity in the ground state. Spec-
troscopic signatures of OF Cooper pairs were seen in the
density of states (DOS) [34] as well as the possible para-
magnetic Meissner response [35]. It is worth noting,
however, that the latter is strongly debated (see e.g.,
Refs. [36, 37]) and should be considered with caution.
The notion of OF pairing is a relatively new concept
and complete understanding of this pairing and its prop-
erties is still developing. To facilitate better understand-
ing of OF state and provide a better guidance of Berezin-
skii pairing, we calculate both the local DOS and spec-
2troscopic features like optical conductivity in clean and
disordered Berezinskii superconductors for a few choices
of OF gaps. To the best of our knowledge, optical con-
ductivity of the OF pairing state was not investigated
before.
Electronic transport and optical response are the often
used tools to detect transitions and onset of supercon-
ducting state in conventional superconductors [38, 39].
The real part of the optical conductivity describes the
attenuation of the electromagnetic waves and the imag-
inary one quantifies the dielectric properties. It is clear
that the corresponding study is important not only from
a theoretical point of view but could be useful for the
experimental identification of OF Cooper pairs.
By using a simple model of OF superconductors with
a parabolic dispersion law and a non-magnetic disor-
der, which nevertheless captures the key features of the
Berezinskii pairing, we calculate the optical conductiv-
ity in the standard Kubo linear response approach. It
is found that the OF pairing allows for the peaks in the
real part of the optical conductivity, whose form and po-
sition depend on the specific frequency dependence of
the gap. For the frequencies that correspond to these
peaks, the sharp cusps appear in the imaginary part, as
is indeed expected from the Kramers–Kronig relations.
The form of these cusps is, however, nontrivial for the
OF pairing. In particular, the imaginary part of the op-
tical conductivity can become negative allowing for the
optical transparency windows. We believe that these pre-
dictions will stimulate the experimental search and iden-
tification of the Berezinskii pairing via optical probes. In
addition to the optical conductivity, the spectral func-
tion and the electron DOS are also obtained. While they
clearly demonstrate the generation of the spectral gap
and coherence peaks for the sufficiently strong frequency
dependence of the gaps, the corresponding results lack
universal signatures that can be used to unambiguously
distinguish odd- and even-frequency pairing channels.
The paper is organized as follows. We introduce the
model of an OF superconductor and provide the key def-
initions in Sec. II. A few ansatzes are assumed for the
OF gaps. Sec. III is devoted to the spectral function
and the electron DOS. The optical response is calculated
and the corresponding results for the real and imaginary
parts of the conductivity are given in Sec. IV. Our re-
sults are discussed and summarized in Sec. V. Technical
details including the optical sum rule are presented in
Appendix A. Throughout this paper, we set ~ = kB = 1.
II. MODEL
In this section, we present the minimal model of the
OF pairing as well as provide the key definitions that will
be used in the analysis of the spectral function, the DOS,
and the optical conductivity below.
A. Green’s functions in the Nambu space
Since the OF pairing is a dynamic quantum order that
is essentially nonlocal in time, the corresponding mean-
field Hamiltonian cannot be formulated [36, 37]. By using
the effective action approach for the OF superconduc-
tors elaborated in Refs. [36, 37] the retarded (advanced)
Green function in the Nambu space reads
SˆR/A(ω,p) =
[
Z(ω,p)(ω ± i0)12 − HˆN
− Z(ω,p)∆ˆ(ω,p)
]−1
, (2)
where 12 is the 2× 2 matrix in the Nambu space and
HˆN =
(
ξ 0
0 −ξ
)
(3)
is the free Hamiltonian in the Nambu space. In addition,
ω is the frequency, ξ = p2/(2m)− µ is the quasiparticle
energy with respect to the Fermi level, p is the momen-
tum, µ is the electric chemical potential, and m is the
mass of a charge carrier. The gap matrix ∆ˆ(ω,p) is de-
fined as
∆ˆ(ω,p) =
(
0 ∆(ω,p)
∆†(ω,p) 0
)
. (4)
The physical meaning of the coefficient Z(ω,p) will be
clarified in Sec. III. Here we note that it might appear in
the Green function due to the wave function renormal-
ization when the generation of the OF gap is considered
self-consistently. In this study, however, it will be treated
phenomenologically.
By inverting Eq. (2), the explicit form of the Green
function in the Nambu space reads
SˆR/A(ω,p) =
1
Z(ω,p)
ω12 + ξτz/Z(ω,p) + ∆(ω,p)τ+ +∆
†(ω,p)τ−
ω2 − ξ2/Z2(ω,p)− |∆(ω,p)|2 ± i0 sgn (ω) , (5)
where τ are the Pauli matrices that act in the Nambu
space and τ± = τx ± iτy. Note that the gap ∆(ω,p) is a
function of both frequency and momentum and, in gen-
eral, can describe both even- and odd-frequency pairings
3of different symmetries (e.g., s- or p-wave pairings).
B. Gap ansatzes
As the starting point in our analysis of the OF pairing,
we use two reasonable anzatses for the s-wave OF gap,
i.e.,
∆(ω,p) =
αω√
ω2 + β2Λ2
, (6)
∆(ω,p) =
αωΛ
ω2 + β2Λ2
. (7)
These gaps at a few different values of the control pa-
rameter β are shown in Figs. 1(a) and 1(b), respectively.
It is clear that the gap given in Eq. (6) has a step-like
dependence on the frequency for small values of β. In-
deed, it reduces to one of the simplest OF gaps at β → 0,
i.e., ∆(ω) → α sgn (ω). On the other hand, the gap in
Eq. (7) has a nonmonotonic dependence on ω, where
the peak-like features are clearly seen for small values
of β. It is worth noting that the gaps of a different
symmetry can be described by replacing α with a suit-
able momentum-dependent function. For example, the p-
wave pairing can be described by redefining α→ α cosϕ
where ϕ = arctan (py/px).
C. Effects of disorder
Disorder plays an important role in transport proper-
ties of any material. Since it is ubiquitously present in
real samples, it is convenient to include the corresponding
effects in our study of the optical response. By following
the standard textbook approach (see, e.g., Refs. [38–40],
the effects of impurities are taken via the self-energy cor-
rection to Green’s function as
Gˆ−1(ω,p) = Sˆ−1(ω,p)− Σˆ(ω,p), (8)
where Sˆ−1(ω,p) is the inverse free Green function, which
straightforwardly follows from Eqs. (2) or (8). Further,
Gˆ−1(ω,p) is the inverse full Green function. The self-
energy Σˆ(ω,p) in the fist-order (Born) approximation
reads as
Σˆ(Ω,q) =
∫
dω
∫
dnp
(2pi)n+1
τzSˆ(ω,p)Dˆ(Ω− ω,q− p)τz ,
(9)
where Dˆ(Ω − ω,q − p) is the disorder propagator and
n = 2, 3 is the spacial dimension of the superconductor.
For simplicity, let us consider the case of a non-magnetic
disorder with the following propagator:
Dˆ(ω,p) = 2piδ(ω)nimpu
2
0. (10)
Here u0 is the strength of the disorder potential and nimp
is the concentration of impurities. It is clear that such
disorder does not change the pairing state of the elec-
trons. In addition, we employ the conventional approxi-
mation valid in material with a large Fermi surface, i.e.,
∫
dnp
(2pi)n
→ ν0
4pi
∫ Λ
−Λ
dξ
∫
dΩp. (11)
Here Λ in the energy scale, ν0 is the density of states at
the Fermi level,
2D: ν0 =
m
2pi
, (12)
3D: ν0 =
m
√
2mµ
2pi2
, (13)
and
∫
dΩp denotes the integration over angles, i.e.,
2D:
∫
dΩp =
∫ 2pi
0
dϕ, (14)
3D:
∫
dΩp =
∫ pi
0
dθ sin θ
∫ 2pi
0
dϕ. (15)
Then, the self-energy in Eq. (9) can be rewritten as
ΣˆA/R =
1
2piν0τ
ν0
4pi
∫
dΩp
∫ Λ
−Λ
dξ
1
Z(ω,p)
× ω12 + ξτz/Z(ω,p)−∆(ω,p)τ+ −∆
†(ω,p)τ−
ω2 − ξ2/Z2(ω,p)− |∆(ω,p)|2 ∓ i0 sgn (ω) ,
(16)
where we introduced the relaxation time τ as follows:
τ ≡ 1
2piν0nimpu20
. (17)
By calculating the integral over ξ, we obtain
Re ΣˆA/R = − 1
2τ
1
4pi
∫
dΩp
θ
(|∆(ω,p)|2 − ω2)√
|∆(ω,p)|2 − ω2
× [ω12 −∆(ω,p)τ+ −∆†(ω,p)τ−] (18)
and
Im ΣˆA/R = ± sgn (ω)
2τ
1
4pi
∫
dΩp
θ
(
ω2 − |∆(ω,p)|2)√
ω2 − |∆(ω,p)|2
× [ω12 −∆(ω,p)τ+ −∆†(ω,p)τ−] . (19)
Here θ(x) is the Heaviside step function. For simplicity,
we assumed that Λ→∞ and the dependence of Z(ω,p)
and ∆(ω,p) on ξ is weak. Since the relaxation time τ is
a free parameter of the model, we believe that such an
approximation should be correct at least qualitatively.
Then, by using Eq. (8), we obtain the following Green’s
function:
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FIG. 1: The dependence of the s-wave OF gaps ∆ = αω/
√
ω2 + β2Λ2 (panel (a)) and ∆ = αωΛ/
(
ω2 + β2Λ2
)
(panel (b)) on
frequency ω for a few values of the control parameter β.
GˆA/R(ω,p) =
[
Z(ω,p)ω˜12 − ξτz − Z(ω,p)∆˜(ω,p)τ+ − Z(ω,p)∆˜†(ω,p)τ−
]−1
=
1
Z(ω,p)
[
ω + ξτz/Z(ω,p) + ∆(ω)τ+ +∆
†(ω,p)τ−
]
ηRe ∓ iηIm
[
ω +∆(ω,p)τ+ +∆
†(ω)τ−
]
[ω2 − |∆(ω,p)|2] (η2Re − η2Im)− ξ2/Z2(ω,p)∓ 2iηReηIm [ω2 − |∆(ω,p)|2]
. (20)
where ω˜ = ωη, ∆˜(ω,p) = ∆(ω,p)η, and ∆˜†(ω,p) =
∆†(ω,p)η. The coefficient η contains real and imaginary
part, η = ηRe ∓ iηIm, where
ηRe = 1 +
1
2τZ(ω,p)
∫
dΩp
4pi
θ
(|∆(ω,p)|2 − ω2)√
|∆(ω,p)|2 − ω2 ,
(21)
ηIm =
sgn (ω)
2τZ(ω,p)
∫
dΩp
4pi
θ
(
ω2 − |∆(ω,p)|2)√
ω2 − |∆(ω,p)|2 . (22)
Note that the sign − (+) in η corresponds to the ad-
vanced (retarded) Green function GˆA(ω,p) (GˆR(ω,p)).
In the case of s-wave superconductivity, the gap does not
depend on the angles. Therefore, the corresponding in-
tegrals can be trivially taken and give 2pi in 2D or 4pi
in 3D. The case of p-wave gaps, where α → α cosϕ, is
more complicated and does not allow for simple analyt-
ical expressions. Technically, this is related to the unit
step functions.
It is worth noting that the Anderson theorem [41]
ω˜
∆˜(ω,p)
=
ω
∆(ω,p)
(23)
holds in the case under consideration. One can verify that
the obtained results are valid, at least within the range
of used approximations, even if the self-energy is consid-
ered self-consistently (i.e., with the full Green function
G(ω,p) instead of S(ω,p) in Eq. (9)). Indeed, as fol-
lows from Eqs. (18) and (19), the self-energy does not
change when the terms with ω, ∆, and ∆† are rescaled
simultaneously.
III. SPECTRAL FUNCTION AND DENSITY OF
STATES
In this section, we discuss possible signatures of the
Berezinskii pairing in the spectral function and the elec-
tron DOS. Indeed, these quantities are of outmost impor-
tance for various spectroscopic probes such as the angle-
resolved photoemission and scanning tunneling spectro-
scopies. Therefore, it is important to clarify whether
the even- and odd-frequency parings can be easily distin-
guished by such direct probes.
A. Spectral function
The spectral function is defined as [38, 42, 43]
Aˆ(ω,p) =
1
2pii
[
GˆA(ω,p)− GˆR(ω,p)
]
. (24)
5In the clean case τ → ∞ the corresponding expression
reads as
Aˆ(ω,p) = sgn (ω)
[
Z(ω,p)ω + ξτz
+ Z(ω,p)∆(ω,p)τ+ + Z(ω,p)∆
†(ω,p)τ−
]
× δ (Z2(ω,p)ω2 − ξ2 − Z2(ω,p)|∆(ω,p)|2) .
(25)
The spectral function for dirty superconductors is more
complicated, i.e.,
Aˆ(ω,p) =
1
piZ(ω,p)
2η2ReηIm
[
ω2 − |∆(ω,p)|2] [ω12 + ξτz/Z(ω,p) + ∆(ω,p)τ+ +∆†(ω,p)τ−]
{[ω2 − |∆(ω,p)|2] (η2Re − η2Im)− ξ2/Z2(ω,p)}2 + {2 [ω2 − |∆(ω,p)|2] ηReηIm}2
− 1
piZ(ω,p)
ηIm
[
ω12 +∆(ω,p)τ+ +∆
†(ω,p)τ−
] {[
ω2 − |∆(ω,p)|2] (η2Re − η2Im)− ξ2/Z2(ω,p)}
{[ω2 − |∆(ω,p)|2] (η2Re − η2Im)− ξ2/Z2(ω,p)}2 + {2 [ω2 − |∆(ω,p)|2] ηReηIm}2
. (26)
Note that Green’s function can be easily restored via
known spectral function as
Gˆ(Ω,p) =
∫
dωAˆ(ω,p)
Ω− ω . (27)
Before proceeding with the characteristic features of
the Berezinskii pairing, let us discuss the role of the coef-
ficient Z(ω,p). According to Refs. [42–44], the electron
part of the spectral function Aˆ(ω,p) in the Nambu space
integrated over all frequencies, i.e.,
IA =
∫ ∞
−∞
dω tr
[
1 + τz
2
Aˆ(ω,p)
]
, (28)
should satisfy the following sum rule:
IA = 1. (29)
It is straightforward to check that neither conventional
BCS ∆(ω) = α nor simplest odd-frequency gap ∆(ω) =
α sgn (ω) breaks the sum rule (29) at Z(ω,p) = 1.
One can check, however, that the OF gaps ∆ =
αω/
√
ω2 + β2Λ2 and ∆ = αωΛ/
(
ω2 + β2Λ2
)
generically
break the sum rule if Z(ω,p) is ignored (see the results
in Appendix A). The deviations might be severe at cer-
tain values of β where the spectral gap closes. There-
fore, in order to mitigate the breakdown, we introduced
the additional coefficient Z(ω,p), which could originate
from the self-consistent treatment of the gap similarly
to the conventional Eliashberg approach. Since the self-
consistent approach is not employed in this study, we
determine Z(ω,p) from the sum rule itself. In order to
simplify the solution of the complicated integral equa-
tion, it is reasonable to assume that Z(ω,p) ≈ Z(ξ).
Then, one can proceed with the standard iterative meth-
ods. The results for the coefficient Z(ξ) in the case of
dirty superconductors are shown in Figs. 2(a) and 2(b)
for ∆ = αω/
√
ω2 + β2Λ2 and ∆ = αωΛ/
(
ω2 + β2Λ2
)
,
respectively. The same results, albeit in the clean case are
presented in Figs. 15(a) and 15(b) in Appendix A. Note
that the difference between the clean and dirty cases is
quantitative rather than qualitative.
In order to find characteristic spectroscopic signatures
of the Berezinskii pairing, let us consider the simplest
case of s-wave pairing. We present the trace of the spec-
tral function Atr = trA(ω,p) as a function of ω and ξ
for ∆ = 0, ∆ = α, and ∆ = α sgn (ω) in Fig. 3. While
the conventional superconducting gap ∆ = α has a well-
defined qualitative manifestation in the spectral func-
tion, it is indistinguishable from the simplest OF gap
∆ = α sgn (ω). Indeed, this follows from the fact that
the trace of the spectral function depends only on the
absolute value of the gap.
The results for the OF gaps ∆ = αω/
√
ω2 + β2Λ2
and ∆ = αωΛ/
(
ω2 + β2Λ2
)
are shown in Figs. 4 and
5, respectively. As expected, Atr for the small values of
β in Fig. 4(a) almost coincides with that for both ∆ =
α and ∆ = α sgn (ω) in Fig. 3(b). With the increase
of β, the gap in the spectrum slowly diminishes until
it completely closes at β ≈ α/Λ. Then, the spectral
function quickly reduces to that in the normal state and
at large β is almost undistinguishable from the results in
Fig. 3(a). The dependence of Atr on ω and ξ for ∆ =
αωΛ/
(
ω2 + β2Λ2
)
is similar and is presented in Fig. 5.
While the gap is clearly visible at small, it disappears at
large values of β. For both ansatzes, the results at large
β are almost indistinguishable from those for the normal
state in Fig. 3(a).
In order to calculate the critical values of the param-
eter β that corresponds to the vanishing of the spectral
gap, let us consider the frequencies around which the
spectral function is peaked. In the clean case, they are de-
termined by the following equations for the gap ansatzes
∆ = αω/
√
ω2 + β2Λ2 and ∆ = αωΛ/
(
ω2 + β2Λ2
)
, re-
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FIG. 2: The coefficient Z(ω,p) ≈ Z(ξ) as a function of the energy ξ for ∆ = αω/
√
ω2 + β2Λ2 (panel (a)) and ∆ =
αωΛ/
(
ω2 + β2Λ2
)
(panel (b)). In both panels we set τ → 10/Λ, α = 0.1Λ, and T = 0.
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FIG. 3: The trace of the spectral function Atr = trA(ω,p) as a function of ω and ξ for ∆ = 0 (panel (a)) as well as both ∆ = α
and ∆ = α sgn (ω) (panel (b)). In both panels we set τ = 10/Λ, α = 0.1Λ, and T = 0.
spectively:
ω2
β2Λ2 − α2 + ω2
ω2 + β2Λ2
= ξ2, (30)
ω2
(ω2 + β2Λ2)2 − α2Λ2
(ω2 + β2Λ2)2
= ξ2. (31)
It is clear that at |ω| ≪ Λ, α the roots of the Eqs. (30)
and (31) are absent for |βΛ| < |α| and |β2Λ| < |α|, re-
spectively. Therefore, the critical values of β at which the
spectral gap closes are β = α/Λ for ∆ = αω/
√
ω2 + β2Λ2
and β =
√
α/λ for ∆ = αωΛ/
(
ω2 + β2Λ2
)
.
B. Density of states
The electron density of states is another important
quantity that is used to probe the formation of the su-
perconducting gap. In the model at hand, it reads as
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FIG. 4: The trace of the spectral function Atr = trA(ω,p) for ∆ = αω/
√
ω2 + β2Λ2 at β = 0.01 (panel (a)), β = 0.09 (panel
(b)), and β = 0.11 (panel (c)). We set τ = 10/Λ, T = 0, and α = 0.1Λ.
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FIG. 5: The trace of the spectral function Atr = trA(ω,p) for ∆ = αωΛ/
(
ω2 + β2Λ2
)
at β = 0.01 (panel (a)), β = 0.3 (panel
(b)), and β = 0.35 (panel (c)). We set τ = 10/Λ, T = 0, and α = 0.1Λ.
ν(ω) = − 1
pi
Im
∫
dnp
(2pi)n
tr
[
1 + τz
2
GˆR(ω,p)
]
= − 2
pi
ν0
4pi
∫
dΩp
∫ Λ
−Λ
dξ
1
Z(ω,p)
× ηImω
{[
ω2 − |∆(ω,p)|2] [η2Re − η2Im]− ξ2/Z2(ω,p)}− 2η2ReηIm [ω + ξ/Z(ω,p)] [ω2 − |∆(ω,p)|2]
{[ω2 − |∆(ω,p)|2] (η2Re − η2Im)− ξ2/Z2(ω,p)}2 + {2ηReηIm [ω2 − |∆(ω,p)|2]}2
. (32)
The results for the DOS in the case of ∆ = 0, ∆ = α,
and ∆ = α sgn (ω) are shown in Fig. 6. For definiteness,
we assumed s-wave pairing in 2D. Note, however, that
due to the approximation of a large Fermi surface, the
results are qualitatively the same for 3D superconduc-
tors too. The deviations from ν0 at large ω in Fig. 6(a)
are related to the disorder effect and the use of a finite
cutoff Λ in the integration over ξ. As expected, the co-
herence peaks at |ω| = |α| are formed for the BCS type
of the gap, ∆ = α (see Fig. 6(b)). Since the DOS (32) is
sensitive only to the absolute value of the gap, the same
dependence is also valid for the OF gap ∆ = α sgn (ω).
The electron DOS as a function of ω for the OF gaps
∆ = αω/
√
ω2 + β2Λ2 and ∆ = αωΛ/
(
ω2 + β2Λ2
)
is
presented in Figs. 7(a) and 7(b), respectively, for a few
values of β. In agreement with the results for the spec-
tral functions presented in Figs. 4 and 5, the DOS evolves
from the BCS-like form with the characteristic coherence
peak at small values of β to the normal-like form with
an almost constant DOS at large β. The results for the
intermediate values of β are, however, nontrivial. As one
can see in Fig. 7, the gap in the DOS closes at the criti-
cal values of β discussed after Eqs. (30) and (31) leading
to an enhancement of the DOS at ω = 0. This feature
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quickly diminish with the flattening of the frequency pro-
file of the gap, however. In addition, the electron DOS
shows a well pronounced local minimum while approach-
ing the peak for intermediate values of β. The origin
of this feature is related to the coefficient Z(ξ) and the
conservation of the spectral density.
Our results suggest that the trace of the spectral func-
tion Atr = trA(ω,p) and the electron DOS ν demon-
strate a few interesting features. For example, unlike
naive expectations, the Berezinskii pairing might lead to
the spectral gap despite the fact that ∆(ω) is odd in
frequency. Indeed, this follows from the self-consistent
solution for the poles of the Green function, which are
absent for small values of ω. Further, depending on the
frequency profiles of the gap ansatzes, the spectral gap
might close when the frequency dependence is weak. In
general, however, it might be hard to distinguish the OF
gaps from their even-frequency counterparts by studying
the spectral function and the electron DOS only. The
corresponding distinctive features of the Berezinskii par-
ing might appear in the optical conductivity, which will
be discussed in the next section.
IV. OPTICAL CONDUCTIVITY
A. General definitions
The optical conductivity tensor is given by the follow-
ing standard expression in the Kubo linear response for-
malism (see, e.g., Refs. [42–44]):
σij(Ω) =
i
2Ω
{
e2
m
δij
〈
Gˆ (0,0)
〉
+Πij (Ω + i0,0)
}
.(33)
Here the first term in the curly brackets ∝
〈
Gˆ (0,0)
〉
is
the diamagnetic term and the second one, which is deter-
mined by the polarization operator ∝ Πij (Ω + i0,0), is
the paramagnetic term. By definition,
〈
Gˆ (0,0)
〉
= 2n.
[An additional factor 2 comes from the fact that the
Green function in the Nambu space Gˆ (0,0) effectively
contains doubled number of the degrees of freedom.] Here
the fermion number density is
2D: n =
p2F
4pi
, (34)
3D: n =
p3F
6pi2
, (35)
and pF =
√
2mµ is the Fermi momentum.
The general expression for the polarization tensor
reads as
Πij (Ω + i0,0) = T
∞∑
l=−∞
∫
dnp
(2pi)n
×tr
[
jˆiGˆ (iωl,p) jˆjGˆ (iωl − Ω− i0,p)
]
. (36)
Here ωl = (2l + 1)piT are the fermionic Matsub-
ara frequencies, T is temperature, jˆ = −ep/m12 ≈
−epFpˆ/m12 is the electric current operator, and −e is
the electron charge. By using the relation for the Green
function (27), one can rewrite Eq. (36) in a more conve-
nient form, i.e.,
Πij (Ω + i0,0) = T
∞∑
l=−∞
∫
dω
∫
dω′
∫
dnp
(2pi)n
× 1
iωl − ω
1
iωl − ω′ − Ω− i0tr
[
jˆiAˆ (ω,p) jˆjAˆ (ω
′,p)
]
=
∫
dω
∫
dω′
ν0
4pi
∫
dΩp
∫ Λ
−Λ
dξ
nF (ω)− nF (ω′)
ω − ω′ − Ω− i0
×tr
[
jˆiAˆ (ω,p) jˆjAˆ (ω
′,p)
]
. (37)
Here the summation over the Matsubara frequencies
was performed in the second equality and nF (ω) =
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1/
(
1 + eω/T
)
is the standard Fermi–Dirac distribution
function.
Let us start with the real part of the conductivity ten-
sor Reσij(Ω). As follows form Eq. (33), it is determined
by the imaginary part of the polarization tensor, which
reads as
ImΠij (Ω + i0,0) =
e2pip2Fν0
m2
∫
dω
∫
dΩp
4pi
∫ Λ
−Λ
dξ
× [nF (ω)− nF (ω − Ω)] tr
[
pˆiAˆ (ω,p) pˆjAˆ (ω − Ω,p)
]
.
(38)
Here we used the Sokhotski formula
1
x± i0 = v.p.
1
x
∓ ipiδ(x), (39)
where v.p. stands for the principal value.
Thus, the real part of the electric conductivity tensor
reads
Reσij(Ω) = −e
2pip2Fν0
2Ωm2
∫
dω
∫
dΩp
4pi
∫ Λ
−Λ
dξ
× [nF (ω)− nF (ω − Ω)] tr
[
pˆiAˆ (ω,p) pˆjAˆ (ω − Ω,p)
]
,
(40)
where the explicit expression for the spectral function
Aˆ (ω,p) is given in Eq. (26).
It is convenient to normalize the optical conductivity
by the dc conductivity in the normal phase, which reads
as
σ0 =
ne2τ
m
. (41)
The imaginary part of the optical conductivity tensor
σij(Ω) consists of two parts: (i) the diamagnetic term
quantified by 〈G (0,0)〉 in Eq. (33) and (ii) the para-
magnetic term determined by the polarization operator
Πij (Ω + i0,0). The diamagnetic term immediately fol-
lows from the definition of the density
〈
Gˆ (0,0)
〉
= 2n
and reads as
Imσdiamij (Ω) =
e2n
Ωm
δij . (42)
The paramagnetic contribution is
Imσparamij (Ω) =
e2p2Fν0
2Ωm2
v.p.
∫
dω′
∫
dω
∫
dΩp
4pi
×
∫ Λ
−Λ
dξ
nF (ω)− nF (ω′)
ω − ω′ − Ω tr
[
pˆiAˆ (ω,p) pˆjAˆ (ω
′,p)
]
,
(43)
where Eq. (39) was used. Thus, the imaginary part of
the conductivity reads as
Imσij(Ω) =
e2n
Ωm
δij +
e2p2Fν0
2Ωm2
v.p.
∫
dω′
∫
dω
∫
dΩp
4pi
×
∫ Λ
−Λ
dξ
nF (ω)− nF (ω′)
ω − ω′ − Ω tr
[
pˆiAˆ (ω,p) pˆjAˆ (ω
′,p)
]
.
(44)
In order to simplify the calculations, it is convenient to
consider the clean limit τ →∞ for the imaginary part of
the conductivity tensor. Then, Eq. (44) can be rewritten
as
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Imσij(Ω) =
e2n
Ωm
δij +
e2p2Fν0
2Ωm2
v.p.
∫
dω′
∫
dω
∫
dΩp
4pi
∫ Λ
−Λ
dξ
nF (ω)− nF (ω′)
ω − ω′ − Ω pˆipˆj sgn (ω) sgn (ω
′)
× δ [Z2(ω,p)ω2 − ξ2 − Z2(ω,p)|∆(ω,p)|2] δ [Z2(ω′,p)(ω′)2 − ξ2 − Z2(ω′,p)|∆(ω′,p)|2]
× Z(ω,p)Z(ω′,p)
{
2ωω′ + 2
ξ2
Z(ω,p)Z(ω′,p)
+ ∆(ω,p)∆†(ω′,p) + ∆(ω′,p)∆†(ω,p)
}
=
e2n
Ωm
δij
+
e2p2Fν0
2Ωm2
v.p.
∫
dΩp
4pi
∫ Λ
−Λ
dξ
∑
l,n
nF (ω˜l)− nF (ω˜n)
ω˜l − ω˜n − Ω pˆipˆj sgn (ω˜l) sgn (ω˜n)
× 1|∂ω [Z2(ω,p)ω2 − ξ2 − Z2(ω,p)|∆(ω,p)|2]|ω→ω˜l
1
|∂ω′ [Z2(ω′,p)(ω′)2 − ξ2 − Z2(ω′,p)|∆(ω′,p)|2]|ω′→ω˜n
× Z(ω˜l,p)Z(ω˜n,p)
{
2ω˜lω˜n + 2
ξ2
Z(ω˜l,p)Z(ω˜n,p)
+ ∆(ω˜l,p)∆
†(ω˜n,p) + ∆(ω˜n,p)∆
†(ω˜l,p)
}
, (45)
where ω˜l and ω˜n are the real roots of equation
Z2(ω,p)ω2 − ξ2 − Z2(ω,p)|∆(ω,p)|2 = 0. The corre-
sponding explicit expressions are cumbersome for the OF
gaps ∆ = αω/
√
ω2 + β2Λ2 and ∆ = αωΛ/
(
ω2 + β2Λ2
)
.
Therefore, we do not present them here.
In the following two subsection, the results for the real
and imaginary parts of the optical conductivity will be
discussed.
B. Real part of the optical conductivity
Let us start our analysis with the real part of the op-
tical conductivity. For simplicity, we assume that the
pairing occurs in the s-wave channel. From the techni-
cal viewpoint, this case is much simpler since integrals
over the angles are trivially performed. In addition, the
conductivity tensor is diagonal, i.e., σij = δijσ.
The real part of the optical conductivity for ∆ = 0
at a few τ and ∆ = α at a few α is given in Figs. 8(a)
and 8(b), respectively. As expected, the textbook Drude
conductivity is reproduced at ∆ = 0. Further, the results
at ∆ = α suggest that the ac conductivity is zero at
small frequencies |Ω| . 2|∆|. The conductivity quickly
increases at |Ω| & 2|∆| and after reaching a peak slowly
diminishes coinciding with σ(Ω) in the normal phase at
Ω → ∞. This finding agrees with the well-known result
obtained by Mattis and Bardeen [45], albeit includes the
effects of non-magnetic disorder.
The peaks in the conductivity occur also for the
Berezinskii pairing. In the case of a simple gap ∆(ω) =
α sgn (ω), they are shown in Fig. 8(c). While their po-
sitions are the same as for the BCS pairing shown in
Fig. 8(b), the amplitude is significantly larger and the
peaks are sharper. This observation might be useful to
pinpoint the OF pairing in optical experiments. More-
over, the difference between the results in Figs. 8(b) and
8(c) is particularly interesting since neither the spectral
function nor the electron DOS can be used to distinguish
the gaps ∆(ω) = α and ∆(ω) = α sgn (ω). Indeed, while
these spectroscopic methods depend only on the abso-
lute value of the gap, the optical conductivity includes
the terms ∝ ∆(ω)∆†(ω−Ω), which is obviously different
for ∆(ω) = α sgn (ω) and ∆(ω) = α.
In order to clarify what universal features exist for
the Berezinskii pairing, let us consider more complicated
ansatzes for the OF gaps, i.e., ∆ = αω/
√
ω2 + β2Λ2 and
∆ = αωΛ/
(
ω2 + β2Λ2
)
. The results for the former at
three values of β are shown in Fig. 9. As can be ex-
pected from the results for the spectral function and DOS
in Sec. III, the conductivity for small β (β = 10−2) given
in Fig. 9(a) is similar to that for ∆ = α sgn (ω) and shows
characteristic peaks at |Ω| ≈ 2|α|. As for the case of large
β (β = 1) shown in Fig. 9(c), Reσ resembles that in the
normal phase (cf. with Fig. 8(a)). Indeed, such a result
can be inferred from the spectral function and the DOS
(see Fig. 4(c) and 7(a)). In the case of the intermediate
values of β, the results also demonstrate the peaks, which
are shifted toward smaller frequencies.
The results for the other gap ansatz, i.e., ∆ =
αωΛ/
(
ω2 + β2Λ2
)
, are shown in Fig. 10 for a few val-
ues of β. The behavior of the gap at both small and
large of the parameter β qualitatively resembles that for
∆ = αω/
√
ω2 + β2Λ2, i.e., the peaks are absent and the
dependence on the gap strength is weak. On the other
hand, the position of the peaks are no longer given by
|Ω| = 2|α| even at small β. In addition, they generically
have a smaller amplitude. In the case of intermediate val-
ues of β, the peak is present only for sufficiently strong
gap and gradually shifts toward Ω = 0 with the decrease
of α.
It is worth noting that both realistic gap ansatzes have
qualitatively the same optical conductivity for large val-
ues of β, which is weakly sensitive to the amplitude of
the gap. Therefore, while the OF pairing might be still
present, it has almost no manifestations in the optical re-
sponse and spectroscopic signals. This finding might ex-
plain why it is hard to experimentally find the signatures
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of the Berezinskii pairing. As for the case of small val-
ues of β, the position and the amplitude of the observed
attenuation peaks (i.e., the peaks in Reσ) strongly de-
pend on the frequency profile of the gap. Moreover, they
are generically higher and have a sharper form than their
counterparts for the BCS pairing. Thus, unlike the spec-
tral function and the electron DOS, which fail to distin-
guish ∆ = α and ∆ = α sgn (ω), the optical absorbtion
quantified by Reσ provides an alternative route to sepa-
rate the Berezinskii and even-frequency pairings.
C. Imaginary part of the optical conductivity
For completeness, we also discuss the imaginary part
of the optical conductivity. To simplify the presentation,
we consider the case of clean superconductors with the
s-wave pairing, where Imσij is given in Eq. (45). [This
has an additional benefit because allows one to separate
the effects of the disorder and OF pairing.] Further, it
is convenient to present the results normalized to the
diamagnetic term in the optical conductivity (42), i.e.,
σdiam ≡ Imσdiamii (Ω).
In the case of the simple BCS gap ∆ = α, the imagi-
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nary part of the optical conductivity is trivial and is given
by primarily diamagnetic term σdiam. The results for a
simple OF gap ∆ = α sgn (ω) are shown in Fig. 11. One
can clearly see that there are cusp-like features where the
imaginary part of the optical conductivity can change the
sign. As expected from the Kramers-Kronig relations,
the cusps in the imaginary part of the optical conductiv-
ity reflect the sharp onsets in its real part, which occur
at |α| = 2|Ω| (cf. Figs. 8(c) and 11).
The imaginary part of the optical conductivity for ∆ =
αω/
√
ω2 + β2Λ2 and ∆ = αωΛ/
(
ω2 + β2Λ2
)
is shown in
Figs. 12 and 13, respectively. As in the case of a simple
gap ∆ = α sgn (ω), the cusps in Imσ correspond to the
sharp onsets in the real part of the optical conductivity
(see also Figs. 9 and 10). The peaks in the real part
of the optical conductivity correspond to the relatively
weak drops in Imσ at small Ω. The latter are clearly
evident from Figs. 12(c), 13(b), and 13(c).
A common feature for all OF gaps is that the imagi-
nary part of the optical conductivity can become negative
for the frequencies preceding the appearance of the peaks
in Reσ. For example, this is the case for ∆ = α sgn (ω)
at |Ω| . 2|α|, which is clearly evident from Fig. 11. The
width of the corresponding region depends on the mag-
nitude of the gap strength α. In order to understand the
physical meaning of this result, let us consider the dielec-
tric permittivity ε(Ω). At small frequencies it reads as
(see, e.g., Ref. [42, 46])
ε(Ω) = ε∞+
4piiσ(Ω)
Ω
= ε0− 4piIm [σ(Ω)]
Ω
+i
4piRe [σ(Ω)]
Ω
,
(46)
where ε∞ = limΩ→∞ ε(Ω). Obviously, Re [σ(Ω)] should
be positive to describe the dissipation of electromagnetic
waves inside the media. On the other hand, there is no
physical restriction on the sign of the imaginary part (see,
e.g., Ref. [46]). In particular, while Im [σ(Ω)] > 0 corre-
sponds to the reflection of an electromagnetic wave with
sufficiently small frequency, the negative imaginary part
Im [σ(Ω)] < 0 increases the effective refractive index and
allows for the propagation of light. To the best of our
knowledge, such a feature does not appear in conven-
tional even-frequency superconductors. Therefore, the
observation of these transparency windows on the onset
of the attenuation peaks (i.e., the peaks in the real part
of the optical conductivity) might be a promising experi-
mental signature of the Berezinskii pairing. Last but not
least, we note that the zeros of dielectric function (46)
corresponds to plasmon excitations. While they could in
principle exist at small frequencies, the plasmons should
be strongly damped at large frequencies, e.g., |Ω| & 2|α|,
where the attenuation peaks lead to Im ε(Ω) 6= 0.
V. SUMMARY
In this study, we investigated the spectroscopic signa-
tures of the Berezinskii (or, equivalently odd-frequency)
pairing in a simple model of an OF superconductor with
a large Fermi surface and a parabolic energy spectrum.
The results are obtained for a few ansatzes of the OF su-
perconducting gaps. In addition, a simple non-magnetic
disorder is taken into account. While the general expres-
sions for the spectral function, the DOS, and the optical
conductivity are valid for an arbitrary dependence of the
gap on momentum, we focus on the case of the s-wave
pairing.
The analysis of the spectral function and the electron
density of states showed that, unlike naive expectations,
the OF pairing can be also manifested as the spectral
gap. This is explained by the fact that the poles of the
Green function are found self-consistently and do not cor-
respond to any quasiparticle states for small frequencies.
The width of the spectral gap depends not only on the
strength of the gap but also the frequency profile of the
OF gaps.
In particular, the spectral gap closes for a relatively
weak frequency dependence and the density of states
could be enhanced at small frequencies followed by a
local minimum. In general, however, it might be chal-
lenging to distinguish the Berezinskii pairing from con-
ventional BCS-like superconducting states. Depending
on the frequency profile of the gaps, density of states can
resemble even the normal state. Indeed, the coherence
peaks observed for the OF gaps are qualitatively similar
to those for even-frequency gaps and the observation of
local minimum might be spoiled by various experimental
uncertainties.
On the other hand, the manifestations of the OF gaps
in the optical conductivity are rather powerful and un-
ambiguous. In particular, the real part of the optical
conductivity Reσ might demonstrate an almost Drude-
like behavior for a sufficiently weak dependence of an
OF gap on frequency. In addition, the conductivity in
this regime depends weakly on the value of the gap. On
the other hand, like in the case of the conventional BCS
pairing, peaks at certain values of frequency appear in
the optical response when an OF gap quickly changes
with frequency. The magnitude of these peaks and their
position are determined by the frequency profile of the
gap. In addition, they are sharper compared to expected
peaks for the conventional pairing. Therefore, we be-
lieve that the study of the optical absorption quantified
by Reσ might be a promising way in the search of the
Berezinskii pairing.
The OF gaps have interesting manifestations in the
imaginary part of the optical conductivity Imσ. Unlike
the case of the BCS coupling, the sharp cusp-like features
appear at the onsets of the peaks in Reσ. Moreover, it
is found that the imaginary part might become negative
in close proximity of cusps. Physically, this suggests that
OF superconductors might allow for the optical trans-
parency windows (i.e., regions of the parameter space
where the reflection is negligible) for certain frequencies.
This effect can be also used to effectively detect the elu-
sive Berezinskii pairing phase in experiments. In the case
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FIG. 12: The imaginary part of the optical conductivity Imσ for ∆ = αω/
√
ω2 + β2Λ2 at a few values of α. We set β = 0.01
(panel (a)), β = 0.09 (panel (b)), and β = 1 (panel (c)). In addition, T = 0 in all panels.
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FIG. 13: The imaginary part of the optical conductivity Imσ for ∆ = αωΛ/
(
ω2 + β2Λ2
)
at a few values of α. We set β = 0.01
(panel (a)), β = 0.3 (panel (b)), and β = 1 (panel (c)). In addition, T = 0 in all panels.
of flat frequency profiles of the OF gaps, where there are
no attenuation peaks, Imσ demonstrates a weak reduc-
tion at small frequencies. The latter is in agreement with
the enhancement of the real part of the conductivity.
Let us also discuss a few limitations of this study.
While the model and the approximation of a large Fermi
surface significantly simplify the calculations, a natural
extension will be to study the case of Dirac and Weyl
semimetals near the charge neutrality point. The non-
trivial spin texture and the momentum-dependence of
the gap are other ingredients that would need to be in-
cluded. In addition, in order to study the effect of tem-
perature on the optical conductivity, the dependence of
the OF gap on temperature itself should be clarified. The
latter, as well as the rigorous determination of the param-
eter Z(ω,p), requires the self-consistent treatment of the
gap equations. These questions are, however, outside the
scope of the current research and will be reported else-
where.
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Appendix A: Sum rule and Z(ω,p)
In this appendix, we discuss the sum rule in the case
of the odd-frequency (OF) pairing. It is well known that
the opening of the gap leads to the redistribution of the
electron density of states (DOS) in usual superconduc-
tors. At the same time, the total spectral weight is con-
served. Mathematically, this property is formulated in
terms of the so-called sum rule. According to Refs. [42–
44], the electron part of the spectral function Aˆ(ω,p) in
the Nambu space integrated over all frequencies, i.e.,
IA =
∫ ∞
−∞
dω tr
[
1 + τz
2
Aˆ(ω,p)
]
, (A1)
should satisfy
IA = 1, (A2)
where the spectral function is defined in Eq. (24) and its
explicit form is given in Eq. (26) in the main text.
In order to show the importance of the additional term
Z(ω,p) in the Green function (2), let us check whether
the sum rule (A2) holds if this term is ignored. It is
straightforward to verify that the sum rule (A2) is not
broken by neither conventional BCS ∆ = α nor sim-
plest odd-frequency gap ∆ = α sgn (ω). However, this is
generically not the case for other gap ansatzes. The cor-
responding results for the OF gap ∆ = αω/
√
ω2 + β2Λ2
at a few values of the control parameter β are shown in
Fig. 14(a). As one can see, the deviation from unity is
very small for both large (e.g., β ≈ 1) and small values
of β, where the electron DOS behaves similarly to the
normal and usual BCS phases, respectively. For interme-
diate β, the sum rule is, however, noticeably broken. As
for the OF gap ∆ = αωΛ/
(
ω2 + β2Λ2
)
, the sum rule in
Fig. 14(b) is satisfied only at large β (e.g., β ≈ 1) and is
broken even at β → 0.
The breakdown of the sum rule (A2) is particularly
strong when the gap in the spectral function and the
DOS disappear (see the results in Sec. III in the main
text) reaching the maximal value exactly at the merg-
ing point (e.g., β = α for ∆ = αω/
√
ω2 + β2Λ2). With
the increase of β, however, the sum rule is quickly re-
stored for both OF gaps ∆ = αω/
√
ω2 + β2Λ2 and
∆ = αωΛ/
(
ω2 + β2Λ2
)
. Therefore, since the break-
down of the sum rule usually signifies an inconsistency of
model, the additional term Z(ω,p) should be taken into
account in the calculation of the spectroscopic properties
of the OF superconductors. As we argued in the main
text, this term might indeed appear in the self-consistent
Eliashberg approach and is the renormalization of the
wave-function.
In passing, we present the coefficient Z(ω,p) ≈ Z(ξ)
in the clean case. As is discussed in Sec. III A in the main
text, it is obtained by considering the sum rule (A2) as
an integral equation for Z(ξ). The corresponding results
are shown in Fig. 15. The results for the dirty case are
presented in Fig. 2 in the main text. In order to mitigate
the breakdown of the sum rule at small Ω, the coeffi-
cient Z(ξ) clearly correlates to the sum rule breakdown in
Fig. 14 reaching the maximal value at small frequencies.
It is worth noting that effects of disorder are quantitative
rather than qualitative.
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