As early as the 1950s, when the subject of Mathematical Programming was in its infancy, its relationship to Electrical Network Theory was noticed [3] . Initial attempts were motivated also by a desire to build electrical circuits whose 'physical' solution would yield optimal solution to primal and dual problems of the Linear and Quadratic Programming type. Fundamental contributions to Mathematical Programming were made in the process. These include the duality theorems of Dennis [3] , the out of kilter method for solution of min cost flow problems, Minty's Painting Theorem [5] , [6] etc.
The research reported in this paper is in a sense a revival of the above programme. It is part of the theoretical component of an effort to solve large Linear Complementarity Problems using special purpose electrical network simulators. Complementarity problems constitute a well studied class within Mathematical Programming [2] , [4] . But at present there is no concerted effort at practical solution of such problems through electrical network methods. Our approach attempts to use methods from multiport network theory for the theoretical and simulation based study of such networks. Here we look at resistor transformer-diode´ÊÌ µ networks from the viewpoint of mathematical programming. In the process we show that properties of´ÊÌ µ networks bear a strong resemblance to those of 'Resistor -Transformer'´ÊÌµ networks. Our main artifice is the use of the 'conical' diode in place of the usual 'ideal diode'. The conical diode has the characteristic Ú ¼ ¼ (see Figure 1 ). If the constraint Ú ¼ is added to the above we would get the ideal diode. We use conical diodes in place of ideal diodes because the device characteristic of the former, being a cone, is amenable to relatively standard mathematical analysis while the ideal diode characteristic is not. As can be seen, if we impose the condition that the sum of the powers absorbed by all the conical diodes is zero we would get the ideal diode behaviour in the case of each of the conical diodes. The key result that we need is the 'Implicit Duality Theorem' for vector spaces and cones. (A number of generalizations and proofs of this result may be found in [7] , [8] , [9] , [10] , [11] ). We emphasize the following analogous properties of the two types of networks.
1(a). If we connect ideal transformers together and expose some ports resulting in a 'Transformer multiport' ('Ì multiport') the permissible voltage vectors and current vectors at the exposed ports form complementary orthogonal spaces.
(b) If we connect ideal transformers and conical diodes resulting in a 'Transformer Diode multiport' (Ì -multiport) for the corresponding entities we get complementary polar cones. set of all vectors orthogonal to every vector in Ã. It can be verified that Ã is a vector space. If Î is a vector space on a finite set then it is well known that´Î µ Î. Î and Î are said to be complementary orthogonal. The analogue of 'vector spaces' for inequality systems is 'cones'. A cone is a collection of vectors closed under addition and non-negative scalar multiplication. In particular a vector space over is also a cone. It is easily verified that the solution set of Ü ¼ is a cone. Such cones are called polyhedral. It is well known that a cone is polyhedral iff it is 'finitely generated' i.e., it is generated by nonnegative linear combination of a finite set of vectors. We say vectors x, y (on the same set Ë) are polar iff Ü Ý (i.e., the dot product) is nonpositive. If Ã is a collection of vectors, the polar of Ã, denoted by Ã Ô is the collection of vectors polar to every vector in Ã It is easily verified that the polar of a cone is also a cone. It is also easy to see that the polar of a vector space is the space complementary orthogonal to it. Farkas Lemma states: 'Let be the polyhedral cone defined by Ü ¼ A vector belongs to Ô iff Ì is a nonnegative linear combination of the rows of A.' Equivalently, 'if is a polyhedral cone then ÔÔ
.' Whenever ÔÔ , we say that Ô are complementary polar. Belevitch's own proof is incomplete since he proves only orthogonality and not complementary orthogonality. For completeness we therefore give a quick proof of the result in the Appendix using the Implicit Duality Theorem (vector space version). Motivated by the above result we may define an 'n-port ideal transformer' to be an ordered pair´Î È Î È µ of vector spaces, the former representing the voltage vectors that can coexist at the ports and the latter, the current vectors that can coexist at the ports. In the above result '¾-port ideal transformers' may be replaced by arbitrary 'ideal transformer multiports'.
We now state and prove the analogous result for Ì multiports (composed of ideal transformers and conical diodes). Proof: : The multiport AE È has been built by connecting ideal transformers and conical diodes together. So we may imagine that we have an ideal transformer multiport AE È across some of whose ports conical diodes are connected, and the remaining ports exposed, resulting in AE È (see Figure 2) . Let the multiport AE È have the following (complementary orthogonal) port conditions:
Then AE È would have for the ports È the following implicit conditions.
We see that the cone È of current vectors È has the form, È µ, where´ È µ is the cone described by (*) and is the cone described by´ µ and cone Ú È of negative voltage vectors
Note that the polar of a vector space is its complementary orthogonal space.
By the Implicit Duality Theorem (polar version) it follows that È and´ Ú È µ are complementary polar cones.
.
PROJECTION
It is well known that if we connect a voltage source in series with a ½ª resistor as in Figure 3 across each port of a Ì multiport such as AE È , then one can show that vector Ú È is the projection of vector onto the port voltage vector space.
We now prove the analogous result for Ì multiports. We first need the following standard result [12] about polyhedral cones. 
CONCLUSIONS
The results presented in this paper suggest that networks with conical diodes would be a useful intermediary for the study of ideal diode networks.
APPENDIX
We need the following lemma for the proof of Theorem 1.1.
Lemma 4.1:
i) A cone is polyhedral (i.e., defined by Ü ¼µ iff it is a nonnegative linear combination of a finite set of vectors (i.e., finitely generated). Hence, if is a polyhedral cone so is Ô . ii) (Farkas Lemma) If is a finitely generated cone ÔÔ iii) Let be a polyhedral cone on Ë È Then ¡ Ë , the restriction of to the subset Ë , is finitely generated and therefore polyhedral. 
