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Abstract 
This paper presents an algorithm for solving   Security Constrained Economic Dispatch (SCED) problem through the 
application of Tabu Search (TS). The SCED problem is formulated with base case and contingency case line flow 
constraints, which are important for practical implementation. One representative system namely IEEE-57 bus system 
is taken for investigations. The SCED results obtained using TS are compared with those obtained using Genetic 
Algorithm (GA), quasi-Newton method (QN), and Mat-Power.  
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1. Introduction 
 The main objective of economic dispatch (ED) problems is to determine the optimal schedule of online 
generating units so as to meet the power demand at minimum operating cost under various system and 
operating constraints such as ramp rate limits [1] and prohibited zones [2]. The fuel cost function of each 
generating unit is approximately represented by a quadratic function. 
This paper presents an efficient and reliable TS based algorithm for solving the SCED problem. The 
proposed method solves the SCED problem subject to power balance equality constraints, limits on the 
active power generations and limits on MVA line flow or line phase angle as the inequality constraints 
pertaining to base case state as well as contingency case states. One representative system namely 
IEEE57-bus [10] systems are taken for investigations. The SCED results obtained using TS are compared 
with those obtained using GA, QN and Mat-Power. 
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Nomenclature 
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2. Economic Dispatch 
 Economic dispatch is the important component of power system optimization [3]. It is defined as the 
minimization of the combination of the power generation, which minimizes the total cost while satisfying 
the power balance relation. The problem of economic dispatch can be formulated as minimization of the 
cost function subjected to the equality and inequality constraints. 
Minimize the cost function: 
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Where F (Pi) is the total cost, ,,, iii cba  the generator cost coefficients and Pi is the power generation. 
 
Subjected to the constraints: 
-Power balance (equality constraints) 
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Where PD is the power demand and PL is the power loss. 
-Threshold limits (inequality constraints). 
 
maxmin
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Where miniP and 
max
iP are the minimum and maximum power generation limits. 
The equality constraint from equation (2) is formulated as a constraint violation relation as  
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The total objective function is the sum of the cost function and the constraint violation. We applying a 
penalty function we transform a constrained non-linear ED problem into a constrained problem.   
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Where the value of the penalty coefficient rk is checked at each iteration. 
3.  Genetic Algorithm 
    Genetic Algorithm (GA), which imitates the selection and biological evolutionary process, is a well-
known structured random search method [4]. An important aspect of GA as stressed by Holland (1975) 
was that, given certain conditions on the problem domain, GA would tend to converge on solutions that 
were globally optimal or nearly so even in a large and complicated search space. GA has been used in a 
wide range of research fields including design, scheduling, system configuration, financial portfolio 
management, adaptive control systems, and noisy data interpretation (Gen and Cheng 1997, Holland 
1975, Goldberg 1989, Hedberg 1994, Reeves 1994, Tam 1992). 
     GA has the following features that distinguish itself from other heuristics: (a) a large number of 
feasible points in the solution space are searched and evaluated simultaneously, (b) the strings of 
characters which represent the parameter set are dealt with directly, and (c) the probabilistic theory, not a 
deterministic selection, is used to direct their search. Therefore, GA can decrease the possibility of being 
trapped into a local minimum and often produces high quality solutions in a shorter period of time. 
Despite of its effectiveness, several issues yet need to be explored in order to get good solutions: 
-The representation of chromosome. 
-The generation of initial populations. 
-The selection of fitness function. 
-The selection and design of heuristic genetic operators: reproduction, crossover and mutation [5].  
The determination of system parameters: population size, # of generations, crossover probability, 
mutation probability.  
     Selection is the process by which strings with better fitness values receive correspondingly better 
copies in the new generation. That is the more fitness string solutions should have more chances to be 
copied to the next generation population. The task of crossover is the creation of new individuals 
(children), out of two individuals (parents) of the current population. Mutation is a background operator, 
which produces spontaneous random changes in various chromosomes. A simple way to achieve mutation 
would be to alter one or more genes. In genetic algorithms, mutation serves the crucial role of either 
replacing the genes lost from the population during the selection process so that they can be tried in a new 
context or providing the genes that were not present in the initial population [6]. 
 
Genetic algorithm is given: 
 
Step 1: Initialization                                                                                                                                                      
Population size, crossover probabilities, mutation rate, chromosome length in case of binary encoding, 
number generation, it=0, 
Step 2: Evaluation of fitness function  
Step 3: Genetic operators: selection of the best chromosomes, crossover and mutation 
Step 4: Determine best fitness 
Step 5: Test stop or return to step 2. 
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4. Quasi-Newton Method 
    The principle of the method is a generalization of Newton's iterative formula [13]. 
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The important limits of the Newton method consists in the restriction: f2  positive definite. 
This method is to replace 12 )]([  kxf  by a positive definite matrix 
k
H giving the direction of travel 
from the gradient, where a like iterative formula by a positive definite matrix giving the moving direction 
from the gradient )( kxf , where a like iterative form: 
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This method is to replace 12 )]([  kxf  by a matrix 
k
H  positive definite giving the direction of travel 
from the gradient )( kxf , where a form like iterative: 
k
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There are many variants for the choice of formula for updating the matrix
k
H . 
The correction formula for which results the matrix
1kH , from the matrix kH  uses the new information 
obtained in step k of the algorithm. 
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The Quasi-Newton algorithm independently developed by Davidson, Fletcher and Powell (DFP) used to 
construct an approximation of the inverse of the Hessian, the following correction formula [13]: 
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Where: the point 1kx  is obtained by kx  by moving in the direction )(. k
kk
xfHd   
 
Davidson-Fletcher-Powell Algorithm (D.F.P) is given: 
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Step 1: 
0x  Starting point. Choose 0H  any positive definite (for example the identity matrix) k=0 
Step 2: 
At iteration k, identify the direction of motion 
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Step 3: 
Test stop or return to step 2. 
5. Tabu Search 
     Tabu search (TS) is a metaheuristic that is used to manage a local method to search the solution space 
without entrapping into a local optimum by means of some strategies. The term “Tabu Search” first 
appeared in literatures in Glover’s paper (1986) [7]. Hansen (1986) [8] brought up a similar idea and 
called it “the steepest ascent/mildest descent heuristic”. 
     Tabu search is an iterative search method. It uses a local search algorithm at each iteration to search 
for the best solution in some subset of the neighborhood, which came from the best solution obtained at 
the last iteration. At each iteration, the local search algorithm looks for the best improving solution. If all 
solutions are not improving the objective function value, then it looks for the least deterioration solution. 
Tabu search keeps a list, which is called tabu list, of the moves it used to obtain the best solutions during 
each iteration and to restrict the local search algorithm in reusing those moves. A memory is used to keep 
track of this tabu list. Usually the tabu list has a pre-specified length. Therefore, this list varies from 
iterations to iterations.  
     There are mainly three strategies employed in tabu search: the forbidding strategy, the freeing strategy 
and the short-term strategy. The forbidding strategy what enters the tabu list. The freeing strategy decides 
what exits the tabu list and when the exit will occur. The short-term strategy manages the interplay 
between the forbidding strategy and freeing strategy to generate and select trial solutions [9].  
 
Tabu search algorithm is given: 
 
1) Initialization 
• Choose an initial solution s0 in X 
Place s=s*=s0, f*=f(s0)  and it=0 
2) While stopping criterion not satisfied do: 
x It=it+1 
x Si f(x)<f*  then  s*=s and  f*=f(s) 
x  Update taboos 
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6. Numerical Results 
   The IEEE 57-bus power system has been tested using MATLAB-R12 on PC-Pentium 2 GHz. The IEEE 
57-bus power system [10] consists of 7 generator buses, 42 load buses, and 78 branches. The fuel cost in 
($/hr) equations for the generator are: 
 
  21 1 1 10.0776* 20* 0.0G G GF P P P    
  22 2 2 20.0100* 40* 0.0G G GF P P P    
  23 3 3 30.2500* 20* 0.0G G GF P P P    
  26 6 6 60.0100* 40* 0.0G G GF P P P    
  28 8 8 80.0222* 20* 0.0G G GF P P P    
  29 9 9 90.0100* 40* 0.0G G GF P P P    
  212 12 12 120.0776* 20* 0.0G G GF P P P    
 
And the constraints are:  
10 575.88    MwGPd d  
20 100        MwGPd d  
30 140        MwGPd d  
60 100        MwGPd d  
80 550       MwGPd d  
90 100        MwGPd d  
120 410      MwGPd d  
 
The total load was 1250.8 MW.  Transmission losses PL are computed using B coefficients. 
 
¾ Parameters values for GA 
The parameters values for GA have a number of population size, crossover and mutation probability, 
chromosomes length and number of generations [11]: 
 
x Population size: 30; 
x Crossover probability: 0.75; 
x Mutation probability :0.006 
x Chromosomes length: 12; 
x Number of generations: 300. 
 
¾ Parameters values of TS 
 
The parameters values of TS have a tabu list length, Number of neighborhood, Number of diversification 
and number of generations: 
 
x Tabu list length:10; 
x Number of neighborhood:45; 
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x Number of diversification :1; 
x Number of generations: 200. 
 
The minimum cost and active power generated are presented in Table1: 
 
 
Tab1.  Result of GA, TS and QN algorithm 
 GA TS QN Mat-Power 
PG1opt 
(MW) 
146.2465 140.3771 134.6126 142.62 
PG2opt 
(MW) 
74.3569 89.0346 117.1434 87.79 
PG3opt 
(MW) 
50.7484 43.5614 41.9767 45.07 
PG6opt 
(MW) 
75.0733 89.0346 117.1435 72.86 
PG8opt 
(MW)  
508.5059 490.0640 425.7778 459.81 
PG9opt 
(MW) 
75.3609 89.0346 117.1434 97.63 
PG12opt 
(MW) 
348.3446 337.5998 342.9086 361.52 
Cost 
($/hr) 
42201 42171 42295 41738 
Time (s)  4.76 1.18 1.08 38 
 
 
The figure 1 shows the generation cost evolution during the iterative procedure. 
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Fig. 1 the generation cost evolution during the iterative procedure. 
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7.  Conclusions 
In this paper we applied the method of combinatorial optimization metaheuristics as a means of 
minimizing the cost of producing a network standard IEEE-57, where we have used genetic algorithms, 
tabu search. A comparison was made between TS, GA, QN and Mat-Power. 
The proposed technique improves the quality of the solution and reduces the computation time. 
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