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Abstract. We show that the maximum independent set problem (MIS)
on an n-vertex graph can be solved in 1.1996nnO(1) time and polynomial
space, which even is faster than Robson’s 1.2109nnO(1)-time exponential-
space algorithm published in 1986. We also obtain improved algorithms
for MIS in graphs with maximum degree 6 and 7, which run in time
of 1.1893nnO(1) and 1.1970nnO(1), respectively. Our algorithms are ob-
tained by using fast algorithms for MIS in low-degree graphs in a hierar-
chical way and making a careful analyses on the structure of bounded-
degree graphs.
Key words. Exact Algorithm, Independent Set, Graph, Polynomial-
space, Branch-and-reduce, Measure-and-conquer, Amortized Analysis
1 Introduction
Over the last few decades, an extensive research has been done on exact expo-
nential algorithms. Many interesting methods and results have been obtained
in this area, which can be found in a nice survey by Woeginger [15] and a re-
cent monograph by Fomin and Kratsch [6]. In the line of research on worst-case
analysis of exact algorithms for NP-hard problems, the maximum independent
set problem (MIS) is undoubtedly one of the most fundamental problems. The
problem is used to test the efficiency of some new techniques of exact algorithms
and often introduced as the first problem in some textbooks and lecture notes of
exact algorithms. However, despite of a large number of contributions on exact
algorithms and their worst-case analyses for MIS during the last 30 years, no
published algorithm runs faster than the 1.2109nnO(1)-time exponential-space
algorithm by Robson in 1986 [11]. Fomin and Kratsch say that ‘the running
time of current branching algorithms for MIS with more and more detailed anal-
yses seems to converge somewhere near 1.2n’ [6]. Researchers are interested in
how fast we can exactly solve MIS and believe that some new techniques are
required to get a further significant improvement.
⋆ Supported by NFSC of China under the Grant 61370071 and Fundamental Research
Funds for the Central Universities under the Grant ZYGX2012J069.
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Related work. The first nontrivial exact algorithm for MIS is back to Tarjan
and Trojanowski’s 2n/3nO(1)-time algorithm in 1977 [13]. Later, Jian obtained a
1.2346nnO(1)-time algorithm [8]. Robson gave a 1.2278nnO(1)-time polynomial-
space algorithm and a 1.2109nnO(1)-time exponential-space algorithm [11]. Rob-
son also claimed better running times in a technical report [12]. A 1.0823mnO(1)-
time algorithm was introduced by Beigel in [1], where m is the number of
the edges in the graph. Fomin et al. [5] introduced the “measure-and-conquer”
method and got a simple 1.2210nnO(1)-time polynomial-space algorithm by us-
ing this method. Also based on this method, Kneis et al. [9] and Bourgeois et
al. [2] improved the running time bound to 1.2132nnO(1) and 1.2114nnO(1) re-
spectively, which are the current fastest polynomial-space algorithms for MIS
in published articles. There is also a large amount of contributions to MIS in
degree-bounded graphs [10,7,16,17,18,19]. Let MIS-i mean MIS in graphs with
maximum degree i. Now MIS-3 can be solved in 1.0836nnO(1) time [17], MIS-4
can be solved in 1.1376nnO(1) time [18], MIS-5 can be solved in 1.1737nnO(1)
time [19] and MIS-6 can be solved in 1.2050nnO(1) time [2], where all of them
use only polynomial space. The measure-and-conquer method is a powerful tool
to design or analyze exact algorithms. Most fast polynomial-space algorithms
for MIS are designed based on the method. By combining this method with a
bottom-up method, Bourgeois et al. [2] got the 1.2114nnO(1)-time polynomial-
space algorithm for MIS. Their algorithm is based on fast algorithms for MIS in
low-degree graphs.
Our contributions. In this paper, we will design a 1.1996nnO(1)-time polynomial-
space algorithm for MIS, which is faster than Robson’s 1.2109nnO(1)-time exponential-
space algorithm [11] obtained in 1986. We also show that MIS-6 and MIS-7 can
be solved in 1.1893nnO(1) and 1.1970nnO(1) time, respectively. Our algorithms
use the measure-and-conquer method. But the improvement is not obtained by
studying more cases than previous algorithms. Instead, we will introduce some
new methods to reduce a large number of cases and make the algorithm and
its analysis easy to follow. Our algorithms also need to use our previous fast
algorithms for MIS in low-degree graphs. The improvement is mainly obtained
by using the following ideas:
1. We exploit a divide-and-conquer method to get the improved algorithms
for MIS in high-degree graphs based on fast algorithms for MIS in low-
degree graphs. In the method, we design an algorithm for MIS made of
two procedures. One procedure is an algorithm to solve MIS in graphs with
maximum degree at most i. The other procedure is to effectively deal with
vertices of degree at least i + 1 in the graph. We also use the idea to design
fast algorithms for MIS in degree bound graphs. Once an algorithm for MIS-i
is obtained, we design a procedure for eliminating vertices of degree at least
i+1 by reduction/branching operations, which together with the algorithm
for MIS-i will give an algorithm for MIS-(i + 1). Similar bottom-up ideas
have been used in some previous algorithms, such as the algorithm for MIS
in [2] and the algorithm for the parameterized vertex cover problem in [3].
One advantage of our method is that, the divide-and-conquer method can
Exact Algorithms for Maximum Independent Set 3
combine the measure-and-conquer method well to design exact algorithms.
Then we can catch the properties of fast algorithms for MIS in low-degree
graphs and propagates the improvement from instances of low-degree graphs
to those of high-degree graphs.
2. We devise a method that can reduce a huge number of case analyses in
the algorithms and then our algorithms become much easier to check the
correctness. This method is based on Lemma 5 in Section 4. It can also be
directly used to reduce a large number of cases in the analysis of previous
algorithms without modifying the algorithms.
3. We introduce a new branching rule, called “branching on edges,” to deal
with edges between end-vertices with many common neighbors, for which
the standard branching on a vertex of maximum degree has not lead to a
sufficiently high performance to improve the previous time bounds.
2 Preliminaries
2.1 Notation system
Let G = (V,E) stand for a simple undirected graph with a set V of vertices
and a set E of edges. Let |G| denote |V |. We will use n to denote |V | = |G|,
ni to denote the number vertices of degree i in G, and α(G) to denote the size
of a maximum independent set of G. The vertex set and edge set of a graph G
are denoted by V (G) and E(G), respectively. For simplicity, we may denote a
singleton set {v} by v.
For a vertex subset X ⊆ V in a graph G, we define the following notations.
Let G − X denote the graph obtained from G by removing X together with
edges incident on any vertex in X , G[X ] = G − (V −X) be the graph induced
from G by the vertices in X , and G/X denote the graph obtained from G by
contracting X into a single vertex (removing self-loops and parallel edges). Also
we let N(X) denote the set of all vertices in V −X that are adjacent to a vertex
in X , and N [X ] = X ∪N(X).
For a vertex v in a graph G of maximum degree d, we define the following
notations. Let δ(v) = |N(v)| denote the degree of v, N2(v) denote the set of
vertices with distance exactly 2 from v, and N2[v] = N2(v)∪N [v]. Let ev denote
the number of edges in the induced subgraph G[N(v)] (i.e., ev = |E(G[N(v)])|),
let fv denote the number of edges between N [v] and N2(v), and let qv denote
the number of vertices of degree < d in N2(v). Also define the neighbor-degree
kv of v to be the sequence (k1, k2, . . . , kd) (where d is the maximum degree of
the graph) of the number ki of degree-i neighbors u ∈ N(v). Then
∑
1≤i≤d iki =∑
u∈N(v) δ(u) = δ(v) + 2ev + fv. We may denote kv = (k3, k4, k5, k6) when
k1 = k2 = 0 and ki = 0 for i ≥ 7.
For each neighbor u ∈ N(v) of v, we call a vertex z ∈ N(u) adjacent to v
(resp., not adjacent to v) the inner-neighbor of u at v (resp., outer-neighbor of
u at v). Define the inner-degree (resp., outer-degree) of u at v to be the number
of inner-neighbors (resp., outer-neighbors) of u at v.
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2.2 Branching algorithms and the measure-and-conquer method
Our algorithms use a branch-and-reduce paradigm. We branch the current prob-
lem instance into several smaller instances to search a solution. The iterative
algorithm will create a search tree. To scale the size of the instance, we need to
select a measure for it. A common measure of a graph problem is the number
of vertices or edges in the graph. By bounding the size of the search tree to a
function of the measure, we will get a running time bound related to the measure
for the problem. In MIS, a branching rule will branch on the current instance
G into several instances G1, G2, . . . , Gl such that the measure µi of each Gi is
less than the measure µ of G, and a solution to G can be found in polynomial
time if a solution to each of the l instances G1, G2, . . . , Gl is known. Usually, Gi
(i = 1, 2, . . . , l) are obtained by deleting some vertices in G. We will use C(µ) to
denote the worst-case size of the search tree in the algorithm when the measure
of the instance is at most µ. The above branch creates the recurrence relation
C(µ) ≤
∑l
i=1 C(µ − µ
′
i), where µ
′
i = µ − µi. The largest root of the function
f(x) = 1−
∑l
i=1 x
−µ′i , denoted by τ(µ′1, µ
′
2, . . . , µ
′
l), is also called the branching
factor of the above recurrence relation. Let τ be the maximum branching factor
among all branching factors in the search tree. Then the size of the search tree
is C(µ) = O(τµ). More details about the analysis and how to solve recurrences
can be found in the monograph [6].
In some cases, the worst branch in the algorithm will not always happen. We
can use the following idea of amortization to get better analysis. Consider two
branching operations A and B with recurrences C(µ)≤C(µ−t(A1))+C(µ−t(A2))
and C(µ)≤C(µ−t(B1))+C(µ−t(B2)) such that the branching operation B leads
to a better recurrence (with a smaller branching factor) than A does, where the
recurrence for the branching operation A may be the bottleneck in the run time
analysis of the algorithm. Suppose that branching operation B is always applied
to the subinstance G1 generated by the first branch of A in the algorithm. In this
case, we can obtain a better recurrence than that for A if we derive a recurrence
by combining branching operation A and branching operation B applied to G1.
However, in general, there may be many branching operations B1, B2, . . . that
can be applied to G1. To ease such an analysis without generating all combined
recurrences, we introduce a notion of “shift.” To improve the branching factor
of the recurrence for operation A, we transfer some amount from the measure
decrease in the recurrence for operation B to that for A as follows. We save an
amount σ > 0 of measure decrease from B by evaluating the branch operation
B with recurrence
C(µ)≤C(µ − (t(B1) −σ)) + C(µ− (t(B2) −σ)),
which is worser than its original recurrence. The saved measure decrease σ will
be included into the recurrence for operation A to obtain
C(µ)≤C(µ − (t(A1) +σ)) + C(µ− t(A2)).
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The saved amount is also called a shift, where the best value for σ will be deter-
mined so that the maximum branching factor τ is minimized. In our algorithm,
we introduce one shift σ in the analysis of our algorithm for MIS-6.
To reduce the size of the search tree, we wish to find good branching rules,
and try to avoid using bad branching rules with poor performance in designing
algorithms. The selection of the measure is also an important issue in order to
evaluate how quickly problem instances can decrease after each branching oper-
ation. The measure-and-conquer method [5] allows us to define a sophisticated
way of measuring the size of problem instances. In this method, we set a weight
to each vertex in the graph according to the degree of the vertex (usually vertices
of the same degree receive the same weight) and define the sum of the weights
in the graph to be the measure. Note that when a vertex v is deleted, we may
decrease the measure not only from v but also from the neighbors of v since the
degrees of the neighbors will decrease by 1. This yields an effect of amortizing
branching factors from several different recurrences. Compared to the traditional
measures, the weighted measure may catch more structural information of the
graph and leads to a further improvement without modifying the algorithms; in
fact, algorithms can be designed so that the target measure decreases as fast as
possible before a final algorithm is proposed. Currently, the best exact algorithms
for many NP-hard problems are designed by using this method. An important
step in this method is to set vertex weights as valuables. We sometime solve a
quasiconvex program to determine the best values of them to minimize the max-
imum branching factor τ . In this paper we also employ the branch-and-reduce
paradigm as our algorithms and the measure-and-conquer method to analyze
their run times.
2.3 Reduction operations
Before applying our branching rules, we may first apply some reduction rules to
reduce some local structures, branching on which may lead to a bad performance.
Reduction rules can be applied in polynomial time to find a part of the solution
or decrease the size of the instance directly. Many nice reduction rules have been
developed. In this paper, we only use three known reduction rules.
Reduction by removing unconfined vertices
A vertex v in an instance G is called removable if α(G) = α(G−v). A sufficient
condition for a vertex to be removable has been studied in [17]. In this paper,
we only use a simple case of the condition. A neighbor u ∈ N(v) of v is called
an extending child of v if u has exactly one outer-neighbor su ∈ N2(v) at v,
where su is also called an extending grandchild of v. Let N
∗(v) denote the set
of all extending children u ∈ N(v) of v, and Sv be the set of all extending
grandchildren su (u ∈ N∗(v)) of v together with v itself. We call v unconfined
if there is a neighbor u ∈ N(v) which has no outer-neighbor or Sv − {v} is not
an independent set (i.e., some two vertices in Sv ∩ N2(v) are adjacent) 3. It is
known in [17] that any unconfined vertex is removable.
3 Unconfined vertices in [17] are defined in a more general way.
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Lemma 1. [17] For an unconfined vertex v in graph G, it holds that
α(G) = α(G −v).
A vertex u dominates another vertex v if N [u] ⊆ N [v], where v is called
dominated. We see that dominated vertices are unconfined vertices.
Reduction by folding complete k-independent sets
We call a set A = {v1, . . . , vk} of k degree-(k + 1) vertices a complete k-
independent set if they have common neighbors N(v1) = · · · = N(vk).
Lemma 2. [17] For a complete k-independent set A, we have that
α(G) = α(G⋆) + k,
where G⋆ = G/N [A] if N(A) is an independent set and G⋆ = G−N [A] otherwise.
Folding a complete k-independent set A is to eliminate the set N [A] from an
instance in the above way. In our algorithm, we only fold complete k-independent
set with k ≤ 2, since this operation is good enough for our analysis. Folding a
complete 1-independent set A = {v} consisting of a degree-2 vertex v is also
called folding a degree-2 vertex v.
Reduction by removing line graphs
If a graph H is the line graph of a graph H ′, then a maximum independent set
of H can be obtained as the set of vertices that corresponds the set of edges in
a maximum matching in H ′. To reduce some worst cases, we need to remove
the line graphs of 4-regular graphs, the line graphs of (4,5)-bipartite graphs (a
bipartite graph with edges between two sets V1 and V2 is a (d1, d2)-bipartite graph
if every vertex in Vi is of degree di (i = 1, 2)) and the line graphs of 5-regular
graphs. A graph is the line graph of a 4-regular graph (resp., 5-regular graph)
if and only if the graph has only degree-6 vertices (resp., degree-8 vertices) and
each of them is contained in two edge-disjoint cliques of size 4 (resp., 5). A
graph is the line graph of a (4,5)-bipartite graph if and only if the graph has
only degree-7 vertices and each of them is contained in two edge-disjoint cliques
of size 4 and 5, respectively. More characterizations of line graphs can be found
in [14]. Removing line graphs of 4-regular graphs (resp., (4,5)-bipartite graphs
and 5-regular graphs) is useful in the analysis of our algorithm for MIS-6 (resp.,
MIS-7 and MIS-8).
Definition 1. A graph is called a reduced graph, if it contains none of uncon-
fined vertices, complete k-independent sets with k = 1 or 2, and a component of
a line graph of a 4-regular graph, a (4,5)-bipartite graph or a 5-regular graph.
The algorithm in Figure 1 is a collection of all above reduction operations.
When the graph is not a reduced graph, we can use the algorithm in Figure 1
as a preprocessing to reduce it. Notice that even if a graph of maximum degree
θ is given as an instance to MIS-θ,a vertex of degree d ≥ θ + 1 may be created
by contraction of vertices during an execution of algorithm reduce.
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Input: A graph G = (V,E).
Output: A reduced graph G′ = (V ′, E′) and the size s = |S| of a subset
S ⊆ V − N [V ′] such that for any maximum independent set X of G′, the
union X ∪ S is a maximum independent set to G.
Initialize s := 0 and G′ := G;
Execute the following steps as long as at least one of them is applicable before
returning the resulting pair (G′, s):
1. For each component H of G′ that is the line graph of a 4-regular graph, a
(4,5)-bipartite graph or a 5-regular graph, compute α(H), and let G′ :=
G′ − V (H) and s := s+ α(H);
2. For each unconfined vertex v ∈ V , let G′ := G′ − v;
3. For each complete k-independent set A with k = 1 or 2, let G′ := G⋆
and s := s + k for G⋆ = G −N [A] if N(v) is an independent set, and
G⋆ = G/N [A] otherwise.
Fig. 1. Algorithm reduce(G, s)
3 Divide-and-conquer method
We exploit a divide-and-conquer approach to design algorithms for solving MIS
and MIS-θ (θ ≥ 3). In this method, we divide the class of instances of MIS
or MIS-θ into two classes, one consisting of instances of maximum degree at
least j for some 3 ≤ j ≤ θ − 1, and the other consisting of those of maximum
degree at most j − 1. For the first class of instances, we design a procedure
that applies reduction/branching operations until the maximum degree of the
instance decreases to at most j − 1. Then we switch to an algorithm that solves
the second class of instances, i.e., MIS-(j − 1). We combine a procedure for the
instances of maximum degree at least j with an algorithm for solving MIS-(j−1)
to obtain an algorithm for MIS or MIS-θ.
However, sometimes it is not easy to analyze the running time of the com-
bined algorithms since that a different measure may be used for the algorithm
to each class. We will introduce a method to effectively deal with this difficulty,
especially for the case where the measure is set as the sum of total weight of
vertices in the graph.
We let wi ≥ 0 denote the weight of a degree-i vertex in an instance G of a
class and define the measure µ of the graph G with ni degree-i vertices (i ≥ 0)
to be
µ(G) =
∑
i
wini.
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We may assign different values to wi under the conditions that µ(G) ≤ n and any
instance with µ(G) = 0 can be solved in polynomial time. Hence if the measure
never increases after any step of the algorithm and reduces after a branching
operation, then we can bound the size of search trees from above by a function
τµ(G) of µ(G) (≤ n).
Let Ai denote an algorithm that solves MIS-i in a graph G of maximum
degree ≤ i in (τi)µi(G)|G|O(1) time, where τi is a positive number and µi(G) =∑
1≤j≤i w
〈i〉
j nj is the measure of G (recall that nj is the number of degree-j
vertices in G and w
〈i〉
j ≥ 0 is the weight of a degree-j vertex). Let B>i denote a
procedure that branches on a graph G of maximum degree > i with branching
factor τ ′i on measure µi+1(G) =
∑
j≥1 w
〈i+1〉
j nj , where w
〈i+1〉
j ≥ 0 is the weight
of a degree-j vertex in the procedure. We have the following lemma for analyzing
combined algorithms for MIS:
Lemma 3. For an integer i ≥ 3, let λ = max{
w
〈i〉
j
w
〈i+1〉
j
| 0 ≤ j ≤ i, w
〈i+1〉
j 6= 0}
and τi+1 = max{τ ′i , (τi)
λ}. Then MIS can be solved in (τi+1)µi+1(G)|G|O(1) time.
Proof. We will construct an algorithm Ai+1 that solves MIS in O
∗((τi+1)
µi+1(G))
time. It iteratively applies the procedure B>i to branch when the graph has
maximum degree > i, and calls the algorithm Ai when the graph has maximum
degree at most i. We analyze the running time of Ai+1.
In Ai+1, we use µi+1(G) as the measure (the same measure in B>i). When
the graph has a vertex of degree at least i + 1, the algorithm can branch with
branching factor τ ′i ≤ τi+1. When the graph becomes a graph of maximum
degree at most i, the algorithm will execute Ai. In this part, the algorithm uses
time O∗((τi)
µi(G0)), where µi(G0) =
∑
1≤j≤i w
〈i〉
j nj ≤ λ
∑
1≤j≤i w
〈i+1〉
j nj =
λµi+1(G0) (note that nj = 0 for j > i). This implies that the algorithm can
always branch with branching factor (τi)
λ ≤ τi+1 on measure µi+1(G) in this
part. Therefore, the algorithm Ai+1 runs in O
∗((τi+1)
µi+1(G)) time.
Here is an application of Lemma 3. In Sections 9 and 6.2, we will show
that MIS-8 can be solved in time 1.19951µ8(G)|G|O(1) time, where µ8(G) =
0.65844n3 + 0.78844n4 + 0.88027n5 + 0.95345n6 + 0.98839n7 + n8, and that in
a graph with maximum degree at least 9 we can branch with branching factor
1.19749 on the measure µ9(G) =
∑
j nj. In Lemma 3, we have τ
′
8 = 1.19749,
τ8 = 1.19951, and λ = max{0.65844, 0.78844, 0.88027, 0.95345, 0.98839, 1} = 1.
Then MIS can be solved in 1.19951nnO(1) time.
In the above method, we let τi+1 = max{τ ′i , (τi)
λ}, where τ ′i is decided by
B>i, τi is decided by Ai, and λ is related to the vertex weights in both of B>i
and Ai. So sometimes simple reductions on τ
′
i or τi may not lead to improvement
on the algorithm Ai+1. To get more properties and further improvements on the
problem, in our algorithm, we may not design Ai and B>i totally independently.
Instead, we will design B>i based on Ai by considering the result (the values of
τi and vertex weight) of Ai as some constraints to set the vertex weight in B>i.
This divide-and-conquer method provides a way to solve MIS by solving two
subproblems and to design fast algorithms for MIS based on fast algorithms
Exact Algorithms for Maximum Independent Set 9
for MIS in low-degree graphs. We will focus on the subalgorithm B>i. Fast
algorithms Ai for MIS-i with i = 3, 4 and 5 can be found in references [17,18,19].
In this paper, by using this divide-and-conquer method, first, we design an
algorithm for MIS-6 based on fast algorithm for MIS-5 in [19], second, we design
an algorithm for MIS-7 based on the algorithm for MIS-6, third, we design an
algorithm for MIS-8 based on the algorithm for MIS-7, and finally, we design
an algorithm for MIS in general graphs based on the algorithm for MIS-8. Our
results are listed in Table 1.
Table 1. Our algorithms designed by the divide-and-conquer method
Problem Running time Vertex weight References
MIS-6 1.18922nnO(1) (w3, w4, w5) = (0.49969, 0.76163, 0.92401) Section 7
MIS-7 1.19698nnO(1) (w3, w4, w5, w6) = Section 8
(0.65077, 0.78229, 0.89060, 0.96384 )
MIS-8 1.19951nnO(1) (w3, w4, w5, w6, w7) = Section 9
(MIS) (0.65844, 0.78844, 0.88027, 0.95345, 0.98839)
4 Branching on High-Degree Vertices
There is an easy way to deal with high-degree vertices. We can simply branch
on a high-degree vertex v into two branches by including it to the solution set or
not. In the branch where v is included to the solution, N [v] will be deleted from
the graph since the neighbors of v cannot be selected into the solution anymore.
If the degree of v is higher, then the graph can be reduced more in this branch.
We extend the simple branch rule based on this following observation. For a
vertex v, there are only two possible cases: (i) there is a maximum independent
set of the graph which does not contain v; and (ii) every maximum independent
set of the graph contains v. Recall here the set Sv of all extending grandchildren
of v together with v itself. As is shown in [17], we see that for Case (ii), Sv is
always contained in any maximum independent set of the graph. We get the
following branching rule.
Branching on a vertex v means generating two subinstances by excluding v
from the independent set or including Sv to the independent set. In the first
branch we will delete v from the instance whereas in the second branch we will
delete N [Sv] from the instance.
Branching on a vertex v of maximum degree d is one of the most fundamental
operations in our algorithm. We analyze this operation. Throughout the paper,
we use ∆wi = wi − wi−1 (i ≥ 3), and assume that
0 ≤ ∆i+1 ≤ ∆i (i ≥ 2); 2∆θ ≤ ∆θ−1 for MIS-θ (θ ∈ {6, 7, 8}) (1)
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(these inequalites will be automatically satisfied with the optimized weights wi
in our algorithms to MIS-θ).
Let ∆out(v) and ∆in(v) to denote the decrease of the measure of µ in the
branches of excluding v and including Sv, respectively. Then we get recurrence
C(µ) = C(µ−∆out(v)) + C(µ−∆in(v)). By letting kv = (k3, k4, . . . , kd) be the
neighbor-degree of v, we give more details about lower bounds on ∆out(v) and
∆in(v).
For the first branch, we get
∆out(v) = wd +
d∑
i=3
ki∆wi.
Observe that, for a fixed neighbor-degree kv, the decrease ∆out(v) in the first
branch is small when the neighbors of v have higher degrees since ∆i ≥ ∆i+1.
In the second branch, we will delete N [Sv] from the graph. Let ∆(N [v])
denote the decrease of weight of vertices in V (G) − N [v] by removing N [Sv]
from G together with possibly weight decrease attained by reduction operations
applied to G−N [Sv]. Then we have
∆in(v) ≥ wd +
d∑
i=3
kiwi +∆(N [v]).
We observe that, for a fixed neighbor-degree kv, the decrease ∆in(v) in the
second branch is determined by ∆(N [v]).
Then we can branch on a vertex v of maximum degree d with recurrence
C(µ) = C(µ−∆out(v)) + C(µ−∆in(v))
≤ C(µ−(wd +
∑d
i=3 ki∆wi)) + C(µ−(wd +
∑d
i=3 kiwi +∆(N [v]))).
(2)
A simple lower bound on ∆(N [v]) is obtained as follows.
Lemma 4. For a vertex v of maximum degree d, it holds
∆(N [v]) ≥ (fv+(fv−|N2(v)|) + qv)∆wd ≥ fv∆wd.
Proof. Let ℓz denote the number of edges between N(v) and z, where fv =∑
z∈N2(v)
ℓz. Since the degree of z decreases by ℓz after removing N [v] from
G, we see that ∆(N [v]) ≥
∑
z∈N2(v)
(wδ(z) − wδ(z)−ℓz). The number of degree-d
vertices in N2(v) is |N2(v)|−qv (recall that qv is the number of vertices of degree
≤ d−1 in N2(v)). Since ∆i ≥ ∆i+1 and ∆d−1 ≥ 2∆d, we have
∑
z∈N2(v)
(wδ(z)−
wδ(z)−ℓz ) =
∑
z∈N2(v):d(z)=d
(wd −wd−ℓz) +
∑
z∈N2(v):d(z)<d
(wd−1 −wd−1−ℓz) ≥
(|N2(v)|− qv)∆wd+ qv∆wd−1+∆wd−1
∑
z∈N2(v)
(ℓz− 1) ≥ (|N2(v)|− qv)∆wd+
2∆wdqv + 2∆wd(fv−|N2(v)|) = (fv+(fv−|N2(v)|) + qv)∆wd, as required.
We here remark about some feature on the recurrence (2). In the recurrence
(2), usually the measure decrease in the first branch of removing a vertex v
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is much smaller than that in the second branch, and the branching factor of
the recurrence tends to be easily large when the measure decrease in the first
branch is small; i.e., the neighbors of v have higher degrees. Another remark is
a special effect of the condition of N∗(v) 6= ∅ to the term ∆(N [v]). Recall that
the second branch of including Sv into the solution removes not only N [v] but
also N [Sv]−N [v]. This provides a larger lower bound on ∆(N [v]) than that in
Lemma 4 (see Lemma 12(ii) for a detailed analysis).
As for branching on vertices of maximum degree in our algorithms, we exam-
ine the recurrence (2) for all possible neighbor-degrees (k3, k4, . . . , kd) to evaluate
the branching factor precisely, and show the existence of vertices that attain a
large value in the lower bound on ∆(N [v]) in Lemma 4 based on a graph theo-
retical argument.
Before closing this section, we propose a new method for knowing the maxi-
mum branching factor of recurrences (2) over all neighbor-degrees of v. Assume
that we use a fixed lower bound on ∆(N [v]). A straightforward method is to
create a concrete recurrence for each neighbor-degree kv = (k3, k4, . . . , kd) of
v. However, the number of neighbor-degrees kv = (k3, k4, . . . , kd) is (d + 1)
d−3
(the number of integer solutions to the function k3 + k4 + · · · + kd = d). Thus
(2) actually consists of (d + 1)d−3 concrete recurrences. We introduce a tech-
nical lemma that can eliminate redundant recurrences to determine the largest
branching factor among a set of systematically generated recurrences. With this,
we can reduce the number of recurrences in (2) from (d+ 1)d−3 to only d− 2.
Lemma 5. Let C(x) = τx for a positive τ > 1. For any nonnegative p, µ, ai,
bi, i = 1, 2, . . . , ℓ (ℓ ≥ 1), the maximum of
C(µ− (
∑
i=1,2,...,ℓ
kiai+c)) + C(µ− (
∑
i=1,2,...,ℓ
kibi+d))
over all k1, k2, . . . , kℓ ≥ 0 subject to k1+k2+· · ·+kℓ = p is equal to the maximum
of
C(µ−(pai+c)) + C(µ− (pbi+d))
over all i = 1, 2, . . . , ℓ.
Proof. It suffices to show that for nonnegative w, a1, b1, b2, c, d ≥ 0, it holds
C(µ− (a1 + a2+ c)) + C(µ− (b1 + b2+ d)) ≤ max{C(µ− (2a1+ c)) + C(µ−
(2b1+ d)), C(µ− (2a2+ c)) + C(µ− (2b2+ d))}. The lemma can be obtained
by applying this repeatedly. Note that function f(t) = τ−(2a1(1−t)+2a2t+c−µ) +
τ−(2b1(1−t)+2b2t+d−µ) is convex since the second derivative is nonnegative. Hence
f(0.5) ≤ max{f(0), f(1)} holds, as required.
By applying Lemma 5, in (2), we only need to consider d− 2 concrete recur-
rences with neighbor-degrees (k3, k4, . . . , kd) = (d, 0, . . . , 0), (0, d, 0, . . . , 0), · · · ,
(0, . . . , 0, d), respectively. For example, if d = 6, we can decrease the number of
recurrences from 74 = 2401 to only 5. Lemma 5 is introduced to simplify the
analysis of recurrences for the first time. It can be used to reduced thousands
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of recurrences in the analysis of previous algorithms for MIS, such as the algo-
rithms in [9] and [2]. Note that the authors of [9] used a computer-added method
to create all possible recurrences in the web page [21]. There are more than 10
thousands recurrences listed. By using Lemma 5, we need to generate a set of
about 50 recurrences, which is now easily checkable by hand.
5 Branching on Edges
As we have remarked in the previous section, the maximum branching factor of
recurrences (2) becomes larger whenN∗(v) = ∅, v has high degree neighbors, and
∆(N [v]) is small. By considering that ∆(N [v]) = fv∆d can hold in Lemma 4,
we wish to avoid branching on a vertex v with a small fv, particularly when
N∗(v) = ∅ and kd = d.
Our solution to this situation is to introduce a new branching rule that can
deal with the dense local graph G[N(v)] caused by a small fv (a large ev). That
is “branching on edges.”
Branching on edges Two disjoint independent subsets A and B of vertices
in a graph G are called alternative if |A| = |B| ≥ 1 and there is a maximum
independent set SG of G which satisfies SG ∩ (A ∪B) = A or B. Let G† be the
graph obtained from G by removing A∪B ∪ (N(A)∩N(B)) and adding an edge
ab for every two nonadjacent vertices a ∈ N(A)−N [B] and b ∈ N(B)−N [A].
Lemma 6. [17] For alternative subsets A and B in a graph G, α(G) = α(G†)+
|A|.
Lemma 7. Let vv′ be an edge. Then
α(G) = max{α(G− {v, v′}), α(G†) + 1},
where G† be the graph obtained from G by removing {v, v′}∪ (N(v)∩N(v′)) and
adding an edge ab for every two nonadjacent neighbors a ∈ N(v) − N [v′] and
b ∈ N(v′)−N [v].
Proof. We easily observe that either (i) every maximum independent set SG of
G satisfies SG ∩ {v, v′} = ∅; or (ii) there is a maximum independent set SG of
G such that SG ∩ {v, v′} 6= ∅. In (i), we have α(G) = α(G−{v, v′}). In (ii), sets
A = {v} and B = {v′} are alternative in G, and we have α(G) = α(G†) + 1 by
Lemma 6.
Branching on an edge vv′ means generating two subinstances according to
Lemma 7. This is to either remove {v, v′} from the graph G or construct the
graphG† from G−({v, v′}∪(N(v)∩N(v′))) by making each pair a ∈ N(v)−N [v′]
and b ∈ N(v′) − N [v] adjacent. Branching on an edge may not always be very
effective. In our algorithms, we will apply it to edges vv′ when N(v) ∩N(v′) is
large, which are called “short edges.”
We denote our algorithm for solving an instance of MIS-θ by misθ(G). The
definitions of “short edges” in algorithm misθ(G) are slightly different with θ.
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In misθ(G), an edge vv′ in a reduced graph of maximum degree θ ∈ {6, 7, 8} is
called short if
(i) δ(v) = 6, δ(v′) ∈ {5, 6} and |N(v) ∩N(v′)| ≥ 3 for θ = 6; and
(ii) δ(v) = δ(v′) = θ and |N(v) ∩N(v′)| ≥ 4 for θ ∈ {7, 8}.
A short edge is called optimal if |N(v) ∩N(v′)| − δ(v′) is maximized. In our
algorithms, we only branch on optimal short edges in graphs of maximum degree
6, 7 and 8.
6 Algorithms
In this section, we describe our algorithms misθ(G), θ = 6, 7, 8, and then discuss
MIS in general graphs.
6.1 Algorithms for MIS-6, MIS-7 and MIS-8
Our algorithm misθ(G), θ ∈ {6, 7, 8} is simple:
First keep branching on vertices of maximum degree d > θ, then keep
branching on short edges, choosing an optimal one, and then keep branch-
ing on vertices of maximum degree θ, choosing an “optimal” one. During
the execution, we switch to an algorithm for MIS-(θ − 1) whenever the
maximum degree of the graph becomes smaller than θ.
See Figure 2 for their descriptions. In the rest of this section, we describe which
vertices of maximum degree should be chosen as “optimal” vertices. When no
short edge is left in a graph G of maximum degree θ ∈ {6, 7, 8}, the inner-degree
of each neighbor u of a degree θ-vertex v is at most 2 for θ = 6 and 3 for
θ ∈ {7, 8} (otherwise vu would be a short edge). In particular, for every degree
θ-vertex v with N∗(v) = ∅, the outer-degree of every neighbor u ∈ N(v) is at
least 2 at v, and we have fv ≥ 2δ(v)+kδ(v) for θ ∈ {6, 7}; fv ≥ 2δ(v)+2kδ(v) for
θ = 8. As we have remarked, we know that the branching factor of recurrence
(2) tends to be larger when N∗(v) is empty and the neighbor-degree kv consists
of higher degrees. As a vertex v to branch on first should be one with N∗(v) 6= ∅,
or with a neighbor-degree kv which is lexicographically small. When kv is close
to (k3 = 0, 0, . . . , 0, kθ = θ), we choose a vertex that attains a large value in
the lower bound (fv+(fv−|N2(v)|) + qv) in Lemma 4. This is our priority for
selecting vertices of maximum degree θ. We define “optimal” vertices for each
misθ(G), θ = 6, 7, 8 according to this.
In a reduced graph of maximum degree 6 in MIS-6, a degree-6 vertex v is
called optimal if at least one of the following (i)-(vi) is holds:
(i) k3 ≥ 1 or k6 ≤ 3;
(ii) k6 = 4 and k5 ≤ 1;
(iii) k6 = 4, k5 = 2 and fv + (fv−|N2(v)|) + qv ≥ 17;
(iv) k6 = 5, k4 = 1 and fv + (fv−|N2(v)|) + qv ≥ 18;
(v) k6 = 5, k5 = 1 and fv + (fv−|N2(v)|) + qv ≥ 19; and
(vi) k6 = 6 and fv + (fv−|N2(v)|) + qv ≥ 22.
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In a reduced graph of maximum degree 7 in MIS-7, a degree-7 vertex v is
called optimal if at least one of the following (i)-(iv) is holds:
(i) N∗(v) 6= ∅;
(ii) the vertex v has at most 5 degree-7 neighbors (k7 ≤ 5);
(iii) k7 = 6 and fv + (fv−|N2(v)|) ≥ 22− 2k3 − k4; and
(iv) k7 = 7 and fv + (fv−|N2(v)|) ≥ 26.
In a reduced graph of maximum degree 8 in MIS-8, a degree-8 vertex v is
called optimal if (i) k8 ≤ 7 or (ii) k8 = 8 and fv + (fv−|N2(v)|) ≥ 36.
Note that in the definitions of optimal vertices in graphs of maximum degree
7 and 8, we do not need to use qv.
Lemma 8. Let G be a reduced graph of maximum degree θ in MIS-θ (θ ∈
{6, 7, 8}). If G has no short edges, then G has at least one optimal vertex.
In order to focus on the mechanism of our algorithms first, we move the proof
of this purely analytical lemma to Section 10.
Input: A graph G.
Output: The size of a maximum independent set in G.
1. Reduce the graph by (G, s) := reduce(G, 0), and let d be the maximum
degree of G.
2. If {d ≥ (θ + 1) }, pick up a vertex v of maximum degree d, and return
s+max{misθ(G−v), |Sv|+ misθ(G−N [Sv ])}.
3. Elseif{d = θ and G has a short edge}, pick up an optimal short edge vv′,
and return s+max{misθ(G−{v, v′}), 1 + misθ(G†)}.
4. Elseif {d = θ (G has no short edges)}, pick up an optimal degree-θ vertex
v, and return s+max{misθ(G−v), |Sv|+ misθ(G−N [Sv ])}.
5. Else {The maximum degree of G is smaller than θ}, use our algorithm
for MIS-(θ−1) to solve the instance G and return s + α(G), where the
algorithm for MIS-5 is in [19].
Note: With a few modifications, the algorithm can deliver a maximum inde-
pendent set.
Fig. 2. Algorithms misθ(G)
In our algorithms misθ (θ = 6, 7, 8), we set the vertex weight wi (i ≥ 3) as
follows (recall that w1 = w2 = 0): For 3 ≤ i ≤ θ− 1, wi is set as that in Table 1;
and
wθ = 1; wi = wθ + (i− θ)∆wθ i ≥ θ + 1. (3)
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To simplify our analyses, the weights of vertices of degree ≥ θ + 1 are allowed
to be greater than 1. Recall that a vertex of degree ≥ θ + 1 may be created
after applying reduction rules. As will be observed, we create vertices of degree
≥ θ+1 only when the measure does not increase. This ensures that the running
time bound of our algorithms still can be expressed by τnnO(1) with the largest
branching factor τ .
Lemma 9. With the above vertex weight setting, each recurrence generated by
the algorithm mis6(G) (resp., mis7(G) and mis8(G)) in Figure 2 has a branching
factor not greater than 1.18922 (resp., 1.19698 and 1.19951).
Wewill give detailed analysis of our algorithms mis6(G), mis7(G) and mis8(G)
in Sections 7, 8 and 9, respectively, and then complete a proof of Lemma 9. Since
the measure µ is not greater than the number n of vertices in the initial graph
in mis6(G), mis7(G) and mis8(G), we establish the next.
Theorem 1. A maximum independent set in an n-vertex graph with maximum
degree θ ∈ {6, 7, 8} can be found in time of 1.1893nnO(1) for θ = 6, 1.1970nnO(1)
for θ = 7, and 1.1996nnO(1) for θ = 8, respectively.
6.2 MIS in general graphs
Our algorithm for MIS in general graphs is also simple. It only contains two steps:
Keep branching on a vertex of maximum degree while the degree of the graph
is 9 or lager, and invoke our algorithm mis8 for MIS-8 whenever the maximum
degree of the graph becomes less than 9. For the procedure for dealing with
vertices of degree ≥ 9, we set the measure as the number of vertices in the graph
(the weight of each vertex is 1). Then we can get the following recurrence:
C(µ) ≤ C(µ− 1) + C(µ− 10), (4)
which has a branching factor 1.19749, better than 1.19951 for MIS-8. The analy-
sis in Section 3 shows that MIS in general graphs can also be solved in 1.19951nnO(1)
time.
Theorem 2. A maximum independent set in an n-vertex graph can be found in
1.1996nnO(1) time and polynomial space.
7 Analysis of mis6(G)
For MIS-6, we first give some properties of the subgraphG[N(v)] of the neighbors
of an optimal vertex v, and then derive recurrences for all branching operations
in mis6(G).
16 Mingyu Xiao and Hiroshi Nagamochi
7.1 Weight setting
Recall that, for MIS-6, we assume that w0 = w1 = w2 = 0 ≤ w3 ≤ w4 ≤ w5 ≤
w6 = 1 ≤ w7 ≤ w8 ≤ · · · , and the values of w3, w4 and w5 will be determined
after we analyze how the measure changes after each step of the algorithm.
To simplify our analysis, we assume that
6∆w6 ≤ w3, (5)
where this condition is satisfied by the optimized values in Table 1.
We impose the next constraint in order to ensure that contracting vertices
will never increase the measure:
wi + wj ≥ wi+j−2, 3 ≤ i, j ≤ 6. (6)
Lemma 10. wi + wj ≥ wi+j−2 holds for all i, j ≥ 1.
Proof. If i or j is at most 2, say i ≤ 2, then wi+wj = wj ≥ wi+j−2. Let i, j ≥ 3.
For 3 ≤ i, j ≤ 5, we have wi+wj ≥ wi+j−2 by (6). Let at least one of i and j, say
i, is at least 6. Then we have that i+ j − 2 ≥ 7 and wi+j−2 = wi + (j − 2)∆w6
by the definition of wk (k ≥ 7). Since wj ≥ (j − 2)∆w6, this implies that
wi+j−2 = wi + (j − 2)∆w6 ≤ wi + wj .
Lemma 11. The measure µ of a graph G never increases in RG(G, s) (Step 1
of mis6(G)). Moreover, in a graph of maximum degree d and minimum degree
≥ 3, the measure µ decreases by at least 2∆wd after applying RG(G, s) if the
maximum degree of the graph decreases by at least one.
Proof. RG(G, s) contains three reduction steps. In Step 1, when a component
H of the line graph of a 4-regular graph, a (4,5)-bipartite graph or a 5-regular
graph is removed, the measure never increases. If a vertex of maximum degree
is removed in this step, then the measure decreases by at least wd ≥ 2∆wd. In
Step 2, when an unconfined vertex is removed, the measure will not increase,
since the vertex weight is monotonic with the degree of the vertices. If a vertex
of maximum degree is reduced, then the measure decreases either by wd ≥ 2∆wd
from this vertex or by 2∆wd from this vertex and a neighbor of it. In Step 3,
folding a complete k-independent set (k = 1 or 2) is applied. By Lemma 10, we
know that the measure will never increase in this step. Note that in this step,
either N [A] is removed or a graph G/N [A] is generated by contracting N [A]. For
the former case, the measure decreases by at least w3 ≥ 2∆wd. For the latter
case, we can see that either the measure decreases by at least 2∆wd directly or
the new created vertex has a degree not less than the degree of any vertex in
N [A] and all vertices other than N [A] keep the same degree, which means that
the maximum degree of the graph does not decrease. This completes the proof.
Next we will analyze the recurrence of each branching step of mis6(G).
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7.2 Branching on vertices of maximum degree in Step 2 of mis6(G)
We will derive recurrences for branchings in Step 2 of mis6(G). Let G be a
reduced graph after Step 1 of mis6(G). The next property holds for every vertex
v in G.
Lemma 12. Let v be a vertex in a reduced graph G, and fv denote the number
of edges between N(v) and N2(v), where fv ≥ δ(v).
(i) If N∗(v) = ∅, then fv ≥ 2δ(v) and ∆(N [v]) ≥ 2δ(v)∆w6.
(ii) If N∗(v) 6= ∅, then ∆(N [v]) ≥ min{2w3, w3 + 2(δ(v)− 3)∆w6}.
Proof. In general, we have ∆(N [v]) ≥ fv∆w6 since ∆wi ≥ ∆w6 by (1) and
6∆w6 ≤ w3 by (5). Each neighbor of v has a neighbor in N2(v) and fv ≥ δ(v),
since otherwise it would dominate some other neighbor of v.
(i) If N∗(v) = ∅, then there are at least 2δ(v) edges between N(v) and N2(v)
and then fv ≥ 2δ(v).
(ii) Assume that N∗(v) 6= ∅; i.e., Sv − {v} 6= ∅. If |Sv − {v}| ≥ 2, then clearly
∆(N [v]) ≥
∑
t∈(Sv−{v})
wδ(t) ≥ 2w3. Assume that |Sv − {v}| = 1 and u is the
unique vertex in Sv−{v}. Each vertex in N∗(v) is adjacent to u and each vertex
in N(v)−N∗(v) is adjacent to at least two vertices in N2(v). Let d∗ = |N∗(v)|.
Then∆(N [v]) ≥ wδ(u)+2(δ(v)−d
∗)∆w6. Note that δ(u) ≥ max{3, d∗}. We know
that ∆(N [v]) ≥ min{wi+2(δ(v)− i)∆w6 | 3 ≤ i ≤ δ(v)} ≥ w3+2(δ(v)− 3)∆w6
(by (1)).
In particular, for vertices v with δ(v) ≥ 7, we obtain∆(N [v]) ≥ min{2δ(v)∆w6,
2w3, w3 + 2(δ(v)− 3)} ≥ 12∆w6 by (5) and (1).
Now we derive recurrence of branching on a vertex of degree ≥ 7 in Step 2 of
mis6(G). To evaluate the largest branching factor of the recurrences (2) with the
lower bound ∆(N [v]) for all d ≥ 7, we only need to consider those for vertices
with no neighbors of degree d ≥ 7, since ∆w6 = min{∆wi} for all i ≥ 3 and
wi+1 ≥ wi for all i ≥ 3. Furthermore, this means that we only have to consider
the case of d = 7 in cases of ki = 7 (3 ≤ i ≤ 7) by Lemma 5. Thus we get
recurrences:
C(µ) ≤ C(µ−(wd +
∑d
i=3 ki∆wi)) + C(µ−(wd +
∑d
i=3 kiwi +∆(N [v])))
≤ max3≤i≤7[C(µ−(w7+7∆wi)) + C(µ−(w7+7wi+12∆w6))].
These recurrences will not leads to the largest branching factor. In fact, two
of the recurrences for branching on short edges in Step 3 of algorithm mis6(G)
((10) with i = 6 and j = 6 and (12) where i = 6 and j = 6) will be the worst
recurrences. Since we know that a vertex of degree ≥ 7 always will be created
after the second branch in such short edge branching, we here save a shift σ > 0
from the recurrence for branching on vertices of degree ≥ 7 so that the shift
σ > 0 will be included into the recurrences for the short edge branchings. Then
in this step we use the following recurrences indeed:
C(µ) ≤ max
3≤i≤7
[C(µ−(w7+7∆wi − σ)) + C(µ−(w7+7wi+12∆w6 − σ))]. (7)
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7.3 Branching on short edges in Step 3 of mis6(G)
We derive recurrences for branching on optimal short edges vv′ in Step 3 of
mis6(G). Let v be a degree-6 vertex, d′ = δ(v′) ∈ {5, 6}, and k ∈ {3, 4} be
the number of common neighbors of v and v′. Denote N(v) − {v′} = {ui | i =
1, 2, 3, 4, 5}, N(v′) − {v} = {u′i | i = 1, 2, . . . , d
′ − 1}, where ui = u′i, 1≤ i≤ k
are the common neighbors, and let i∗ denote the number of degree-3 vertices
u ∈ {u1, . . . , uk}, where we assume that for each i ≤ i∗, ui is a degree-3 neighbor
of v. Let X = {v, v′} ∪ (N(v) ∩ N(v′)). We distinguish three cases: (i) d′ = 6
and k = 4; (ii) d′ = 5 and k = 3; and (iii) d′ = 6 and k = 3. By the optimality
of the selected short edge vv′ in this step, we know that: when vv′ satisfies (ii)
then no short edge satisfies (i); and when vv′ satisfies (iii) then no short edge
satisfies (i) or (ii). This is the reason why we need to define optimal short edges.
Case (i) d′ = 6 and k = 4: The first branch of deleting vertices v and v′ decreases
the degree of ui (1≤ i≤ 4) by two and that of u5 and u′5 by one. Each degree-
3 neighbor ui (i ≤ i∗) will be a degree-1 vertex in G − {v, v′} and its unique
neighbor zi ∈ N2(v) ∩ N2(v′) will be removed since it is an unconfined vertex,
where zi 6∈ {u5, u′5} (otherwise ui would dominate zi (= u5, u
′
5)) and zℓ 6= zℓ′
for 1 ≤ ℓ < ℓ′ ≤ i∗ (otherwise (uℓ, uℓ′) would a complete k-independent set
which must have been reduced in reduce). Hence in the first branch the measure
decreases by at least 2w6+
∑
1≤i≤4(wδ(ui)−wδ(ui)−2)+∆wδ(u5)+∆wδ(u′5)+i
∗w3,
where i∗w3 is from deleting zi.
In the second branch we delete X = {v, v′, u1, u2, u3, u4} to construct graph
G†, joining u5 and u
′
5 with a new edge if they are not adjacent in G. Note that
G has at least four edges between X and V −X other than edges vu5 and v′u′5.
The second branch decreases the weight of vertices in V − (X ∪ {u5, u′5}) by at
least 4∆w6 even after an edge u5u
′
5 is introduced (since edges vu5 and v
′u′5 are
not included to evaluate the measure decrease). Hence in the second branch, the
measure decreases by at least 2w6 +
∑
1≤i≤4 wδ(ui) + 4∆w6. By Lemma 5, we
only need to consider the following four recurrences each of which corresponds
to the case of δ(u1) = δ(u2) = δ(u3) ∈ {3, 4, 5, 6}:
C(µ) ≤ C(µ−(2w6 + 4(wi−wi−2) + 2∆w6))
+C(µ−(2w6 + 4wi + 4∆w6)) (i = 4, 5, 6);
(8)
and
C(µ) ≤ C(µ−(2w6 + 8w3 + 2∆w6)) + C(µ−(2w6 + 4w3 + 4∆w6)). (9)
Next, we assume that there is no short edges vv′ with δ(v) = δ(v′) = 6
and |N(v) ∩ N(v′)| = 4. Then the outer-degree of every degree-6 neighbor of a
degree-6 vertex is at least 2.
Case (ii) d′ = 5 and k = 3: Analogously with Case (i), the first branch decreases
the measure by at least w6+w5+
∑
i=1,2,3(wδ(ui)−wδ(ui)−2)+∆wδ(u4)+∆wδ(u5)+
∆wδ(u′
4
) + i
∗w3 ≥ w6 +w5 +
∑
i=1,2,3(wδ(ui) −wδ(ui)−2) + 2∆w6 +∆wj + i
∗w3,
where j = δ(u′4) ∈ {3, 4, 5, 6}.
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We consider the second branch of deleting X = {v, v′, u1, u2, u3} from G to
construct G† by adding edges u4u
′
4 and u5u
′
4, if necessary. Let p be the number
of degree-6 vertices in {u1, u2, u3}, where each degree-6 neighbor of v has outer-
degree at least 2. Let L denote the number of edges in G between X and V −X
other than the three edges vu4, vu5 and v
′u′4, where L ≥ 3 + p. Recall that j is
the degree of u′4 in G. Then the degree of u
′
4 in G −X is j − ℓ − 1, where ℓ is
the number of edges between u′4 and {u1, u2, u3}. Then the degree of u
′
4 in G
†
will be at most j− ℓ+1, and the weight change at vertex u′4 from G to G
† is at
least
wj−wj−ℓ+1 = −(wj+1−wj) + (wj+1−wj−ℓ+1) (≥ −(wj+1−wj) + ℓ∆w6).
Recall that L ≥ ℓ. Hence the decrease of the measure in the second branch is at
least w6+w5+
∑
i=1,2,3 wδ(ui)+L∆w6−(wj+1−wj) ≥ w6+w5+
∑
i=1,2,3 wδ(ui)+
(3 + p)∆w6 − (wj+1−wj). By Lemma 5, we only need to consider the following
recurrences:
C(µ) ≤ C(µ−(w6 + w5 + 3(wi−wi−2) + 2∆w6 +∆wj))
+C(µ−(w6 + w5 + 3wi + (3 + p)∆w6−(wj+1−wj))),
(10)
where 4 ≤ i ≤ 6 (p = 4 for i = 6 and p = 0 for i = 4 or 5) and 3 ≤ j ≤ 6; and
C(µ) ≤ C(µ−(w6 + w5 + 6w3 + 2∆w6 +∆wj))
+C(µ−(w6 + w5 + 3w3 + 3∆w6−(wj+1−wj))) (3 ≤ j ≤ 6).
(11)
We analyze a special case in (10) where i = 6 and j = 6. For this case, we
get the recurrence
C(µ) ≤ C(µ−(w6 + w5 + 3(w6−w4) + 3∆w6)) + C(µ−(4w6 + w5 + 5∆w6)).
In the second branch we get the graph G†, where u′4 is a degree-7 vertex. In
the next step, either the degree-7 vertex is reduced by applying a reduction rule
in Step 1 or the algorithm will branch on the degree-7 vertex in Step 2. For
the former case, the measure will decrease by at least 2∆w6 by Lemma 11. For
the latter case, we can get σ saved from the recurrence (7). We assume that
2∆w6 ≥ σ. Then we can get following recurrence instead of the above one
C(µ) ≤ C(µ−(w6 +w5 + 3(w6−w4) + 3∆w6)) +C(µ−(4w6 +w5 + 5∆w6 + σ)).
Next, we further assume that there is no short edge vv′ with δ(v) = 6,
δ(v′) = 5 and |N(v) ∩ N(v′)| = 3. Then the outer-degree of every degree-5
neighbor of a degree-6 vertex is at least 2.
Case (iii) d′ = 6 and k = 3: Analogously with Case (ii), the first branch decreases
the measure by at least 2w6+
∑
i=1,2,3(wδ(ui)−wδ(ui)−2)+
∑
x∈{u4,u5,u′4,u
′
5
}∆wδ(x)+
i∗w3. We consider the second branch of deleting X = {v, v′, u1, u2, u3} from G
to construct G† by adding edges u4u
′
4, u4u
′
5, u5u
′
4 and u5u
′
5, if necessary. Let
p be the number of degree-5, 6 vertices in {u1, u2, u3}, where each degree-5 or
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6 neighbor of v has outer-degree at least 2. Let L denote the number of edges
in G between X and V −X other than the four edges vu4, vu5, v′u′4 and v
′u′5,
where L ≥ 3 + p. For each vertex x ∈ {u4, u5, u
′
4, u
′
5}, the degree of the vertex
x in G − X is δ(x) − ℓx − 1, where ℓx is the number of edges between x and
{u1, u2, u3}. Then the weight change at x from G to G† is at least
wδ(x) − wδ(x)−ℓx+1 ≥ −(wδ(x)+1 − wδ(x)) + ℓx∆w6,
where ℓx∆w6 is the lower bound on the weight decrease caused by the deletion
of the ℓx edges between x and {u1, u2, u3}. Recall that L ≥
∑
x∈{u4,u5,u′4,u
′
5
} ℓx.
Hence the measure decrease in the second branch is at least 2w6+
∑
i=1,2,3 wδ(ui)+
L∆w6−
∑
x∈{u4,u5,u′4,u
′
5
}(wδ(x)+1−wδ(x)) ≥ 2w6+
∑
i=1,2,3 wδ(ui)+(3+p)∆w6−∑
x∈{u4,u5,u′4,u
′
5
}(wδ(x)+1 − wδ(x)). By Lemma 5, we only need to consider the
following recurrences:
C(µ) ≤ C(µ−(2w6 + 3(wi − wi−2) + 4∆wj))
+C(µ−(2w6 + 3wi + (3 + p)∆w6 − 4(wj+1−wj))),
(12)
where 4 ≤ i ≤ 6 (p = 3 for i = 5 or 6; and p = 0 for i = 4) and 3 ≤ j ≤ 6; and
C(µ) ≤ C(µ−(2w6+6w3+4∆wj))
+C(µ−(2w6+3w3+3∆w6 − 4(wj+1−wj))),
(13)
where 3 ≤ j ≤ 6.
We also analyze a special case in (12) where i = 6 and j = 6. In the second
branch we get the graph G† with four degree-7 vertices u4, u5, u
′
4 and u
′
5. Analo-
gously with the special case in Case (ii), in the second branch, either the measure
decreases by 2∆w6 ≥ σ directly or we get shift σ saved from (7) by branching on
a degree-7 vertex. Then for this case we can get the following recurrence instead
C(µ) ≤ C(µ−(2w6 + 3(w6−w4) + 4∆w6)) + C(µ−(5w6 + 2∆w6 + σ)).
From now on, we can assume that there is no short edges vv′ with δ(v) =
δ(v′) = 6 and |N(v) ∩ N(v′)| = 3. Then the outer-degree of every degree-6
neighbor of a degree-6 vertex is at least 3.
After Step 3 of mis6(G), for each degree-6 vertex v in G, its degree-5 (resp.,
degree-6) neighbor is of outer-degree ≥ 2 (resp., ≥ 3) at v, and it holds
fv ≥ k3 + k4 + 2k5 + 3k6. (14)
7.4 Branching on vertices of maximum degree 6 in Step 4 of
mis6(G)
We will derive recurrences for branchings in Step 4 of mis6(G). After Step 3, we
can assume that the current graph G is a reduced graph with maximum degree
6 such that there is no short edge. Let v be an optimal vertex v of degree 6
selected in Step 4 of mis6(G).
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We define
λ6(k3, k4, k5, k6) =


min{(12 + k6)∆w6, w3 + 6∆w6} if k6 ≤ 3 and k3+k4 ≥ 2
(6 + k5 + 2k6)∆w6 if k6 ≤ 3 and k3+k4 ≤ 1
(6 + k5 + 2k6)∆w6 if k6 = 4 and k3+k4 ≥ 1
17∆w6 if k6 = 4 and k5 = 2
(16 + 2k4 + 3k5)∆w6 if k6 = 5
22∆w6 if k6 = 6.
(15)
Then we have:
Lemma 13. Let v be an optimal degree-6 vertex in Step 4 of mis6(G). Then
∆(N [v]) ≥ λ6(k3, k4, k5, k6).
Proof. By (14), we have ∆(N [v]) ≥ fv∆w6 ≥ (k3 + k4 + 2k5 + 3k6)∆w6 =
(6 + k5 + 2k6)∆w6. This proves the cases of “k6 ≤ 3 and k3+k4 ≤ 1,” “k6 = 4
and k3+k4 ≥ 1,” and “k6 = 5 and k3 = 1” (the case of “k6 = 5 and k3 6= 1” will
be treated next).
By Lemma 4 and the definition of optimal vertices imply the case of “k6 = 4
and k5 = 2”, “k6 = 5 and k3 6= 1” and “k6 = 6.”
Finally we show the case of “k6 ≤ 3 and k3+k4 ≥ 2.” If N∗(v) = ∅ then each
degree-3,4 neighbor of v also has at least two neighbors in N2(v), and we again
obtain ∆(N [v]) ≥ fv∆w6 ≥ (12 + k6)∆w6. If N
∗(v) 6= ∅, then Lemma 12(ii)
implies that ∆(N [v]) ≥ min{2w3, w3 + 2(δ(v) − 3)∆w6} ≥ w3+6∆w6. This
proves the case of “k6 ≤ 3 and k3+k4 ≥ 2.”
By Lemma 13, we obtain the recurrence (2) for d = 6 as follows:
C(µ) ≤ C(µ− (w6 + k3w3 + k4(w4 − w3) + k5(w5−w4) + k6(w6−w5)))
+C(µ− (w6 + k3w3 + k4w4 + k5w5 + k6w6 + λ6(k3, k4, k5, k6)))
(16)
for all nonnegative integers (k3, k4, k5, k6) with k3 + k4 + k5 + k6 = 6.
7.5 Finial step
We have derived recurrences for all branching operations in algorithm mis6(G)
except for Step 5 which invokes the fast algorithms for MIS-5 in [19]. To deter-
mine the largest branching factor to algorithm mis6(G) using our divide-and-
conquer method in Section 3, we combine all the above recurrences with the
weight setting used to determine the branching factor to algorithms for MIS-5
in [19].
The algorithm for MIS-5 in [19] runs in 1.17366µ5(G)µ5(G)
O(1) time for a
degree-5 graph G with measure µ5(G) =
∑
1≤i≤5 w
〈5〉
i ni where ni is the number
of degree-i vertices in G, and w
〈5〉
i is the weight of a degree-i vertex such that
w
〈5〉
0 = w
〈5〉
1 = w
〈5〉
2 = 0, w
〈5〉
3 = 0.50907, w
〈5〉
4 = 0.82427 and w
〈5〉
5 = 1. Based
on Lemma 3, we include the following three constraints into the current set of
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recurrences.
C(µ)≤1.17366
w
〈5〉
3
w3
µ, C(µ)≤1.17366
w
〈5〉
4
w4
µ, and
C(µ)≤1.17366
w
〈5〉
5
w5
µ.
(17)
Recurrences (7) to (13) and (16) together with (17) generate the constraints
in a quasiconvex program to minimize the largest branching factor τ . By solving
the quasiconvex program according to the method introduced in [4], we get an
upper bound 1.18922 on the branching factor for all recurrences by setting vertex
weights as
wi =


0 for i = 0, 1 and 2
0.49969 for i = 3
0.76163 for i = 4
0.92401 for i = 5
1 for i = 6
w6 + (i− 6)(w6−w5) for i ≥ 7.
(18)
Now a feasible value of the shift σ is 0.10647. This verifies Lemma 9 with θ = 6.
8 Analysis of mis7(G)
In the same manner of Section 7, we analyze the largest branching factor of
recurrences for the branchings in mis7(G). All notations except for a new vertex
weight in mis7(G) stand for the same meaning in Section 7.
Recall that, for MIS-7, we assume that w0 = w1 = w2 = 0 ≤ w3 ≤ w4 ≤
w5 ≤ w6 ≤ w7 = 1 ≤ w8 ≤ · · · , and the values of w3, w4, w5 and w6 will
be determined after we analyze how the measure changes after each step of the
algorithm.
To simplify our analysis, we assume that
18∆w7 ≤ w3. (19)
We impose the next constraint so that the measure does not increase after con-
tracting vertices.
wi + wj ≥ wi+j−2, 3 ≤ i, j ≤ 7. (20)
We can see that Lemma 10 still holds in mis7(G) and then the measure of
the graph will not increase after Step 1 of mis7(G). Next we derive a recurrence
of each branching step of mis7(G).
Step 1: It is easy to see that the statement of Lemma 12 still holds for θ = 7 even
after replacing ‘∆w6’ with ‘∆w7’ in it. Based on the θ = 7 version of Lemma 12,
we see that every vertex v with δ(v) ≥ 8 satisfies
∆(N [v]) ≥ min{2δ(v)∆w7, 2w3, w3 + 2(δ(v)− 3)} ≥ 14∆w7
Exact Algorithms for Maximum Independent Set 23
by (1) and (19).
Step 2: We use recurrences (2) for branching on a vertex of degree ≥ 8 in Step 2
of mis7(G). By Lemma 5, we only have to consider the case of d = 8 for the
recurrences with ki = 8 (3 ≤ i ≤ 8). Thus we get recurrences
C(µ) ≤ C(µ−(wd +
∑d
i=3 ki∆wi) + C(µ−(wd +
∑d
i=3 kiwi +∆(N [v])))
≤ max3≤i≤8[C(µ−(w8+8∆wi)) + C(µ−(w8+8wi+14∆w7))].
(21)
Step 3: We consider branching on an optimal short edge vv′ in Step 3 of mis7(G).
We see that |N(v) ∩N(v′)| ≥ 6 cannot occur otherwise v would dominate v′.
(i) We derive recurrences in case of |N(v) ∩N(v′)| = 5. Analogously with Case
(i) in Section 7.3, we get recurrences
C(µ) ≤ C(µ−(2w7 + 5(wi−wi−2) + 2∆w7))
+C(µ−(2w7 + 5wi + 4∆w7)) (i = 4, 5, 6, 7);
(22)
and
C(µ) ≤ C(µ−(2w7 + 10w3 + 2∆w7)) + C(µ−(2w7 + 5w3 + 4∆w7)). (23)
(ii) We derive recurrences in case of |N(v) ∩ N(v′)| = 4. Denote X = N(v) ∩
N(v′) = {ui | i = 1, 2, 3, 4},N(v)−N [v′] = {u5, u6} andN(v′)−N [v] = {u′5, u
′
6}.
Let i∗ denote the number of degree-3 vertices u ∈ {u1, u2, u3, u4}, where we as-
sume that for each i ≤ i∗, ui is a degree-3 neighbor of v. Analogously with Case
(iii) in Section 7.3, the first branch of deleting vertices v and v′ decreases the mea-
sure by at least 2w7 +
∑
i=1,2,3,4(wδ(ui) −wδ(ui)−2) +
∑
x∈{u5,u6,u′5,u
′
5
}∆wδ(x) +
i∗w3. In the second branch of deleting X = {v, v′, u1, u2, u3, u4} from G to con-
struct G† by adding edges u5u
′
5, u5u
′
6, u6u
′
5 and u6u
′
6, if necessary. Let p be the
number of degree-7 vertices in {u1, u2, u3, u4}, where each degree-7 neighbor of
v has outer-degree at least 2 (otherwise there would be a short edge aa′ with
|N(a) ∩ N(a′)| ≥ 5). Let L denote the number of edges in G between X and
V −X other than the four edges vu5, vu6, v′u′5 and v
′u′6, where L ≥ 4 + p. The
following analysis is the same as Case (iii) in Section 7.3. The decrease of the
measure in the second branch is at least 2w7 +
∑
i=1,2,3,4 wδ(ui) + (4 + p)∆w6 −∑
x∈{u5,u6,u′5,u
′
6
}(wδ(x)+1 − wδ(x)). By Lemma 5, we only need to consider the
following recurrences:
C(µ) ≤ C(µ−(2w7 + 4(wi − wi−2) + 4∆wj))
+C(µ−(2w7 + 4wi + (4 + p)∆w7 − 4(wj+1−wj))),
(24)
where 4 ≤ i ≤ 7 (p = 4 for i = 7; and p = 0 for i = 4, 5 and 6) and 3 ≤ j ≤ 7;
and
C(µ) ≤ C(µ−(2w7+8w3+4∆wj))
+C(µ−(2w7+4w3+4∆w7 − 4(wj+1−wj))),
(25)
where 3 ≤ j ≤ 7.
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Step 4: We again use recurrences (2) for branching on an optimal vertex v in
Step 4 of mis7(G). Now the graph has no short edge, and every degree-7 vertex
has outer-degree at least 3 at a degree-7 neighbor of it. Hence it holds
fv ≥ k3 + k4 + k5 + k6 + 3k7. (26)
We define
λ7(k7) =


(14+k7)∆w7 if k7 ≤ 5
(22− 2k3 − k4)∆w7 if k7 = 6
26∆w7 if k7 = 7.
(27)
Then we have:
Lemma 14. Let v be an optimal degree-7 vertex in Step 4 of mis7(G). Then
∆(N [v]) ≥ λ7(k7).
Proof. First consider the case of N∗(v) = ∅. Then each neighbor of v has at
least two neighbors in N2(v) and each degree-7 neighbor of v has at least three
neighbors in N2(v). By (26), we obtain ∆(N [v]) ≥ fv∆w7 ≥ (14 + k7)∆w7
for k7 ≤ 5. By Lemma 4, it holds ∆(N [v]) ≥ (fv + (fv−|N2(v)|))∆w7. For
k7 = 6 (resp., k7 = 7), this and the definition of optimal vertices imply that
∆(N [v]) ≥ (fv + (fv−|N2(v)|))∆w7 ≥ (22− 2k3 − k4)∆w7 (resp., ≥ 26∆w7).
If N∗(v) 6= ∅, then the θ = 7 version of Lemma 12(ii) implies that ∆(N [v]) ≥
min{2w3, w3 + 2(δ(v)− 3)∆w7} ≥ w3+8∆w7, which is larger than any of (14 +
k7)∆w7, (22− 2k3 − k4)∆w7 and 26∆w7 by (19). This proves all the cases.
By Lemma 13, we obtain the recurrence (2) for d = 7 as follows.
Case 1 (k7 ≤ 5):
C(µ) ≤ C(µ− (w7 + 7(wi−wi−1))) + C(µ− (w7 + 7wi + 14∆w7)), (28)
where 3 ≤ i ≤ 6.
Case 2 (k7 = 6 and k3 = 1):
C(µ) ≤ C(µ− (w7 + 6(w7−w6) + w3)) + C(µ− (7w7 + w3 + 20∆w7)). (29)
Case 3 (k7 = 6 and k4 = 1):
C(µ) ≤ C(µ− (w7 + 6(w7−w6) + (w4 − w3)))
+C(µ− (7w7 + w4 + 21∆w7)).
(30)
Case 4 (k7 = 6 and k5 + k6 = 1):
C(µ) ≤ C(µ− (w7 + 6(w7−w6) + (wi−wi−1)))
+C(µ− (7w7 + wi + 22∆w7)),
(31)
where 5 ≤ i ≤ 6.
Case 5 (k7 = 7):
C(µ) ≤ C(µ− (w7 + 7(w7−w6))) + C(µ− (8w7 + 26∆w7)). (32)
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We have derived recurrences for all branching operations in algorithm mis7(G)
except for Step 5 which invokes algorithms mis6(G). To determine the largest
branching factor to algorithm mis7(G) analogously with the previous section,
we combine all the above recurrences with the weight setting used for mis6(G).
By Lemma 3, we include the following four constraints into the current set of
recurrences.
C(µ)≤1.18922
w
〈6〉
3
w3
µ, C(µ)≤1.18922
w
〈6〉
4
w4
µ,
C(µ)≤1.18922
w
〈6〉
5
w5
µ
, and C(µ)≤1.18922
w
〈6〉
6
w6
µ
,
(33)
where w
〈6〉
3 = 0.49969, w
〈6〉
4 = 0.76163, w
〈6〉
5 = 0.92401 and w
〈6〉
6 = 1.
The above assumptions and recurrences together with (33) generate the con-
straints in our quasiconvex program. By solving the quasiconvex program, we
get an upper bound 1.19698 on the branching factor for all recurrences by setting
vertex weights as
wi =


0 for i = 0, 1 and 2
0.65077 for i = 3
0.78229 for i = 4
0.89060 for i = 5
0.96384 for i = 6
1 for i = 7
w7 + (i− 7)(w7−w6) for i ≥ 8.
(34)
This verifies Lemma 9 with θ = 7.
9 Analysis of mis8(G)
Recall that for MIS-8, we assume w0 = w1 = w2 = 0 ≤ w3 ≤ w4 ≤ w5 ≤
w6 ≤ w7 ≤ w8 = 1 ≤ w9 ≤ · · · , and the values of w3, w4, w5, w6 and w7 will
be determined after we analyze how the measure changes after each step of the
algorithm.
To simplify analysis, we assume that
26∆w8 ≤ w3. (35)
To ensure that contracting vertices never increase the measure, we impose the
next constraint.
wi + wj ≥ wi+j−2, 3 ≤ i, j ≤ 8. (36)
Next we analyze each step of the algorithm.
Step 1: We can see that Lemma 10 still holds in mis8(G) and then the measure
of the graph will not increase after Step 1 of mis8(G).
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Step 2: Using recurrences (2) for branching on a vertex of degree ≥ 9 in Step 2,
we get recurrences:
C(µ) ≤ C(µ−(wd +
∑d
i=3 ki∆wi) + C(µ−(wd +
∑d
i=3 kiwi +∆(N [v])))
≤ max3≤i≤9[C(µ−(w9+9∆wi)) + C(µ−(w9+9wi+16∆w8))].
(37)
Step 3: We consider branching on an optimal short edge vv′ in Step 3. We see
that |N(v) ∩N(v′)| ≥ 7 cannot occur, otherwise v would dominate v′.
(i) For the case of |N(v) ∩N(v′)| = 6, we get the following recurrences for the
branch (analogously with Case (i) in Section 7.3)
C(µ) ≤ C(µ−(2w8 + 6(wi−wi−2) + 2∆w8))
+C(µ−(2w8 + 6wi + 2∆w8)) (i = 3, 4, 5, 6, 7).
(38)
(ii) For the case of |N(v) ∩N(v′)| = 5, we get the following recurrences
C(µ) ≤ C(µ−(2w8 + 5(wi − wi−2) + 4∆wj))
+C(µ−(2w8 + 5wi + (5 + p)∆w8 − 4(wj+1−wj))),
(39)
where 4 ≤ i ≤ 8 (p = 5 for i = 8 and p = 0 for i = 4, 5, 6 and 7) and 3 ≤ j ≤ 8;
and
C(µ) ≤ C(µ−(2w8+10w3+4∆wj))
+C(µ−(2w8+5w3+4∆w7 − 4(wj+1−wj))),
(40)
where 3 ≤ j ≤ 8.
(iii) For the case of |N(v) ∩N(v′)| = 4, we get the following recurrences
C(µ) ≤ C(µ−(2w8 + 4(wi − wi−2) + 6∆wj))
+C(µ−(2w8 + 4wi + (4 + p)∆w8 − 6(wj+1−wj))),
(41)
where 4 ≤ i ≤ 8 (p = 8 for i = 8; p = 4 for i = 7; and p = 0 for i = 4, 5 and 6)
and 3 ≤ j ≤ 8; and
C(µ) ≤ C(µ−(2w8+8w3+6∆wj))
+C(µ−(2w8+4w3+4∆w7 − 6(wj+1−wj))),
(42)
where 3 ≤ j ≤ 8.
Step 4: Using recurrences (2) for branching on an optimal vertex of degree 8 in
Step 4, we can get recurrences:
C(µ) ≤ C(µ− (w8 +
∑8
i=3 ki∆wi)) + C(µ− (w8 +
∑8
i=3 kiwi + λ8(k8))),(43)
for all nonnegative integers (k3, k4, k5, k6, k7, k8) with k3+k4+k5+k6+k7+k8 = 8
and
λ8(k8) =
{
(16+2k8)∆w8 if k8 ≤ 7
36∆w8 if k8 = 8.
(44)
The correctness of the above recurrences relies on the following lemma, which
corresponds to Lemma 14.
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Lemma 15. Let v be an optimal degree-8 vertex in Step 4 of mis8(G). Then
∆(N [v]) ≥ λ8(k8).
Proof. If N∗(v) = ∅. Then each neighbor of v has at least two neighbors in N2(v)
and each degree-8 neighbor of v has at least four neighbors in N2(v). We obtain
∆(N [v]) ≥ fv∆w8 ≥ (16 + 2k8)∆w8. By the definition of optimal vertices, we
know that when k8 = 8, it holds fv ≥ 36 and then ∆(N [v]) ≥ 36∆w8.
We see thatthe statement of Lemma 12(ii) still holds for θ = 8 even after
replacing ‘∆w6’ with ‘∆w8’ in it. This implies that if N
∗(v) 6= ∅, then ∆(N [v]) ≥
min{2w3, w3 + 2(δ(v) − 3)∆w8} ≥ w3+10∆w8, which is larger than any of
(16 + 2k8)∆w8 and 36∆w8 by (35).
Step 5: In Step 5, the algorithm invokes mis7(G). Analogously with the pre-
vious section, we include the following five constraints into the current set of
recurrences.
C(µ)≤1.19698
w
〈7〉
3
w3
µ
, C(µ)≤1.19698
w
〈7〉
4
w4
µ
, C(µ)≤1.19698
w
〈7〉
5
w5
µ
,
C(µ)≤1.19698
w
〈7〉
6
w6
µ
, and C(µ)≤1.19698
w
〈7〉
7
w7
µ
,
(45)
where w
〈7〉
3 = 0.65077, w
〈7〉
4 = 0.78229, w
〈7〉
5 = 0.89060, w
〈7〉
6 = 0.96384 and
w
〈7〉
7 = 1.
After solving the quasiconvex program, we get an upper bound 1.19951 on
the branching factor for all recurrences by setting vertex weight:
wi =


0 for i = 0, 1 and 2
0.65844 for i = 3
0.78844 for i = 4
0.88027 for i = 5
0.95345 for i = 6
0.98839 for i = 7
1 for i = 8
w8 + (i− 8)(w8−w7) for i ≥ 9.
(46)
This verifies Lemma 9 with θ = 8.
10 Proof of Lemma 8
We prove Lemma 8 by revealing some structural properties of graphs of maxi-
mum degree 6, 7 and 8. Recall that, for a vertex v, fv denotes the number of
edges between N(v) and N2(v), and ev denotes the number of edges in the graph
G[N(v)]. For each neighbor u ∈ N(v), the outer-degree (resp., inner-degree) of
u at v is |N(u) ∩N2(v)| (resp., |N(u) ∩N(v)|).
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10.1 Graphs of maximum degree 6
The existence of optimal vertices in a reduced graph G of maximum degree 6
without short edges follows from Lemma 16. When there is not short edge in a
reduced graph with maximum degree 6, we see that for each degree-6 vertex v
in G, the inner-degree of any vertex in N(v) at v is at most 2. Such a graph can
have the following types of vertices.
Lemma 16. Let G be a graph of maximum degree 6 and minimum degree ≥ 3
such that for every degree-6 vertex v, the inner-degree of each neighbor u ∈ N(v)
at v is at most 2. If G is not the line graph of a 4-regular graph, then there is a
degree-6 vertex v that satisfies one of the following:
k3 ≥ 1 or k6 ≤ 3;
k6 = 4 and k5 ≤ 1;
k6 = 4, k5 = 2 and fv + (fv−|N2(v)|) + qv ≥ 17;
k6 = 5, k4 = 1 and fv + (fv−|N2(v)|) + qv ≥ 18;
k6 = 5, k5 = 1 and fv + (fv−|N2(v)|) + qv ≥ 19; and
k6 = 6 and fv + (fv−|N2(v)|) + qv ≥ 22.
Proof. Observe that fv is the sum of the out-degree of neighbors of v and
ev ≤ 6
holds, since the inner-degree of each neighbor at v is at most 2. We assume that
G has no vertex that satisfies one of “k3 ≥ 1 or k6 ≤ 3” and “k6 = 4 and k5 ≤ 1.”
We consider several cases.
Case 1. There is a degree-6 vertex v with k6 = 5 and k4 = 1: Assume that
fv + (fv − |N2(v)|) + qv ≤ 16. Since fv ≥ 16 by ev ≤ 6, we see that fv−
|N2(v)| = qv = 0 and the degree-4 neighbor u of v is adjacent to a degree-6
vertex z ∈ N(u)∩N2(v). Now N(z)−{u} contains only degree-6 vertices, since
z has already one degree-4 neighbor. Note that z is not adjacent to any vertex
in N [v]− {u}, and then the outer-degree of vertex u at z is three. This implies
that fz ≥ 3× 5+3 = 18 and v is a vertex satisfying the condition in the lemma.
In what follows, we further assume that there is no degree-6 vertex with
k6 = 5 and k4 = 1. We choose a degree-6 vertex v with minimum ev such that
k6 < 6 (if possible) and then the maximum component in G[N(v)] is maximized.
Case 2. ev ≤ 4: In this case, we are done because fv ≥ 16+ 2× (6− ev) = 20 for
k6 = 4 and k5 = 2; fv ≥ 17+4 = 21 for k6 = 5 and k5 = 1; and fv ≥ 18+4 = 22
for k6 = 6.
Case 3. ev = 5: In this case, fv ≥ 16 + 2× (6− ev) = 18 for k6 = 4 and k5 = 2;
fv ≥ 17+2 = 19 for k6 = 5 and k5 = 1; and fv ≥ 18+2 = 20 for k6 = 6. We only
need to consider the case of k6 = 6, and assume that fv+(fv−|N2(v)|)+qv ≤ 21,
where we have fv−|N2(v)| + qv ≤ 1 by fv ≥ 20. Observe that G[N(v)] is either
a path of length 5 or a disjoint union of a path of i and a cycle of length 5 − i
(i = 0, 1, 2). We distinguish two subcases.
(i) G[N(v)] contains a path of length four u1u2u3u4u5 (possibly a cycle of length
4 with u1 = u5): We show that u3 satisfies the lemma. By fv−|N2(v)|+ qv ≤ 1,
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at most one of u2 and u4 can be adjacent to a vertex in N(u3)∩N2(v); i.e., the
inner-degree of ui (i = 2, 4) at u3 is at most 1, implying that eu3 ≤ 5 and u3 has
only degree-6 neighbors by our choice of v. Note that fu3 − |N2(u3)| ≥ 2, since
u1 and u5 are common neighbors of two neighbors in N(u3). This means that
fu3 + (fu3 − |N2(u3)|) ≥ 20 + 2 = 22.
(ii) G[N(v)] consists of a path u1u2u3 and a triangle: By fv−|N2(v)| ≤ 1, we
see that for i = 1 or 3 (say i = 1), there is no edge between N(ui) ∩ N2(v)
and N(v) − {ui}. In this case, the inner-degree of each of v and u2 at u1 is 1,
implying that eu1 ≤ 5 (hence eu1 = 5). Hence u1 has only degree-6 neighbors by
our choice of v. However, in this case, G[N(u1)] must be a union of single edge
vu2 and a cycle of length 4. Then u1 satisfies the condition of (i).
Case 4. ev = 6. In this case, fv ≥ 16 for k6 = 4 and k5 = 2; fv ≥ 17 for k6 = 5
and k5 = 1; and fv ≥ 18 for k6 = 6.
We first consider the case of k6 = 4 and k5 = 2. Assume fv +(fv−|N2(v)|)+
qv ≤ 16 (otherwise we are done), which implies that fv−|N2(v)| = qv = 0. Let
u ∈ N(v) be a degree-5 neighbor of v, and z ∈ N(u) ∩ N2(v) be a neighbor of
u not in N [v], where δ(z) = 6 (by qv = 0) and z is not adjacent to any other
vertices in N(v)− {u} (by fv−|N2(v)| = 0). Hence the inner-degree of u at z is
at most 1, and ez ≤ 5, contradicting our choice of vertex v.
Assume that v satisfies “k6 = 5 and k5 = 1” or “k6 = 6.” Now G[N(v)]
with ev = 6 is either a cycle of length 6 or a disjoint union of two triangles. We
distinguish two subcases.
(i) G[N(v)] is a cycle of length six u1u2u3u4u5u6, where u1 is assumed to be of
degree 5 if k5 = 1: By our choice of v, it also holds eu2 = 6, implying that each
of u1 and u3 is adjacent to a vertex in N(u2) ∩ N2(v). Analogously each of u4
and u6 is adjacent to a vertex in N(u5)∩N2(v). Hence we have fv−|N2(v)| ≥ 4
and fv + (fv−|N2(v)|) is at least 16 + 4 = 20 for “k6 = 5 and k5 = 1” and
18 + 4 = 22 for k6 = 6, as required.
(ii) G[N(v)] is a disjoint union of two triangles: In this case, v satisfies “k6 = 5
and k5 = 1” only, because otherwise by our choice G would be a 6-regular
graph such that for each vertex v′ in it, G[N(v)] is a disjoint union of two
triangles and then G would be the line graph of a 4-regular graph. Assume that
fv+(fv−|N2(v)|)+qv ≤ 18 (otherwise we are done), where (fv−|N2(v)|)+qv ≤ 1.
Let u ∈ N(v) be the degree-5 neighbor of v, and let {z1, z2} = N(u) ∩ N2(v).
By qv ≤ 1, one of z1 and z2 (say z1) is of degree 6. Since ez1 = 6 by our choice
of v, the inner-degree of u at z1 is 2, and hence z1 is adjacent to a neighbor
in N(v) ∩ N(u). Now fv−|N2(v)| = 1 and hence qv = 0. The vertex z2 also
needs to be adjacent to a neighbor in N(v) ∩N(u), indicating fv−|N2(v)| ≥ 2,
a contradiction.
10.2 Graphs of maximum degree 7
To prove the existence of optimal vertices in graphs of maximum degree 7, we
investigate the structure of 7-regular graphs.
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A vertex v is called a (j, k)-clique-type vertex if the induced graph G[N(v)]
is a disjoint union of a j-clique and a k-clique, where j + k = δ(v).
Lemma 17. Let G be a 7-regular graph such that the inner-degree of each neigh-
bor u ∈ N(v) of every vertex v is at most 3. If G is not the line graph of a
(4,5)-bipartite graph, then it has a vertex v such that fv + (fv−|N2(v)|) ≥ 26.
Proof. Now fv = 42 − 2ev is an even number. Assume that for every vertex v,
fv + (fv−|N2(v)|) ≤ 25 otherwise we are done. Before we prove that G is the
line graph of a (4,5)-bipartite graph, we first show four properties (P0), (P1),
(P2) and (P3) on a vertex v in G.
(P0) It holds that fv ∈ {22, 24} and ev ≥ 9.
Now the inner-degree of each neighbor u ∈ N(v) at v is at most 3, i.e., the
outer-degree of u of v is at least 3 in a 7-regular graph, which implies fv ≥ 3×7 =
21 and hence fv ≥ 22 by parity. By fv = 42−2ev, we see that fv+(fv−|N2(v)|) ≤
25 implies fv ≤ 24 and ev ≥ 9.
(P1) If a vertex v is not (3, 4)-clique-type, then there is no 4-clique in G[N(v)].
If G[X ] is a 4-clique for some subset X ⊆ N(v), then the inner-degree of a
neighbor u ∈ X is already 3 and the remaining ev − 6 ≥ 9 − 6 = 3 edges must
form a triangle in N(v)−X , indicating that v would be (3,4)-clique-type.
(P2) If there is no 4-clique in G[N(v)], then there are four neighbors u1, u2, u3, u4 ∈
N(v) such that there is at least one edge between N(ui)∩N(v) and N(ui)∩N2(v).
Since fv ≤ 24 by (P0), there are at least four neighbors u1, u2, u3, u4 ∈
N(v), each of which has outer-degree 3 at v (i.e., |N(ui)−N2(v)| = 4). If there
is no edge between N(ui) ∩ N(v) and N(ui) ∩ N2(v), then eui ≥ 9 by (P0)
implies that N(ui) ∩ N(v) and N(ui) − N2(v) induce a 3-clique and 4-clique,
respectively (where N(ui) ∩ N(v) induces a 3-clique), which contradicts that
{ui} ∪ (N(ui) ∩N(v)) does not induce a 4-clique.
(P3) If there is exactly one edge between X and X − N(v) for some set X of
four vertices in N(v), then v is not (3, 4)-clique-type and fv ≥ 24.
If fv ≤ 22 (i.e., ev ≥ 10) then G[X ] needs to be a 4-clique and the inner-
degree of some vertex in X at v would be 4.
We are ready to prove the lemma by using (P0), (P1), (P2) and (P3). If the
graph is not the line graph of a (4,5)-bipartite graph, then we can always choose
a vertex v that is not (3, 4)-clique-type so that fv ∈ {22, 24} is maximized. By
(P1) and (P2), there are four neighbors ui ∈ N(v), i = 1, 2, 3, 4 such that there
is at least one edge between N(ui) ∩N(v) and N(ui) ∩N2(v).
(i) For each i, there are two such edges: Then we get fv−|N2(v)| ≥ 4 and it
would hold fv + (fv−|N2(v)|) ≥ 22 + 4 = 26, a contradiction.
(ii) For some i, there is exactly one such edge: In this case, we get fv−
|N2(v)| ≥ 2. Since ui satisfies the condition of (P3), it holds fui ≥ 24, and by
the choice of v, we have fv ≥ fui ≥ 24. Hence it would hold fv+(fv−|N2(v)|) ≥
24 + 2 = 26, a contradiction.
Lemma 18. Let G be a reduced graph of maximum degree 7. Assume that G
has no short edges. Then G has at least one optimal vertex.
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Proof. We assume that every degree-7 vertex v has at least six neighbors of
degree 7 and satisfies N∗(v) = ∅, otherwise the lemma holds. Each neighbor of v
is adjacent to at least two vertices in N2(v) (since N
∗(v) = ∅) and each degree-7
neighbor of v is adjacent to at least three vertices in N2(v) (since here is no
short edge). Hence fv ≥ 20. If v is adjacent to a degree-3 vertex, then v is an
optimal vertex by the definition of optimal vertices. If the graph is a 7-regular
graph, then there is an optimal vertex by Lemma 17. Otherwise, we can always
find a vertex v with k7 = 6 and k3 = 0.
Let u1 be the neighbor of v such that 4 ≤ δ(u1) ≤ 6. If u1 is not adjacent to
any other vertex in N(v), then fv ≥ δ(u1)−1+3×6 = δ(u1)+17 and v would be
an optimal vertex. Otherwise, u1 is adjacent to a degree-7 vertex u2 ∈ N(v). If
u2 has outer-degree at least 5 at v, then fv ≥ 5+3×5+2 = 22 and v would be an
optimal vertex. We can assume that u2 has outer-degree 3 or 4 at v. If there are
at least two edges between N(u2)∩N(v) and N(u2)∩N2(v), then fv−|N2(v)| ≥ 2
and v would be an optimal vertex. Otherwise, there is at most one edge between
N(u2)∩N(v) andN(u2)∩N2(v). Since {|N(u2)∩N(v)|, |N(u2)∩N2(v)|} = {3, 4},
then eu2 ≤ 10 and fu2 ≥ 22. Note that u2 is also adjacent to a vertex u1 with
degree < 7. Then u2 will be an optimal vertex for this case.
10.3 Graphs of maximum degree 8
To prove the existence of optimal vertices in graphs of maximum degree 8, we
investigate the structure of 8-regular graphs.
First of all, we consider 8-regular graph such that the inner-degree of each
neighbor u ∈ N(v) of every vertex v is at most 3. Now fv = 56− 2ev is an even
number. This properties will be used in the following lemmas several times. A
vertex v is called bridge-type if G[N(v)] contains a bridge u1u2 between X ⊆
N(v) and N(v) −X such that (i) |X | = |N(v) −X |; or (ii) the inner-degree of
each ui at v is 3.
Lemma 19. Let G be a 8-regular graph such that the inner-degree of each neigh-
bor u ∈ N(v) of every vertex v is at most 3. If G contains a bridge-type vertex,
then there is a vertex v such that fv + (fv−|N2(v)|) ≥ 36.
Proof. Let v a bridge-type vertex v, and u1u2 be the bridge of v between X1
and X2 = N(v)−X , where ui ∈ Xi and |X1| ≤ |X2| without loss of generality.
We first prove that fv ≥ 34. Note that |X1| ≥ 3, since otherwise the inner-
degree of u1 at v would be at most |X1|−1 ≤ 2. When |X1| = 3, the inner-degree
of each of the two vertices in X1 −{u1} is at most 2 at v, since u1u2 is a bridge
in G[N(v)]. When |X1| = |X2| = 4, G[Xi] contains at least one pair of non-
adjacent vertices, since otherwise the inner-degree of ui would be four, and Xi
contains at least one vertex whose inner-degree at v is at most 2. In any case of
|X1| ∈ {3, 4}, N(v) contains at least two neighbors whose outer-degree at v is
at least 5. This implies that fv ≥ 6× 4 + 2× 5 = 34.
We further assume that N(v) consists of two (resp., six) neighbors whose
inner-degree at v are 2 (resp., 3), since otherwise fv ≥= 35 (hence fv ≥ 36 by
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parity) and we are done. Note that there are at least three neighbors in N(v)
whose inner-degree are 2 if |X1| = 3 (2 in X1 and 1 in X2). So it holds |X1| = 4
and the inner-degree of ui at v is 3.
The outer-degree of ui (i = 1, 2) at v is 4 (i.e., |N(ui) ∩N [v]| = 4), and the
induced graphG[N(ui)∩N [v]] contains at least two pairs of non-adjacent vertices
(since there is only one edge between N [ui] ∩N(v) and N(v) − N [ui] ∩N(v)).
If there is no edge between N(ui) ∩N [v] and N(ui) ∩N2(v), then eui ≤ 10 and
fui ≥ 56 − 2 × 10 = 36. Hence we can assume that ui has a common neighbor
in N2(v) with a vertex in N(v)− {ui}.
Let u′i (i = 1, 2) be the two neighbors in N(v) whose inner-degree at v is 2.
If there is no edge between N(u′i)∩N [v] and N(ui)∩N2(v), then each vertex in
N(u′i)∩N [v] has outer-degree 5 at u
′
i. We get that fu′i ≥ 3×5+5×4 = 35 (hence
fu′
i
≥ 36 by parity). Hence we can assume that u′i has a common neighbor in
N2(v) with a vertex in N(v)− {u
′
i}.
Thus there are four vertices {u1, u2, u′1, u
′
2} each of who has a common neigh-
bor inN2(v) with another vertex inN(v), which implies that fv−|N2(v)| ≥ 4/2 =
2, and we have that fv + (fv−|N2(v)|) ≥ 34 + 2 = 36.
Recall that a vertex v is (j, k)-clique-type if the induced graph G[N(v)] is a
disjoint union of a j-clique and a k-clique, where j+k = δ(v). A vertex v is called
semi-clique-type if a set X ⊆ N(v) induces a 4-clique, there is no edge between X
and N(v)−X , and X ⊆ N(v) contain at least one pair of non-adjacent vertices.
Hence a semi-clique-type vertex is not (4, 4)-clique-type.
Lemma 20. Let G be a 8-regular graph such that the inner-degree of each neigh-
bor u ∈ N(v) of every vertex v is at most 3. If G contains a semi-clique-type
vertex, then there is a vertex v such that fv + (fv−|N2(v)|) ≥ 36.
Proof. Let v be a semi-clique-type vertex, and assume that X ⊆ N(v) induce a
4-clique. Clearly fv ≥ 56− 2× 11 = 34 (since ev ≤ 11). Assume that N(v) −X
contains only one pair of non-adjacent vertices u1 and u2, since otherwise we
obtain fv ≥ 56 − 2 × 10 = 36. Let N(v) − X = {u1, u2, u3, u4}. If each of u3
and u4 is adjacent to a vertex in N(u1) −N [v], then we have fv − |N2(v)| ≥ 2,
and fv + (fv−|N2(v)|) ≥ 34 + 2 = 36. If none of u3 and u4 is adjacent to any
vertex in N(u1) −N [v], then all of v, u3 and u4 have inner-degree 2 at u1, and
this implies that fu1 ≥ 36. Finally if exactly one of u3 and u4 is adjacent to a
vertex in N(u1)−N [v], then u1 is bridge-type, and fu1 + (fu1 − |N2(u1)|) ≥ 36
by Lemma 19.
Lemma 21. Let G be a 8-regular graph such that the inner-degree of each neigh-
bor u ∈ N(v) of every vertex v is at most 3. Assume that G is not the line graph
of a 5-regular graph. Then G has a vertex v such that fv + (fv−|N2(v)|) ≥ 36.
Proof. By Lemma 19 and Lemma 20, it suffices to show that there is a desired
vertex or a bridge-type or semi-clique-type vertex. Let v be a vertex that is not
(4, 4)-clique-type. This vertex always exists since the graph is not the line graph
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of a 5-regular graph. Assume that v is not bridge-type or semi-clique-type. Hence
no four neighbors of v induce a 4-clique.
Assume fv ≤ 34, otherwise we are done. This implies that there are at least
six neighbors ui ∈ N(v), i = 1, . . . , 6 each of which has outer-degree 4 at v (i.e.,
|N [ui] ∩N(v)| = 4).
If for each i, there are at least two edges between N(ui)∩N(v) and N(ui)∩
N2(v), then we have fv − |N2(v)| ≥ 12/2 = 6, and fv +(fv−|N2(v)|) ≥ 32+ 6 >
36. Assume that for some i, there is at most one edge between N(ui) ∩ N(v)
and N(ui) ∩ N2(v). If there is exactly one edge between N(ui) ∩ N(v) and
N(ui) ∩ N2(v), then ui is bridge-type. Assume that there is no edge between
N(ui) ∩N(v) and N(ui) ∩N2(v). Recall that no four vertices in N(v) induce a
4-clique. Hence N(ui) ∩N [v] is not a 4-clique either, and this means that ui is
semi-clique-type.
Lemma 22. Let G be a reduced graph of maximum degree 8. If G has no short
edges, then G has at least one optimal vertex.
Proof. This lemma follows from the definition of optimal vertices and Lemma 21
directly. If the graph G is not a 8-regular graph, we can always find a degree-8
vertex such that k8 < 8, which is an optimal vertex by the definition. Otherwise,
G is a 8-regular graph. Since G has no short edges, the inner-degree of each
neighbor u ∈ N(v) of every vertex v is at most 3. Then by Lemma 21 there
is either an optimal vertex or the graph is the line graph of a 5-regular graph.
However, the later case is impossible, since the line graph of a 5-regular graph
must have been reduced by the reduction rules.
11 Concluding Remarks
Before the measure-and-conquer method was developed, most fast algorithms for
the maximum independent set problem consisted of a large number of branch-
ing rules, which may make the algorithms impractical and hard to analyze. The
measure-and-conquer method allows us to design simple algorithms for the max-
imum independent set problem probably with an aid of sophisticated analysis.
With this method, we get the recurrence (2) for branching on a vertex v of
maximum degree d, which usually becomes the worst case of algorithms to any
MIS-θ (3 ≤ θ ≤ 8). To analyze (2), we need to do both of (i) checking all possi-
ble neighbor-degree (k3, k4, . . . , kd) of the neighbors of v; and (ii) deriving lower
bounds on the term ∆(N [v]).
For (i), the previous papers either to try to reduce the number of cases to
be checked by a relaxed argument (and then get worse recurrences) or list up
a huge number of recurrences for all possible combinations (which may not be
easy to check by hand). In this paper, we devised a new lemma (Lemma 5)
that can reduce the number of cases to a quite small number without losing
the optimality of branching factors. In the branch-and-reduce paradigm, this is
useful to simplify analysis of algorithms and can make a design process of fast
algorithms much easier.
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For (ii), there are may techniques used to derive good bounds on ∆(N [v]).
With the reduction rule by domination, Fomin et al. [5] got that ∆(N [v]) ≥
d∆wd. With branching on vertices with satellites (which is extended to uncon-
fined vertices later in [17]), Kneis et al. [9] showed ∆(N [v]) ≥ 2d∆wd in the
worst case kd = d of (2) (this is also used in Bourgeois et al.’s algorithm [2]). In
this paper, by using the new branching rule to short edges, for the worst case of
(2), we improved the bounds on ∆(N [v]) to 3d∆wd for d = 6, 7 and to 4d∆wd
for d ≥ 8, respectively. By choosing an optimal vertex whose existence is ensured
by a graph theoretical argument, we further increased the bound on ∆(N [v]) to
(4d+ 4)∆wd for the case of “d = 8 and kd = d,” which is the final worst case in
our algorithms. Branching on a degree-8 vertex v with eight degree-8 neighbors
and 36 edges between N(v) and N2(v) (i.e., fv = 36 for k8 = 8) is one of the
crucial bottlenecks in our algorithm for MIS now.
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