A modification of quasi-Newton's methods helping to avoid saddle points by Truong, Tuyen Trung et al.
ar
X
iv
:2
00
6.
01
51
2v
1 
 [m
ath
.O
C]
  2
 Ju
n 2
02
0
A MODIFICATION OF QUASI-NEWTON’S METHODS HELPING TO
AVOID SADDLE POINTS
TUYEN TRUNG TRUONG, TAT DAT TO, TUAN HANG NGUYEN, THU HANG NGUYEN, HOANG
PHUONG NGUYEN, MAGED HELMY
Abstract. We recall that if A is an invertible and symmetric real m ×m matrix, then
it is diagonalisable. Therefore, if we denote by E+(A) ⊂ Rm (respectively E−(A) ⊂
R
m) to be the vector subspace generated by eigenvectors with positive eigenvalues of A
(correspondingly the vector subspace generated by eigenvectors with negative eigenvalues
of A), then we have an orthogonal decomposition Rm = E+(A) ⊕ E−(A). Hence, every
x ∈ Rm can be written uniquely as x = prA,+(x) + prA,−(x) with prA,+(x) ∈ E
+(A) and
prA,−(x) ∈ E
−(A).
We propose the following simple new modification of quasi-Newton’s methods.
New Q-Newton’s method. Let ∆ = {δ0, δ1, δ2, . . .} be a countable set of real
numbers which has at least m+1 elements. Let f : Rm → R be a C2 function. Let α > 0.
For each x ∈ Rm such that ∇f(x) 6= 0, let δ(x) = δj , where j is the smallest number so
that ∇2f(x) + δj ||∇f(x)||
1+αId is invertible. (If ∇f(x) = 0, then we choose δ(x) = δ0.)
Let x0 ∈ R
m be an initial point. We define a sequence of xn ∈ R
m and invertible and
symmetric m × m matrices An as follows: An = ∇
2f(xn) + δ(xn)||∇f(xn)||
1+αId and
xn+1 = xn − wn, where wn = prAn,+(vn)− prAn,−(vn) and vn = A
−1
n ∇f(xn).
The main result of this paper roughly says that if f is C3 and a sequence {xn}, con-
structed by the New Q-Newton’s method from a random initial point x0, converges,
then the limit point is not a saddle point, and the convergence rate is the same as that of
Newton’s method. We test the good performance of New Q-Newton’s method on various
small scale optimisation problems, against algorithms such as Newton’s method, BFGS,
Random damping Newton’s method and Inertial Newton’s method. A more generalisa-
tion of New Q-Newton’s method is given in the end of the paper. We also present some
issues (saddle points and convergence) one faces when implementing Newton’s method
and modifications into Deep Neural Networks. In a forth coming paper, we will explore
whether New Q-Newton’s method is implementable into large scale optimisation problems
in Deep Neural Networks.
0.1. Introduction. An important question one faces in research and real life applications
is that of finding minima of some objective cost functions. In realistic applications the
optimisation problem is so large scale that no one can hope to find closed solutions. Indeed,
optimisation problems associated to Deep Neural Networks (DNN) easily have millions of
variables. We note that finding global optima is NP-hard. Moreover, saddle points are
dominant in higher dimensions, see Subsection 0.4. Therefore, one is more than happy
with iterative methods which can guarantee convergence to local minima.
To date, only modifications of a classical iterative method by Armijo (also called Back-
tracking GD) are theoretically proven to, when the cost function is Morse, assure conver-
gence to local minima. More details are presented in Subsections 0.2 and 0.4. Experiments
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on DNN with CIFAR10 and CIFAR100 datasets [27, 28] show that Backtracking Gradient
Descent is also implementable in huge scale optimisation problems in Deep Neural Networks,
with better accuracy than the popular used algorithms (such as Stochastic Gradient De-
scent, Adam, Adadelta, RMSProp, NAG, Momentum and so on) and without worry about
manual fine tuning of learning rates, while needing only a comparable computing time.
Hence, it can be said that Backtracking GD is theoretically the best iterative method, and
for GD methods it is also practically the best.
On the other hand, Newton’s method is known to usually converge faster than GD, if it
actually converges. However, it is known that Newton’s method can diverge even if the
cost function has compact sublevels and can converge to saddle points or local maxima.
Therefore, it is desirable if one can modify Newton’s method in such a way so that if it
converges, then its rate of convergence is the same as that of Newton’s method and it
avoids saddle points. Also, to be able to apply this method practically, it is desirable that
the modification is simple.
We recall that if a sequence xn converges to a point x∞, and ||xn+1 − x∞|| = O(||xn −
x∞||
ǫ) for some positive constant ǫ > 0, here we use the big-O notation, then ǫ is called
the rate of convergence for the sequence xn. If ǫ = 1, then we also say that the rate of
convergence is linear; while if ǫ = 2, then we say that the rate of convergence is quadratic.
The main result of this paper is to propose such a modification, called New Q-Newton’s
method, see Subsection 0.5. The main result we obtain is the following.
Theorem 0.1. Let f : Rm → R be a C3 function. Let {xn} be a sequence constructed by
the New Q-Newton’s method. Assume that {xn} converges to x∞. Then
1) ∇f(x∞) = 0, that is x∞ is a critical point of f .
2) There is a set A ⊂ Rm of Lebesgue measure 0, so that if x0 /∈ A, then x∞ cannot be
a saddle point of f .
3) If x0 /∈ A (as defined in part 2) and ∇
2f(x∞) is invertible, then the rate of convergence
is the same as that of Newton’s method.
4) More generally, if ∇2f(x∞) is invertible (but no assumption on the randomness of
x0), then the rate of convergence is at least linear.
Part 4) of Theorem 0.1 shows that generally the rate of convergence of the New Q-
Newton’s method is not worse than that of Gradient Descent method. However, as will be
seen later, it is not known whether New Q-Newton’s method (and all other modifications
of Newton’s method) can guarantee convergence.
As a consequence, we obtain the following interesting result.
Corollary 0.2. Let f be a C3 function, which is Morse, that is all its critical points are
non-degenerate (i.e. ∇2f is invertible at all critical points of f). Let x0 be a random
initial point, and let {xn} be a sequence constructed by the New Q-Newton’s method. If xn
converges to x∞, then x∞ is a local minimum and the rate of convergence is quadratic.
We note, see Subsection 0.6, that even for Morse functions in dimension 1 the usual
Newton’s method can converge to a local maximum.
Essential definitions and related works are detailed in Subsections 0.2, 0.3 and 0.4.
New contribution in this paper: We propose a new way to modify the Hessian
∇2f(xn) in Newton’s method, by adding a matrix δnId, so that the new matrix ∇
2f(xn)+
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δnId is invertible. (Note that this is different from previous work on quasi-Newton’s
methods where it is required that the new matrix is positive definite, see Subsection
0.4 for more details.) We then, in contrast to Newton’s method, do not use the update
xn+1 = xn − (∇
2f(xn) + δnId)
−1∇f(xn), but instead xn+1 = xn − wn where wn is the
reflection of (∇2f(xn) + δnId)
−1∇f(xn) via the vector subspace generated by eigenvectors
of negative eigenvalues of ∇2f(xn) + δnId. We also arrange so that |δn| is bounded by
||∇f(xn)|| when ||∇f(xn)|| is small. This construction is inspired by the modifications
of Backtracking GD in [26, 23], where avoidance of saddle points are obtained for these
modifications of Backtracking GD. Note that our new algorithm uses crucially the fact that
the Hessian ∇2f is symmetric.
The plan of this paper is as follows. In Subsection 0.2, we briefly review about gradient
descent methods for continuous optimisation problems. In Subsection 0.3, we briefly review
about quasi-Newton’s method. Then Subsection 0.4 review what is currently known in the
literature about convergence and avoidance of saddle points of iterative methods. In the
Subsection after that, we present some experimental results on some functions on a small
number of variables. In the last Subsection, we present some conclusions and ideas for
future work.
Acknowledgements. The first author is supported by Young Research Talents grant
number 300814 from Research Council of Norway.
0.2. Brief review of gradient descent methods. The general version of Gradient De-
scent (GD), invented by Cauchy in 1847 [7], is as follows. Let ∇f(x) be the gradient of f
at a point x, and ||∇f(x)|| its Euclidean norm in Rk. We choose randomly a point x0 ∈ R
k
and define a sequence
xn+1 = xn − δ(xn)∇f(xn),
where δ(xn) > 0 (learning rate), is appropriately chosen. We hope that the sequence {xn}
will converge to a (global) minimum point of f .
The simplest and most known version of GD is Standard GD, where we choose δ(xn) = δ0
for all n, here δ0 is a given positive number. Because of its simplicity, it has been used
frequently in Deep Neural Networks and other applications. Another basic version of GD
is (discrete) Backtracking GD, which works as follows. We fix real numbers δ0 > 0 and
0 < α, β < 1. We choose δ(xn) to be the largest number δ among the sequence {β
mδ0 : m =
0, 1, 2, . . .} satisfying Amijo’s condition [2]:
f(xn − δ∇f(xn))− f(xn) ≤ −αδ||∇f(xn)||
2.
There are also the inexact version of GD (see e.g. [5, 27]). More complicated variants of
the above two basic GD methods include: Momentum, NAG, Adam, for Standard GD (see
an overview in [20]); and Two-way Backtracking GD, Backtracking Momentum, Backtrack-
ing NAG for Backtracking GD (first defined in [27]). There is also a stochastic version,
denoted by SGD, which is usually used to justify the use of Standard GD in Deep Neural
Networks.
For convenience, we recall that a function f is in class C1,1L , if ∇f is globally Lipschitz
continuous with the Lipschitz constant L. The latter means that for all x, y ∈ Rm we have
||∇f(x) − ∇f(y)|| ≤ L||x − y||. We note that it could be a difficult task to determine
whether a function is in C1,1L or real analytic (or more generally satisfying the so-called
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Losjasiewicz gradient inequality), while usually with only one quick glance one could get a
very good guess whether a function is in C1 or C2 (conditions needed to guarantee good
performance of modifications of Backtracking GD).
Closely related to Backtracking GD is the so-called Wolfe’s method [30, 29], where the
learning rates are chosen not by Backtracking but by combining Armijo’s condition with
an additional condition regarding curvature. The idea was to overcome the fact that the
original version of Backtracking GD requires the learning rates to be uniformly bounded
from above. To this end, we note that in the recent work [24], learning rates in Backtracking
GD are now allowed to be unbounded from above. Moreover, Wolfe’s method does not work
as well as Backtracking GD: its theoretical results can only proven for functions in class
C1,1L , and there are no proven results on convergence to critical points or avoidance of saddle
points as good as those for Backtracking GD (see Subsection 0.4).
0.3. Brief review of the literature on quasi-Newton’s method. Another famous
iterative optimisation method is Newton’s method ([17] and Section 1.4 in [5]). It applies
to functions f ∈ C2 with the update rule: if ∇2f(xn) is invertible, then we define xn+1 =
xn − (∇
2f(xn))
−1∇f(xn).
Its main purpose is to find critical points of f . Its is most preferred because if it converges,
then usually it converges very fast, with rate of convergence being quadratic. However, this
comes with a cost: we need to compute second derivatives, and hence Newton’s method is
very costly when applied to huge scale optimisation problems. Also, it has several other
undesirable features. First, it can converge to saddle points or even local maxima. Second,
there are examples (see Subsection 0.6) where Newton’s method diverges to infinity even
when the cost function has compact sublevels. Third, we can not proceed in Newton’s
method when ∇2f is not invertible.
There are many modifications of Newton’s methods, aiming at resolving the three issues
mentioned in the end of the previous paragraph. Among them, most famous ones are so-
called quasi-Newton’s methods ([16] and Section 2.2 in [5]). Some famous quasi-Newton’s
methods are: BFGS, Broyden’s family, DFP and SR1. There are two main ideas common in
these methods. The first main idea is to add into∇2f(xn) a matrix Bn so that∇
2f(xn)+Bn
is positive definite. The heuristic behinds this is try to have (∇2f(xn) + Bn)
−1∇f(x)
to be a descent direction, and hence trying to have the sequence constructed by these
methods to converge to local minima only. (As mentioned in the introduction, our idea
of New Q-Newton’s method is different in that we require only that ∇2f(xn) + Bn is
invertible.) However, we are not aware of rigorous results where avoidance of saddle points
are established for these modifications, under such general conditions as in the main results
in this paper. This procedure also aims to resolve the case where ∇2f(xn) is not invertible,
whence Newton’s method is not applicable.The second main idea is to replace the expensive
computation of ∇2f(xn) by using first order applications. This second main idea can be
used also to our New Q-Newton’s method to reduce the cost so that it can be implementable
in huge scale optimisation problems.
Another class of modifications of Newton’s methods is that of damping Newton’s method.
The simplest form of this method is the update rule: xn+1 = xn − δn(∇f(xn))
−1∇f(xn),
where δn > 0 is a real number. One can choose δn randomly at each step. To this end,
we note the paper [22], where by methods in complex dynamics,
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damping Newton’s method can find all roots of a complex polynomial in 1 variable, if we
choose δn to be a complex random number so that |δn−1| < 1, and the rate of convergence
is the same as the usual Newton’s method. It is hopeful that this result can be extended
to systems of polynomials in higher dimensions. On the other hand, this result shows
that again damping Newton’s method is not effective in finding local minima, since it can
converge to all critical points. On how Random damping Newton’s method works with
non-polynomial functions, the readers can see some experimental results in Subsection 0.6.
Yet another common class of modifications of Newton’s methods is discretisation of some
differential equations, taking inspiration from physics. From basic differential equations
corresponding to the usual Newton’s methods, one can add more terms (representing some
physical rules) and discretising to obtain modifications. One recent such modification is the
so-called Inertial Newton’s method [4]. We note that again there is no theoretical guarantee
that this method is effective in finding local minima, and also that its rate of convergence
is not as fast as the usual Newton’s method but rather comparable to that of Gradient
Descent methods. Some experimental results on Inertial Newton’s method are presented in
Subsection 0.6.
0.4. Brief review of literature on convergence to critical points and avoidance of
saddle points. Here we provide a very brief review of the currently known most general
results on performance of iterative methods, regarding convergence to critical points and
avoidance of saddle points. More details to special cases can be found in the references
mentioned here and references therein.
Convergence to critical points: We recall that a function f is Morse if it is C2,
and if all of its critical points are non-degenerate (that is, if ∇f(x0) = 0 then ∇
2f(x0) is
invertible). By transversality results, Morse functions are dense in the set of all continuous
functions. In other words, if we choose a random C2 function, then it is Morse. We
note also that the set of critical points of a Morse function is discrete. The following
result ([27, 26, 25, 24]) illustrates the good features of modifications of Backtracking GD:
If f is a Morse function, and {xn} is a sequence constructed by the Backtracking GD (or
one of its various modifications), then either limn→∞ ||xn|| = ∞ or there is x∞ so that
limn→∞ xn = x∞ and ∇f(x∞) = 0. In the general case, where f is only assumed to be C
1,
it is shown in the mentioned papers that if the set of cluster points D of {xn} intersects one
compact component of C, then D is connected and is contained in that compact component.
This result also extends to functions defined on Banach spaces [23]. To date, we do not know
any other iterative methods whose convergence is as strongly guaranteed as Backtracking
GD.
For some special but interesting classes of functions, the corresponding results have been
known much earlier. For example, in the case f is in C1,1L and has compact sublevels, the
corresponding results are classical, and can be found as early as in Chapter 12 in [14].
When the function f is real analytic (or more generally satisfying the so-called Losjasiewicz
gradient inequality), then we obtain the strongest form of convergence guarantee where no
assumptions on the set of critical points are needed [1].
Avoidance of saddle points: Besides minima, other common critical points for a
function are maxima and saddle points. In fact, for a C2 cost function, a non-degenerate
critical point can only be one of these three types. While maxima are rarely a problem for
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descent methods, saddle points can theoretically be problematic, as we will present later in
this subsection. Before then, we recall definitions of saddle points and generalised saddle
points for the sake of unambiguous presentation. Let f : Rk → R be a C1 function. Let x0
be a critical point of f near it f is C2.
Saddle point. We say that x0 is a saddle point if the Hessian ∇
2f(x0) is non-singular
and has both positive and negative eigenvalues.
Generalised saddle point. We say that x0 is a generalised saddle point if the Hessian
∇2f(x0) has at least one negative eigenvalue. Hence, this is the case for a non-degenerate
maximum point.
In practical applications, we would like the sequence {xn} to converge to a minimum
point. It has been shown in [9] via experiments that for cost functions appearing in DNN
the ratio between minima and other types of critical points becomes exponentially small
when the dimension k increases, which illustrates a theoretical result for generic functions
[6]. Which leads to the question: Would in most cases GD converge to a minimum?
To this question, again so far Backtracking GD and its modifications provide the best
answer. For the special case of functions in class C1,1L , it is shown in [15, 19] that if the initial
point x0 is outside a set of Lebesgue’s measure 0 then for the sequence {xn} constructed
by Standard GD, with fixed learning rate δ < 1/L, if xn does converge to a point x∞
then x∞ cannot be a generalised saddle point. This result has been more recently extended
in [26] to functions f satisfying the more general assumption that ∇f is locally Lipschitz
continuous (for example, this is satisfied when f is in C2), by replacing Standard GD by
Backtracking GD. The result is also valid more generally for functions defined on Banach
spaces, see [23].
If f(x) = 12 < Ax, x > where A is an invertible symmetric matrix, then ∇f(x) = Ax
and ∇2f(x) = A. Therefore, for every initial point x0, the next point in the update of
Newton’s method is x1 = x0 − (∇
2f(x0))
−1∇f(x0) = 0. Hence, in case A has negative
eigenvalues, Newton’s method will converge to a saddle point x0 = 0. As far as we know,
in the previous work on Newton’s methods and modifications, it is not known rigorously
whether avoidance of saddle points is achievable.
In the remaining of this paper, we will propose a new modification of Newton’s method
which can avoid saddle points. While we are still not able to theoretically prove convergence
to critical points of the new proposed method, we do show that whenever it converges then
the limit point is a critical point, and it is illustrated through experiments that the new
method seems also works well regarding this aspect.
0.5. A new modification of quasi-Newton’s methods and Main results. We first
recall a useful fact in Linear Algebra. Let A be a symmetric m × m matrix with real
entries. Then all eigenvalues of A are real, and A is diagonalisable. In fact, there is an
orthogonal matrix Q so that QTAQ is diagonal. In particular, if we let E≥0(A) ⊂ Rm
(correspondingly E−(A) ⊂ Rm) be the vector subspace generated by eigenvectors with non-
negative eigenvalues of A (correspondingly the vector subspace generated by eigenvectors
with negative eigenvalues of A), then we have an orthogonal decomposition Rm = E≥0(A)⊕
E−(A), with respect to the usual inner product on Rm. In particular, any x ∈ Rm can be
written uniquely as x = prA,≥(x) + prA,−(x) where prA,≥(x) ∈ E
≥0(A) and prA,−(x) ∈
E−(A).
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In the situation of the above paragraph, if moreover A is invertible, then all eigenvalues
of A are nonzero, and we denote in this case E+(A) = E≥0(A) and prA,+(x) = prA,≥0(x) for
clarity. It is also worthwhile to note that prA,+ = prA−1,+ and similarly prA,− = prA−1,−.
Now we are ready to present our new modification of quasi-Newton’s methods.
New Q-Newton’s method. Let ∆ = {δ0, δ1, δ2, . . .} be a countable set of real numbers
which has at least m + 1 elements. Let f : Rm → R be a C2 function. Let α > 0. For
each x ∈ Rm such that ∇f(x) 6= 0, let δ(x) = δj , where j is the smallest number so that
∇2f(x) + δj ||∇f(x)||
1+αId is invertible. (If ∇f(x) = 0, then we choose δ(x) = δ0.) Let
x0 ∈ R
m be an initial point. We define a sequence of xn ∈ R
m and invertible and symmetric
m×m matrices An as follows: An = ∇
2f(xn)+ δ(xn)||∇f(xn)||
1+αId and xn+1 = xn−wn,
where wn = prAn,+(vn)− prAn,−(vn) and vn = A
−1
n ∇f(xn).
Remarks 0.3. For to choose the set ∆, we can do as in Backtracking GD: Let ζ0 > 0 and
0 < β < 1, and define ∆ = {βnζ0 : n = 0, 1, 2, . . .}.
Note that if δ0 = 0, then at points xn where ∇
2f(xn) is invertible, An = ∇
2f(xn). To
ensure δ0 = 0, we can modify the construction of ∆ in the previous paragraph as follows:
∆ = {βnζ0 − ζ0 : n = 0, 1, 2, . . .}.
The following simple lemma is stated to emphasise the finiteness feature of the function
δ(x) in the definition of New Q-Newton’s method.
Lemma 0.4. 1) For all x ∈ Rm, we have δ(x) ∈ {δ0, . . . , δm}.
2) If x∞ ∈ R
m is such that ∇f(x∞) = 0 and ∇
2f(x∞) is invertible, then for x close
enough to x∞ we have that δ(x) = δ0.
Proof. 1) If ∇f(x) = 0, then by definition we have δ(x) = δ0 ∈ {δ0, . . . , δm} as claimed. In
the case ∇f(x) 6= 0, then since ∇2f(x) has only m eigenvalues, for at least one δ among
{δ0, . . . , δm} we must have ∇
2f(x) + δ||∇f(x)||2Id is invertible. Therefore, we have again
that δ(x) ∈ {δ0, . . . , δm}.
2) For x close enough to x∞, we have that ||∇f(x)|| is small. Hence, since ∇
2f(x∞) is
invertible, it follows that ∇2f(x) + δ0||∇f(x)||
2Id is invertible. Hence, by definition, for
these x we have δ(x) = δ0.

Now we are ready to prove Theorem 0.1.
Proof of Theorem 0.1. 1) Since limn→∞ xn = x∞, we have wn = xn+1−xn → 0. Moreover,
∇2f(xn) → ∇
2f(x∞). Then, by Lemma 0.4 and definition of An, we have that ||An|| is
bounded. Note that by construction ||wn|| = ||vn|| for all n, and hence limn→∞ vn = 0. It
follows that
∇f(x∞) = lim
n→∞
∇f(xn) = lim
n→∞
Anvn = 0.
2) For simplicity, we can assume that x∞ = 0. By 1) we have ∇f(0) = 0, and by the
assumption we have that ∇2f(0) is invertible.
We define A(x) = ∇2f(x) + δ(x)||∇f(x)||1+αId, and A = ∇2f(0) = A(0). We look at
the following (may not be continuous) dynamical system on Rm:
F (x) = x− w(x),
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where w(x) = prA(x),+(v(x)) − prA(x),−(v(x)) and v(x) = A(x)
−1∇f(x).
Then for an initial point x0, the sequence constructed by New Q-Newton’s method is
exactly the orbit of x0 under the dynamical system x 7→ F (x). It follows from Lemma 0.4
that F (x) is C1 near x∞, and at every point x ∈ U we have that Aj(x) must be one of the
m+1 maps ∇2f(x)− δj ||∇f(x)||
2Id (for j = 0, 1, . . . ,m), and therefore F (x) must be one
of the corresponding m+ 1 maps Fj(x). Since f is assumed to be C
3, it follows that all of
the corresponding m+ 1 maps Fj are locally Lipschitz continuous.
Now we analyse the map F (x) near the point x∞ = 0. Since ∇
2f(0) is invertible, by
Lemma 0.4 again, we have that near 0, then A(x) = ∇2f(x)+ δ0||∇f(x)||
1+αId. Moreover,
the maps x 7→ prA(x),+(A(x)
−1∇f(x)) and x 7→ prA(x),−(A(x)
−1∇f(x)) are C1. [This
assertion is probably well known to experts, in particular in the field of perturbations of
linear operators. Here, for completion we present a proof, following [13], by using an integral
formula for projections on eigenspaces via the theory of resolvents. Let λ1, . . . , λs be distinct
solutions of the characteristic polynomials of A. By assumption, all λj are non-zero. Let
γj ⊂ C be a small circle with positive orientation enclosing λj and not other λr. Moreover,
we can assume that γj does not contain 0 on it or insider it, for all j = 1, . . . , s. Since A(x)
converges to A(0), we can assume that for all x close to 0, all roots of the characteristic
polynomial of A(x) are contained well inside the union
⋃s
j=1 γj. Then by the formula (5.22)
on page 39, see also Problem 5.9, chapter 1 in [13], we have that
Pj(x) = −
1
2πi
∫
γj
(A(x) − ζ)−1dζ
is the projection on the eigenspace of A(x) corresponding to the eigenvalues of A(x) con-
tained inside γj . Since A(x) is C
1, it follows that Pj(x) is C
1 in the variable x for all
j = 1, . . . , s. Then, by the choice of the circles γj , we have
prA(x),+ =
∑
j: λj>0
−
1
2πi
∫
γj
(A(x)− ζ)−1dζ
is C1 in the variable x. Similarly,
prA(x),− =
∑
j: λj<0
−
1
2πi
∫
γj
(A(x)− ζ)−1dζ
is also C1 in the variable x. Since A(x) is C1 in x and f(x)) is C2, the proof of the claim
is completed.]
Hence, since x 7→ (∇2f(x) + δ0||∇f(x)||
1+αId)−1∇f(x) is C1, it follows that the map
x 7→ F (x) is C1. We now compute the Jacobian of F (x) at the point 0. Since ∇f(0) = 0,
it follows that ∇f(x) = ∇2f(0).x+ o(||x||), here we use the small-o notation, and hence
(∇2f(x) + δ0||∇f(x)||
1+αId)−1∇f(x) = x+ o(||x||).
It follows that w(x) = prA,+(x) − prA,−(x) + o(||x||), which in turn implies that F (x) =
2prA,−(x) + o(||x||). Hence JF (0) = 2prA,−.
Therefore, we can argue as in [26], by using the Stable-Central Manifold theorem (see
Theorems III.6 and III.7 in [21]), to obtain the result.
3) We can assume that x∞ = 0, and define A = ∇
2f(0). The assumption that ∇2f(0)
is invertible and 1) - as well as Lemma 0.4 - imply that we can assume, without loss of
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generality, that An = ∇
2f(xn)+ δ0||∇f(xn)||
1+αId for all n, and that ∇2f(xn) is invertible
for all n. Since ∇f(0) = 0 and f is C3, we obtain by Taylor’s expansion ∇f(xn) =
A.xn +O(||xn||
2). Then, by Taylor’s expansion again we find that
A−1n = ∇
2f(xn)
−1.(Id+ δ0||∇f(xn)||
1+α∇2f(xn))
−1
= ∇2f(xn)
−1(Id− δ0||∇f(xn)||
1+α∇2f(xn) + (δ0||∇f(xn)||
1+α∇2f(xn))
2 + . . .)
= ∇2f(xn)
−1 +O(||xn||
1+α) = A−1 +O(||xn||).
Multiplying A−1n into both sides of the equation ∇f(xn) = ∇
2f(0).xn+O(||xn||
2), using
the above approximation for A−1n , we find that
vn = A
−1
n ∇f(xn) = xn +O(||xn||
2).
Since we assume that x0 /∈ A, it follows that A is positive definite. Hence we can assume,
without loss of generality, that An is positive definite for all n. Then from the construction,
we have that wn = vn for all n. Hence, in this case, we obtain
xn+1 = xn − wn = xn − vn = O(||xn||
2),
thus the rate of convergence is quadratic.
4) The proof of part 3 shows that in general we still have
vn = xn +O(||xn||
2).
Therefore, by construction we have wn = prAn,+(vn) − prAn,−(vn) = O(||xn||). Hence
xn+1 = xn − wn = O(||xn||), and thus the rate of convergence is at least linear.

0.6. Some small scale experimental results. In this subsection we will compare the
performance of New Q-Newton’s method against the usual Newton’s method, BFGS, as well
as Random damping Newton’s method and Inertial Newton’s method. In the experiments,
we will use α = 1 in the definition of New Q-Newton’s method. Moreover, we will choose
∆ = {0,±1}, even though for theoretical proofs we need ∆ to have at least m+1 elements,
wherem = the number of variables. The justification is that when running New Q-Newton’s
method it almost never happens the case that both ∇2f(x) and ∇2f(x) ± ||∇f(x)||2Id
are not invertible. The experiments are coded in Python and run on a usual personal
computer. For BFGS: we use the function scipy.optimize.fmin bfgs available in Python,
and put gtol = 10e− 10 and maxiter = 10e+6. For hyperparameters in Inertial Newton’s
method, we choose α = 0.5 and β = 0.1 as recommended by the authors of [4].
Experiment 1: We test for the function f(x) = |x|1+1/3. This function has compact
sublevels and has one global minimum at 0, and no other critical points.
Newton’s method: diverges to infinity.
BFGS: clearly converges to 0.
New Q-Newton’s method: diverges to infinity.
Random Newton’s method: diverges to infinity.
Inertial Newton’s method: diverges to infinity.
Note that in this case Backtracking GD converges to 0.
Experiment 2: We test for the function f(x) = |x|1/3. This function has compact
sublevels and had has one global minimum at 0, and no other critical points. (The result
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in this case is quite surprising, since the function here is more singular than the function
in Experiment 1.)
Newton’s method: diverges to infinity.
BFGS: does not do any update. We receive the warning: Desired error not necessarily
achieved due to precision loss.
New Q-Newton’s method: clearly converges to 0.
Random Newton’s method: diverges to infinity.
Inertial Newton’s method: diverges to infinity.
Experiment 3: We test for the function f(x) = e−1/x
2
. This function has a global
minimum at x = 0, but also lim|x|→∞ f
′(x) = 0. It does not have compact sublevels. Initial
point is x = 3.
Newton’s method: diverges to infinity.
BFGS: clearly converges to 0.
New Q-Newton’s method: clearly converges to 0.
Random Newton’s method: diverges to infinity.
Inertial Newton’s method: diverges to infinity.
Example 4: We test for the function f(x) = x3sin(1/x). This function has compact
sublevels, and has countably many local maxima and local minima, and these converge to
the singular point 0. We choose the initial point to be x0 = 0.75134554.
Newton’s method: after 6 steps, becomes very close to a local minimum.
BFGS: after 4 steps, becomes very close to a local minimum.
New Q-Newton’s method: after 6 steps, becomes very close to a local minimum.
Random Newton’s method: after 25 steps, becomes very close to a local minimum.
Inertial Newton’s method: after 1721 steps, becomes very close to a local minimum.
Example 5: We test for the function f(x) = x3cos(1/x). This function does not have
compact sublevels, and has countably many local maxima and local minima, and these
converge to the singular point 0. We obtain similar results as in Example 4.
Example 6: We test for the function f(x) = ex
2
− 2x3. This function has compact
sublevels. It has 1 local minimum, one global minimum and one local maximum.
Case 1: Initial point x0 = 0.6:
Newton’s method: after 5 steps, arrives at 0.38726940199793053 very close to the local
maximum.
BFGS: after 7 steps, arrives at 1.08737056, very close to the global minimum.
New Q-Newton’s method: after 10 steps, arrives at 1.0873705644002134, very close to
the global minimum.
Random Newton’s method: after 23 steps, arrives at 1.0873705644101557 very close to
the global minimum. However, its behaviour is unstable: in another running we see that it
comes close to 0.3872694020085596.
Inertial Newton’s method: encounters ”math range error”.
Case 2: Initial point x0 = 0.8:
Newton’s method: after 5 steps, arrives at −2.7610131682735413e − 30 very close to the
local minimum 0.
BFGS: after 7 steps, arrives at 1.08737056, very close to the global minimum.
New Q-Newton’s method: after 9 steps, arrives at 1.0873705644002136, very close to the
global minimum.
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Random Newton’s method: after 31 steps, arrives at −3.602485092114828e − 11 very
close to the local minimum 0.
Inertial Newton’s method: encounters ”math range error”.
Case 3: Initial point x0 = 0.9:
Newton’s method: after 10 steps, arrives at 1.0873705644002134 very close to the global
minimum.
BFGS: after 2 steps, arrives at 1.08737056, very close to the global minimum.
New Q-Newton’s method: after 10 steps, arrives at 1.0873705644002134, very close to
the global minimum.
Random Newton’s method: after 33 steps, arrives at 1.0873705643974583 very close to
the global minimum.
Inertial Newton’s method: encounters ”math range error”.
Example 7: We test for the function f(x, y) = (x − 1)2 + 100(y − x2)2 (Rosenbrock’s
function). This function has compact sublevels. It has 1 global minimum (0, 0), and no
other critical points. Initial point (0.55134554, 0.75134554).
Newton’s method: after 6 steps, converges to (1, 1).
BFGS: after 15 iterations, converges to (1, 1).
New Q-Newton’s method: after 6 steps, converges to (1, 1).
Random Newton’s method: after 121 steps, converges to (1, 1).
Inertial Newton’s method: encounters ”overflow in multiply”.
Example 8: We test for the function f(x1, x2) + f(x2, x3) + f(x3, x4) (where f(x, y) is
Rosenbrock’s function in Example 7). This function has compact sublevels. It has 1 global
minimum (1, 1, 1, 1, ), and one local minimum near (−1, 1, 1, 1), and no other critical points.
Initial point (−0.7020, 0.5342,−2.0101, 2.002).
Newton’s method: after 28 steps, arrives at (−0.77565923, 0.61309337, 0.38206285, 0.14597202).
BFGS: after 46 steps, converges to (1, 1, 1, 1).
New Q-Newton’s method: after 22 steps, converges to (1, 1, 1, 1).
Random Newton’s method: after 81 steps, converges to (1, 1, 1, 1).
Inertial Newton’s method: encounters ”overflow in multiply”.
Example 9: We test for the function 100(y−|x|)2+|1−x| (introduced in [4]). This func-
tion has compact sublevels, but it is not even C1. On the other hand, it is smooth on a dense
open subset of R2. It has one global minimum at (1, 1). Initial point (−0.99998925, 2.00001188).
Newton’s method: cannot proceed because the Hessian is singular.
BFGS: after 4 steps, arrives at (1.36715981, 1.35887337). We receive a warning: Desired
error not necessarily achieved due to precision loss.
New Q-Newton’s method: It seems that we enter a ”near” cycle (0.30703369, 0.30953365)
7→ (0.50952063, 0.50705168) 7→ (1.50938185, 1.50688189) 7→ (1.30689492, 1.30936386) 7→
(0.30703369, 0.30953365).
Random Newton’s method: cannot proceed because the Hessian is singular.
Inertial Newton’s method: diverges to infinity.
Example 10: We test for the function (t4/4)− t2+2t (mentioned in [17]). This function
has compact sublevels. It has one global minimum, 1 local minimum and 1 local maximum.
Initial point 0.
Newton’s method: enters an infinite cycle between 0 and 1.
BFGS: after 6 steps, arrives at −1.76929235, which is close to the global minimum.
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New Q-Newton’s method: after 9 steps, arrives at −1.7692923542386314 which is close
to the global minimum.
Random Newton’s method: after 34 steps, arrives at −1.7692923542270662 which is close
to the global minimum.
Inertial Newton’s method: encounters ”nan” error.
Example 11: We test for the function 4/3ci(2/t)+t(t2−2)sin(2/t)/3+t2/2+t2cos(2/t)/3
(mentioned in [17]). Initial point 1.00001188.
Newton’s method: after 156 steps, arrives at −3.287234334507282e − 11. The value of
the Hessian at this point is negative: −0.6250952998316008.
BFGS: after 5 steps, arrives at 4.05325466e − 14. The value of the Hessian at this point
is 1.64816755.
New Q-Newton’s method: after 28 steps, arrives at 3.747388831883453e − 11. The value
of the Hessian at this point is positive: 2.9643601867792286.
Random Newton’s method: after 161 steps, arrives at 3.0708810924016955e − 11. The
value of the Hessian at this point is positive: 1.020778413554438.
Inertial Newton’s method: after 3327 steps, arrives at 9.840882934908696e − 11. The
value of the Hessian at this point is negative: −0.9996344360854231.
Example 12: We test for the function x2+y2+4xy. This function has only one critical
point (0, 0), which is non-degenerate and is a saddle point. The function does not have
compact sublevels.
Newton’s method: After one step, arrives at (0, 0), the saddle point. See also Subsection
0.4.
BFGS: diverges to infinity.
New Q-Newton’s method: diverges to infinity.
Random Newton’s method: after step 25, arrives at (3.28400099e−12, 6.56800198e−12),
hence clearly converges to the saddle point (0, 0).
Inertial Newton’s method: diverges to infinity.
Example 13: We test for the function x2+y2+xy. This function has compact sublevel.
It has only one critical point (0, 0), which is non-degenerate global minimum. Initial point
(0.55134554, 0.75134554).
Newton’s method: after 1 step, arrives at (0, 0).
BFGS: after 4 steps, arrives at (−1.27577774e − 11,−1.41063994e − 11) .
New Q-Newton’s method: after 1 step, arrives at (−2.46519033e − 329.86076132e − 32).
(It should be (0, 0), but here some calculating errors would have entered. We speculate that
this happens because when we do orthogonal diagonalization of ∇2f(0), some calculation
errors come in.)
Random Newton’s method: after 20 steps, arrives at (6.24040246e−07, 8.50410172e−07).
Inertial Newton’s method: after 4929 steps, arrives at (6.91386726e−11,−6.91386726e−
11).
Example 14: We test for the function x2 + y2 + 2xy. This function has global minima
on the line x+ y = 0, and no other critical points. Initial point (0.55134554, 0.75134554).
Newton’s method: cannot work because the Hessian is singular.
BFGS: after 2 steps, arrives at (−0.1, 0.1), a global minimum.
New Q-Newton’s method: after 28 steps, arrives at the point (−0.1, 0.1) (a global mini-
mum point).
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Random Newton’s method: cannot work because the Hessian is singular.
Inertial Newton’s method: diverges to infinity.
Example 15: Here we test for a homogeneous function of degree 2 in 3 variables, whose
Hessian matrix is:

 −23 −61 40−61 −39.5 155
40 155 −50


The Hessian matrix is not invertible, it has one positive and one negative eigenvalue.
Hence, the critical points of this function are all generalised saddle points, but they are
degenerate. Initial point (0.00001188, 0.00002188, 0.00003188).
Newton’s method: cannot proceed because the Hessian is singular.
BFGS: after 2 steps, arrives at (−0.02608408,−0.07921891, 0.04140426). We receive the
warning: Desired error not necessarily achieved due to precision loss.
New Q-Newton’s method: diverges to infinity.
Random Newton’s method: cannot proceed because the Hessian is singular.
Inertial Newton’s method: diverges to infinity.
0.7. Conclusions and Future work. In this paper, we proposed a new modification of
Newton’s method, named New Q-Newton’s method, and showed that it can avoid saddle
points. Hence, in contrast to all existing versions of Newton’s method in the literature, our
New Q-Newton’s method can be used for the purpose of finding local minima. We obtain the
result by adapting the arguments in [26], compared Subsection 0.4. We demonstrated the
good performance of this method on some small scale examples, against the algorithms New-
ton’s method, BFGS, Random damping Newton’s method and Inertial Newton’s method.
From the experiments, we conclude that New Q-Newton’s method is clearly better than
Newton’s method, Random damping Newton’s method and Inertial Newton’s method. In
comparison to BFGS, we conclude that New Q-Newton’s method seems to be more stable,
since in several experiments: for BFGS we obtain the warning ”Desired error not neces-
sarily achieved due to precision loss.”, while things work as expected for New Q-Newton’s
method. Example 14 seems to indicate that BFGS works well near degenerate local min-
ima. In contrast, Example 15 seems to indicate that BFGS is problematic near singular
generalised saddle points. As far as we know, no analog of Theorem 0.1 and Corollary 0.2
is available for BFGS.
It is an open question of whether the condition that f is C3 is needed in Theorem 0.1, or
C2 is enough. It is also an open question of whether part 2) of Theorem 0.1 also holds, even
in the more general setting where ∇2f(x∞) is not invertible. Experiments in the previous
Subsection seem to indicate that this is the case.
On the one hand, New Q-Newton’s method has the same rate of convergence as the
usual Newton’s method, and hence is better than all GD (including Backtracking GD).
On the other hand, the result on New Q-Newton’s method we obtain here is still weaker
than the corresponding result for modifications of Backtracking GD in [26] - see details
in Subsection 0.4. Moreover, unlike Backtracking GD [27], we still do not have a result
guaranteeing convergence for New Q-Newton. Moreover, readers can easily check that
New Q-Newton’s method, when applied to functions, such as f(x) = |x|, which are not
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C2 can diverge - even though the function has compact sublevels. To this end, note that
Backtracking GD works well for this function, and converges to the unique minimum point
x = 0.
Analysing the proof of Theorem 0.1, we see that only the facts that the map x 7→
||∇f(x)||1+α is C1 near critical points of f and in general locally Lipschitz continuous is
needed. Therefore, Theorem 0.1, and hence also Corollary 0.2, is valid for the following
generalisation of New Q-Newton’s method:
Generalised New Q-Newton’s method: Let ∆ = {δ0, δ1, δ2, . . .} be a countable set
of real numbers which has at least m + 1 elements. Let f : Rm → R be a C2 function.
Let h : [0,∞) → R be a function such that: i) h(t) = 0 iff t = 0, ii) h is C1 near t = 0,
and iii) h is locally Lipschitz continuous. For each x ∈ Rm such that ∇f(x) 6= 0, let
δ(x) = δj , where j is the smallest number so that ∇
2f(x) + δjh(||∇f(x)||)Id is invertible.
(If ∇f(x) = 0, then we choose δ(x) = δ0.) Let x0 ∈ R
m be an initial point. We define a
sequence of xn ∈ R
m and invertible and symmetric m ×m matrices An as follows: An =
∇2f(xn)+ δ(xn)||∇f(xn)||
1+αId and xn+1 = xn−wn, where wn = prAn,+(vn)−prAn,−(vn)
and vn = A
−1
n ∇f(xn).
One could choose h(t) to be bounded, such as h(t) = min{1, t}, so that the perturbation
δ(x)Id is not too big when ||∇f(x)|| is too big. We tested the experiments in the previous
subsection with such bounded functions, and obtained similar results.
The orthogonal diagonalization of real symmetric matrices needed in New Q-Newton’s
method is expensive when the dimension m is large. The research in this topic is very
extensive. Among some common such methods we find (the readers can find more informa-
tion in the corresponding Wikipedia pages): the QR algorithm [11, 10] whose cost is O(n3),
the Jacobi eigenvalue algorithm [12] whose cost is also O(n3), and the Divide-and-conquer
eigenvalue algorithm [8] whose cost is again O(n3) (however, the precise constant multiples
involved are different). Hence, more work is needed to implement this method into huge
scale optimisation problems such as in DNN. We are exploring this in an ongoing work.
There is also a problem of how to extend New Q-Newton’s method to the infinite dimen-
sional setting, so to obtain an analog of results in [23] for Banach spaces. To this end, we
note that tools needed (Morse’s lemma and integral formula of projection on eigenspaces
of linear operators) in the proof of Theorem 0.1 are available on Banach spaces [18, 13],
however there are still many differences between the finite and infinite dimensional spaces
which hinder extending the proof of Theorem 0.1 to the infinite dimensional setting.
Finally, we comment about the usefulness of implementations of Newton’s method and
its modifications in Deep Neural Networks (DNN). There are at least 2 issues. The first
issue concerns saddle points. Since cost functions in DNN involves a lot of variables (for
state of the art networks, we could have hundreds of million) and since generically the ratio
between saddle points and minima of these cost functions grows exponentially [6, 9], we
expect that a random initial point x0 will most of the time close to a saddle point. Since
Newton’s method has the tendency of converging to the critical point nearest to the initial
point, we expect that most of the time Newton’s method will converge to saddle points
of the cost functions appearing in DNN. Therefore, Newton’s method per se is of limited
usefulness, if the goal is to find local minima of the cost functions. On the other hand, it
can be, because of its fast convergence when close to a minimum, for example, combined
with Backtracking GD (whose convergence to local minima is guaranteed theoretically in
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generic situations). The same comment applies to modifications of Newton’s method which
have the same tendency of converging to the critical point nearest to the initial point. Of
course, this comment does not apply to modifications of Newton’s methods, such as our New
Q-Newton’s method, which are theoretically proven to avoid saddle points and to converge
fast in generic situations. The second issue one faces when implementing Newton’s method
and modifications into DNN. Experiments in the previous Subsection show that Newton’s
method and its modifications could have a problem of convergence when the cost function
is not C2. We note that Backtracking GD has, on the other hand, better convergence
properties. Since it is now common in DNN to have non-differentiable activation functions
(such as ReLU, maxpool) in many layers, it awaits further research to check if Newton’s
method and modifications could converge for the class of cost functions used in DNN.
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