Abstract-We study a closed-loop scalar control system with feedback transmitted over a discrete noisy channel. For this problem, we propose a joint design of the state measurement quantization, protection against channel errors, and control. The goal is to minimize a linear quadratic cost function over a finite horizon. In particular we focus on a special case where we verify that certainty equivalence holds, and for this case we design joint source-channel encoder and decoder/estimator pairs. The proposed algorithm leads to a practically feasible design of time-varying non-uniform quantization and control. Numerical results demonstrate the promising performance obtained by employing the proposed iterative optimization algorithm.
I. INTRODUCTION
In recent years, the demand for sharing resources efficiently in large networked systems has been continuously increasing. However, in many situations, there is a challenging conflict between the amount of transmitted data and the response time. In particular for emerging control applications, limits imposed on available signaling bandwidth from communication channels can severely restrict the closed-loop performance and even destabilize the system. Networked control based on limited sensor and actuator information has therefore attracted much attention during the past decade. The literature particularly related to the results in this paper includes [5] , [8] , [9] , [10] , [11] , [12] , [13] , [14] . Up till now, results on control with limited information have often been derived based on rather simple scenarios. In some early work, for instance, the initial state was the only unknown entity that the encoder needs to convey to the decoder. Generalizations to more complex situations, e.g., systems with process noise, measurement noise, and transmission errors, are challenging research topics. Some cases studied recently include systems with feedback over noisy channels, e.g., [8] , [11] , [12] , [13] , and systems corrupted by process noise, e.g., [10] .
The main contribution of the present paper is a practical synthesis technique for joint optimization of the quantization and error protection for state observations over a bandlimited and noisy channel. We study a special case where we verify that certainty equivalence holds, and for this case we design joint source-channel encoder and decoder/estimator pairs 1 . We assume that the probability density functions (pdfs) of the plant initialization and the process noise, and the transition 1 As in previous works on quantizer design for noisy channels, we use "encoder" as a generic term that describes combined source-channel encoding, i.e., joint quantization and error control. The "decoder" is the inverse mapping, and as we will see in Sec. V-A, decoding will specialize to state estimation based on the received symbols. probability of the channel are known, or can be accurately estimated. We show that this problem is numerically solvable and leads to channel optimized encoder-decoder pairs that provide better control performance than existing solutions in the literature. The corresponding scenario for a plant without process noise was considered in our previous papers [2] , [3] . The case with process noise is more realistic, but leads to a more complex optimization problem which depends on the pdf of the noise.
The paper is organized as follows. A motivating example is presented in Sec. II. Sec. III defines the control system with encoder, decoder, controller, and communication channel. The problem statement, which concerns a linear quadratic (LQ) objective over finite horizon, is presented in Sec. IV. The joint encoder-decoder design and the training procedure based on dynamic programming are described in Sec. V. In Sec. VI, a sequential Monte Carlo method is introduced to solve the nonlinear estimation problem. Sec. VII presents numerical results and discusses some implementation issues. Finally, the conclusions are given in Sec. VIII.
II. MOTIVATING EXAMPLE
Consider the wireless networked control system in Fig. 1 . Suppose there is a large number of sensor nodes that can connect through a shared wireless medium to a control node. The sensors are spatially distributed over a large area and they measure the state of the control object, which is affected by rarely occurring local disturbances. The control commands for keeping the states around their equilibrium working points are executed through a common actuator, therefore all the sensors report their state measurements to a common control node. The described system is quite representative for many emerging applications with control using wireless sensor networks, in areas such as industrial automation, environmental monitoring, surveillance etc. It is desirable to efficiently utilize the communication resources, in order to allow for more sensors and tighter control. Therefore, consider the following decentralized control strategy. Let the control command corresponding to a specific sensor be zero as long as no disturbance is detected. When the sensor detects a disturbance, the sensor reading is encoded and transmitted to the controller node. The message is decoded at the controller node and a control command is derived and actuated to counteract the specific disturbance acting on the transmitting sensor. The controller and the encoder-decoder pair can be designed based on a finitehorizon LQ criterion. Assuming that the local disturbance is possible to detect and that an estimate of the disturbance magnitude pdf at each sensor location is known, we can optimize the encoder-decoder pair together with the control law. Such a design takes into account uncertainties due to initial state, process noise, and noisy channel. A class of time-varying non-uniform encoder-decoders are derived in the paper, which, together with a simple state feedback control, is suitable to handle the described scenario.
III. PRELIMINARIES
Consider the control system with a communication channel depicted in Fig. 2 . Sensor data are encoded and transmitted over an unreliable communication channel. Control commands are then derived based on the received data. In this section, we describe this system in detail.
Let x b a = {x a , . . . , x b } denote the evolution of a discretetime signal x t from t = a to t = b. The plant is given by the scalar system
where x t , u t , y t ∈ R are the state, the control, and the measurement, respectively. The variable v t is referred to as the process noise and e t is the measurement noise. The system has a memory of order M x . Let E t denote the set of information available at the encoder at time t, i.e., the set of variables whose values are known to the encoder. In particular, we consider an encoder that causally utilizes full information, in the sense that E t = {y t 0 , i
0 }, where i t is the transmitted index and k t represents the encoder's knowledge about the index j t received by the decoder. (The mapping from j t to k t will be discussed below.) The encoder is a mapping from E t to a discrete set of symbols. We take each symbol to be represented by an integer index. At time t, the index is i t ∈ I L = {0, 1, . . . , L − 1}, where L = 2 R with R denoting the rate of the transmission, in bits per state measurement. Hence, the encoder is described by a mapping
Let the discrete channel have input variable i t and output j t ∈ I L , with one channel use defined by
where
→ I L is a random mapping, and M c ≥ 0 indicates (potential) channel memory.
At the receiver, we denote the information available at the controller by C t ; in particular, we consider a controller that causally utilizes full information, i.e.,
The controller is then a mapping
from C t to R. In some particular cases, the overall controller φ t can be separated into two components, a decoder part (estimator) and a separate controller part. To model these situations, let
0 } denote the full information at the decoder part. The decoder is a mapping
0 } denote the (full) information available at the controller part. Separate control based on the output from the decoder/estimator is then defined by the mapping
from C t to R.
IV. PROBLEM STATEMENT
In this section we describe the special case of the system defined above that is considered in the paper. The performance measure is detailed together with the encoder-decoder side information.
A. System Description and Performance Measure
Consider a stable scalar linear time-invariant plant controlled over a binary symmetric channel (BSC). The process noise v t , which contributes to the uncertainty in system, is white noise with pdf p(v t ). We assume that the pdf of the initial state, p(x 0 ), is known, and that full state information is available at the encoder, i.e., y t = x t . The system is then given by
Let c(i t ) ∈ {0, 1} R be a binary codeword of length R representing the encoder output i t ∈ I L . The mapping between i t and c(i t ) is referred to as the index assignment [6] . For
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example, the natural binary code assigns the natural binary representation of an integer i to the codeword c i . At time t, the relation between the index i t and the transmitted binary codeword c(i t ) is
In a similar way, c( j t ) denotes the received binary codeword, where j t ∈ I L is the received index. The (memoryless) communication channel is a binary symmetric channel described by a channel transition probability ε = p(0|1) = p(1|0). Assuming independent transmission of each binary bit, the conditional probability of a codeword p(c j |c i ) is
where d H (c i , c j ) is the Hamming distance between c i and c j , i.e., number of bits which they differ. Our goal is to solve an optimal encoder-decoder and control problem for the plant (7). The performance measure for this integrated communication and control problem is the linear quadratic cost function
where T is the horizon and ρ ≥ 0 the control weight.
B. Encoder-Decoder Common Information
For memory based coding schemes, the system performance relies heavily on the encoder's knowledge about the decoder memory state and vice versa. In the presence of a noisy channel, care has to be taken in specifying how to synchronize the states of the encoder and decoder.
We use the term encoder side-information to specify the encoder's knowledge about the symbol j t received by the decoder. Consequently, no encoder side-information is the extreme case when the encoder has no information at all about j t , and full encoder side-information denotes the situation that the encoder, at each time instant t, knows exactly the previously received symbols j t−1 0 . This is the case when the channel is noiseless, so that j t = i t , or when there is an errorfree side-information channel from the output of the forward channel to the encoder. Note that full side-information can also be obtained if the joint decoder-controller function is an invertible mapping, i.e., if j t can be deduced from u t 0 . To model different degrees of side information, we define the common information shared by the encoder and decoder to be the value of the variable
where γ t ( j t ) is a mapping that specifies how k t is obtained from the received variable j t . In particular, k t = j t and K = L when full side-information is available, while K = 1 when there is no side-information at the encoder. Between the extremes, there are a variety of cases with incomplete side-information, for which 1 < K < L. One example is the case with no side-information channel and a non-invertible decoder-controller mapping.
Encoder
Controller Decoder We assume the general case, 1 ≤ K ≤ L, in the paper. Hence we let k t−1 0 specify the state of the encoder. Since this sequence is known also at the decoder, the encoder and the decoder are "synchronized" in this way. Note that in Fig. 2 we illustrate the mapping from j t to k t as an explicit sideinformation channel, even though this information can be obtained by other means, e.g., by inverting the decodercontroller mapping as previously discussed. Note also that the encoder has direct access to the controls u t .
V. ENCODER-DECODER DESIGN
This section presents the main result of the paper. After discussing certainty equivalence and encoder-decoder mappings, we present the overall design algorithm. The encoderdecoder structure is shown in Fig. 3 . The encoder-decoder design problem is on finding a strategy for the encoder to inform the decoder about x 0 and v t−1 0 . Note that by knowing x t 0 and u t−1 0 , the encoder can deduce v t−1 0 , based on (7). We can therefore assume that i t is generated as
based on x 0 , v t−1 0 and the side-information k t−1 0 . At the receiver, u t 0 is computed from j t 0 , hence in the following the assumed decoder-controller mapping will be u t = φ t (j t 0 ), and, if implemented separately, the decoder is a function d t = g t (j t 0 ). The optimal state estimator based on the received indices iŝ
A. Certainty Equivalence Here we will show that under the assumptions of Sec. IV-B, the mapping φ t can be split into a separate decoder g t and controller z t , i.e., certainty equivalence holds [4] .
The necessary and sufficient condition for certainty equivalence presented in [4] corresponds in our case to the requirement that the average estimation error
is not a function of u s 0 , s = 0, . . . ,t − 1, for any sequence u t 0 . This condition is satisfied in our scenario, a fact easily shown as follows. Note that
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with q j t 0 = E{x t |j t 0 } wherex t is defined as
Now, according to (10) , . Consequently, the optimal control is given as
with
for t = 0, . . . , T − 1, and P t initialized with P T = 1. In the notation of Sec. III, we thus have that the optimal φ t can be split into decoding (estimation) and control, according to
The proof of the above statement is completed in the appendix.
B. Design Algorithm
In this section we propose a training method to obtain the optimal encoder-decoder pair. It can be interpreted as a design suitable for short codewords, accomplishing source compression and channel protection simultaneously. The encoder-decoder mapping consists of functions with memory, whose role is to successively provide refinements of information about the initial state and the process noise. The proposed iterative approach starts with an initial set-up, and updates reconstruction points and encoding rules considering not only the past but also the predicted future state evolution. Similar to traditional quantizer design [6] , the idea here is to fix the encoder and update the decoder, then fix the decoder and update the encoder etc.
For fixed encoders, the optimal decoder is
where q j t 0 = E{x t |j t 0 } is the reconstruction point at time t, stored in a codebook at the decoder. The task for the decoder is thus to estimatex t based on j The optimal encoder needs to take the impact of the predicted future state evolutions into account. Hence, for fixed decoders and controllers, and given the encoder mappings f t for t = 0, . . . ,t − 1 and t + 1, . . . , T − 1, we get the optimal encoder
which is a function of k t−1 0 , the available side-information. Also, observe that the channel transition probability p(c j |c i ), recall (8) , is implicitly included in (19). The encoding rules are updated once the reconstruction points are recalculated. Therefore, both the encoder and decoder are specified by the set of reconstruction points {q j t 0 }. We summarize the previous discussion in the following design algorithm.
Encoder-Decoder Design Algorithm
1) Initialize the encoder-decoder mappings { f t } and {g t }.
2) Compute the controller parameters {ℓ t } using (16).
3) a) For each t = 0, . . . , T − 1,
• Update the encoder function f t using (19).
• Update the decoder function d t and the control u t using (15). b) If J T has not converged, go to step 3a), otherwise stop.
Convergence is monitored by updating J T in each step. Unfortunately, the design algorithm does not guarantee global optimality. The algorithm converges to a local minimum, which has shown to work well in practice.
VI. SEQUENTIAL MONTE CARLO SAMPLING
The encoder-decoder design presented in previous section is computationally demanding. Therefore we resort to a Monte Carlo approach to handle the resulting nonlinear filtering. The most computationally intensive part is the computation of
When the encoder-decoder pairs are known, as well as the pdfs p(x 0 ) and p(v t ), transition probabilities p(c j |c i ), and the side-information mapping γ t , the conditional pdf p(x t |j t 0 ), t < T , can be derived. Similarly, given the pdf of the current state, the pdfs of future estimates can also be derived. These estimation problems are solved through a sequential Monte Carlo approach.
To obtain E{x t |j 
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Since the transition probability of a BSC has a closed-form expression, steps 4 and 5 can be replaced by
where P(i t ) and P( j t ) are estimated based on sampling.
VII. NUMERICAL RESULTS
In this section we present simulation results from applying the encoder-decoder design of Sec. V.
The random magnitudes of the initial state and the process noise are both modeled using the generalized Gaussian distribution (GGD) (e.g., [7] ), since it provides a wide coverage of pdfs from narrow-tailed to broad tailed. We use the notation GGD(α, β ), where α describes the exponential rate of decay, and β is the standard deviation. We assume for simplicity that full side-information is available at the encoder. Fig. 4 illustrates simulation results for a numerical example with a = 0.8, T = 3, R = 2, ρ = 1, p(x 0 ) = GGD(2, 1) and p(v t ) = GGD(2, 0.25). In Fig. 4 , we showJ T as a function of the channel transition probability ε. This performance measure is computed by normalizing J T in (9) with the cost obtained when no control action is taken, cf., the horizontal dashed line in Fig. 4 . A performance comparison between the proposed coding scheme and a time-invariant uniform quantizer is depicted in Fig. 4 . In particular, the time-invariant uniform quantizer is optimized by a grid search. At low ε, control using quantized feedback provides improvements more than 30%, compared to the case without feedback control. When ε increases, the proposed encoder-decoder outperforms the time-invariant uniform quantizer apparently. At the scenario of 35% bit errors, the improvement compared to using no control strategy, is around 16% for the proposed encoder-decoders, while only 3% for using uniform quantizers. Moreover, the figure demonstrates that there is still some advantage to feedback state observation on a noisy channel even with 35% bit errors.
Since the contribution x 2 t + ρu 2 t to the total cost (9) typically decreases with time, the reconstruction points at t = 0, i.e., {q j 0 =n } L−1 n=0 , are important. Fig. 5 shows the resulting encoding boundaries and the reconstruction points at t = 0 versus ε. We can note that the number of reconstruction points chosen by the encoder decreases with increasing ε. This phenomenon is well known in quantization for noisy channels and is attributed to the varying abilities of binary codewords in combating channel errors. For very noisy channels, it is beneficial to transmit only the "stronger" codewords [6] , providing true redundancy for error protection. However observe that the number of reconstruction points does not decrease with increasing ε. In Fig. 5 , for ε = 0.3 and ε = 0.35, the two middle reconstruction points are close, so that additional zooming would be needed to distinguish them. Another impact of increasing ε is that the ranges of the reconstruction points decrease, so the encoding boundaries and the reconstruction points are all moved closer to zero, indicating that control magnitude is small. Fig. 4 . A performance comparison between using the proposed encoderdecoder of this paper and using a uniform quantizer. Performance measurē J T is shown as a function of channel transition probability ε, and it is obtained by normalizing J T in (9) with the cost obtained with no control action. The horizontal line corresponds to the resulting cost when no control action (ρ = ∞) is taken. On y-axis it shows the reconstruction points q j 0 and the encoding boundaries versus the channel transition probability ε. ⋆ markers an encoding boundary, and o markers a reconstruction point.
The proposed iterative design requires an initial set-up of reconstruction points. Two initialization methods are compared in Fig. 6 . The first method, referred to as init uni , exploits properly scaled uniform quantizers, in which p(x 0 ) and p(v t ) have been given consideration, but not the channel transition probability ε. The second method, referred to as init chop , applies channel optimized quantizers [6] , designed for each pdf p(x t |j t 0 ), t = 0, . . . , T . Note that the channel transition probability has been taken into account in this initialization. Fig. 6 illustrates that with iterative improvements, both initializations converge to quite similar final results, i.e., trained uni , and trained chop , although the performances of init uni is notably worse than the performance of init chop .
VIII. CONCLUSIONS
This paper has introduced an approach that jointly optimizes the encoder and decoder in closed-loop control of a linear plant with low-rate feedback over a binary symmetric channel. The variability of the plant is modeled as process noise. Having argued that a fixed sequence of Normalized performance measureJ T as function of channel transition probability ε for encoder-decoder pairs obtained by using various initializations. init uni : uniform initialization; init chop : Channel Optimized initialization; trained uni : iteratively trained with init uni as initialization; trained chop : iteratively trained with init chop as initialization.
encoder mappings will result in the certainty equivalence condition being fulfilled, we fixed the receiver structure to implement separate decoding (estimation) and control. Our main contribution is to introduce optimized encoders given this structure on the estimation-control. We have performed various numerical investigations of the proposed optimization algorithm and illustrated quite promising results.
Even though our results were presented for a scalar system with full state observation, the overall problem was formulated under quite general assumptions, allowing for extensions, e.g., to systems of multiple dimensions and with partial observations. Another interesting extension of our work is to examine, the trade-off between the channel transition probability ε and how coarse the feedback information can be, given a certain control performance requirement.
