The Wigner equation represents a promising model for the simulation of electronic nanodevices, which allows the comprehension and prediction of quantum mechanical phenomena in terms of quasi-distribution functions. During these years, a Monte Carlo technique for the solution of this kinetic equation has been developed, based on the generation and annihilation of signed particles. This technique can be deeply understood in terms of the theory of pure jump processes with a general state space, producing a class of stochastic algorithms. One of these algorithms has been validated successfully by numerical experiments on a benchmark test case.
The Wigner equation is a full quantum transport model able to capture the relevant physics in next generation semiconductor devices. It is well known that the pure state Wigner equation is an equivalent phase-space reformulation of the Schrödinger equation. At the same time the Wigner equation can be augmented by a Boltzmann-like collision operator accounting for the process of decoherence. However, this equation has represented a numerically daunting task and it has raised more problems than solutions. A numerical treatment of the Wigner equation can be dealt with deterministic schemes [1] [2] [3] [4] , Direct Simulation Monte Carlo [5] [6] [7] [8] , and it is often used to derive reduced transport models, such as quantum-hydrodynamic models [9] [10] [11] [12] .
Among the several particle Monte Carlo methods developed during these years (see [13] for a review), we have focused in the so called Signed Monte Carlo method [14] , where the Wigner potential is treated as a scat-tering source which determines the electron-potential interaction, and consequently new particles with different signs are stochastically added to the system. Recently this method has been also be understood in terms of the Markov jump process theory [15, 16] , producing a class of stochastic algorithms. In this paper we present a thorough validation of one of these algorithms by comparing the Wigner MC results with the Schrödinger equation solution, in an already traditional benchmark experiment. An excellent quantitative agreement is demonstrated despite the very different numerical aspects of the two approaches.
The Wigner function formalism
In a quantum mechanical set-up the motion of an electron in a pure state is described by the Schrödinger equation
where x ∈ R d is the position in the d-dimensional Euclidean space, V (x, t) is the external potential, e the absolute value of the electron charge, m * the electron effective mass, ψ(x, t) the normalized wave function, whose square modulus represents the probability density for the position of the electron, i.e. n q = |ψ(x, t)| 2 .
The Schrödinger equation is valid for a closed system, but a device is an open system where the contacts and the interactions with the environment (phonons, impurities, etc.) influence the electron state in a way that cannot be described by this equation. The most natural approach to model the statistics in a quantum system is by means of the density function ρ, defined as
where the diagonal elements represent the probability density n q , and the off-diagonal terms characterize the delocalization of electrons (coherence). Differentiating (2) with respect to t and using the Schrödinger equation (1), one obtains the density matrix evolution equation (called Liouville -von Neumann equation)
This quantum equation of motion can be reformulated into a kinetic form.
If we change the two independent space-variables (r, s) into the center of mass one (x, x )
Let us suppose that the Fourier transform of ρ with respect to the x variables does exist, then the Wigner function is defined as:
where k ∈ R d having dimension of the inverse of a length. The fact that the Wigner function depends on the same phase-space variables (x, k), as the Boltzmann distribution function, is remarkable. If we integrate the Wigner function with respect to k we obtain the mean density
and moreover the first-order moment of the Wigner function, is proportional to the quantum current density of the electron ensemble [17] . Thus, as far as the zeroth and first-order moments are concerned, the Wigner function behaves as the classical particle distribution. However, the Wigner function does not necessarily stay non negative in its evolution process. Unlike in the classical case, it can therefore not be interpreted as a probability density, and it is often referred to as quasi-distribution of particles. The evolution equation for the Wigner function is found by taking the time derivative of the defining equation (4) and substituting the Liouvillevon Neumann equation (3) on the right-hand side, i.e.
where V w is the Wigner potential
The Wigner potential is a non-local potential operator which is responsible of the quantum transport, is real-valued, and anti-symmetric with respect to k. So up to now, for a pure state, the Schrödinger equation, the Liouville equation and the Wigner equation are fully equivalent.
But is there any link between the Wigner quantum equation and the classical Boltzmann Transport equation (BTE) ? The answer is yes because, if the potential V is linear, quadratic or varying slowing with respect to typical values of 1/k, the quantum evolution term Q(f w ) reduces to the drift term of the BTE, i.e. [17] 
Hence the BTE, without the collisional operator, can be seen as the semiclassical limit of the Wigner equation. Moreover, it is possible to prove that, under some conditions, the collision term describing scattering between electrons and phonons in the BTE, can also be used in the Wigner equation [8] which, in such a case, it is usually called Wigner-Boltzmann transport equation.
The Signed particle Monte Carlo method
Solving the Wigner equation is a quite difficult task. Much work has been devoted to the direct solution based on finite-difference scheme [3, 4] . Many difficulties of the direct solution comes from the discretization of the diffusion term k · ∇ x f w because of the typically rapid variation in the phase space. Particle based MC techniques do not require the discretization of this term, and for this reason, they have been developed during these years despite the large computational times [8, 18, 19] .
In the following we shall follow the so called Signed particle Monte Carlo approach developed initially in [14] . This technique is based on the observation that the quantum evolution term (6) 2 looks like the Gain term of a collisional operator in which the Loss term is missing. But the Wigner potential (7) is not always positive and cannot be considered a scattering term. For this reason, it can be separated into a positive and negative parts
In this way, we can define an integrated scattering probability per unit time as
and rewrite the quantum evolution term as the difference between Gain and Loss terms, i.e.
Now we can interpret the new scattering rate w(k , k) and the negative sign in it. For each electron we introduce the weight A called affinity which can be real, and it can be changed according to the scattering rate w(k , k). In particular:
1. the electron changes its momentum with probability V + w , and its affinity into +A 2. the electron changes its momentum with probability V − w , and its affinity into −A 3. the electron does not change momentum with probability γ, and its affinity does not change. In other words, the initial trajectory is maintained.
Hence the "scattering" mechanism dictated by the γ function is interpreted as a new pair particle creation, where the probability that an electron does not produce the new pair (being a markovian process) in [ 0, ∆t[ is
likewise to what happens in the BTE [20] . Moreover, if (13) γ
Let be r a uniform random number, if
nothing happens otherwise a couple of new particles is created where the new state is generated from V + w (x, k). In the following we shall use a splitting scheme in order to separate the transport (i.e. movement in the position space) and the creation process, and from eq.(13) 1 , the splitting time step ∆t must fulfill (14) sup
We can summarize the time evolution in the following steps:
1. transport step
., N The components A j and k j do not change.
creation step
According to probabilistic rules, all particles create new particles that are added to the system.
cancellation step
If the total number of particles exceed a certain threshold N canc , i.e.
N > N canc
then pairs of particles with similar positions and wave-vectors, but with opposite affinity signs, are removed from the system.
The main drawbacks of this procedure are due to i) efficiency issue in particle generation, because γ usually is a rapidly oscillating function, ii) the affinity can take integer values, consequently it yields to an exponential grow of particle numbers, and in step 3) a procedure must be introduced to control the particle number.
Markov jump process theory
The creation process can be better understood in terms of the Markov jump process theory [15, 16] . We consider a particle system
with the state space Z = ∪ ∞ N =1 Z N . The single particle state space is
where the first component represents a weight A j ∈ U = {−1, +1}, the second component is a position vector, and the third component is a wavevector. Let
The time evolution of the system is a pure Markov jump process. Independently of each other, the particles create new particles that are added to the system. The creation rate and the offspring distribution are determined by some kernel q. If we introduce the measures
it is possible to prove that they satisfy an evolution equation similar to the Dynkin's formula [15] , i.e.
where the test functions ψ(z) are continuous with compact support. In our case we have
and then (19)
If q is such that
and c > 0 is a cutoff parameter, then eq. (18) 
which is a weak form of the Wigner equation (6) . Functionals of the solution of the Wigner equation (6) are expressed in terms of the particle system (15) using the representation given in (19) . This approach has certain advantages compared to other derivations. In particular, it suggests a variety of algorithms and treats these different cases simultaneously. In particular we can consider the following creation kernel: (22) where B c = {k ∈ R d : k ≤ c}, ∅ denotes the empty set, the function
andÃ is defined as
This kernel satisfy the condition (20) and produces the following creation algorithm:
2. for j = 1, ..., N , with probability 1 −γ(x j , c)∆t do not create anything. Next particle goto 2 3. otherwise generate randomly a newk according to the probability
4. with probability
do not create anything. Next particle goto 2 5. otherwise create the particle couple
withÃ given in (24). Next particle goto 2.
The gaussian barrier benchmark
We have considered a potential barrier with the shape of a gaussian function, centered at x=0 with dispersion σ = 1 nm and height a = 0.3 eV
The Wigner potential (7), in the 1D case, writes
The creation algorithm V w is based on the following majorant of V w (x, k)
and the splitting time step condition (14) now yields
The initial condition for the Wigner equation is
2 where x 0 = -15 nm, k 0 = 0.7 nm −1 , σ 0 = 2.852 nm. In the x-space we have considered an uniform mesh [-30, 30 ](nm) with N x = 200 grid-points; also in the k-space we have an uniform mesh [-10, 10](nm −1 ) with N k =400. We have chosen absorption boundary conditions, i.e. if a particle is out of the mesh then it is erased. The cutoff has been fixed c = 8 nm −1 , the initial particle number is N ini = 160000, the cancellation parameter N canc = 480000, and the time step ∆t= 0.05 fsec. Since in our case the Wigner and Schrödinger equations are equivalent, in order to have a comparison, the Schrödinger equation (1) has been solved using a splitting scheme [21] with initial condition (31) ψ(0, x) = 1
The mean density (5), obtained with the two solvers, is shown in figures (1)-(3), for various simulation times. The agreement between the two solutions is very good. In the figure 4 we plot the particle number in the MC Wigner versus the simulation time: the peaks in this figure are in correspondence with the cancellation procedure. 
Conclusions
The Wigner equation can been solved by using the Signed particle Monte Carlo method, where new pair of particles characterized by a sign are created randomly and added to the system. This creation mechanism has been recently understood in terms of the Markov jump process, producing a class of new stochastic algorithms [16] . One of these algorithms is applied to the gaussian potential barrier benchmark. The results are compared with those obtained by a deterministic splitting scheme for the Schrödinger equation, showing an excellent agreement.
This represents a step ahead toward the simulation of quantum struc-tures such as silicon nanowire devices [22] [23] [24] [25] , where the effects of phonon scattering and heating could be included [26] [27] [28] [29] [30] [31] [32] [33] . These topics will be the tasks of future researches.
