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a b s t r a c t
The Q -index of a simple graph G is the largest eigenvalue of the matrix Q , the signless
Laplacian of G. It is well-known that in the set of connected graphs with fixed order and
size, the graphswithmaximalQ -index are the nested split graphs (also known as threshold
graphs). In this paper, we focus our attention on the eigenvector techniques for getting
some (lower and upper) bounds on the Q -index of nested split graphs. In addition, we give
some computational results in order to compare these bounds.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a (simple) graph, of order ν = |V | and size ϵ = |E|. The signless Laplacian of G is defined to be the
matrixQ = A+D, where A(=A(G)) is the adjacencymatrix ofG, whileD(=D(G)) is the diagonalmatrix of its vertex degrees.
The largest eigenvalue (or spectral radius) of Q is usually called the Q -index of G, and denoted by κ(=κ(G)). The Q -index of
a graph is a very important spectral invariant, and alsomuch studied in the literature recently. Recall first that for connected
graphs of order at least 2, we have
∆+ 1 ≤ κ ≤ 2(ν − 1), (1.1)
with equality for stars and complete graphs (for the lower and upper bounds, respectively—cf. [4]); here ∆ denotes the
maximal vertex degree of a graph in question. The following bound was conjectured in [3], and later proved in [6] (see
also [2]):
κ ≤ ν − 1+ d¯, (1.2)
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where d¯ is the average (vertex) degree of a graph. Many other bounds on Q -index for arbitrary graphs (usually connected
ones) can be found in [5].
Here we will restrict ourselves only on connected graphs with maximal Q -index. These graphs, as already pointed in [4]
(or [3]), are the nested split graphs (NSGs for short). They are also known as threshold graphs (or {2K2, P4, C4}-free graphs,
which is equivalent to one of the several definitions of such a class of graphs—for more details, see [7]). In [10,11], one can
find many nice results on the Q -index of NSGs.
This paper can be also viewed as a counterpart to the paper [8], since almost all results (spectral bounds) obtained for the
A-index (i.e., the index with respect to the adjacency matrix of graphs) are now reproduced for the Q -index. In view of this,
we will here retain the notation and terminology from [8], and try to see how the change in the graph matrix, i.e., transition
from A to Q , reflects on the various bounds.
The remainder of the paper is organized as follows. In Section 2, in order to make the paper more self-contained, we
include some basic details on the structure of NSGs (for further details, see [8]). In Section 3, we investigate the relation
between the parameters of an NSG and the components of the eigenvector corresponding to the Q -index. In Section 4, we
deduce only a few (lower and upper) bounds for the index of NSGs in order to justify our previous investigations. Finally, in
Section 5 we give some computational data to indicate the quality of our bounds. Some further results are expected in our
forthcoming paper(s).
2. Preliminaries
As already mentioned NSGs are {2K2, P4, C4}-free graphs (i.e., they do not contain any of these three graphs as induced
subgraphs). In [9], on the basis of these three subgraphs, a tree-like representation of NSGs is given (and somemodifications
which enable us to transform one NSG to the other ones). Here we will only describe the structure of connected NSGs (so
ignoring the isolated vertices). Since they are split graphs their vertex set consists of a co-clique and a clique. In view of
nesting, both the co-clique and the clique are partitioned into h cells U1 ∪U2 ∪ · · · ∪Uh and V1 ∪ V2 ∪ · · · ∪ Vh, respectively;
all vertices in Ui are joined (by cross edges) to all vertices in V1 ∪ V2 ∪ · · · ∪ Vi, for i = 1, . . . , h. So if u′ ∈ Ui and u′′ ∈ Ui+1
then Γ (u′) ⊂ Γ (u′′), and this explains the nesting property in question. (Here Γ (v) is the set of neighbors of v.) For the
better understanding of NSGs, see also Fig. 1.
Letmi = |Ui| and ni = |Vi| (i = 1, . . . , h). Then, any NSG, say G, is determined by the following 2h parameters, namely
(m1, . . . ,mh; n1, . . . , nh).
We now introduce some notations to be used later on. First,
Ms =
s
i=1
mi, Nt =
t
j=1
nj, for 1 ≤ s, t ≤ h.
Thus G is of order ν = Mh + Nh, and size ϵ =hk=1 mkNk + Nh2 . Observe that ds, the degree of any vertex u ∈ Us, is equal
to Ns, while d¯t , the degree of any vertex v ∈ Vt , is equal to Nh − 1+hi=t mi(=ν − 1−Mt−1).
We next define the following quantities:
e˜s = msns
the number of cross edges between Us and Vs;
eˆs = msNs
the total number of cross edges with one end in Us (so the other in V1,s = V1 ∪ · · · ∪ Vs);
es =
s
i=1
miNi
the total number of cross edges with one end in U1,s = U1 ∪ · · · ∪ Us (so the other in V1,s; note that es = es−1 + eˆs);
e¯s = MsNs − es =
s
j=1
njMj−1
the total number of non-edges between U1,s and V1,s (or, corresponding edges in G¯).
Remark 2.1. More generally, we can define
Ms,t =
t
i=s
mi = Mt −Ms−1, Ns,t =
t
j=s
nj = Nt − Ns−1, and es,t =
t
i=s
miNi,s.
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Fig. 1. The structure of a connected nested split graph.
3. Q -eigenvectors of NSGs
Let G be a connected NSG graph of order ν and size ϵ, and let κ = κ(G) be its Q -index; we also set
κt = κ − dt , κ¯t = κ − d¯t + 1,
and
µt = (κ − dt)(κ − d¯t + 1), µ¯t = (κ − dt)(κ − d¯1 + 1),
where 1 ≤ t ≤ h. Observe that, according to (1.1), all these four quantities are positive. It is well known, since Q is a
non-negative and irreducible matrix, that the eigenvector corresponding to the Q -index can be taken to be positive. In this
section (and in the next one, if not told otherwise) we will assume that
x = (x1, . . . , xν)T
is a Q -eigenvector of G, which is usually normalized, i.e.,
ν
i=1
xi = 1.
The entries of x are also called the weights of the corresponding vertices. We first observe that all vertices within the sets
Us or Vt , for 1 ≤ s, t ≤ h, have the same weights, since they belong to the same orbit of G (induced by its automorphism
group). Let xu = as if u ∈ Us, while xv = bt if v ∈ Vt .
From the eigenvalue equations for κ (applied to any vertex from Us, or Vt ) we get
κas = dsas +
s
j=1
njbj, for s = 1, . . . , h, (3.1)
and
κbt = d¯tbt +
h
i=t
miai +
h
j=1
njbj − bt , for t = 1, . . . , h. (3.2)
By normalization, we have
h
i=1
miai +
h
j=1
njbj = 1, (3.3)
and from (3.1) we easily get
as = 1
κ − ds
s
j=1
njbj, for s = 1, . . . , h. (3.4)
From (3.2) we have
bt = 1
κ − d¯t + 1

h
i=t
miai +
h
j=1
njbj

, for t = 1, . . . , h,
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and, therefore, using (3.3), we have
bt = 1
κ − d¯t + 1

1−
t−1
i=1
miai

, for t = 1, . . . , h, (3.5)
or, using (3.1) for s = h,
bt = 1
κ + 1− d¯t

h
i=t
miai + (κ − dh)ah

, for t = 1, . . . , h. (3.6)
Setting a0 = b0 = 0, and d0 = 0, from (3.4) and (3.5), together with (3.3), we get successively
(κ − ds)(as+1 − as) = ns+1(as+1 + bs+1), for s = 0, . . . , h− 1, (3.7)
(κ − d¯1 + 1)(b1 − b0) = 1, for t = 0, (3.8)
and
(κ − d¯t+1 + 1)(bt+1 − bt) = −mt(at + bt), for t = 1, . . . , h− 1, (3.9)
bearing in mind the relations ds+1 = ds + ns and d¯t = d¯t+1 +mt .
Since all components of x are positive and κ ≥ ∆+ 1 (see (1.1)), it comes
as+1 > as, for s = 1, . . . , h− 1, (3.10)
and
bt+1 < bt , for t = 1, . . . , h− 1. (3.11)
Furthermore, setting s = h in (3.6) and t = h in (3.5), from (3.3), we obtain
(κ − d¯h + 1)bh = (κ − dh +mh)ah.
Sincemh ≥ 1 and d¯h = dh +mh − 1, we also have
bh ≥ ah,
with equality if and only ifmh = 1.
Remark 3.1. From (3.7) and (3.8) we have
a1 = N1
µ1
and b1 = 1
κ¯1
. (3.12)
Moreover, we also have
a2 = 1
µ2

N2 − n2e1
µ1
+ e1
κ¯1

and b2 = 1
κ¯2

1− e1
µ1

, (3.13)
and, in addition,
a3 = 1
µ3

N3 −

(n2 + n3)e1
µ1
+ n3eˆ2
µ2

+

n1M2
κ¯1
+ e˜2
κ¯2
+ n3e˜1e˜2
µ1µ2

−

e˜1e˜2
µ1κ¯2
+ m2n3e1
µ2κ¯1

,
and
b3 = 1
κ¯3

1−

eˆ1
µ1
+ eˆ2
µ2

− m2e˜1
µ2κ¯1
+ e˜1e˜2
µ1µ2

.
Further on we will focus our attention on bounding ai’s and bj’s, since the exact expressions, as shown in the above
remark, are becoming too messy. This will be done in the next sequence of lemmas.
Lemma 3.1. For any s = 1, . . . , h, we have
Ns
κ − Ns bs ≤ as ≤
Ns
κ − Ns b1. (3.14)
Moreover, if i = 0, . . . , s− 1, then
Ns − Ni
κ − Ns bs ≤ as − ai ≤
κ
κ − Ni
Ns − Ni
κ − Ns b1. (3.15)
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Proof. From (3.4), we have
as = 1
κ − ds
s
j=1
njbj.
Therefore, (3.14) immediately follows since bj’s are strictly decreasing (see (3.11)).
To prove (3.15), consider first the lower bound. From (3.4), we first get
as − ai = 1
κ − ds
s
j=1
njbj − 1
κ − di
i
j=1
njbj.
Since ds ≥ di, we have
as − ai ≥ 1
κ − ds
s
j=i+1
njbj ≥ bs
κ − ds (Ns − Ni) ,
as required. Consider now the upper bound. We have
as − ai =

1
κ − ds −
1
κ − di
 i
j=1
njbj + 1
κ − ds
s
j=i+1
njbj.
Since bj’s are strictly decreasing, we have
as − ai ≤ Nib1(ds − di)
(κ − ds)(κ − di) +
Ns − Ni
κ − ds b1 =
κ
κ − di
Ns − Ni
κ − ds b1,
as required. 
Remark 3.2. It can be easily shown (by observing the contribution of the largest clique of an NSG to the Q -index of the
entire graph) that κ ≥ 2Nh. So 0 < Nsκ−Ns < 1 and consequently the upper bound for as in (3.14) is always less than b1 (as
should be). From the left hand side of (3.14), we also deduce that κ ≥ Ns( bsas + 1), for any s = 1, . . . , h. So for s = h we
immediately get an alternative proof of the above inequality.
Lemma 3.2. For any t = 1, . . . , h,
1− at−1Mt−1
κ − ν + 2+Mt−1 ≤ bt ≤
1− a1Mt−1
κ − ν + 2+Mt−1 , (3.16)
and
(κ − Nh)ah +Mt,hat
κ − ν + 2+Mt−1 ≤ bt ≤
κ − Nh +Mt,h
κ − ν + 2+Mt−1 ah. (3.17)
Proof. Inequalities (3.16) follow from (3.5), since ai’s are strictly increasing; similarly, one gets (3.17) from (3.6). 
Lemma 3.3. For any t = 1, . . . , h,
bt ≥ 1
κ¯t

1−
t−1
i=1
miNi
µ¯i

. (3.18)
Proof. By induction on t . For t = 1, b1 = 1κ−d¯1+1 and thus (3.18) holds (see (3.12)). Assume next that bt ≥
1
κ¯t

1−t−1i=1 miNiµ¯i , for some t ≥ 1. From (3.9) and (3.14) we get
bt+1 = bt − mt
κ¯t+1
(at + bt)
≥

1− mt
κ¯t+1

1
κ¯t

1−
t−1
i=1
miNi
µ¯i

− mt
κ¯t+1
b1
Nt
κ − dt
= 1
κ¯t+1

1−
t
i=1
miNi
µ¯i

,
and the proof follows. 
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Lemma 3.4. For any s = 1, . . . , h, we have
as ≤ 1
µ¯s
(Ns − a1e¯s) . (3.19)
Proof. From (3.4) and (3.16), we have
as = 1
κ − ds
s
j=1
njbj
≤ 1
κ − ds
s
j=1
nj
1
κ¯1
(1− a1Mj−1)
= 1
µ¯s

Ns − a1
s
j=1
njMj−1

= 1
µ¯s
(Ns − a1e¯s)
and the proof follows. 
Remark 3.3. Clearly (3.19) is an improvement of the right hand side of (3.14). Yet another improvement is given in (3.23).
Lemma 3.5. For any s = 1, . . . , h,
as ≥ Ns
µ¯s

1−
s
j=1
nj
Ns

j−1
i=1
miNi
µ¯i
+ Mj−1
κ¯j

. (3.20)
Proof. For s = 1, the bound is true by (3.12). Otherwise, from (3.4) and (3.18) (with the right hand side rearranged) we get
as = 1
κ − ds
s
j=1
njbj
≥ 1
κ − ds
s
j=1
nj
κ¯1

1−
j−1
i=1
miNi
(κ − di)κ¯j −
Mj−1
κ¯j

≥ Ns
µ¯s

1−
s
j=1
nj
Ns

j−1
i=1
miNi
µ¯i
+ Mj−1
κ¯j

,
and the proof follows. 
Remark 3.4. From (3.20) we can easily deduce that
as ≥ 1
µ¯s

Ns − (Ns − N1)

es−1
µ¯s
+ Ms−1
κ¯1

,
or in addition that
as ≥ Ns
µ¯s

1−

es−1
µ¯s
+ Ms−1
κ¯1

. (3.21)
Lemma 3.6. For any t = 1, . . . , h, we have
bt ≤ 1
κ¯t

1−
t−1
i=1
miNi
µ¯i
+
t−1
i=1
mi
µ¯i
i
j=1
nj

j−1
k=1
mkNk
µ¯k
+ Mj−1
κ¯j

. (3.22)
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Proof. For t = 1 the bound is true (3.12). From (3.5) and (3.20), we have
bt = 1
κ¯t

1−
t−1
i=1
miai

≤ 1
κ¯t

1−
t−1
i=1
mi
µ¯i

Ni −
i
j=1
nj

j−1
k=1
mkNk
µ¯k
+ Mj−1
κ¯j

≤ 1
κ¯t

1−
t−1
i=1
miNi
µ¯i
+
t−1
i=1
mi
µ¯i
i
j=1
nj

j−1
k=1
mkNk
µ¯k
+ Mj−1
κ¯j

and the proof follows. 
Remark 3.5. From (3.22) we can easily deduce
bt ≤ 1
κ¯t

1− et−1
µ¯1
+ et−1et−2
µ¯t−1µ¯t−2
+ et−1Mt−2
κ¯1µ¯t−1

.
We shall now refine the upper bound for as (3.14).
Lemma 3.7. For any s, with 1 ≤ s ≤ h, we have
as ≤ Ns
µ¯s

1−
s
j=1
nj
Ns

j−1
i=1
miNi
µ¯i
+ Mj−1
κ¯j

+
s
j=1
nj
Ns
j−1
i=1
mi
µ¯i
i
k=1
nk

k−1
ℓ=1
mℓNℓ
µ¯ℓ
+ Mk−1
κ¯k

+
s
j=1
njMj−1
Nsκ¯j
j−1
i=1
mi
µ¯i

Ni −
i
k=1
nk

k−1
ℓ=1
mℓNℓ
µ¯ℓ
+ Mk−1
κ¯k

. (3.23)
Proof. The proof goes along the same lines as that of Lemma 3.1. Taking into account Lemma 3.6, we use here better
estimation for bj’s and proceed by induction on s. When s = 1, from (3.12), the bound is reduced to the equality. Assume
now that the bound is verified for some s ≥ 1. From (3.7), we get
as+1 = κ − ds
κ − ds+1 as +
ns+1
κ − ds+1 bs+1.
Applying (3.23) and (3.22) in the previous equality, and bearing in mind that
κ − ds
(κ − ds+1)µ¯s =
1
µ¯s+1
and 1− Ms
κ¯s+1
= κ¯1
κ¯s+1
,
the proof easily follows. 
The results from the above lemmas can be summarized as follows.
Theorem 3.8. For any s, t, with 1 ≤ s, t ≤ h, let
αs = Ns
µ¯s

1−
s
j=1
nj
Ns

j−1
i=1
miNi
µ¯i
+ Mj−1
κ¯j

and
βt = 1
κ¯t

1−
t−1
i=1
miNi
µ¯i

.
Then
αs ≤ as ≤ αs + Ns
µ¯s

s
j=1
nj
Ns
j−1
i=1
mi
µ¯i
i
k=1
nk

k−1
ℓ=1
mℓNℓ
µ¯ℓ
+ Mk−1
κ¯k

+
s
j=1
njMj−1
Nsκ¯j
j−1
i=1
mi
µ¯i

Ni −
i
k=1
nk

k−1
ℓ=1
mℓNℓ
µ¯ℓ
+ Mk−1
κ¯k

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and
βt ≤ bt ≤ βt + 1
κ¯t
t−1
i=1
i
j=1
njmi
µ¯i

j−1
k=1
mkNk
µ¯k
+ Mj−1
κ¯j

.
Remark 3.6. We point out that the previous bounds are very tight. In fact the estimated intervals, where as and bt lie, are
of lengths less than
Nses−1es−2
µ¯sµ¯s−1µ¯s−2
+ e¯s−1e¯s
µ¯sµ¯s−1κ¯1
+ e¯ses−1
µ¯s−1µ¯sκ¯1
and
et−1et−2
κ¯t µ¯t−1µ¯t−2
+ et−1Mt−2
κ¯1κ¯t µ¯t−1
,
respectively. In particular, we have that the exact values are obtained for s, t = 1 (see Remark 3.1).
4. Some bounds on the Q -index of an NSG
In this section, we will prove some bounds on the Q -index of NSGs. We start with lower ones.
Proposition 4.1. If G is a connected NSG, then
κ ≥ max
1≤k≤h
1
2

2dk + d¯k − 1+

2dk + d¯k − 1
2 − 8(dh − 1)dk .
Proof. On the one hand, from (3.6), we get
bk = 1
κ¯k

h
i=k
miai + (κ − dh)ah

≥ akMh −Mk−1 + κ − Nh
κ¯k
,
since ai’s are increasing, from (3.10). On the other hand, from (3.1), we get
ak = 1
κ − dk
k
j=1
njbj ≥ bk Nk
κ − dk ,
since bj’s are decreasing, from (3.11). From the last two inequalities we get
µk ≥ (κ − Nh +Mh −Mk−1)Nk,
which is equivalent to
κ2 − (2dk + d¯k − 1)κ + (2dh − 2)dk ≥ 0
reaching the desired result. 
In particular, for k = h and k = 1, we obtain the following corollary.
Corollary 4.2. If G is a connected NSG, then
κ ≥ 1
2

3Nh +mh − 2+

(Nh +mh − 2)2 + 4eˆh

and
κ ≥ 1
2

2n1 + ν − 2+

(ν − 2)2 + 4n1(n1 +Mh − Nh)

.
Proposition 4.3. If G is a connected NSG, then
κ ≥ 1
2

h
i=1
nid¯i
Nh
+ Nh − 1+ t +


h
i=1
nid¯i
Nh
+ Nh − 1− t

2
+ 4eˆ∗h
 ,
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where
t =
h
i=1
miN3i
h
i=1
miN2i
and eˆ∗h =
h
i=1
Ni
Nh
eˆi.
Proof. Let y = (y1, . . . , yν)T be a vector whose components are indexed by the vertices of G, and let yu = Ni if u ∈ Ui,
for some i ∈ {1, . . . , h}, or, otherwise, yv = q = κ − t , for some t if v ∈ Vj for any j ∈ {1, . . . , h}. Substituting y into the
Rayleigh quotient (see, e.g., [5, p. 49]), we obtain
κ ≥
2
h
i=1
miN2i q+ 2

Nh
2

q2 +
h
i=1
midiN2i +
h
i=1
nid¯iq2
h
i=1
miN2i + Nhq2
.
Since q = κ − t , we get
Nhq3 +

Nht − 2

Nh
2

−
h
i=1
nid¯i

q2 −
h
i=1
miN2i q ≥
h
i=1
miN3i − t
h
i=1
miN2i .
Choosing t =
h
i=1 miN3ih
i=1 miN2i
and taking into account that N1 ≤ t ≤ Nh, we immediately get a quadratic inequality in q and the
proof follows. 
Proposition 4.4. If G is a connected NSG, then
κ ≤ 1
2

2Nh + ν − 2+

(ν − 2)2 + 4eh

. (4.1)
Proof. From (3.1), with s = h and (3.3), we geths=1 msas + (κ − dh)ah = 1. Using (3.14), we obtain
1 ≤
h
s=1
msNs
µ¯s
+ (κ − dh)Nh
µ¯h
,
and, therefore, µ¯h ≤ (κ − Nh)Nh + eh. So
κ2 − (ν − 2+ 2Nh)κ − eh + (ν − 2+ Nh)Nh ≤ 0,
and the proof follows. 
The following two bounds improve the bound (4.1). Recall that d¯ = 2ϵ
ν
.
Proposition 4.5. If G is a connected NSG, then
κ ≤ 1
2

2Nh + ν − 2+

(ν − 2)2 + 4e′h

,
where
e′h = eh − n1

h
s=1
mse¯s + (Mh + d¯− 1)e¯h
(ν − 1+ d¯− n1)(d¯+ 1)
 .
Proof. As in the proof of the previous proposition, we have
h
s=1
msas + (κ − dh)ah = 1.
Using (3.19), we get
1 ≤
h
s=1
ms
µ¯s
(Ns − a1e¯s)+ κ − dh
µ¯h
(Nh − a1e¯h),
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and, therefore,
µ¯h ≤
h
s=1
ms(Ns − a1e¯s)+ (κ − dh)(Nh − a1e¯h).
So
κ2 − (2Nh + ν − 2)κ + Nh(Nh + ν − 2)−

eh − a1
h
s=1
mse¯s − a1(κ − dh)e¯h

≤ 0.
Since a1 = N1µ1 (see (3.12)) and κ ≤ ν − 1+ d¯ (see (1.2)), we have
a1
h
s=1
mse¯s ≥ n1
h
s=1
mse¯s
(ν − 1+ d¯− n1)(d¯+ 1)
and
a1(κ − dh)e¯h = n1

e¯h
κ − n1 +
(ν − 2− Nh)e¯h
(κ − n1)(κ − ν + 2)

≥ n1 (Mh + d¯− 1)e¯h
(ν − 1+ d¯− n1)(d¯+ 1)
completing the proof. 
Proposition 4.6. If G is a connected NSG, then
κ ≤ 1
2

2Nh + ν ′ − 2+

(ν ′ − 2)2 + 4e′h

,
where
ν ′ = ν − n1e¯h
(ν − 1+ d¯− n1)(d¯+ 1)
and e′h = eh −
n1
h
s=1
mse¯s
(ν − 1+ d¯− n1)(d¯+ 1)
.
Proof. As in the proof of Proposition 4.5, we have
κ2 − (2Nh + ν − 2)κ + Nh(Nh + ν − 2)−

eh − a1
h
s=1
mse¯s − a1(κ − dh)e¯h

≤ 0.
So, as in the proof of Proposition 4.5, we obtain
κ2 − (2Nh + ν − 2− a1e¯h)κ + Nh(Nh + ν − 2− a1e¯h)−

eh − a1
h
s=1
mse¯s

≤ 0
and analogously, the rest follows. 
Some further bounds will be considered in our forthcoming papers (one of them is [1]).
5. Concluding remarks
In this section, we give some selected computational results (generated with Mathematica) which will help us to gain a
better insight into the quality of the bounds obtained in the previous section. All errors reported below are relative ones.
Example 5.1. We have ν = 20, and assume that ϵ = 100 and Nh = 12. There are 125 such NSGs, or 0,1,9,30,62,22,1,0 ones,
for each h = 1, 2, 3, 4, 5, 6, 7, 8, respectively. In particular, for h = 4, we will take a sample graph (so one out of 30 as in [8])
with the following parameters:
m = (4, 2, 1, 1) and n = (2, 1, 5, 4).
The exact value of the Q -index and the corresponding (lower and upper) bounds (together with errors) are given in the
following table:
Proposition 4.1 Proposition4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
24.0000 26.0594 26.8105 31.3072 31.3538 31.7238
−10.5% −2.80% 0 16.8% 16.9% 18.3%
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Example 5.2. The NSGs given here will be derived from the NSG considered in the previous example.We first multiply each
of its (basic) parameters by 10, 100, and 1000, respectively. Then we get:
(1) an NSG withm = (40, 20, 10, 10), n = (20, 10, 50, 40).
Proposition 4.1 Proposition4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
256.774 277.454 284.920 329.782 330.250 333.896
−9.88% −2.62% 0 15.7% 15.9% 17.2%
(2) an NSG withm = (400, 200, 100, 100), n = (200, 100, 500, 400).
Proposition 4.1 Proposition4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
2584.66 2791.51 2866.13 3314.63 3319.32 3355.72
−9.82% −2.60% 0 15.6% 15.8% 17.1%
(3) an NSG withm = (4000, 2000, 1000, 1000), n = (2000, 1000, 5000, 4000).
Proposition 4.1 Proposition4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
25863.6 27932.1 28678.3 33163.1 33210.0 33574.0
−9.81% −2.60% 0 15.6% 15.8% 17.1%
The following sample graphs are obtained by multiplying only one of the parameters from the NSG of Example 5.1 by
10000. Then we have:
(4) an NSG withm = (40 000, 2, 1, 1), n = (2, 1, 5, 4).
Proposition 4.1 Proposition 4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
40018.0 6692.83 40018.0 40024.0 40024.0 40028.0
−2.5 · 10−6% −83.3% 0 0.015% 0.015% 0.025%
(5) an NSG withm = (4, 20 000, 1, 1), n = (2, 1, 5, 4).
Proposition 4.1 Proposition 4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
20020.0 5027.32 20021.1 20028.4 20028.4 20031.0
−5.6 · 10−3% −74.9% 0 0.037% 0.037% 0.049%
(6) an NSG withm = (4, 2, 10 000, 1), n = (2, 1, 5, 4).
Proposition 4.1 Proposition4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
10027.0 6698.81 10029.2 10036.5 10036.5 10037.0
−0.022% −33.2% 0 0.073% 0.073% 0.078%
(7) an NSG withm = (4, 2, 1, 10 000), n = (2, 1, 5, 4).
Proposition 4.1 Proposition 4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
10034.0 10035.8 10036.1 10041.0 10041.0 10041.0
−0.021% −2.8 · 10−3% 0 0.049% 0.049% 0.049%
(8) an NSG withm = (4, 2, 1, 1), n = (20 000, 1, 5, 4).
Proposition 4.1 Proposition 4.3 κ Proposition 4.6 Proposition 4.5 Proposition 4.4
40020.0 40034.0 40034.0 40034.0 40034.0 40034.0
−0.03% −1 · 10−8% 0 1.5 · 10−5% 1.5 · 10−5% 2.3 · 10−5%
(9) an NSG withm = (4, 2, 1, 1), n = (2, 10 000, 5, 4).
Proposition 4.1 Proposition 4.3 κ Proposition 4.6 Proposition4.5 Proposition 4.4
20022.0 20028.0 20028.0 20032.0 20032.0 20032.0
−0.029% −1.6 · 10−8% 0 0.02% 0.02% 0.02%
(10) an NSG withm = (4, 2, 1, 1), n = (2, 1, 50 000, 4).
Proposition 4.1 Proposition 4.3 κ Proposition 4.6 Proposition 4.5 Proposition 4.4
100014.0 100016.0 100016.0 100022.0 100022.0 100022.0
−2 · 10−3% −4.7 · 10−11% 0 6 · 10−3% 6 · 10−3% 6 · 10−3%
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(11) an NSG withm = (4, 2, 1, 1), n = (2, 1, 5, 40 000).
Proposition 4.1 Proposition 4.3 κ Proposition 4.6 Proposition 4.5 Proposition 4.4
80016.0 80016.0 80016.0 80023.0 80023.0 80023.0
−7 · 10−7% −1 · 10−10% 0 8.7 · 10−3% 8.7 · 10−3% 8.7 · 10−3%
Acknowledgments
The authors are grateful to the anonymous referees for their criticism and constructive suggestions.
The research of the first authorwas partially supported by the SerbianMinistry of Education and Science, Project 174033,
and by CIDMA—Center for Research and Development in Mathematics and Applications. The research of the second author
was supported byCMUC—Centro deMatemática daUniversidadedeCoimbra. The research of the third authorwas supported
by the Serbian Ministry of Education and Science, Projects 174033 and III44006.
References
[1] M. Anđelić, C.M. da Fonseca, S.K. Simić, D.V. Tošić, Some further bounds for the Q -index of nested split graphs, J. Math. Sci. (NY) (in press).
[2] M. Anđelić, S.K. Simić, Some notes on the threshold graphs, Discrete Math. 310 (17–18) (2010) 2241–2248.
[3] D. Cvetković, P. Rowlinson, S.K. Simić, Eigenvalue bounds for the signless Laplacian, Publ. Inst. Math. (Beograd) 81 (95) (2007) 11–27.
[4] D. Cvetković, P. Rowlinson, S.K. Simić, Signless Laplacians of finite graphs, Linear Algebra Appl. 423 (1) (2007) 155–171.
[5] D. Cvetković, P. Rowlinson, S.K. Simić, An Introduction to the Theory of Graph Spectra, Cambridge University Press, 2010.
[6] L.-H. Feng, G.-H. Yu, On three conjectures involving the signless Laplacian spectral radius of graphs, Publ. Inst. Math. (Beograd) 85 (99) (2009) 35–38.
[7] N.V.R. Mahadev, U.N. Peled, Threshold Graphs and Related Topics, in: Ann. of Discrete Math., vol. 56, North-Holland Publishing Co., Amsterdam, 1995.
[8] S.K. Simić, F. Belardo, E.M. Li Marzi, D.V. Tošić, Connected graphs of fixed order and size with maximal index: some spectral bounds, Linear Algebra
Appl. 432 (9) (2010) 2361–2372.
[9] S.K. Simić, E.M. Li Marzi, F. Belardo, Connected graphs of fixed order and size with maximal index: structural considerations, Matematiche LIX (2004)
349–365.
[10] B.-S. Tam, Y.-Z. Fan, J. Zhou, Unoriented Laplacian maximizing graphs are degree maximal, Linear Algebra Appl. 429 (4) (2008) 735–758.
[11] B.-S. Tam, S.-H. Wu, On the reduced signless Laplacian spectrum of a degree maximal graph, Linear Algebra Appl. 432 (7) (2010) 1734–1756.
