In disease classification, a traditional technique is the receiver operative characteristic (ROC) curve and the area under the curve (AUC). With high-dimensional data, the ROC techniques are needed to conduct classification and variable selection. The current ROC methods do not explicitly incorporate unequal misclassification costs or do not have a theoretical grounding for optimizing the AUC. Empirical studies in the literature have demonstrated that optimizing the hinge loss can maximize the AUC approximately. In theory, minimizing the hinge rank loss is equivalent to minimizing the AUC in the asymptotic limit. In this article, we propose a novel nonparametric method HingeBoost to optimize a weighted hinge loss incorporating misclassification costs. HingeBoost can be used to construct linear and nonlinear classifiers. The estimation and variable selection for the hinge loss are addressed by a new boosting algorithm. Furthermore, the proposed twin HingeBoost can select more sparse predictors. Some properties of HingeBoost are studied as well. To compare HingeBoost with existing classification methods, we present empirical study results using data from simulations and a prostate cancer study with mass spectrometry-based proteomics.
Introduction
Prostate cancer is the most common nonskin cancer among men in the United States. The causes of prostate cancer are unknown. Treatment and survival rate are strongly dependent on stages. Thus, early detection of prostate cancer is essential to decrease the chance of dying from the cancer. Widely used screening tests include digital rectal exam (DRE) and blood prostate-specific antigen (PSA) screening. These screening tests are controversial, with a rich body of literature. A recent systematic review and meta-analysis (Djulbegovic et al., 2010) found that screening increased the likelihood of being diagnosed with prostate cancer but had no significant impact on mortality from prostate cancer or overall mortality. In addition to low specificity, the human and economic costs associated with the screening are substantial, mainly as a result of "overdiagnosis" and "overtreatment". Identification of new biomarkers associated with multi-stage prostate cancer therefore is important in order to better understand the causes and mechanisms of prostate cancer, and to improve treatment. Because of the robust molecular and cellular heterogeneity of prostate cancer, a single new biomarker may not work very well as PSA has proven. Hence, a combination of biomarkers is expected to improve the early detection of prostate cancer . Mass spectrometry (MS)-based proteomics has been an important tool to study complex disease including prostate cancer. The rapid developing proteomics technique can determine the elemental composition of a molecule. In particular, the technique can ionize chemical compounds to generate charged molecules, and mass-tocharge ratios (m/z) are measured. One of the big challenges for analyzing the MS data is the high-dimension of m/z measurements and small number of subjects, which typically requires selecting a small number of m/z measurements to predict disease status. Discovering proteomics prostate cancer biomarker is an active research topic, and advances are summarized in a recent review in Goo and Goodlett (2010) , with bioinformatics methods applications Qu et al., 2002; Yasui et al., 2003) . Prostate diagnostic test can generate two types of error: false positive (classifying a healthy subject to disease) and false negative (classifying a diseased subject to health). In disease classification, it is crucial to assess both errors, and incorporate different misclassification costs for the two errors, since these two classes can have significantly different consequences.
To be concrete, consider a binary classification problem for y ∈ {−1, 1} with predictor variable vector x. Let l(y) = 1 −α, if y = +1 α, if y = −1,
where α∈ (0, 1) is the cost of false positive and 1 −αis the cost of false negative. We implicitly assumed that the total costs is 1 unit, which will not be a practical limitation with a simple scaling normalization. Suppose we have assigned a classŷ based on some classification rule, the expected loss can be defined as 1 2 E[(1 + y)(1 −α)I(y = 1,ŷ = −1) + (1 − y)αI(y = −1,ŷ = 1)],
whose population minimizer is the Bayes classifier f 0−1 (x) = sign(p(x) −α), p(x) = P rob(Y = 1|X = x).
There are two distinct approaches to solving classification problems, with equal or unequal misclassification costs. One approach is to estimate the conditional class probability p(x), and then to develop a classification rule that thresholds p(x) at α. This is the traditional approach including logistic regression. A different approach is the support vector machines (SVM) proposed in Vapnik (1996) and HingeBoost proposed in this paper: without estimating p(x), construct a discriminant function, which maps each input x directly onto a class label. A classification rule is typically developed from some score function f(x) which reflects confidence that y = 1, given the predictor variable x. For instance, in logistic regression with equal misclassification costs, it is definedŷ = 1 if f(x) > 0, and −1 otherwise. In many applications, the function f(x) remains of major interest and the threshold rather than 0 is also of interest. With unequal misclassification costs, a useful statistical tool is the receiver operating characteristic (ROC) curve, in which a graphical plot can be constructed to display the sensitivity (true positive rate) and 1-specificity (false positive rate) as a threshold is varied. ROC analysis provides a direct and natural way to cost analysis of diagnostic test. A summary metric for ROC analysis is the area under the ROC curve (AUC), which measures the classification performance. There are methods which were designed for classification can be utilized for ROC analysis. For instance, logistic regression can be utilized for classification and predicted values have been routinely used to compute AUC. Cortes and Mohri (2003) studied the theoretical relationship between the AUC and the misclassification error, and concluded that algorithms designed to minimize the error rate may not lead to the best possible AUC values. Empirical studies also show that when one classifier decreases the misclassification error, it might unfortunately decrease the AUC simultaneously, when compared with a different classifier (Liu and Tan, 2008) . Therefore, methods which can directly optimize the AUC are needed. Rich literature exists on the ROC, for instance, see Pepe (2003) and the references therein. With high-dimensional data, there are some work in this area. Ma and Huang (2005) applied a regularized AUC optimization. Also see Wang et al. (2007) for a different algorithm to optimize the AUC. These algorithms do not incorporate unequal misclassification costs. Liu and Tan (2008) proposed a method to optimize a utility function of weighted specificity and sensitivity, despite that optimizing the utility function is different from optimizing the AUC itself. These methods can not be used for constructing nonlinear classifiers which might be useful to provide more accurate prediction for some data, as illustrated in this article. In addition, these methods approximate a target function with the sigmoid function which contains a smoothing parameter. Instead of estimating from the data, a pre-selected smoothing parameter has been fixed in these algorithms, which may not be optimal. The AUC is equal to the probability that a classifier will rank a randomly chosen diseased subject higher than a randomly chosen healthy one. Assume we have random observations (X i , Y i ) for i = 1, 2, ..., n; X i denotes a p-dimensional predictor variable and Y i ∈ {−1, 1} a response variable. Denote D + and D − the index sets for diseased (positive) and healthy (negative) subjects with sizes n + and n − , respectively. Assume X j is the predictor for j ∈ D + and X k is the predictor for k ∈ D − . Suppose we have a classifier based on the value f(X). Then the empirical AUC can be computed by
where I(·) is the indicator function: it assigns the value 1 if its argument is true, and 0 otherwise. There is a close relationship between the AUC and the hinge loss defined by:
where z + = max(0, z). With ranks of the predicted outcome f i from the smallest to the largest, one can develop a rank version of (4). Based on the well known result that the AUC is equivalent to the Wilcoxon-Mann-Whitney test statistic, Steck (2007) showed that minimizing the hinge rank loss is equivalent to minimizing the AUC in the asymptotic limit. The hinge rank loss, however, due to its discreteness, is computationally less attractable. Thus, it is more convenient to work with the hinge loss (4). In some sense, the relationship between optimizing hinge loss and hinge rank loss can be compared with conducting t-test and rank-based Wilcoxon test (Steck, 2007) . Extensive empirical studies (Rakotomamonjy, 2004; Brefeld and Scheffer, 2005; Joachims, 2005; Caruana and Niculescu-Mizil, 2004; Steck, 2007) have supported that the AUC is approximately maximized by optimizing the hinge loss, which is typically conducted by the SVM. The SVM utilizes the kernels and their geometrical interpretation, and the idea of building an optimal separating hyperplane. The hinge loss has been an active research topic recently, for instance, see Hastie et al. (2004) , Wang et al. (2006) and Yao and Lee (2007) . These authors studied a Lasso estimator (Tibshirani, 1997) imposing the L 1 -penalty on the regression coefficients derived from optimizing the hinge loss (SVM-L 1 ). The misclassification costs, however, were equally treated.
To optimize the AUC, we propose HingeBoost to optimize a weighted hinge loss with boosting. Boosting is a popular machine learning algorithm and has been successfully applied in many different areas of statistics. A recent review can be found in Bühlmann and Hothorn (2007) . Boosting can conduct estimation and variable selection simultaneously, which is particularly valuable in high-dimensional data. For equal misclassification costs problem, Freund and Schapire (1997) invented AdaBoost with the exponential loss. With the negative binomial log-likelihood, LogitBoost has been studied in Friedman et al. (2000) and Bühlmann and Hothorn (2010) . With unequal misclassification costs, it seems trivial since one can apply AdaBoost or LogitBoost to obtain the conditional class probability and generate a classification rule that thresholds the conditional class probability at any arbitrary value α(cf. Bayes classifier (3)). These algorithms, however, are successful classifiers largely for equal costs α= 0.5. For arbitrary α, such an algorithm has to estimate the conditional class probability which can lead to good classification at all thresholds. Unfortunately, the goals of accurate conditional class probability estimation and accurate classification are typically conflicting with each other, especially with boosting (Friedman et al., 2000; Bühlmann and Hothorn, 2007) . Hence, modifications of boosting algorithms are needed, see Mease et al. (2007) and the references cited there. Different from the above methods, HingeBoost employs the weighted hinge loss, with the motivation to optimize the AUC. Boosting and SVM are considered two distinct and competitive classification methods in the literature. Loosely, the proposed new algorithm is a novel mix of boosting and SVM. HingeBoost has the following features: (i) As a nonparametric method, the algorithm does not assume a parametric form of the class probability. (ii) The algorithm can explicitly take into account unequal misclassification costs. (iii) The algorithm can conduct estimation and variable selection simultaneously. (iv) The algorithm can be used to construct linear and nonlinear classifiers within the unified framework, which makes the implementation rather conveniently. (v) The algorithm requires all tuning parameters to be determined by data rather than being fixed a priori.
In Section 2 we present HingeBoost algorithm. We show that HingeBoost can construct linear and nonlinear classifiers, and the proposed twin HingeBoost can select more sparse solutions. In Section 3 we demonstrate that HingeBoost is to estimate the population minimizer of the hinge loss. We also show that HingeBoost can generate different solution paths from the regularized SVM. Section 4 illustrates applications of HingeBoost to classification and variable selection in simulated data and a prostate cancer MS problem. Finally, some extensions are discussed.
Hinge Boosting

Loss Functions
To develop a classification rule, minimizing misclassification loss (2) is not a promising strategy since the loss is nondifferentiable and nonconvex as a function of the margin value yf. Smooth surrogate loss functions have been developed to approximate the loss (2). A cost-sensitive hinge loss is such an example:
which is an upper convex bound of the misclassification error. The population minimizer of E[L(y, f, α)] is the Bayes classifier,
which follows Lemma 3.1 of Lin et al. (2002) . Thus, at the population level, using criterion (2) or (5) leads to the same solution. Clearly, minimizing the standard hinge loss is a special case of minimizing L(y, f, α). Steinwart (2007) studied theoretical properties of (5). The SVM with (5) was discussed in Lin et al. (2002) . Another popular loss is the negative binomial log-likelihood L l (y, f) = log 2 (1 + exp(−2yf)) (Bühlmann and Hothorn, 2007) , where the population minimizer is Note that both the hinge loss and the negative log-likelihood loss are the functions of the margin value yf. For positive margins with correct classifications, the hinge loss and negative log-likelihood loss are close to each other. See Figure 1 for an illustration. The result can be formally stated as follows: Proposition 1. The hinge loss and negative log-likelihood loss are similar if the margins are positive. Specifically, let
, c 2 ≡log 2 (1 + exp(−2)).
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, and:
Thus we have
If z≥1, then L 1 (z) = 0 and max(L 2 (z)) = c 2 , which yield
If z≥0, combining (7), (8), and the fact c 1 + 1 < c 2 , we obtain
The proof is complete setting z = yf.
For negative margins, L h (y, f) and L l (y, f) can be quite different as Figure 1 indicates. Rosset et al. (2004) established similar results between the exponential loss exp(−yf) and negative log-likelihood loss.
HingeBoost Algorithm
Estimation of f SV M can be conducted from data via a minimization of the empirical loss,
through functional gradient descent. Theory and application of functional gradient descent in regression and classification have been studied extensively, including Friedman et al. (2000) and Friedman (2001) . The algorithm for boosting hinge loss is described below, which is a simple application of functional gradient descent. For ease of notation, we suppress αwhich should be understood as for a fixed misclassification cost.
(i) Initializeˆf 0 with value 0. Set m = 0.
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(ii) At the mth iteration, compute the residuals, defined as negative gradient of loss function,
(iii) Fit a base learner (see Section 2.3) g(U m , X (l) ) to the residuals U i,m with predictors X i , for i = 1, 2, ..., n, wherê
Thus, g(U m ) can be viewed as an approximation of the current residual vector. (iv) For a learning rate 0 <ν≤1, update the estimated function
(v) Increase m by one and repeat steps (i)-(iv) until m = M for some tuning parameter M.
A classification rule is based on sign(ˆf i ). Note that we have arbitrarily defined the gradient of the hinge loss
| f=y = 0 which does not exist at f = y. Since this scenario only occurs with probability zero for continuous f, there is no technical difficulty in practice. See Fenske et al. (2009) for a similar argument. In addition, with the equal costs, U i,m = y i at m = 1. Consequently, in the first iteration, HingeBoost is equivalent to boosting the squared error loss (Bühlmann and Yu, 2003; Bühlmann, 2006) . They are different as the boosting algorithm iterates, since the latter is to estimate the conditional expectation E(Y |X = x) (Bühlmann, 2006) . Finally, we follow Bühlmann and Hothorn (2007) to set ν= 0.1, which is not critical for the success of the algorithm.
Base Learner
HingeBoost can incorporate a variety of base learners to iteratively fit the residuals U. HingeBoost is thus flexible to model different data structures: componentwise linear least squares lead to a linear predictor; componentwise P-splines fit a generalized additive model; boosting trees fit a generalized additive model or a more complex model with higher-order interactions, depending on the complexity of the trees utilized. These learners are briefly summarized as below. 
Componentwise linear least squares
This is perhaps the most common base learner used in applications. Some theoretical results are studied in Bühlmann (2006) . With this learner, at each iteration, one single predictor is chosen which minimizes the residual sum of squares most:
The base learner isĝ(x) =ˆβ q X (q) , andˆβ q is the least squares estimate.
Componentwise P-splines
Bühlmann and Yu (2003) used cubic smoothing spline base learners for boosting additive models. Developed by Eilers and Marx (1996) , P-splines are a special form of penalized regression splines. P-splines use a squared k-th order difference penalty which can be interpreted as an approximation of the integrated squared k-th derivative of the spline. Schmid and Hothorn (2008) suggested to employ P-splines for boosting additive models, due to its computational advantages over the smoothing splines. Following their work, we choose a second order differences as a penalty in the example we studied. Furthermore, the degrees of freedom is set to 4, and the number of equidistant interior knots is set to 20.
Trees
Classification and regression trees have been successfully employed in many applications. Gradient boosting trees can improve prediction over a single regression tree (Freund and Schapire, 1997; Friedman, 2001 ). This method has been proved to be robust to outliers. With stumps (a tree having two terminal nodes), HingeBoost estimate fits an additive model in the predictors. When the base learner is a tree containing interactions, HingeBoost can be used to construct more complex nonlinear models containing interactions.
Twin HingeBoost
Twin boosting is a generic strategy to provide a more sparse solution than boosting. When the underlying model is highly sparse, i.e., the true number of effective predictors is quite small compared with the total number of predictors under study, adaptive regularization such as twin boosting can further reduce the number of predictor variables selected, and improve the prediction accuracy. Proposed by Bühlmann and Hothorn (2010) , twin boosting is theoretically linked to the adaptive Lasso (Zou, 2006) . The algorithm of twin HingeBoost follows:
1. Run first round of HingeBoost to obtain the initial function estimatesˆf init and the predictors selected by the procedure. For simplicity, assume the selected predictors are X (1) , X (2) , ..., X (d) where d≤p. 2. Run HingeBoost as in Section 2.2 among the remaining predictors. However, we modify step (iii) of HingeBoost as below:
where cor is the sample correlation. Thus, twin HingeBoost will select predictors with an adaptive weight which measures the similarity between the current estimate and the HingeBoost estimate from the first round.
As in HingeBoost, boosting iteration is the tuning parameter in twin HingeBoost, and can control the level of sparsity induced by the method. Since twin boosting can generate more sparse model than boosting, it is not designed for non-sparse problem, as demonstrated in a simulation study in Wang and Wang (2010) . In proteomics applications, it is believed that only a small number of proteomic signature have the discrimination power. Given that a highly sparse problem is expected, twin HingeBoost can be an appropriate method.
Tuning Parameter
The tuning parameter M is an important component for the success of boosting. It needs to be chosen to fit the data adequately and prevent overfitting of the data. For HingeBoost, the tuning parameter can be selected with crossvalidation by minimizing the empirical cost-sensitive hinge losŝ
where M 0 is a large prespecified number for the boosting iterations. Alternatively, the tuning parameter can be selected by minimizing the empirical misclassification error Friedman and Popescu, 2004 )
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Properties of HingeBoost
Approximating the Bayes Classifier
As stated in Section 2.2, boosting can be viewed as a functional gradient descent technique. Estimation of the true function f from the data with the costsensitive loss function L(y, f, α) can be achieved via a constrained minimization of the empirical risk, through functional gradient descent. This functional gradient descent view has been studied extensively, including Breiman (1999) , Mason et al. (2000) , Friedman et al. (2000) , and Friedman (2001) . Again, the Bayes classifier sign(p(x) −α) is the population minimizer of E(L(y, f, α)). Thus, HingeBoost estimateˆf m is an estimate of the Bayes classifier sign(p(x)− α), which is generally not a smooth function, although it can be approximated arbitrarily well in the L 2 norm by some functions (Lin, 2002) . Here a simple simulation is conducted for illustration. Consider the following one predictor model:
The Bayes classifier is sign(X − 1 4
). Without loss of generality, we consider equal costs α= 0.5, which leads to the Bayes classifier sign(X). A random sample of size n = 50 was generated from model (11). With equal costs, we apply HingeBoost with componentwise linear least squares, P-splines and trees (stumps), respectively. The estimatesˆf are shown along with the Bayes classifier in Figure 2 . Several observations can be made about this example. Firstly, note that HingeBoost can approximate the Bayes classifier, and the approximation accuracy depends on the base learner. A linear classification rule, obtained from HingeBoost with componentwise least squares, cannot approximate the non-smooth Bayes classifier very well. On the other hand, HingeBoost with P-splines or trees can adequately capture the shape of the Bayes classifier. For regression and classification, boosting with smooth splines has an optimal rate of convergence, and the boosted smoothing spline can adapt to higher order smoothness of the true underlying function (Bühlmann and Yu, 2003) . It seems reasonable to conjecture that with appropriate number of iterations, HingeBoost with P-splines or smoothing splines can approach the Bayes classifier. A relevant conclusion for the nonlinear SVM was obtained with simulations in Lin (2002) : with Gaussian kernel and spline kernel the solution of the SVM approaches to the function sign(p(x) − 1/2). Secondly, note that HingeBoost can construct decision boundaries reasonably well for all base learners. That is, they can rather accurately locate X = 0, which is the point of the classification boundary, or the discontinuous point of sign(p(x) −α). For classification, the major concern is the decision boundary that separates two classes. Thus, HingeBoost with componentwise least squares can still be a valuable tool, and more efficient than P-splines or trees in terms of computing. Furthermore, the HingeBoost iterations are tailed to approximate the Bayes classifier, which may be unnecessarily large for the purpose of classification. For instance, HingeBoost with P-splines can have the similar decision boundary even with M = 100 (not shown). Heuristically, with a small number of iterations, HingeBoost with P-splines can identify the location of the classification boundary, and additional iterations can help to approach the Bayes classifier function, but not necessarily to change the classification accuracy. Another interpretation is that HingeBoost has resistance of overfitting, which is a well-known feature of boosting.
HingeBoost and SVM
Boosting is different from the L 1 penalized Lasso estimator. Thus, HingeBoost can provide different variable selection from SVM-L 1 . To illustrate, we consider an often-analyzed data set Thyroid (Liu and Tan, 2008) . There are 150 normal and 65 disease in thyroid functional state. The objective was to classify a patient's thyroid to normal (euthyroidism) or disease (hypothyroidism or hyperthyroidism) using five laboratory tests (predictors). With small number of predictor variables, it makes coefficient path visualization easy. This data set will also be utilized for constructing nonlinear classifiers in Section 4.2.
We apply HingeBoost with componentwise linear least squares and SVM-L 1 to the thyroid data. The estimated coefficients are plotted in Figure 3 . The left panel in the figure shows that the coefficients are evolving very slowly in the last 2000 HingeBoost iterations, which can be explained by boosting's "slow overfitting behavior" (Bühlmann and Hothorn, 2007) . From the middle and right panels, HingeBoost and SVM-L 1 demonstrate different solutions. For instance, there are two intersecting points with HingeBoost between predictor 3 and 4, while there is only one with SVM-L 1 . However, there exists some similarity between the two methods. For instance, the coefficient paths are similar for predictor 1, at least in the range the two methods commonly share.
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No Progress In Iteration
In this section, we study an unusual phenomenon of HingeBoost: classification has no progress in the early iterations, which seems to be unique to HingeBoost among many boosting algorithms. A small data set is generated to visualize "no progress", which is formally analyzed in Proposition 2, followed by a discussion of the practical implications. With HingeBoost algorithm presented in Section 2.2, HingeBoost estimateˆf is expected to be adaptively updated with boosting iteration. The corresponding classification based on HingeBoost estimate, however, can make no progress in the early iterations for some data. This is mainly due to the special form of the residuals U i,m in (9). Such a phenomenon has not been documented in the boosting literature, to the author's best knowledge. For illustration, we present a data example and conduct a theoretical analysis. We generate data with sample size n = 10 from model (11) and run HingeBoost with componentwise linear least squares. The estimatesˆf and classification from sign(ˆf) are plotted in Figure 4 at iteration 1 and 500, respectively. Clearly the classification results are the same, despite that the estimates at iteration 1 is proportional (1/500 to be exact) to those at iteration 500. To understand why HingeBoost estimatesˆf m keep unchanged in the early boosting iterations, we have the following general results: Proposition 2. With some abuse of notation we use the same f to represent a vector and a scalar for brevity. With the initial estimateˆf 0 = 1 n n i=1 y i , or f 0 = 0, the following results hold for HingeBoost:
(ii) Denote l(y)y = l(y 1 )y 1 , l(y 2 )y 2 , ..., l(y n )y n . Denote g i the ith element of g(l(y)y, X) and Q i =νy i g i . In the first M iterations, if
then the residuals
and the predicted valueŝ f m (X) =ˆf 0 + mνg l(y)y, X , ∀m ∈ {0, 1, 2, , ..., M}. (iii) Let S = {i : y i g i > 0}. In the first M iterations, if m≤
, ∀i ∈ S, and ∀m ∈ {0, 1, 2, ..., M}, then (14) holds.
Proof. (i) It is trivial forˆf
The last strict inequality holds since not all y i are the same. Hence, 1 − y iˆf0 > 0. (ii) Note that the quantities g i and Q i depend on the data, not on the HingeBoost iterations. From the definition of the residuals (9) and (12), (13) holds. For the predicted values (14), it is a simple proof by induction, which we omit. (iii) Note
) > 0, ∀i ∈ S based on (i) and the definition of S. The proof is based on induction. For m = 0, the assertion clearly holds. Now assume (14) holds for 0≤m = q≤
, ∀i ∈ S, and ∀m ∈ {0, 1, 2, ..., q}. Thus, (12) holds, and f q (X) =ˆf 0 + qνg l(y)y, X .
andˆf q+1 (X) =ˆf 0 + qνg l(y)y, X +νg(U q , X). The last equation is obtained from (10). Next consider two cases. If i S, i.e., Q i ≤0, then 1 − y iˆfq (X i ) > 0 from (i) and (15). Otherwise, i ∈ S, i.e, Q i > 0. Hence from the condition q≤
, ∀i ∈ S, we have 1−y iˆf0 (X i )−qQ i ≥0. Therefore, 1−y iˆfq (X i )≥0. Combining the above two cases, we have 1 − y iˆfq (X i )≥0, ∀i and m≤
, ∀i ∈ S. Thus, from (9), U q = l(y)y, which suggests that for m = q + 1, (14) is also true. The proof is complete based on induction.
The above results are applicable for the general base learners and pdimension predictors. To illustrate the implications of the above results, we considerˆf 0 = 0, without loss of generality. Note that condition (12) implies that the residuals (13) and νg l(y)y, X are fixed ∀m ∈ {0, 1, 2, , ..., M}. Hence, the predicted valueˆf m is proportional to the iteration number m for the first M iterations, and the classification results keep the same since the classification rule is based on the sign ofˆf m . These conclusions have been clearly demonstrated in Figure 4 . In a different example with more than one single predictor, Figure 5 below also illustrates that the prediction accuracy remains unchanged for some initial iterations. In summary, classification with HingeBoost may not progress in the early iterations, until the residuals are changed. In such scenario, an early termination of iteration can result in an unstable model. Once the classification makes progress in iteration, it progresses continuously in the subsequent iterations based on empirical observations in the simulated and real data.
We report some results on HingeBoost and compare them with LogitBoost and L 1 regularized SVM for binary classification. Results for the last two methods were obtained from R package mboost and lpRegPath (Yao and Lee, 2007), respectively. Data from simulations and MS data from a prostate cancer study are used for illustration. Model estimation and tuning parameter selection are based on a training dataset, and prediction evaluation is based on a separate test dataset. For twin HingeBoost, there are two boosting iterations to be determined. The first round of boosting iteration can be selected by cross-validation. To avoid computational burden, in particular with large simulations, we have selected fixed boosting iterations in the first round of twin HingeBoost (or LogitBoost), which is the similar strategy as in Bühlmann and Hothorn (2010) . In the second round of twin HingeBoost (or LogitBoost), we then used cross-validation to select the iteration. In addition, the number of boosting iteration is also selected by minimizing the misclassification errors in the test data. Both strategies on tuning parameter selection are also applied to SVM-L 1 , in Section 4.1 and 4.2. For HingeBoost, we consider both equal α= 0.5 and unequal misclassification cost α= 0.33, in which the cost of false negative is twice the cost of false positive. All results were summarized from 100 replications of randomly generated data or randomly splitted real data.
Linear Classification
We consider an example studied in Bühlmann and Hothorn (2010) :
where I is the identity matrix. This is a sparse model with 499 non-effective predictors, enlarged from (11). We consider two situations for the training sample corresponding to n = 50 and n = 100. The test data size is 1000. The results from HingeBoost and LogitBoost are shown in Figure 5 , which clearly demonstrates the following points:
(i) HingeBoost can fit a sparse model. Twin HingeBoost can further reduce the number of selected predictors, which has the substantial advantage for the very sparse model (16). The prediction accuracy can be improved with twin HingeBoost as well. Clearly, the same conclusion holds for LogitBoost.
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(ii) Without twin boosting, we compare HingeBoost and LogitBoost. For HingeBoost, the misclassification error and AUC are changing in the opposite direction, which is desired. Namely, if the former increases then the latter decreases along the same boosting iteration. LogitBoost, however, behaves quite different in the first 10 iterations. The minimum misclassification error is obtained around 10 LogitBoost iterations, however, the maximum AUC is achieved at the very beginning of iteration. In addition, the misclassification error and AUC are changing in the same direction in the first 10 boosting iterations, which is not a desired result. The figure also suggests that the minimum misclassification error is smaller with HingeBoost (0.128), compared with LogitBoost (0.16), across the boosting iterations. (iii) The prediction accuracy from twin HingeBoost appears to be robust to the number of iteration in the first round of HingeBoost. The misclassification errors for twin HingeBoost are in a stable range [0.128, 0.14].
The misclassification error of twin LogitBoost, however, heavily depends on the number of iteration in the first round of LogitBoost. For instance, if one chooses to run 1 iteration only in the first round of LogitBoost (which results in the optimal AUC in the first round), then we would end up with the highest misclassification error about 0.23 (the top grey line on the top right panel). Consequently, the misclassification error in twin LogitBoost has a large variability ranging from slightly below 0.14 to 0.23. As a result, if one fails to select a reasonable iteration in the first round of LogitBoost, then twin LogitBoost can increase the misclassification error up to 60% from twin HingeBoost. (iv) HingeBoost and LogitBoost have similar results for the AUC and number of selected predictors, with or without the second round of twin boosting,
In Table 1 , we report some numerical values from twin boosting and SVM-L 1 . For HingeBoost and LogitBoost, the number of boosting iterations in the first round of twin boosting is set to M 1 = 10 which is a reasonable choice according to the misclassification error of boosting. For this example, the choice of M 1 is the same as in Bühlmann and Hothorn (2010) for LogitBoost. From Table 1 , HingeBoost is comparable with LogitBoost, and can outperform LogitBoost in some cases. With sample size n = 50 and the number of iteration selected by cross-validation, HingeBoost can produce larger AUC than LogitBoost while generate slightly large misclassification error. It is worth pointing out that LogitBoost requires a parametric model assumption and the model was correctly specified in the current example. Despite that HingeBoost has no such parametric assumption, the prediction results are quite competitive with Table 1 : Performances for twin HingeBoost, LogitBoost and SVM-L 1 in model (16). Misclassification error, AUC and number of selected predictors. Cost α= 0.5 is labeled as α0.5. For each sample size, the results from the first four methods used the optimal tuning parameters, which minimize misclassification error in the testing data. Three fold cross-validation was used to select tuning parameters for other methods labeled with "-CV". Standard deviations are given in parentheses. LogitBoost. For model selection, 
Nonlinear Classification
We consider the thyroid data in Section 3.2 again. Here, a more challenging problem is studied. We enlarged the number of predictor by adding 50 noneffective predictors which are generated from a multivariate normal distribution with mean vector zero and covariance matrix Σ ij = 0.5 |i−j| ; i, j = 1, ..., 50. The data was splitted into training data (n = 140) for model fitting and test data (n = 75) for model validation, with 100 replications. Previous analyses (Liu and Tan, 2008; Rätsch et al., 2001) have suggested that strong nonlinear effects exist, and linear classification methods are typically inferior to nonlinear classification methods for the thyroid data. Therefore, in addition to componentwise linear least squares, twin HingeBoost was applied with componentwise P-splines and trees, respectively. In a comparison, twin LogitBoost was also utilized with componentwise P-splines. In the first round of twin boosting, we used 200 iterations for HingeBoost and 150 iterations for LogitBoost. Table 2 supports the following findings:
(i) The best prediction accuracy is obtained from HingeBoost with componentwise P-splines. HingeBoost is slightly better than LogitBoost in terms of prediction accuracy. The capability to assign different costs to false positives and false negatives, additionally provides HingeBoost more flexibility, and can potentially improve the prediction accuracy. For model selection, both HingeBoost and LogitBoost (with nonlinear base learners) can select the number of selected variables less than 5, which is close to the truth since the original data set has only 5 lab measurements. (ii) Nonlinear classification methods outperform linear classification methods. For instance, HingeBoost with componentwise P-splines or trees produce more accurate prediction than HingeBoost with componentwise linear least squares and SVM-L 1 methods. (iii) The best results of misclassification error and AUC reported in Liu and Tan (2008) are 10.5% and 0.921 respectively, based on the original 5 predictors only. Their methods are linear classification. With P-splines and boosting iteration selected by cross-validation, HingeBoost can decrease 20% misclassification error and increases AUC by 0.04, despite that the underlying predictor space is 10 times larger. This clearly demonstrates the benefits of nonlinear classification that HingeBoost can construct.
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Mass Spectrometry-based Proteomics Data
HingeBoost is applied to a prostate cancer MS data. Details on the study design, data collection and processing can be found in Adam et al. (2002) . Serum samples were collected from 77 benign prostate hyperplasia (BPH), 84 early stage prostate cancer, 83 late stage prostate cancer and 82 age-matched healthy men (HM). Peak detection and alignment were based on surface-enhanced laser desorption/ionization (SELDI) mass spectrometry protein profiles. The mass/charge range selected was from 2,000 to 40,000 Da for analysis because this range contained the majority of the resolved protein/peptides. This results in 779 peaks (predictors) for each sample. Before the major statistical analysis, an additional filtering step is applied since for some peaks there are large proportions of fixed intensity value across samples. Peaks with variations only in a very small number of samples are less likely to be linked with cancer stages, therefore removing such peaks may increase the signal to noise ratio. Thus, we filter out the peaks whose total number of fixed value ex-ceed 95% across samples. The prediction accuracy of HingeBoost is similar with different threshold values. Since we conduct the same filtering procedure for HingeBoost, LogitBoost and SVM-L 1 , a fair comparison is expected. Alternative filtering procedure may be employed, for instance, see Adam et al. (2002) and Qu et al. (2002) . For a binary classification, early and late stage of prostate cancer are grouped in one cancer class (CAN), and we investigate whether the MS data can distinguish noncancer (HM or BPH) from cancer (NONCAN-CAN), healthy men from cancer, BPH from cancer, and healthy men from BPH. These are the primary issues investigated in the literature Qu et al., 2002; Yasui et al., 2003) . After the filtering step, the remaining peaks are between 200 to 300 for the above binary classification problems. For analysis, we randomly select 75% of the samples as training data and the remaining samples as the test data. For twin boosting, the first round of boosting is fixed, which is typically set to be M 1 = 200 for HingeBoost and M 1 = 100 for LogitBoost. These numbers are chosen to have a reasonable prediction accuracy in the first round of twin boosting. The boosting iterations in the second round of twin HingeBoost (LogitBoost), and the tuning parameter for SVM-L 1 are selected by 3-fold cross-validation. The results are summarized in Table 3 and Table 4 . It is clear that all methods produce high prediction accuracy in terms of the AUC, despite that the misclassification errors can be different, even by some margin. For instance, the misclassification error with the SVM-L 1 for the HM-CAN problem is 4.8 times of that with the HingeBoost, while the AUC difference between the two methods is almost ignorable. Perhaps such a discrepancy is another example that the misclassification error and AUC are different measures of prediction accuracy. In conclusion, HingeBoost can generate classification models for proteomics data with high discriminative power. We also compare variable selection. HingeBoost and LogitBoost can select similar number of masses (predictors), and SVM-L 1 can select smaller number of masses. We calculate the top frequencies of the selected masses in Table 4 for HingeBoost with unequal misclassification cost. For the HM-BPH problem, due to the smaller number of selected masses, only the top four frequencies are shown. Some masses in this table have been reported to have discriminative power to distinguish HM, BPH and prostate cancer in the literature. For instance, mass 3963.18, 5074.16, 7024.02, 7819.75, 8066.95, 8141.23, 8943.08, 9149.12, 9655.75, 9719 .99 are used to develop predictive models in Adam et al. (2002) and/or Qu et al. (2002) . Further studies on the biological role of these biomarkers may help understand the oncogenesis of prostate cancer. Such information could lead to the early detection of prostate cancer and better therapeutic interventions.
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Discussions
HingeBoost can be utilized to construct classification rules with unequal misclassification costs. Our new boosting algorithm can optimize the cost-sensitive hinge loss, as an alternative to SVM. Furthermore, HingeBoost can select sparse predictors as the L 1 regularized SVM does. For cases with a small number of effective predictors and many non-effective predictors, twin HingeBoost can generate more sparse predictors, and improve the predictive accuracy of HingeBoost. Several extensions can be considered. In this article, we have implicitly assumed that the training samples are randomly generated from the target populations. Such an assumption can be violated in practice if the target population is instead a more general population than the study cohort. 
