In October 1987 the configuration changed. One of the three VAXes was replaced by a VAX-8530, with a processor speed 5 times as fast as the VAX-11n50. The main memory of the new VAX became 16Mb. Two RA-81 disks were added and there was some reorganization of the disk workload.
Section 3 describes the attempt to use the model to estimate the change in performance. Unfortunately the results are very disappointing. The reason for this failure is discussed in section 4.
THE VAX CLUSTER MODELLING.
The actual configuration can be modelled as shown in Figure 1 .
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Figure 1: VAXIVMS-cluser at the Eindhoven University a/Technology
In the VAX Operating System three classes of processes can be distinguished:
1.
Interactive Processes. Programs which every now and then need input from the terminal.
2. Batch Processes. These are programs that run automatically without needing additional input from a terminal.
3. System Processes. These are processes that are created by the other two classes in order to perform a certain task. Once this task has been completed, the system process disappears again.
It seems necessary to distinguish these three classes since the CPUs do so. The system processes receive the highest priority, then come the interactive processes and finally the batch processes.
Since system processes are only active when called upon by a user process, we have decided to divide the workload of the system processes over the other two classes according to their CPU utilization. As a result we have to distinguish only six types of processes, interactive and batch for each CPU.
The Round Robin disciplin with time slices of 200ms which is used by the CPUs is modelled as Processor Sharing.
The measurement program based on Monitor produces every 3 minutes a photograph with the total CPU time in tenths of a second and the total number of I/Os since its birth for each process. By comparing two consecutive photographs it can be calculated how much CPU time is used and how many I/Os have been executed for a process in the three minute period.
Further these photographs display the status of each process: is it ready to be processed, waiting for terminal input, waiting for an I/O to be completed, etc.
From these data it is not possible to calculate data like the average think time at the terminal for an interactive user, or the probability that after a CPU visit terminal input is needed. Therefore the model only uses the socalled relative workloads, Le. the fractions of the time a process spends thinking at the terminal, calculating at the CPU and performing an I/O at a disk.
Also Monitor does not display per process on which disk the I/Os have been performed. It only presents these quantities per CPU. Therefore the assumption has to be made that all processes on a specific CPU have the same behaviour, Le., the probability that an I/O concerns disk i is the same for all processes.
In order to obtain more accurate data from the measurements, it was decided that it was better to count only the "active" processes, and not all interactive processes. An active process is a process which during the last 3 minute interval used at least one tenth of a second CPU time (the smallest amount Monitor measures) or has performed at least one 1/0. This eliminates "sleeping" processes.
From the measurements we obtain parameters for each number of active processes. In particular the measurements show how the number of I/Os increases if the number of active processes is increased. So for the memory contention we use measurements instead of some kind of model.
Here a problem appears, how can we predict what will happen if the present configuration changes without having a good idea about the memory consequences. We will come back to this issue in sections 3 and 4.
The measurements are translated into input parameters for a closed queueing netwoIk. model with three CPUs with processor sharing service disciplin, with six classes ofjobs, active and batch for each CPU, a number of disks and a terminal station with infinite server disciplin.
The netwoIk. model is analysed using an approximate mean-value algorithm, a first order depth improvement of Schweitzer's algorithm (cf. [1, 4, 5] ). Since at the disks the woIk.loads are definitely not exponentially distributed, there the Pollaczek-Khintchin fOlmula for the MIG 11 queue with a coefficient of variation for the service time of roughly .6 was implemented (cf. [7] ).
Measurements have been collected during several months, and as a result the measurements are fairly accurate. Since also the model is very close to the actual situation, the results from the mean-value algorithm must be good as well.
One of the most infonnative results is the relative response time, i.e., the response time per CPU second depending on the number of active processes. Seen as a function of the number of active processes the relative response time indicates how one approaches saturation. Also the results from the model show which part of the system will become the bottleneck and what results can be expected from an extra disk or a different distribution of data over the disks.
In this case it became clear that the System Disk was quite heavily used, approximately 50% of all disk visits were to this disk.
mE PERFORMANCE PREDICTION FOR THE NEW CLUSTER
As said before, in October 1987 the configuration was changed. One of the three VAX 11n50s (called VAX-3 in the cluster) was replaced by a VAX-8530 which is approximately 5 times faster than the Un50. The new VAX received a 16Mb main memory. Also two RA-81 disks were added and the disk contents were reorganized in particular with respect to the system disk.
The question is, can we make a sufficiently accurate perfonnance prediction for the new cluster based on the measurements collected for the old one. We thought we could.
Concerning the memory contention on the new VAX, we made the assumption that i jobs on VAX-8530 would lead to the same paging behaviour as 6/16 times i jobs on the VAX/I 1-750. The ratio 6/16 corresponds to the ratio in main memory, 6Mb on the lln50 and 16Mb on the 8530. This seems to be a reasonable approximation. The paging behaviour for the 11n50 was known from the measurements.
Another problem was that the system manager decided that VAXes 1 and 2 would be dedicated more strictly than before to special groups of users. Since it was unclear what this change would lead to, we ignored it.
A third problem is that a change in user behaviour can be expected. If the processor speed is 5 times as high as before, a number of users will increase the CPU load of their programs. For instance, a user might decide to extend his simulation from 2‫סס‬oo to 10‫סס‬oo events.
Finally it was clear that in a couple of months a serious number of users would migrate from the Burroughs computer (for which the support was to be tenninated in the summer of 1988) to the VAX-8530.
We decided not to estimate all these changes as we had unsufficient infonnation to do so. We made perfonnance predictions assuming it was known how many active users there would be in the new cluster. The result of the prediction would then be compared with measurements in the first weeks after the change. The results of this prediction and the results obtained using the measurements are displayed in Table 1 for the average number of active processes in these weeks. As we see the results for VAXes 1 and 2 are quite reasonable, the average CPU utilization is predicted well, but the split over the two is not very good. The response times per CPU second are quite good. For the new and faster CPU the prediction for the CPU utilization is good as well, but the response time ratio is completely wrong.
ANALYSIS OF THE FAILURE.
So unfortunately there is one big error in the predictions, the response time ratio for VAX-3.
Since the CPU utilization is predicted well, the error must lie in the disk workload. Comparing the results for the disk utilization, we see that indeed in reality much less disk lIOs are needed than is assumed in the model used for the prediction.
An explanation one might think of is, that sharing 16Mb with 16 users is easier than sharing 6Mb with 6 users. Since in practise the number of free pages in main memory is usually high, it is unlikely that this explains more than a very small part of the error.
It took us a long time to come up with another, much better explanation. Therefore we had to go back to the way the VAX/VMS Operating System controls the number of pages each process receives. When a process starts, it receives an initial number of pages in main memory. If it turns out that this number is insufficient, the process receives an additional amount. The criterion for the number of pages being insufficient is that the number of page faults per CPU second exceeds some system parameter called PFRATH (page Fault RATe High). This process continues until some maximum for the number of pages in main memory is reached (cf. [6] ). The value for PFRATH had been set on 12 in the old configuration, and it was also set on 12 for the new, 5 times faster, VAX.
This explains a lot Since the new VAX is 5 times faster, 12 page faults per second for the new VAX corresponds to only 2.4 page faults per second on the old one. So on the new VAX a process much easier receives additional pages, and as a result the number of disk lIOs will be less.
It is not possible to verify whether this is the full explanation, since this would mean that the system manager would have to set the system parameter PFRATH to 60 on the new VAX, while it is almost certain that this would lead to a serious decrease in the perfonnance. Together with the system manager we decided to follow another way to check our assumption about the importance of the value of PFRATH. Instead of increasing the value for VAX-3 the parameter value was decreased for VAX-I. This experiment showed that the I/O rate, and hence the performance, are indeed very sensitive to the value of this system parameter.
s. CONCLUSION
In this paper we presented our experiences with a performance study for the upgrading of the VAXNMS cluster at the Eindhoven University of Technology.
Our main conclusion is that it is absolutely vital to understand how sensitive the performance of the system. in particular the memory contention, is to the various system parameters. such as in this case the parameter PFRATH.
Another problem we ran into is that it is unclear how users of the system (in this case researchers and students) will react on the performance improvement. In professional organizations in banking and industry these changes are more predictable.
