INTRODUCTION
Dementia is a syndrome due to disease of the brain, usually chronic, characterized by a progressive, global deterioration in intellect including memory, learning, orientation, language, comprehension and judgment.
Alzheimer's disease (AD) is a one of the most important example of dementia which mostly affects people over 65 years old and whose incidence rate grows exponentially with age, almost doubling in every 5 years. Still, apart from a few exceptions, the factors that trigger the onset of AD remain unknown. It is a progressive disease, this means that it worsens over time, and for which there is currently no cure, leading eventually to death. The very early stages are often mistakenly confused with the normal process of ageing or linked to stress and it is often characterized by episodic losses of short term memory and difficulty to grasp new ideas. Structural and Functional neuroimaging allow studying of brain pathology at macro and micro molecular level like Magnetic Resonance Imaging (MRI), single photon emission computed tomography (SPECT), and Positron emission tomography (PET), table 1 shows different types of neuroimaging . It summarizes different types of Neuroimaging techniques, where CT = computerized tomography; MRI = magnetic resonance imaging; fMRI = functional magnetic resonance imaging; DTI = diffusion tensor imaging; SPECT = single-photon emission computed tomography; PET = positron emission tomography; MEG = magnetoencephalography; BOLD = blood oxygen level-dependent; NAA = N-acetyl aspartate; Cr = Creatinine; AD = Alzheimer's disease.
The early detection of Alzheimer's disease still a challenge because of the estimation of the scans depends on manual directing and visual reading. This preclinical stage is also known as Mild Cognitive Impairment (MCI). As the brain damage progresses, other cognitive deterioration appear and the disease becomes obvious. In the late stages, persons are completely dependent on caregivers even for the most basic daily tasks such as eating, bathing or dressing [1] [2] [3] [4] . Till now, there is no cure for Alzheimer's disease, but its early detection is important to a successful treatment, slacken the progression of symptoms. So, the development of automatic diagnostic tools, which use as major sthece of information 3D images of the brain, has attracted great attention in last years. Computer Aided Diagnosis (CAD) allows early detection of the disease at early stages, and structural brain images are useful in this task.
Computer Aided Diagnosis (CAD) tools have been successfully applied in the AD detection using the analysis of particular features in a functional brain image. The Fisher Discriminant Ratio (FDR) was used to choose only the most discriminant voxels. Then, the resultant features were projected onto a low dimensional subspace using a decomposition technique called NMF. At last, a modified SVM with bounds of confidence was utilized as the classifier [5] . In [6] a CAD system was designed that consists of three stages: voxel selection, feature extraction and classification. Voxels are chose in terms of their significance, by using Mann-Whitney-Wilcoxon U-Test. Then, Factor Analysis is used to do the feature reduction step, by separating mutual factors and factor loadings from the chosen voxels. Finally, a Linear Support Vector Machine (SVM) classifier is used to execute clustering of the input images. In [7] a built CAD system that consist of the group of voxels specifying the antecedents and consequences of the Association Rules (ARs) are chosen as input voxels for posterior dimensionality reduction. Feature extraction is defined by a next reduction of the chosen voxels using principal component analysis (PCA) or partial least squares (PLS) techniques while classification is done by a support vector machine (SVM). The most two important feature extraction algorithms that has been used by different previous works are Principal Component Analysis (PCA) [20, 21] , and Linear Discriminant Analysis (LDA) [22] . The main advantage of the PCA and LDA is that they are able to combine the input features during the process of dimensionality reduction, while ranking methods only look at one feature at a time. The main disadvantage of these techniques is the higher computational needs. So, we tried to overcome these weakness in the proposed technique.
In this paper, Voxel-Based Morphometry is used by the package of VBM8 [10] with the SPM8 package [11] for analyzing, preprocessing and normalizing the images. Then feature selection step was made by selecting the voxels that have the intensity level different at all image and neglecting the voxels that have the same intensity level at all images. Next, a proposed feature extraction approach is tested to extract an effective voxels from images and compared with Principle Component Analysis (PCA) and Linear Discriminate Analysis (LDA). Finally, Linear Support Vector Machine (SVM) classifier is used for clustering. Section 2 talks about Feature extraction and selection, PCA and LDA, section 3 talks about the proposed Algorithm, then section 4 presents the experimental results and lastly the conclusion, and result discussion.
DIMENSION REDUCTION
There are two types of dimensionality reduction:
1. Feature Selection: Selecting a subset of the existing features without a transformation.
Feature Extraction:
Transforming the existing features into a lower dimensional space. As shown in Figure 1 .
Fig 1: Feature Selection and Extraction
The two key distinctions in dimension reduction research are the distinction between supervised and unsupervised techniques and the distinction between feature transformation and feature extraction techniques. The dominant techniques are feature subset selection and principal component analysis. As shown in Figure 2 . 
Feature Selection
Feature selection (FS) algorithms occupy another approach to dimension reduction by finding the "best" least subset of the original features, without transforming the data to a new set of dimensions. For the purpose of knowledge discovery, interpreting the output of algorithms based on feature extraction can often prove to be intricate, as the transformed features may have no physical meaning to the domain expert.
In the other hand, the dimensions retained by a feature selection procedure can generally be directly explained. Feature selection in the context of supervised learning is a reasonably well posed problem. The objective can be to determine features that are correlated with or predictive of the class label. Or more comprehensively, the objective may be to select features that will construct the most accurate classifier. In unsupervised feature selection the object is less well posed and consequently it is a much less explored area [14] .
In supervised learning, selection techniques typically incorporate a search strategy for exploring the space of feature subsets, including methods for deciding a suitable starting point and generating successive elected subsets, and an evaluation criterion to rate and compare the candidates, which serves to guide the search process. The evaluation schemes used in both supervised and unsupervised feature selection techniques can generally be divided into three broad categories:
Filter
Filter approaches attempt to eject irrelevant features from the feature set before the application of the learning algorithm. Initially, the data is analyzed to select those dimensions that are most relevant for describing its structure. The selected 
Wrapper
Wrapper methods for feature selection make use of the learning algorithm itself to select a set of pertinent features. The wrapper makes a search through the feature space, evaluating selected feature subsets by estimating the predictive accuracy of the classifier built on that subset. The aim of the search is to find the subset that maximizes this criterion [14] .
Embedded
Embedded approaches apply the feature selection process as a complete part of the learning algorithm. The most example of this are the decision tree building algorithms. There are a number of neural network algorithms that also have this characteristic, e.g. Optimal Brain Damage [14] .
Feature Extraction
Involves the production of a new set of features from the original features in the data, through the application of some mapping. Well-known unsupervised feature extraction methods include Principal Component Analysis (PCA) [14, 16] .The important corresponding supervised approach is Linear Discriminant Analysis (LDA) [14, 17] . The famous feature transformation technique is Principal Components Analysis (PCA) that transforms the data into a reduced space that captures most of the variance in the data. PCA is an unsupervised technique in that it does not take class labels into account. By contrast Linear Discriminant Analysis (LDA) seeks a transformation that maximizes between-class separation [14] .
Principal Component Analysis (PCA)
PCA is known as the best data representation in the leastsquare sense for classical recognition. It is commonly used to decrease the dimensionality of images and get most of information. The central idea behind PCA is to find an orthonormal set of axes pointing at the direction of maximum covariance in the data. It is often used in representing facial images. The idea is to find the orthonormal basis vectors, or the eigenvectors, of the covariance matrix of a set of images, with each image treated as a single point in a highdimensional space. It is supposed that the facial images form a connected sub region in the image space. The eigenvectors map the most significant variations between faces and are preferred over other correlation techniques that assume that every pixel in an image is of equal importance [16] . PCA is a powerful tool for analyzing data and once you have found these patterns in the data, and you compress the data by reducing the number of dimensions, without much loss of information.
Methods:
Step 1: Get some data.
Step 2: Subtract the mean.
Step 3: Calculate the covariance matrix.
Step 4: Calculate the eigenvectors and eigenvalues of the covariance matrix.
Step 5: Choose components and form a feature vector.
Step 6: Derive the new data set.
Linear Discriminate Analysis (LDA)
LDA is used to make the feature extraction and to classify samples of unknown classes based on training samples with known classes. It get a linear transformation of k-dimensional samples into an m-dimensional space (m < k), so that samples pertinence to the same class are close together, but samples from different classes are far apart from each other. This method maximizes the ratio of between-class variance to within-class variance in any data set; thereby, the theoretical maximum separation in the linear sense will be guaranteed. Since LDA require directions that are efficient for discrimination, it is the optimal classifier for specializing classes that are Gaussian distribution and have equal covariance matrices. LDA requires a transformation matrix that in some sense maximizes the ratio of the between-scatter matrix to the within-scatter matrix. The within-scatter matrix is defined as [17] (1)
Where y i j is the ith sample of class j, µ j is the mean of class j, K is the number of classes, and N j is the number of samples in class j. The between-scatter matrix is defined as [17] (2)
Where µ is the mean of all classes. The goal is to maximize the between-class measure and to minimize the within class measure [17] (i.e., max. )
To achieve this, we can find a transformation Matrix [17] 
Where {w i } is the set of generalized eigenvectors of S b and S w .Once the transformation is found, the classification problem is simply a matter of finding the class whose transformed mean is closest to the transformed testing image. PCA and LDA are two important feature extraction methods and have been widely applied in a variety of areas [17] .
PROPOSED APPROACH
This paper presents a proposed automated CAD system that can automatically diagnosis the Alzheimer's disease. The OASIS data set [12] with different 120 subject aged 18 to 96 years is used. Some of them have been clinically diagnosed with very mild to moderate Alzheimer's disease and others were negative and have no Alzheimer disease. Most two important feature extraction methods (PCA and LDA) was tested with the proposed algorithm on the subjects. In order to compare all feature extraction algorithms, they were all tested with Voxel Intensity (VI) features. Classification was carried out by a Support Vector Machine (SVM) with linear kernel.
Parameter optimization was performed within a nested Cross Validation (CV) procedure. Figure 3 , gives the proposed approach used for feature extraction and selection algorithm. Figure 4 , illustrates the proposed algorithm flow chart.
Pseudo-code for the proposed Algorithm:
1-Read the MRI images. 2-Make Preprocessing and Normalization for these images. 3-Get the brain shape features. 4-Select features from brain shape features using proposed feature selection method. 5-Extract special features from selected feature using PCA, LDA, and proposed extraction method. 6-Use cross validation for training and testing the results. 7-Do classification using Linear Support Vector Machine (SVM) classifier. 8-Show results. In this study, Neuroimaging data of Open Access Series of Imaging Studies (OASIS) was used; a series of magnetic resonance imaging data sets that is publicly available for study and analysis. One hundred and twenty cross-sectional subjects of male and female (aged 18 to 96 yrs.) were selected. For each subject, three or fthe individual T1-weighted magnetic resonance imaging scans obtained in single imaging sessions are included. Multiple within-session acquisitions provide extremely high contrast-to-noise ratio, making the data amenable to a wide range of analytic approaches including automated computational analysis. Multiple (three or fthe) high-resolution structural T1-weighted magnetization prepared rapid gradient echo (MP-RAGE) images, there were acquired on a 1.5-T Vision scanner in a single imaging session. Image parameters: TR= 9.7 msec, TE= 4.0 msec, Flip angle= 10, TI= 20 msec, TD= 200 msec, 128 sagittal 1.25 mm slices without gaps. All photos are 3-D and its dimensions are 176 X 208 X 176 voxels size. As shown in Figure 5 . The analysis of structural magnetic resonance images is done by Voxel based morphometric (VBM) approaches which allows between-and within-groups comparison of grey and white matter volume or density [8, 9] . VBM is well suited for large-scale cross-sectional and longitudinal studies that examine normal age-related neuro-morphologic change. In a typical neuro-morphologic study of aging, structural magnetic resonance images (MRI) are acquired, spatially normalized to common stereotactic coordinates, and segmented into grey matter, white matter, and cerebrospinal fluid (CSF). Statistical parametric maps (SPM) are generated that reflect differences between or within groups (or the relationship with a continuous variable) in each individual voxel. [9] Voxel based morphometric (VBM) approaches to the analysis of structural magnetic resonance images allow for betweenand within-groups comparison of grey and white matter volume or density. Voxel Based Morphometry (VBM) involves a voxel-wise comparison of the local concentration of gray matter between two groups of subjects. The procedure is relatively straightforward and involves spatially normalizing high-resolution images from all the subjects in the study into the same stereotactic space. This is followed by segmenting the gray matter from the spatially normalized images and smoothing the gray-matter segments. Voxel-wise parametric statistical tests which compare the smoothed graymatter images from the two groups are performed. Corrections for multiple comparisons are made using the theory of Gaussian random fields. [8, 9] This paper describes the steps involved in VBM, with particular emphasis on segmenting gray matter from MR images with non-uniformity artifact. The evaluations of the assumptions that underpin the method is provided, including the accuracy of the segmentation and the assumptions made about the statistical distribution of the data. Voxel-based morphometry of MRI data includes spatially normalizing all the images to the same stereotactic space, extracting the gray matter from the normalized images, smoothing, and finally performing a statistical analysis to localize, and make inferences about, group differences. The output from the method is a statistical parametric map showing regions where gray matter concentration differs significantly between groups [13] .
Preprocessing and Normalization of the database
The sequence of "preprocessing  quality check  smoothing  statistical analysis" remains the same for every VBM analysis 1. T1 images are normalized to a template space and segmented into gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF). The preprocessing parameters can be adjusted via the module "Estimate and write".
2. After the preprocessing is finished, a quality check is highly recommended. This can be achieved via the modules "Display one slice for all images" and "Check sample homogeneity using covariance". Both options are located under "VBM8 Check data quality".
Before entering the GM images into a statistical model, image data need to be smoothed. Of note, this step is not
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implemented into the VBM8 Toolbox but achieved via the standard SPM module "Smooth".
The photos before preprocessing its dimension was (176 X 208 X 176) and after VBM and preprocessing steps its dimension reduced to (121 X 145 X 121) voxels size. As shown in Figure 6 , which shows the two different photos for demented and nondemented subjects with AD. 
Dimension Reduction
After the preprocessing each image has now 2122945 Voxels, we need to reduce these number of voxels, so we need to make dimension reduction of each image.
The Proposed Algorithm
A limitation of PCA and LDA is that when dealing with image data, the image matrices must be first transformed into vectors that are usually of very high dimensionality. This causes expensive computational cost and sometimes the singularity problem.
In the proposed approach, there are 120 different images (49 demented and 71 nondemented) and each of these images has a voxel size of (121 X 145 X 121) which equal to 2122945 voxel. This is very high dimension, so this need to reduce the dimension of each image by neglecting some voxels that is the same in all image and selecting and keeping the other voxels. Proposed approach for this high dimensionality reduction depends on removing the same voxels in all images, which will increase the accuracy and keeping the different voxels. After this step we found that the dimension of each image became equal to 690432 voxels.
Proposed Algorithm steps
Step1: Reducing the dimensionality of each images from 2122945 voxels to 690432 voxels by selecting the voxels that have the intensity level different at all image and removing the voxels that have the same intensity level at all images, Step2: partitioning the subjects into two classes, the first includes the images of demented subjects and the other contains the images of nondemented subjects.
Step3: Maximize class seperability, by calculating the mean of each class as in Figure 7 that µ 1 is the mean of first class and µ 2 is the mean of the second class. (5) Where (n) is number of images in first class. (6) Where (m) is number of images in second class.
Fig 7: mean of each classes
Step 4: Calculating standard deviation for each class (7) (8)
Step 5: Maximizing the difference between the means of the two classes by subtract the means and dividing on the multiplication of the standard deviation of two classes (9) Where µ 1 and µ 2 are the means of first and second class respectively and σ 1 and σ 2 are the standard deviation of first and second class respectively.
Step 6: Sorting the result of w in descending. And selecting p numbers of highest w. in selecting we did two selection experiments. The first we choose the first number of w that make the accuracy equal 90%, 80 %, and so on. The second we choose the first number of variables and calculate the accuracy for them. This all is shown in result part.
Step 7: Passing these number of w to SVM to make training and testing and calculate the accuracy as shown in next section.
Cross validation
To validate the performance of a learning algorithm, we sometimes use cross validation to provide an empirical measure of the generalization performance. Cross validation is not only used to rate the performance of an algorithm, it is also often applied to tune parameters, such as the regularization parameter in ridge regression. Cross validation techniques involve splitting the full dataset into a training set and a test set, repetitively. At each repetition, the algorithm is trained using the training set, and the trained model is applied to the test set. The average error over all the iterations, between the predicted outcome of the test set and the real target outcome, gives the test error. The most common method is called K-fold cross-validation. The procedure works by partition the dataset into K equal size subsets. For each validation, K-1 subsets (folds) are trained and the remaining fold is used for testing. The procedure will loop K times. At each iteration, a different subset will be chosen as the new testing set. This ensures all the samples will be including in the testing set at least once. If K equals the size of the training set, then at each validation run, only one sample will be left out, hence it is called the leave-one-out crossvalidation (loocv) [18] .
In the proposed algorithm, the data set is about 120 samples and a cross-validation is done using 5-fold by randomly choosing and making the 5 folds, then training with 4 folds and test with the fifth. The results is shown in result section.
Support Vector Classification
After performing cross-validation, the predicted labels (for classification) was obtained. Support Vector Machine is used as a classifier as it has gained in popularity in recent years because of its superior performance in practical applications, especially in the field of bioinformatics. A two-class support vector machine (SVM) classifier aims to do a hyperplane that maximizes the margin, which is the distance between the closest points on either side of the boundary. These points are known as the support vectors, and their role in the construction of a maximum-margin hyperplane is illustrated in Figure 8 . The original SVM algorithm was a linear classifier, but there have since been modifications to deal with data that are not linearly separable. A soft-margin formulation, which allows for mislabeled data as well as a way to use the kernel trick to create nonlinear classifiers. These three formulations are described in further detail in the following subsections [19] . 
Linear SVM
The decision surface of a linear SVM classifier is described by y(x) = w T * x i -b = 0, as for the Fisher linear discriminant function classifier. The feature weight vector w and threshold b are then chosen such that the margin, or distance between the support vectors, is maximized.
As illustrated in Figure 8 , the support vectors lie on two parallel hyperplanes described by y(x) = 1 and y(x) = -1, such that the distance between them is 2/||w||. The maximization of the margin can therefore be expressed as the constrained optimization [19] (10)
Where the constraint ensures that no feature vectors fall within the margin. By using Lagrange multipliers, this may be re-expressed as the unconstrained optimization [19] (11)
From which an expression for the feature weight vector w can be derived in terms of a linear combination of the feature vectors, [19] (12)
The decision surface is thus expressed in terms of the support vectors, since only their corresponding α i are non-zero. A robust solution for the threshold b may then be found by averaging over the N sv support vectors, [19] (13)
The primal form of the Lagrangian L (w, b, α) may be equivalently written in dual form by substituting the above expression for w. The dual form, [19] (14)
Expresses the optimization criterion in terms of inner products of the feature vectors. This is an important property for the creation of nonlinear SVM classifiers [19] .
Soft-margin SVM
The soft-margin SVM formulation may be applied in cases where no linear hyperplane exists which can separate the data. Slack variables E are introduced, which measure the degree of misclassification of the feature vectors. The optimization becomes a trade-off between maximizing the margin and minimizing the degree of misclassification. This trade-off is controlled by the penalty parameter C, such that the constrained optimization may be expressed as [19] (15) By using Lagrange multipliers, the problem may be re-written as the unconstrained optimization [19] (16) Which may be written in dual form as [19] International
The only change from the linear SVM optimization is the upper bound on the α i [19] .
Nonlinear SVM
In cases where the data are not linearly separable in the input feature space, a nonlinear function ɸ(x) may be used to map each feature vector into a higher-dimensional space. As illustrated in Figure 9 , the data are separated by a linear hyperplane in this new space. 
The optimization criterion is thus expressed in terms of inner products of the transformed feature vectors. By choosing the nonlinear mapping ϕ such that these inner products can be expressed in terms of a kernel function k(x i , x j ) = ϕ(x i ) T ϕ(x j ), it is not necessary to explicitly perform the mapping. The optimization problem may therefore be solved even in very high dimensional spaces. The most commonly used kernel is the Gaussian radial basis function, given by k(x i , x j ) = exp(-γ||x i -x j || 2 ), where > 0 describes the width [19] .
In the proposed algorithm a default Linear Support Vector Classifier is used.
Experimental Results
For evaluating classification results, the simplest measurements would be the classification accuracy rate, which is calculated from the number of correctly predicted samples divided by the total number of predicted samples. Often, a single measurement is not sufficient, especially in the cases of disease diagnosis, when the costs of classifying patients into normal and the reverse are not the same. To test the results we used true positive, true negative, false positive and false negative as shown in We calculated these fthe parameters for PCA, LDA and the proposal. Then we apply these fthe parameters on two experiments. First, we get the first 10000, 9000, 8000, 7000, and 6000 features, then we apply these features on SVML with PCA, SVML with LDA, and the proposed algorithm with SVML on the same conditions. As shown in tables 3, 4, 5 and 6. And in figures 11, 12, 13 and 14.
In table 3 and figure 11, the Sensitivity was measured for SVML+PCA, SVML+LDA, and SVML+Proposed. Table 4 and figure 12 show the Specificity for SVML+PCA, SVML+LDA, and SVML+Proposed. Table 5 and figure 13 present the Accuracy for SVML+PCA, SVML+LDA, and SVML+Proposed. And table 6 and figure 14 give the Matthews's correlation coefficient for SVML+PCA, SVML+LDA, and SVML+Proposed. In the second experiment, we get 90%, 80%, 70%, 60% and 50% of the features, then we apply these features on SVML with PCA, SVML with LDA, and the proposed algorithm with SVML on the same conditions. As shown in tables 7, 8, 9 and 10, and figures 15, 16, 17, and 18. In table 7 and figure  15 , the Sensitivity was measured for SVML+PCA, SVML+LDA, and SVML+Proposed. SVML+Proposed. Table 9 and figure 17 present the Accuracy for SVML+PCA, SVML+LDA, and SVML+Proposed. And table 10 and figure 18 give the Matthews's correlation coefficient for SVML+PCA, SVML+LDA, and SVML+Proposed. 
Result Discussion
In the first experiment, we get the first number of features equal 10000, 9000, 8000, 7000, and 6000, then we first calculated the Sensitivity (SEN) for PCA, LDA, and the proposed algorithm. The PCA gives sensitivity equal 57.8% at 7000 features but LDA and the proposed algorithm give sensitivity equal to 100% as shown previously in In the second experiment, we get the first 90%, 80%, 70%, 60% and 50% of the features, then we first calculated the Sensitivity (SEN) for PCA, LDA, and the proposed algorithm. The PCA gives sensitivity equal 70% at 50% of the features but LDA gives sensitivity equal to 91.3 and the proposed algorithm gives sensitivity equal to 100% as shown previously in table 7. Second, The Specificity (SPE) was also calculated for PCA, LDA, and the proposed algorithm. The PCA gives Specificity equal 73.8% at 50% of the features, LDA gives specificity equal to 90.5% and the proposed algorithm give specificity equal to 100% as shown previously in table 8. Third, the Accuracy (ACC) was calculated for PCA, LDA, and the proposed algorithm. The PCA gives accuracy equal 72.5% at 50% of the features, LDA gives accuracy equal to 90.8% and the proposed algorithm give accuracy equal to 99.2% as shown previously in table 9. Last, the Matthews's correlation coefficient (MCC) was calculated for PCA, LDA, and the proposed algorithm. The PCA gives MCC equal 42% at 50% of the features, LDA gives MCC equal to 81% and the proposed algorithm give MCC equal to 98.3% as shown previously in table 10.
After the experiments we found that the proposed Algorithm gives Accuracy of 100% with little number of voxels reach to 6610 voxels. We found that the difference between the intensity level of highest and lowest pixels equal to 42. This means that it is impossible to detect that this subject is demented or non-demented by human visual.
CONCLUSION
In this work we have studied feature extraction processes based on VBM analysis, to classify MRI volumes of AD patients and normal subjects. We have analyzed the data set using the SPM with the VBM to normalize the images, then we studied several approaches for the automatic classification of Alzheimer's disease. After that we talk about feature selection and extraction techniques and different techniques of Support Vector Machine. Then we knew the different techniques of each one of them and we compared the proposed algorithm with PCA and LDA. After that we apply PCA, LDA, and the proposal to Linear Support Vector Classifier, we found that the accuracy reached to 100% for the proposed algorithm.
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