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ABSTRACT
Aims. We utilize state-of-the-art three-dimensional (3D) hydrodynamical and classical 1D stellar model atmospheres to study the
influence of convection on the formation properties of various atomic and molecular spectral lines in the atmospheres of four red
giant stars, located close to the base of the red giant branch, RGB (Teff ≈ 5000 K, log g = 2.5), and characterized by four different
metallicities, [M/H] = 0.0,−1.0,−2.0,−3.0.
Methods. The role of convection in the spectral line formation is assessed with the aid of abundance corrections, i.e., the differences
in abundances predicted for a given equivalent width of a particular spectral line with the 3D and 1D model atmospheres. The
3D hydrodynamical and classical 1D model atmospheres used in this study were calculated with the CO5BOLD and 1D LHD codes,
respectively. Identical atmospheric parameters, chemical composition, equation of state, and opacities were used with both codes,
therefore allowing a strictly differential analysis of the line formation properties in the 3D and 1D models.
Results. We find that for lines of certain neutral atoms, such as Mg i, Ti i, Fe i, and Ni i, the abundance corrections strongly depend
both on metallicity of a given model atmosphere and the line excitation potential, χ. While abundance corrections for all lines of
both neutral and ionized elements tend to be small at solar metallicity (≤ ±0.1 dex), for lines of neutral elements with low ionization
potential and low-to-intermediate χ they quickly increase with decreasing metallicity, reaching in their extremes to −0.6 · · · − 0.8 dex.
In all such cases the large abundance corrections are due to horizontal temperature fluctuations in the 3D hydrodynamical models.
Lines of neutral elements with higher ionization potentials (Eion & 10 eV) generally behave very similarly to lines of ionized elements
characterized with low ionization potentials (Eion . 6 eV). In the latter case, the abundance corrections are small (generally, ≤
±0.1 dex) and are caused by approximately equal contributions from the horizontal temperature fluctuations and differences between
the temperature profiles in the 3D and 1D model atmospheres. Abundance corrections of molecular lines are very sensitive to
metallicity of the underlying model atmosphere and may be larger (in absolute value) than ∼ −0.5 dex at [M/H] = −3.0 (∼ −1.5 dex
in the case of CO). At fixed metallicity and excitation potential, the abundance corrections show little variation within the wavelength
range studied here, 400 − 1600 nm. We also find that an approximate treatment of scattering in the 3D model calculations (i.e.,
ignoring the scattering opacity in the outer, optically thin, atmosphere) leads to the abundance corrections that are altered by less
than ∼ 0.1 dex, both for atomic and molecular (CO) lines, with respect to the model where scattering is treated as true absorption
throughout the entire atmosphere, with the largest differences for the resonance and low-excitation lines.
Key words. stars: atmospheres – stars: late-type – stars: abundances – convection – hydrodynamics
1. Introduction
All low and intermediate mass stars evolve through the red giant
stage. Owing to their large numbers, red giants are important
tracers of intermediate-age and old stellar populations, and their
high luminosities make them accessible for observations both in
and beyond the Milky Way. This makes them particularly suit-
able for use in spectroscopic studies that aim to understand the
chemical evolution of their host populations. On the other hand,
stars on the red giant branch (RGB) experience mixing episodes
during which material with the chemical composition altered via
nuclear reactions is brought to the stellar surface. Elemental
abundances in the atmospheres of red giant stars may therefore
provide a wealth of important information about the nucleosyn-
thesis and mixing processes in stars and about the chemical evo-
lution histories of their host populations.
To obtain information from stellar spectra about the abun-
dances of the chemical species of interest one has to rely on stel-
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lar model atmospheres. Inevitably, the confidence with which
one can derive chemical composition of stars is determined by
the accuracy and physical realism of the underlying model at-
mospheres. Classical 1D model atmospheres are most widely
used for such tasks today. Stellar atmospheres in these models
are treated as static and 1D, so that resulting model structures
are functions of the radial coordinate alone. Convection in such
models is described by using the mixing-length theory (MLT;
see, e.g., Böhm-Vitense 1958; Canuto & Mazzitelli 1991), along
with a number of free parameters, such as the mixing-length pa-
rameter, αMLT, and microturbulence velocity. Thanks to their
static 1D nature and various simplifications involved, such mod-
els are fast to compute, which allowed large model grids to be
produced using a variety of 1D model atmosphere codes, such
as ATLAS (Castelli & Kurucz 2003), MARCS (Gustafsson et al.
2008), and PHOENIX (Brott & Hauschildt 2005), for various
combinations of stellar atmosphere parameters. Despite numer-
ous simplifications, 1D model atmospheres have aided in gain-
ing enormous amounts of information about the processes taking
place in stellar atmospheres and deeper interiors.
Since stellar atmospheres are neither static nor 1D, a large in-
crease in computational power is required to include more realis-
tic 3D time-dependent physics into stellar atmosphere modeling.
Mostly because of such computational complexities the advance
of 3D hydrodynamical model atmospheres and their applications
in stellar abundance work has been relatively slow. Despite this,
there has been a notable increase in the applications of the 3D hy-
drodynamical model atmospheres to study stars and stellar pop-
ulations during the recent years (see, e.g., Asplund et al. 2000;
Behara et al. 2010; Caffau et al. 2008; González Hernández et al.
2009). This is partly related to the fact that a number of studies
have shown that differences in the elemental abundances inferred
from the same spectral line strength with the classical 1D and 3D
hydrodynamical model atmospheres may be significant, espe-
cially at lower metallicities where they may reach −1.0 dex (see,
e.g., Collet et al. 2007; Dobrovolskas et al. 2010; Ivanauskas
et al. 2010). Obviously, such differences in the obtained abun-
dances may lead to important implications, such as when recon-
structing most likely scenarios of chemical evolution of stellar
populations in the Galaxy and beyond.
To take a closer look at the role of convection in the spectral
line formation in the atmospheres of red giant stars, we started a
systematic study of the internal structures and observable prop-
erties of red giant stars by using 3D hydrodynamical CO5BOLD
model atmospheres for this purpose. In the first two papers in
this series (Kucˇinskas et al. 2013; Ludwig & Kucˇinskas 2012,
Papers I and II hereafter), we investigated the role of convec-
tion on the atmospheric structures and spectral line formation in
a red giant star located close to the RGB tip (Teff ≈ 3660 K,
log g = 1.0, [M/H] = 0.0). In this study we extend our previ-
ous work and focus on the properties of spectral line formation
in somewhat warmer red giants at several different metallicities
([M/H] = 0.0,−1.0,−2.0,−3.0) located close to the RGB base
(Teff ≈ 5000 K, log g = 2.5).
The paper is structured as follows. In Sect. 2 we describe the
3D hydrodynamical and classical 1D model atmospheres used
in this study, and outline the details of spectral line synthesis
calculations. In this section we also introduce the concept of
abundance corrections, which is used throughout the paper to
assess the differences in the abundances predicted for the same
line strength with the 3D and 1D model atmospheres. The abun-
dance corrections obtained for various neutral and ionized atoms
and for molecules are discussed in Sect. 3, together with the role
of scattering and the importance of the mixing-length parameter,
Table 1. Parameters of the CO5BOLD red giant models used in this work.
〈Teff〉, log g, [M/H] Grid dimension, Resolution,
K CGS Mm grid points
4970 2.5 0 573×573×243 160×160×200
4990 2.5 −1 573×573×245 160×160×200
5020 2.5 −2 584×584×245 160×160×200
5020 2.5 −3 573×573×245 160×160×200
αMLT, used with the 1D model atmospheres. Finally, summary
and conclusions are provided in Sect. 4.
2. Stellar atmosphere models and spectral line
synthesis calculations
In this study we utilized the CO5BOLD and LHD model atmo-
sphere codes to calculate, respectively, the 3D hydrodynamical
and classical 1D atmosphere models of red giants located close
to the RGB base. Both CO5BOLD and LHD simulations shared
identical atmospheric parameters, chemical composition, opac-
ities, and equation of state, in order to limit the discrepancies
in the model predictions to differences in the underlying model
physics. Such differential comparison of the model predictions
allows us to assess the importance of 3D hydrodynamical effects
on the spectral line formation, and enables us to determine the
differences between the abundances of different chemical ele-
ments derived with the 3D and 1D model atmospheres. In what
follows below we briefly describe the details of model atmo-
sphere and spectral line synthesis calculations.
2.1. 3D hydrodynamical CO5BOLD stellar model atmospheres
The 3D hydrodynamical models used in this study are part of
the CIFIST model atmosphere grid which will eventually cover
stars on the main sequence, subgiant, and red giant branches
(Ludwig et al. 2009). CO5BOLD solves the coupled nonlinear
equations of compressible hydrodynamics in an external grav-
ity field, together with radiative transfer equation (Freytag et al.
2012). The model atmospheres were computed using the “box-
in-a-star” setup, i.e., the part of the stellar atmosphere modeled
was small compared to the size of a star itself. The simulations
were performed on a Cartesian grid of 160×160×200 grid points
in x, y, z direction, respectively. The model box had open upper
and lower boundaries (matter was allowed to enter and leave the
simulation box freely), and periodic boundaries in the horizon-
tal direction (matter leaving the box on one side was allowed to
enter it again from the opposite side). We used monochromatic
opacities from the MARCS stellar atmosphere package (Gustafs-
son et al. 2008) which we grouped into a smaller number of
opacity bins using the opacity binning technique (Ludwig et al.
1994; Ludwig 1992; Nordlund 1982; Vögler 2004; Vögler et al.
2004), with five opacity bins for the [M/H] = 0.0 model and
six bins for the [M/H] = −1.0, −2.0, and −3.0 models. Solar-
scaled elemental abundances used were those from Asplund et
al. (2005). It is important to stress that we also applied a constant
enhancement in the alpha-element abundances of [α/Fe] = +0.4
for the models at metallicities [M/H] ≤ −1.0. All model simu-
lations were performed under the assumption of local thermody-
namic equilibrium, LTE. Scattering was treated as true absorp-
tion and magnetic fields were neglected.
Parameters of the individual 3D model atmospheres used in
this work are provided in Table 1. One may notice that each
model is characterized by a slightly different average effective
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temperature, 〈Teff〉. This is because effective temperature is not
the input parameter for calculating 3D model atmosphere with
the CO5BOLD code. Instead, one sets the value of entropy of in-
flowing gas at the bottom of the model atmosphere. This deter-
mines radiative flux at the outer boundary and thus - the effective
temperature of a given model. Another important aspect is that
radiative flux leaving the model atmosphere is subject to random
spatial and temporal fluctuations due to stochastic nature of con-
vection, which causes the effective temperature to fluctuate too.
Therefore, the effective temperature of the 3D hydrodynamical
model atmosphere can not be set in advance and should be fine-
tuned by adjusting the entropy inflow at the lower boundary of
the model atmosphere. Note, however, that differences between
the average Teff of individual 3D model atmospheres are small
(< 30 K) while the effective temperatures of all models are very
close to the target value of Teff = 5000 K (Table 1).
Since 3D spectral line synthesis calculations are very com-
putationally demanding, we selected a smaller subset of 3D at-
mospheric structures at different instants of time (snapshots) to
be used in all 3D line synthesis work. At all metallicities, these
subsets consisted of 20 snapshots spaced with a step of ∼ 7 hours
over the interval of ∼ 4.7−6.5 days in stellar time. Since the con-
vective time scales in the red giant models studied here are equal
to ∼ 5− 15 hours (as measured by the Brunt-Vaisälä time scale),
such spacing of the 3D snapshots allows to consider them sta-
tistically independent. Snapshots of the 3D model were selected
so that statistical properties of the 20-snapshot ensemble would
best reproduce the corresponding properties of the entire model
run, such as the average effective temperature and its standard
deviation, mean velocity at optical depth unity, mean velocity
profile and mean mass velocity profile.
In this study we also used average 〈3D〉 models. At each
metallicity, these model atmospheres were computed by hori-
zontally averaging each 3D atmospheric structure in the subset
of twenty 3D model snapshots selected for the line synthesis cal-
culations, as described above (the fourth power of temperature
was averaged on surfaces of equal optical depth). The fourth
power of temperature was chosen over the first because in the
former case one may expect to retain better representation of the
radiative flux throughout the model atmosphere. On the other
hand, we found that differences in the 〈3D〉 abundances obtained
with the models computed by averaging the fourth and first pow-
ers of temperature were always small (for example, in case of
Fe i and Fe ii lines with χ = 0 − 6 eV these differences were
typically significantly below 0.05 dex). We refer the reader to
Appendix A where we provide some further thoughts regarding
the choice of temperature averaging scheme. Every 〈3D〉 model
is a 1D structure, hence the average 〈3D〉 models do not contain
information about the horizontal fluctuations of thermodynamic
quantities and velocity fields. Therefore, they can be used to
estimate the role of horizontal fluctuations on, e.g., the spectral
line formation, which can be done by comparing the predictions
of the 3D and 〈3D〉 models.
2.2. 1D LHD model atmospheres
1D models were calculated using the LHD code (see, e.g., Caffau
et al. 2008). We recall that both 3D and 1D models used in this
work shared identical atmospheric parameters (Table 1), chem-
ical composition, equation of state, and opacities (see Sect. 2.1
for details). Convection in the LHDmodels was treated according
to the formalism of the mixing-length theory by Mihalas (1978).
The mixing-length parameter used throughout the LHD simula-
tions was αMLT = 1.0. In principle, the use of 1D models calcu-
lated with different mixing-length parameters results in different
abundance corrections. However, in the case of the giants stud-
ied here it is only relevant for high-excitation atomic lines (see
Sect. 3.5). Temperature stratifications of the 3D and 1D models
at [M/H] = 0.0 and –3.0 are shown in Figs. 1 and 2, respectively.
2.3. Spectral line synthesis
In order to investigate the influence of convection on the spec-
tral line formation we utilized fictitious spectral lines. For these
lines, their central wavelengths, excitation potentials, χ, and os-
cillator strengths, log g f , were freely chosen to cover the range
of values of existing spectral lines. Such approach allows us
to study the connections between the atomic line parameters and
line formation properties in the presence of realistically modeled
convection, and has been already applied successfully in a num-
ber of studies (e.g., Collet et al. 2007; Dobrovolskas et al. 2010;
Ivanauskas et al. 2010; Steffen & Holweger 2003, Paper II).
In this study, equivalent widths of synthetic spectral lines
were fixed to W ≤ 0.5 pm. Because these lines are very weak,
they should be confined to the linear part of the curve of growth
and thus their strengths should be independent of the choice of
microturbulence velocity, ξmic, used in the spectral line synthe-
sis with the 〈3D〉 and 1D model atmospheres. In such situa-
tion, the differences in the line strengths predicted by the 3D and
1D model atmospheres can be attributed to purely 3D hydrody-
namical effects, allowing investigation of their importance in the
spectral line formation.
Spectral line synthesis calculations for all chemical elements
studied in this work were done using the Linfor3D 1 code,
which solves the radiative transfer equation under the assump-
tion of LTE. In order to speed up spectral line synthesis cal-
culations, we used only every third point of the original 3D
model structure along the x and y spatial directions. We verified
that such simplification has left the resulting elemental abun-
dances essentially unchanged (i.e., with respect to the calcula-
tions performed using the full model box). The differences were
always below 0.003 dex in the case of [M/H]=−3 metallicity
model and Fe i lines. In our simulations the radiative transfer
was solved for 3 vertical and 4 azimuthal directions. Line syn-
thesis calculations covered the Rosseland optical depth range of
log τRoss = −6 . . .2, in steps of ∆ log τRoss = 0.08. Line profiles
were computed with a typical wavelength resolution of 130−150
points per profile. In case of the 3D model atmospheres, spec-
tral line profiles of every chemical element studied here were
calculated for each of the twenty 3D model snapshots, at each
of the four metallicities. The obtained individual spectral line
profiles were then co-added to obtain the final 3D line profile
at each metallicity. Similarly, in case of the average 3D models
line profiles were calculated for every horizontally averaged 3D
model structure from the 20-snapshot ensemble; the final 〈3D〉
line profile was then obtained by co-adding all twenty individual
line profiles. All 1D line profiles were also calculated using the
Linfor3D code. A microturbulence velocity of ξmic = 1.0 km/s
was used in all 〈3D〉 and 1D spectral synthesis calculations, al-
though we note again that the choice of ξmic does not change the
line strength of very weak fictitious lines studied here.
One may envision that, alternatively, all 3D model snapshots
could be averaged to produce a single 〈3D〉 model for the syn-
thesis of 〈3D〉 spectral lines, i.e., instead of using individual av-
eraged 3D models for each 3D snapshot as we did in this study.
Our test calculations showed, however, that in case of Fe i and
1 http://www.aip.de/~mst/linfor3D_main.html
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Fig. 1. Upper panel: temperature profiles in the red giant model with
Teff/ log g/[M/H] = 4970/2.5/0.0, plotted versus the Rosseland optical
depth, τRoss , and shown for the following model atmospheres: 3D (den-
sity plot), 〈3D〉 (dashed line), and 1D (solid line). Horizontal bars mark
the approximate location of the Fe I and Fe II line formation regions in
the 3D (black) and 1D (blue) atmosphere models, at λ = 400 nm and
χ = 0 and 6 eV (bars mark the regions where the equivalent width, W,
of a given spectral line grows from 5% to 95% of its final value). Lower
panel: RMS horizontal temperature fluctuations in the 3D model (solid
line), and difference between the temperature profiles of the 〈3D〉 and
1D models (dashed line), shown as functions of the Rosseland optical
depth. In both panels, all quantities related to the 3D and 〈3D〉 models
were obtained using the subset of twenty 3D model snapshots utilized
in the 3D spectral line synthesis calculations (see Sect. 2.1).
Fe ii lines with χ = 0 − 6 eV differences in the line profiles com-
puted using these two different approaches would lead to differ-
ences in the elemental abundances of less than 0.03 dex (in case
of Fe i lines they were always smaller than 0.01 dex). Therefore,
for the purposes of present study the choice in the procedure used
to compute the 〈3D〉 line profiles is of minor importance.
2.4. 3D–1D abundance corrections
The role of 3D hydrodynamical effects in spectral line forma-
tion was studied by utilizing 3D–1D abundance corrections.
The 3D–1D abundance correction, ∆3D−1D, is the difference in
the abundance, A(Xi), of a chemical element Xi obtained at a
given equivalent width from the 3D and 1D curves of growth,
∆3D−1D ≡ A(Xi)3D − A(Xi)1D (see, e.g., Caffau et al. 2011). The
3D–1D abundance correction is sensitive to the effects related
to both the horizontal temperature fluctuations and differences
in temperature stratifications of the 3D and 1D model atmo-
spheres. The size of these effects can be measured separately,
by utilizing information content of the 〈3D〉 models. Since the
〈3D〉 model does not contain information about the horizon-
tal fluctuations of thermodynamic quantities and velocity fields,
the ∆3D−〈3D〉 ≡ A(Xi)3D − A(Xi)〈3D〉 correction can be used to
measure the effect of horizontal temperature fluctuations. Sim-
ilarly, the ∆〈3D〉−1D ≡ A(Xi)〈3D〉 − A(Xi)1D correction provides
information about the role of differences between the temper-
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Fig. 2. Same as in Fig. 1 but for the red giant model with
Teff/ log g/[M/H] = 5020/2.5/ − 3.0.
ature profiles of the average 〈3D〉 and 1D models. Obviously,
the final abundance correction is a sum of the two constituents,
∆3D−1D ≡ ∆3D−〈3D〉 + ∆〈3D〉−1D.
3D–1D abundance corrections were calculated for a number
of neutral and singly ionized elements: Li i, C i, O i, Na i, Mg i,
Al i, Si i, Si ii, K i, Ca i, Ca ii, Ti i, Ti ii, Fe i, Fe ii, Ni i, Zn i, Zr i,
Zr ii, Ba ii, and Eu ii. These elements allow to sample different
nucleosynthetic channels: proton capture (Na, Al, K), triple-α
(carbon), α-chain captures (O, Mg, Si, Ca, Ti), nuclear statisti-
cal equilibrium (Ti, Fe, Ni, Zn), slow neutron capture (Zn, Zr,
Ba), rapid neutron capture (Ba, Eu). Lithium is a special ele-
ment in this context, in a sense that it was produced during the
Big-Bang nucleosynthesis and by several other processes after-
wards, including cosmic ray spallation in the interstellar medium
and several stellar processes. We also obtained abundance cor-
rections for several molecules: CH, CO, C2, NH, CN, and OH
which are important tracers of CNO elements.
The 3D–1D abundance corrections for neutral and ion-
ized atoms were calculated at three wavelengths, λ = 400,
850 and 1600 nm. The two shorter wavelengths were chosen
to bracket the typical blue and red limits of modern optical
spectrographs, such as UVES/GIRAFFE@VLT, HIRES@Keck,
HDS@SUBARU, while the longer approximately coincides
with the H-band of near-infrared spectrographs, such as
CRIRES@VLT, NIRSPEC@Keck. The two longest wave-
lengths also coincide with the maximum and minimum absorp-
tion of the H− ion at ∼ 850 and ∼ 1640 nm, respectively, while
the bluest marks the spectral region where H− absorption be-
comes progressively smaller and opacities from various metals
become increasingly more important. In case of the molecules,
we used the wavelengths of real molecular lines/bands in the
blue part of the spectrum (see Paper II for detailed description
of the wavelength selection). In case when real molecular bands
were not available at these short wavelengths, abundance cor-
rections were obtained at λ = 400 nm instead. The abundance
corrections were computed at four excitation potentials, χ = 0,
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2, 4, and 6 eV, for both neutral and ionized atoms, while for the
molecules they were obtained at χ = 0, 1, 2, and 3 eV.
Finally, we note that some species studied here have either
only a few observable spectral lines or their lines may be sim-
ply too weak to be detected (as it is the case with, e.g., Li i,
C i, O i). We should stress that such elements were included in
the present analysis because we aimed to understand the general
properties of spectral line formation in the presence of convec-
tion, especially the trends of abundance corrections in a wider
range of atomic line parameters. Obviously, in all such cases the
exact values of abundance corrections in a wide atomic parame-
ter range may only be of academic interest.
3. Results and discussion
3.1. Abundance corrections for lines of neutral atoms
The 3D–1D abundance corrections for neutral atoms are plot-
ted in Fig. 3, 4, and 5 for λ = 400, 850, and 1600 nm, respec-
tively. Each figure shows three abundance corrections, ∆3D−〈3D〉,
∆〈3D〉−1D, and ∆3D−1D, plotted versus metallicity at four different
line excitation potentials, χ = 0, 2, 4, and 6 eV.
For some elements, one may notice a strong dependence of
the abundance corrections on metallicity: corrections are small
at [M/H] = 0.0 and −1.0 but they grow quickly with decreas-
ing metallicity and for certain elements may reach to −0.8 dex
at [M/H] = −3.0 (Fig. 3–5). Abundance corrections are largest
at the lowest excitation potentials, χ = 0, 2 eV, but they quickly
decrease with increasing χ: corrections then become both small
(less than ±0.1 dex) and essentially independent of metallicity.
Such behavior is defined by the atomic properties of chemical el-
ements and the location of line formation regions associated with
particular spectral lines. At all metallicities, lines with lower ex-
citation potentials form in the outer atmospheric layers, but their
formation regions shift deeper into the atmosphere with increas-
ing χ (Fig. 1-2). At solar metallicity, differences between the
temperature profiles of the 〈3D〉 and 1D model atmospheres are
small and change very little throughout the entire model atmo-
sphere. Similarly, horizontal temperature fluctuations, as mea-
sured by their RMS value (∆TRMS =
√
〈(T − T0)2〉x,y,t, here the
angle brackets denote temporal and horizontal averaging on sur-
faces of equal optical depth, and T0 = 〈T 〉x,y,t, is the depth-
dependent average temperature) are not large either (i.e., com-
pared with their extent at lower metallicities) and change lit-
tle with optical depth (Fig. 1). Therefore, at solar metallicity
all three abundance corrections, ∆3D−〈3D〉, ∆〈3D〉−1D, and ∆3D−1D,
are small and nearly independent of the line excitation poten-
tial. On the other hand, differences in the temperature profiles
of the 〈3D〉 and 1D models are larger in the outer atmosphere
of low metallicity models (Fig. 2). Horizontal temperature fluc-
tuations are also largest in the outer atmosphere, besides, they
increase rapidly with decreasing metallicity. Consequently, at
[M/H] < −1.0 the abundance corrections for most elements are
largest for low-excitation lines, i.e., those that form farthest in
the atmosphere. For such lines, ∆3D−〈3D〉 correction is signif-
icantly larger than ∆〈3D〉−1D, especially at lowest metallicities.
Also, the two abundance corrections are nearly always of oppo-
site sign, thus the absolute value of the total correction, |∆3D−1D|,
is smaller than the sum |∆3D−〈3D〉| + |∆〈3D〉−1D|.
One may notice however, that the size of ∆3D−1D correc-
tions at a given low metallicity may be very different for dif-
ferent elements, ranging roughly from −0.8 dex to +0.1 dex at
[M/H] = −3.0 (Fig. 3–5). Such differences are caused by the
interplay of ionization and excitation. Elements with small ion-
ization potential (such as Li i, Na i, K i) are nearly completely
ionized throughout the entire atmosphere, at all metallicities.
Therefore, neutral atoms of such elements are in their minor-
ity ionization stage. In all such cases the line opacity, κℓ, can be
roughly approximated as κℓ ∼ 10θ (Eion−χ), where θ = 5040/T and
Eion is the ionization energy of a given element (see Paper II,
Appendix A, eq. A5). In such cases, the line opacity becomes
a very sensitive function of the temperature at low χ. Conse-
quently, for lines with low χ large temperature fluctuations in
the outer atmospheric layers at low metallicities cause large vari-
ations in the line strength, which translate into large abundance
corrections ∆3D−〈3D〉, and thus ∆3D−1D. On the other hand, neu-
tral elements with high Eion, such as C i, O i, are in their majority
ionization stage. In such case, the excitation potential dominates
over the ionization energy and thus the high-excitation lines be-
come most sensitive to the temperature variations. In fact, the
dependence of all abundance corrections for C i and O i on both
[M/H] and χ is very similar to those of ionized elements.
Abundance corrections in the infrared wavelength range are
very similar to those obtained either at λ = 400 or 850 nm and
for certain elements may reach to ∆3D−1D = −0.7 dex. This is
in contrast to the results obtained by us for significantly cooler
red giant at Teff = 3600 K, log g = 1.0, and [M/H] = 0.0 for
which the abundance corrections at 1600 nm were significantly
smaller than those in the optical wavelength range (Paper II).
Obviously, the latter does not hold for the red giants studied here
since their abundance corrections are large at all wavelengths
(see Appendix B for a detailed discussion). These results there-
fore suggest that the use of 3D hydrodynamical models may in
fact be necessary for the abundance diagnostics with lines of
neutral atoms in red giants at low metallicities.
3.2. Abundance corrections for lines of ionized atoms
The 3D–1D abundance corrections for ionized atoms are shown
in Fig. 6, 7, and 8, at λ = 400, 850, and 1600 nm, respec-
tively. As in the case with neutral atoms, we provide three abun-
dance corrections,∆3D−〈3D〉, ∆〈3D〉−1D, and ∆3D−1D, plotted versus
metallicity at four different line excitation potentials, χ = 0, 2,
4, and 6 eV.
At all [M/H] and χ studied here, the abundance corrections
for lines of ionized atoms are confined to the range of ∼ ±0.1 dex
and show little sensitivity to changes in both metallicity and ex-
citation potential (i.e., if compared to trends seen with lines of
neutral atoms). Lines of ionized atoms form significantly deeper
in the atmosphere where both the horizontal temperature fluc-
tuations (which determine the size of ∆3D−〈3D〉 correction) and
the differences between temperature profiles of the 〈3D〉 and
1D models (which influence the size of ∆〈3D〉−1D correction)
are smallest at all metallicities and change little with [M/H].
This leads to small abundance corrections that are insensitive to
changes in [M/H] and χ. On the other hand, elements with lower
ionization energies (Eion < 6 eV) are nearly completely ionized
throughout the entire atmosphere of red giants studied here. For
lines of such ionized elements it is the excitation potential that
determines the line opacity, κℓ, and thus the strengths of high-
excitation lines are most sensitive to temperature fluctuations
(see Paper II, Appendix B). Since temperature fluctuations are
in fact smallest at the depths where such lines form, and because
this holds at all metallicities, this too leads to ∆3D−1D corrections
that are small and show little variation with either metallicity or
excitation potential (though, as expected, they increase slightly
with χ).
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Fig. 4. Abundance corrections for spectral lines of neutral atoms plotted versus metallicity at λ = 850 nm: ∆3D−〈3D〉 (left column), ∆〈3D〉−1D
(middle column), and ∆3D−1D (right column). Corrections are given at several different excitation potentials, as indicated on the right side of each
row. Abundance corrections at λ = 400 nm and λ = 1600 nm (Fig. 3 and Fig. 5, respectively) are available in the online version only.
It is worthwhile noting that∆3D−〈3D〉 and ∆〈3D〉−1D corrections
are often of opposite sign, especially at the lowest metallicities,
thus their sum leads to somewhat smaller total abundance cor-
rections, ∆3D−1D. Since κℓ is a highly nonlinear function of tem-
perature, horizontal temperature fluctuations produce larger line
opacities leading to stronger lines and thus, negative ∆3D−〈3D〉
corrections. On the other hand, since the temperature of the
〈3D〉 model is generally lower than that of the 1D model in the
line forming regions, lines of ionized species are weaker in 〈3D〉
than in 1D. This leads to positive ∆〈3D〉−1D corrections. As in the
case of neutral atoms, abundance corrections at λ = 1600 nm are
comparable to those obtained at 400 and 850 nm and may reach
to −0.1 dex at [M/H] = −3.0.
Qualitatively, the dependence of abundance corrections on
metallicity and excitation potential seen in Figs. 3–7 for neutral
and ionized atoms is very similar to the trends found by Collet et
al. (2007), who computed abundance corrections for red giants
with atmospheric parameters nearly identical to those used in
our study. One obvious difference between the results obtained
in the two studies is that our abundance corrections are some-
what smaller. It is possible, however, that this discrepancy may
be traced back to differences between the underlying 3D model
atmospheres, i.e., the STAGGER code used by Collet et al. (2007)
and CO5BOLD code utilized in our study. Indeed, the two codes
use different opacities and opacity binning techniques, different
equations of state, and so forth. One should also note a major dif-
ference in the 1D model atmospheres used as reference. While
LHD models use the same opacities, microphysics, and numeri-
cal schemes used by CO5BOLD, the MARCS 1D model atmosphere
used as reference by Collet et al. (2007) uses opacities and EOS
different from those used in their 3D model.
3.3. Abundance corrections for molecular lines
The 3D–1D abundance corrections for molecular lines are shown
in Fig. 9, 10, and 11, at the bluest wavelength, 850 nm, and
1600 nm, respectively. We provide three abundance corrections,
∆3D−〈3D〉, ∆〈3D〉−1D, and ∆3D−1D, plotted versus metallicity at four
different excitation potentials, χ = 0, 1, 2, and 3 eV.
As in the case of abundance corrections for neutral atoms,
corrections for the molecules are strongly dependent on metal-
licity and are largest at the lowest metallicities. While for the
majority of molecules the total abundance correction, ∆3D−1D,
generally does not exceed −1.0 dex at [M/H] = −3.0, in case of
CO it reaches to −1.5 dex. The large total abundance corrections
are mostly due to the large ∆3D−〈3D〉 corrections, which, as in the
case of neutral and ionized atoms, indicates the importance of
horizontal temperature fluctuations in the formation of molecular
lines. The contribution due to differences in the average 3D and
1D temperature profiles, however, is also non-negligible, some-
what in contrast to the much less important ∆〈3D〉−1D abundance
corrections in the case of neutral and ionized atoms.
The trends in the abundance corrections for molecules seen
in Fig. 9–11 are determined by a subtle interplay of a number
of different factors (see Appendix C for a more extended dis-
cussion). To briefly summarize, as in the case of the cool red
giant studied in Paper II CO is the most abundant molecule in
the atmospheric layers just above the optical surface (Fig. C.1).
Since most of the carbon is locked into CO in the cooler re-
gions (T ≤ 4000 K), only minor amounts of C are available to
form other carbon-bearing molecules. In fact, this makes their
number densities a highly nonlinear function of the local tem-
perature. Since the line opacity is directly proportional to the
number density of a given molecule, large horizontal temper-
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Fig. 7. The same as in Fig. 3 but for lines of ionized atoms, plotted versus metallicity and excitation potential at λ = 850 nm. Abundance
corrections at λ = 400 nm and λ = 1600 nm (Fig. 6 and Fig. 8, respectively) are available in the online version only.
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Fig. 10. The same as in Fig. 3 but for molecular lines plotted versus metallicity and excitation potential at λ = 850 nm. Abundance corrections
at λ = 400 nm and λ = 1600 nm (Fig. 9 and Fig. 11, respectively) are available in the online version only.
ature fluctuations (especially in the lowest metallicity models)
should potentially lead to substantial abundance corrections.
In the following, we focus on the lowest metallicity model,
[M/H] = −3.0, where the amplitude of the horizontal tempera-
ture fluctuations in the line forming regions is high and produces
large variations of the molecular number densities. Therefore,
the most pronounced molecular abundance corrections ∆3D−〈3D〉
are derived for [M/H] = −3.0, χ = 0.0 eV (upper left panel
of Fig. 9). We note that the magnitude of the correction is
not simply a monotonic function of the dissociation energy of
the molecule, D0. A monotonic increase of |∆3D−〈3D〉| with D0
would be expected if all molecules were just minority species
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(see Eq. C.1, Appendix C, and Eqs. C.4, C.5 in Paper II). In
the atmosphere under investigation here, however, the tempera-
ture dependence of the number densities of the carbon-bearing
molecules is influenced by the strong coupling with the forma-
tion of CO. In the hotter parts of the atmosphere, a temperature
increase always leads to a destruction of the molecules, while in
the cooler regions, where atomic carbon is a minority species,
temperature increase leads to the destruction of CO, and in turn,
to a larger concentration of atomic carbon that enables an en-
hanced formation of carbon-bearing molecules, which thus ex-
hibit a reversed temperature sensitivity.
Such subtle interplay leads to the situation where it is dif-
ficult to predict the magnitude of the 3D corrections from the
basic molecular properties. Here we rather interpret the numeri-
cal results provided by the spectrum synthesis calculations.
As is evident from Fig. C.3 (upper left panel), the number
density of CO at any given optical depth in the atmosphere ex-
periences the broadest range of fluctuations in the 3D model
([M/H] = −3.0). This is due to the fact that CO has the highest
dissociation energy, D0 = 11.1 eV. Moreover, CO forms rather
high in the atmosphere (Fig. C.2) where the largest horizontal
temperature fluctuations are encountered. Consequently, the line
opacity of CO experiences the largest variations in the line form-
ing region, such that the average line opacity, 〈κℓ(T )〉 is signifi-
cantly larger than the line opacity corresponding to the average
temperature κℓ(〈T 〉), leading to the largest (most negative) abun-
dance corrections.
CH (D0 = 3.5 eV) and C2 (D0 = 6.3 eV) show the smallest
(least negative) 3D corrections. Unexpectedly, the corrections
for these two molecules are almost identical, although their dis-
sociation energies are rather different. The explanation for this
unexpected behavior is related to the fact that the temperature de-
pendence of the line opacity at constant optical depth τRoss = −2
changes sign, both for CH and C2 (see middle panels of Fig. C.3
in Appendix C). In the high-temperature part (θ < 1.3), the slope
∂log κℓ/∂θ is more positive for C2 than for CH, in accordance
with the different values of D0. But in the low-temperature re-
gions (θ > 1.3), the slope is more negative for C2 than for CH,
because X(C2) depends on X2(C), while X(CH) depends only
linearly on X(C). This compensatory effect apparently leads
to very similar effective amplification factors (see Appendix B)
Aℓ = 〈κℓ(T )〉/κℓ(〈T 〉) for both molecules, and hence to similar
abundance corrections.
The other molecules, CN (D0 = 7.8 eV), NH (D0 = 3.5 eV)
and OH (D0 = 4.4 eV) occupy an intermediate position in the
range of abundance corrections. NH and OH have similar molec-
ular properties and line formation regions, and hence their cor-
rections are similar, too. However, it is surprising that the cor-
rections for NH and OH fall in the same range as those for CN,
which has a much higher dissociation energy. Again, the expla-
nation is related to the change of sign of the slope ∂log κℓ/∂θ in
the case of CN, due to the coupling with CO at low temperatures,
which is missing in the case of NH and OH, where the slope is
therefore essentially constant over the whole temperature range
(see Fig. C.3, lower panels).
These results qualitatively agree with those obtained by Col-
let et al. (2007), in a sense that the magnitude of abundance cor-
rections for the molecules increases significantly with decreas-
ing metallicity. However, quantitatively the results are different:
abundance corrections at the lowest metallicity probed in our
study ([M/H] = −3.0) are on average by 0.5 − 0.6 dex smaller
compared with the corrections derived by Collet et al. (2007) us-
ing a model with similar atmospheric parameters. For example,
for NH molecular line at λ = 336 nm and χ = 0 eV excitation
potential we obtain ∆3D−1D ≈ −0.5 dex while Collet et al. (2007)
gets ∆3D−1D ≈ −1.0 dex. Apparently, these discrepancies are due
to differences in the temperature structure of the 3D models used
in the two studies. Indeed, in the case of the Stein & Nordlund
(1998) models used by Collet et al. (2007) the difference be-
tween the average 〈3D〉 and 1D temperature stratifications may
reach to ∼ 1000 K at log τRoss ≈ −4 for the [M/H] = −3.0 model,
whereas in our case these differences do not exceed ∼ 300 K
at log τRoss < −1 (Fig 2). We would like to stress once more
that Collet et al. (2007) compare their 3D results with those ob-
tained using 1D MARCS models; clearly, such approach is less
self-consistent since differences in, e.g., equation of state, opac-
ities used with the two model atmospheres may affect the result-
ing 3D–1D abundance corrections. The reason for the different
temperature structures is presently not well understood but some
possible reasons are discussed below.
3.4. Scattering and spectral line formation
The CO5BOLD models treat scattering as true absorption which
may be seen as rather crude approximation. Indeed, as it was
discussed recently by Collet et al. (2011), the treatment of scat-
tering may have a significant impact on the thermal structure of
3D model atmospheres. In their study, coherent isotropic scat-
tering was implemented in the model atmosphere code and the
obtained model structures were compared with those where con-
tinuum scattering was treated either as true absorption or scat-
tering opacity neglected in the optically thin regions. These tests
have shown that in the former case the resulting temperature pro-
files were significantly warmer with respect to those calculated
with coherent isotropic scattering. It has been thus argued by
Collet et al. (2011) that the different thermal structures obtained
with the STAGGER and CO5BOLD codes may be due to the different
treatment of scattering. Interestingly, the authors also found that
in case when scattering opacity was neglected in the optically
thin regions the resulting temperature profile was very similar
to that obtained when scattering was properly included into the
radiative transfer calculations.
The role of scattering in the CO5BOLDmodel atmospheres has
been recently studied by Ludwig & Steffen (2012) who com-
pared thermal structures of the standard CO5BOLD models (i.e.,
those calculated with continuum scattering treated as true ab-
sorption) and the CO5BOLD models computed with continuum
scattering opacity left out in the optically thin regions. Surpris-
ingly, temperature profiles in the two models were different by
only ∼ 120 K at τRoss = −4.0, in contrast to ∼ 600 K obtained
by Collet et al. (2011). While the exact cause of this difference
is still unclear, Ludwig & Steffen (2012) have suggested that
they may be due to different procedures used to compute binned
opacities used with the two types of models.
Obviously, it is important to understand the consequences
that the differences in the treatment of scattering may have on
the temperature stratification in the model atmosphere which,
in turn, may influence the spectral line formation. We there-
fore calculated a number of fictitious lines of several chemical
elements (Li i, O i, Na i, Fe i, Fe ii, Ni i, and Ba ii), by utilizing
the CO5BOLDmodel in which scattering opacity was neglected in
the optically thin regions (taken from Ludwig & Steffen 2012).
According to the reasoning provided in Collet et al. (2011), the
thermal structure of such models should be very similar to that
in the models calculated with an exact treatment of scattering.
Therefore, the comparison of line formation properties in these
and standard models (i.e., those in which scattering is treated
as true absorption) may allow to assess the importance of indi-
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Fig. 13. Abundance corrections obtained for selected elements and for the CO molecule with the model atmospheres computed using different
treatments of scattering (plotted versus the excitation potential χ, for lines at λ = 400 nm). For each element, two cases are shown: (a) with
scattering treated as true absorption (solid lines), and (b) with scattering opacity neglected in the optically thin regions (dashed lines). Atmospheric
parameters of the model atmospheres are Teff = 5020, log g = 2.5, and [M/H] = −3.0. Three types of abundance corrections are shown: ∆3D−〈3D〉
(left column), ∆〈3D〉−1D (middle column), and ∆3D−1D (right column).
rect effects of scattering on the spectral line formation via its
influence on the temperature profiles. Since scattering becomes
increasingly more important at low [M/H] where both line and
continuum opacities are significantly reduced, the lowest metal-
licity CO5BOLD model was used for these tests (Teff = 5020 K,
log g = 2.5, and [M/H] = −3.0). Spectral line synthesis was per-
formed using 20 fully relaxed 3D snapshots of this test model,
using the procedure identical to that utilized with the standard
CO5BOLD models (see Sect. 2.3). The abundance corrections ob-
tained with this and the standard model are shown in Fig. 13.
The obtained results suggest that differences in the treatment
of scattering within the CO5BOLD setup have only minor influ-
ence on the spectral line strengths. The abundance corrections
obtained for the standard CO5BOLD model and the one in which
scattering opacity was neglected in the optically thin regions dif-
fer by less than 0.1 dex, both for neutral atoms and ions (see
Fig. 13). For models with scattering opacity neglected, slightly
lower temperature in the outer atmospheric layers (Fig. 12) leads
to somewhat larger abundance corrections for the low-excitation
spectral lines of neutral atoms (∼0.1 dex). Since higher excita-
tion lines form deeper in the atmosphere where differences in the
thermal profiles are smaller, the influence of differences in the
treatment of scattering becomes negligible for such lines, with
changes in the abundance corrections of less than 0.01 dex at
χ > 4 eV. Lines of ionized elements form deep in the atmosphere
too, thus, irrespective of their excitation potential, differences in
the treatment of scattering do not affect their line strengths.
The situation may be slightly different in case of molecu-
lar lines. The formation of such lines extends into the outer at-
mosphere where the differences in the treatment of scattering
may have an impact on the resulting line strengths. Indeed, in
case of CO the differences in the abundance corrections compo-
nents ∆3D−〈3D〉 and ∆〈3D〉−1D calculated using the two treatments
of scattering may reach to ∼ −0.2 dex and ∼ 0.3 dex, respec-
tively (Fig. 13). However, due to their opposite sign the full 3D–
1D abundance correction ∆3D−1D becomes smaller, ∼ 0.1 dex.
Nevertheless, such differences may still be important in stellar
abundance work.
Our results therefore suggest that the treatment of scattering
may be important in case of the low-excitation lines with χ ≤
2 eV and molecular lines. For elements such as sodium, where
frequently only resonance or low-excitation lines are available
for the abundance diagnostics, different recipes in the treatment
of scattering may lead to systematic abundance differences of
up to 0.1 dex at [M/H] = −3.0. On the other hand, strengths
of high-excitation spectral lines, as well as lines of ionized ele-
ments, seem to be little affected by the choice of scattering pre-
scription.
3.5. Influence of the mixing-length parameter αMLT on the
abundance corrections
According to the Schwarzschild criterion for the onset of con-
vection, LHD models predict that at Solar metallicity convec-
tive flux should be zero at around and above the optical depth
unity (Fig. 14, top panel). The situation is slightly different at
[M/H] = −3.0 where, because of the lower opacity, convec-
tion in the LHD models reaches into layers above the optical sur-
face, with slightly different extension for different choices of the
mixing-length parameter, αMLT (Fig. 14, bottom panel). The
majority of spectral lines used in the abundance analysis have
χ ≤ 4 eV and typically form in the atmospheric layers above
log τRoss = 0.0. Such lines should therefore be insensitive to the
choice of αMLT, especially at solar metallicity. However, certain
exceptions may occur in case of lines characterized by very high
excitation potential that form at log τRoss ∼ 0.0 or slightly below.
To check the influence of the choice of αMLT used with the
classical 1D models on the abundance corrections, we there-
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Fig. 12. Top panel. Temperature profiles of the average 〈3D〉 model
(Teff = 5020 K, log g = 2.5, and [M/H] = −3.0) calculated with scatter-
ing treated as true absorption (red solid line) and with scattering opacity
neglected at small τRoss (red dashed line). Black lines mark the 5th and
95th percentile of the temperature distribution in the 3D model with
scattering treated as true absorption (solid lines) and scattering opacity
neglected in optically thin regions (dashed lines). Horizontal bars in-
dicate the approximate location where lines of several trace elements
form at λ = 400 nm and χ = 0 and 4 eV and of the CO molecule at
λ = 400 nm and χ = 0 and 3 eV (bars mark the regions where the equiv-
alent width, W, of a given spectral line grows from 5% to 95% of its
final value). Bottom panel. Difference in the temperature profiles cor-
responding to the average 〈3D〉 models calculated with the two different
treatments of scattering.
fore made several test calculations using LHDmodel atmospheres
computed with αMLT = 1.0, 1.5, 2.0. Abundance corrections
were computed for several weak (W < 0.5 pm) fictitious lines
of Fe i (χ = 0 and 6 eV) and Fe ii (χ = 6 eV), at [M/H] = 0.0
and −3.0. The results obtained show that in the case of Fe i lines
the dependence on αMLT at solar metallicity is indeed negligi-
ble, with the difference of abundance corrections for αMLT=1.0
and 2.0 of less than 0.01 dex (∼ 0.04 dex for Fe ii χ = 6 eV line,
Fig. 15). These differences are somewhat larger at [M/H] =
−3.0 but in any case they are below ∼ 0.04 and ∼ 0.07 dex for
Fe i lines with χ = 0 and 6 eV, respectively. The differences are
very similar for Fe ii lines, too.
The variations in the abundance corrections with αMLT occur
because the temperature profiles of the 1D models at different
αMLT are slightly different at the optical depths where these spec-
tral lines form. For example, temperature in the LHD model with
αMLT = 1.0 is slightly higher than in the model with αMLT = 2.0
at the optical depths where the Fe ii lines form. This leads to
stronger Fe ii lines in the model with αMLT = 1.0. Since the
lines computed with the 3D models are generally stronger than
those obtained in 1D, stronger 1D lines at αMLT = 1.0 lead to
slightly less negative abundance corrections with respect to those
at αMLT = 2.0.
These test results indicate that the choice of the mixing-
length parameter used with the comparison 1D model atmo-
spheres may be important in case of weak, higher-excitation
spectral lines, which has also been discussed for the Sun by
Caffau et al. (2009). One may expect that in case of stronger
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Fig. 14. Velocity profiles of the LHD models (red/gray lines) at
[M/H] = 0.0 (top panel) and [M/H] = −3.0 (bottom panel) computed
using three different mixing-length parameters, αMLT = 1, 1.5, 2.0. Ver-
tical and horizontal velocity profiles of the average 〈3D〉 model (com-
puted on the log τRoss iso-surfaces are shown as solid and dot-dashed
black lines, respectively.
lines this dependence may become less pronounced, because
such lines tend to form over a wider range of optical depth and
typically extend into outer atmospheric layers which are insen-
sitive to the choice of αMLT used in the 1D models. The re-
sults obtained here nevertheless indicate that this issue should be
properly taken into account when computing abundance correc-
tions for the higher-excitation spectral lines, especially at lower
metallicities.
4. Conclusions
We have studied the influence of convection on the spectral line
formation in the model atmospheres of red giant stars located in
the lower part of the RGB (Teff ≈ 5000 K, log g = 2.5), at four
different metallicities, [M/H] = 0.0,−1.0,−2.0,−3.0. As in our
previous studies (e.g. Dobrovolskas et al. 2010; Ivanauskas et al.
2010, Paper II), the influence of convection was studied by fo-
cusing on the 3D–1D abundance corrections, i.e., the differences
in abundances predicted for the same line equivalent width by
the 3D hydrodynamical CO5BOLD and classical 1D LHD model
atmospheres. Abundance corrections were computed for a set
of fictitious spectral lines of various astrophysically important
neutral and ionized elements (Li i, C i, O i, Na i, Mg i, Al i, Si i,
Si ii, K i, Ca i, Ca ii, Ti i, Ti ii, Fe i, Fe ii, Ni i, Zn i, Zr i, Zr ii, Ba ii,
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Fig. 15. Abundance corrections for two fictitious lines of neutral iron (χ = 0 and 6 eV) and one of ionized iron (χ = 6 eV) at 400 nm, plotted
versus the mixing-length parameter αMLT used with the 1D LHD model atmospheres at [M/H] = 0.0 (top row) and [M/H] = −3.0 (bottom row).
Three types of abundance corrections are shown: ∆3D−〈3D〉 (left column), ∆〈3D〉−1D (middle column), and ∆3D−1D (right column). Note that ∆3D−〈3D〉
abundance correction is not influenced by the choice of αMLT (there is no comparison 1D model atmosphere involved); we nevertheless show all
three abundance corrections to provide an indication of the absolute size of abundance corrections involved and the range of their variations with
αMLT.
and Eu ii), at three different wavelengths (λ = 400, 850, and
1600 nm) and four line excitation potentials (χ = 0, 2, 4, 6 eV).
Only weak lines (W < 0.5 pm) were used in the analysis in order
to avoid the influence of the microturbulence velocity used with
the average 〈3D〉 and 1D model atmospheres.
Abundance corrections for the low-excitation lines of neutral
atoms show a significant dependence on both metallicity and line
excitation potential, especially at low metallicities where differ-
ences in the abundances obtained with the 3D and 1D model
atmospheres, ∆3D−1D, may reach up to −0.8 dex. The correc-
tions are largest for elements with the lowest ionization poten-
tials (generally, Eion < 6 eV), i.e., those that are mostly ionized
throughout the entire model atmosphere. The line opacity of the
neutral atoms, κℓ, in this case is proportional to κℓ ∼ 10(θ×(Eion−χ))
which makes the low-excitation lines most temperature sensi-
tive. Since the formation regions of low-excitation lines extend
well into the outer atmosphere where temperature fluctuations
are largest, this, in combination with the strong temperature sen-
sitivity of the low excitation lines, leads to the largest abundance
corrections. Note that differences between the average temper-
ature profile of the 3D model and that of the 1D model are es-
sentially depth-independent and typically do not exceed a few
hundred K, irrespective of the metallicity. The abundance cor-
rections arising due to these differences, ∆〈3D〉−1D, are modest,
typically ≤ ±0.1 dex, whereas corrections due to horizontal tem-
perature fluctuations, ∆3D−〈3D〉, may be significantly larger and
reach to −0.8 dex, which may lead to large total abundance cor-
rections, ∆3D−1D. The corrections decrease quickly with increas-
ing excitation potential and for lines with χ > 2 eV they are
confined to ±0.1 dex within the entire metallicity range. This
is because lines with higher χ are less sensitive to temperature
and, besides, they form deeper in the atmosphere where temper-
ature fluctuations are significantly smaller. On the other hand,
there is very little variation in the abundance corrections with
both metallicity and excitation potential for the lines of neutral
atoms of elements with high ionization potentials, i.e., those that
are predominantly neutral throughout the entire atmosphere. In
this case, it is the high-excitation lines that are most tempera-
ture sensitive, but since they form deep in the atmosphere where
temperature fluctuations are smaller the resulting abundance cor-
rections are also small.
In case of lines of ionized atoms, the abundance correc-
tions are small at all metallicities and excitation potentials (≤
±0.1 dex) and show little variation with either [M/H] or χ. For
elements that are predominantly ionized it is the high-excitation
lines that are most temperature sensitive. Such lines form deep
in the atmosphere where the horizontal temperature fluctuations
are small, this leads to small ∆3D−〈3D〉 abundance corrections.
Since their ∆〈3D〉−1D corrections are never large, the total correc-
tions are therefore significantly smaller than those for lines of,
e.g., neutral atoms with low ionization potentials.
Abundance corrections of molecular lines generally depend
strongly on the metallicity of the underlying model atmosphere
and may may reach to ∼ −1.0 dex at [M/H] = −3.0 (∼ −1.5 dex
in case of CO). Since molecular lines are frequently used to
study abundances of astrophysically important elements (such
as CNO, for example), the results obtained here indicate that the
usage of 3D hydrodynamical model atmospheres in such studies
may be essential.
The obtained abundance corrections show little variation
with wavelength (both for atoms and molecules), at least in the
range of 400–1600 nm. This is in contrast to what was obtained
in case of cooler red giant located close to the RGB tip, for which
the corrections at 1600 nm were significantly smaller than in the
optical wavelength range (Paper II). This may indicate that for
certain combinations of atmospheric parameters the effects of
convection on the spectral line formation can be equally impor-
tant over a wide wavelength range.
Rather surprisingly, we find that differences in the treat-
ment of scattering in the radiative transfer calculations seem to
have a rather small impact on the resulting thermal structures
of the red giant atmospheres studied here, at least within the
CO5BOLD model setup. The differences in the temperature pro-
files obtained when scattering is neglected in the optically thin
regions and when scattering is treated as true absorption are al-
ways confined to < 120 K and only occur at the optical depths
log τRoss ≤ −2.0. For certain low-excitation lines this may lead
to modest changes in the abundance corrections that are largest
for lines of neutral elements with low ionization energies and for
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the CO molecule, reaching up to ∼ 0.1 dex. For lines of other
neutral elements, as well as of ionized species, the changes are
significantly smaller (< 0.02 dex).
We also find that for the weak, lower-excitation lines (χ <
6 eV) there is little dependence of the abundance corrections
on the mixing-length parameter, αMLT used with the compari-
son 1D LHD models, both at solar and subsolar metallicities.
Differences in the case of high-excitation lines (such as Fe ii
at χ = 10 eV) are, however, non-negligible and may reach to
0.1 dex. While such sensitivity to αMLT may in fact be smaller in
case of stronger lines (which form over a wider range of optical
depths and reach into the outer atmosphere which is unaffected
by the choice of αMLT used), these findings nevertheless give an
indication that proper care has to be taken to account for the
sensitivity on αMLT when calculating abundance corrections for
high-excitation lines at low metallicities.
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Appendix A: Excitation-like temperature in the 〈3D〉
model?
The referee raised the question why an average temperature
based on its forth moment is suitable for constructing the 〈3D〉
model for comparison. Arguably, for representing spectral prop-
erties an average representative of the excitation properties re-
lated to the line formation might be the most suitable choice.
In this section we want to emphasize that the choice of a suit-
able average is far from obvious, and our actual choice falls into
the range of plausible choices – besides the argument brought
already forward that an average based on the forth moment con-
serves the total flux well.
One may construct an excitation-like temperature Te in each
layer representing the mean population number of a particular
energy level produced by the temperature distribution in this
layer via
T be e
−
χ
kTe ≡
〈
T be−
χ
kT
〉
, (A.1)
where χ is the lower level energy, k – Boltzmann’s constant,
and b is an arbitrary exponent. The angular brackets 〈.〉 denote
the spatial average. Relation (A.1) is motivated from the Saha-
Boltzmann equations governing the excitation and ionization in
LTE. In this case, b = 3/2 or b = 5/2 (depending whether the
electron density or electron pressure stays constant during tem-
perature changes), and χ might have to be identified with the
difference between ionization energy and actual level energy in
case one deals with a minority species. Factors related to parti-
tion functions are ignored. We want to derive an analytical esti-
mate of Te. To this end, we consider the temperature fluctuation
around the mean T as small and derive the relation to lowest non-
trivial order. Introducing for abbreviation the parameter a ≡ χkT
we obtain for small x (x = ∆T/T ) the expansion:
(1 + x)be− a1+x ≈ e−a
[
1 + {a + b} x
+
1
2
{
a2 + 2a(b − 1) + b(b − 1)
}
x2
]
+ O[x3] (A.2)
Introducing ∆T ≡ T − T and ∆Te ≡ Te − T we obtain to leading
second order
〈
T be−
χ
kT
〉
≈ T
b
e
−
χ
kT
1 + 12

(
χ
kT
)2
+ 2 χ
kT
(b − 1) + b(b − 1)
}
σ2T
T
2
 . (A.3)
σ2T =
〈
∆T 2
〉
is the variance of the temperature distribution. The
linear term in ∆T drops out since 〈∆T 〉 = 0. Similarly, we obtain
to leading first order
T be e
−
χ
kTe ≈ T
b
e
−
χ
kT
[
1 +
(
χ
kT
+ b
)
∆Te
T
]
. (A.4)
Combining the expansions (A.3) and (A.4) results in
∆Te
T
≈
1
2
 χkT + (b − 1) −
1
1 + b/ χkT
 σ
2
T
T
2 . (A.5)
As example, for b = 0 (corresponding to the level population
of a majority species) and χkT > 2 the excitation temperature is
always greater than the (arithmetic) mean temperature in a given
layer. Taken the Sun as typical example where kT ≈ 0.5 eV in
the line forming region, this means that for lines with χ > 1 eV
it follows that Te > T . However, the difference between effec-
tive excitation temperature and mean temperature is generally
not large since the difference depends on the square of the tem-
perature fluctuations.
Average temperatures based on higher moments of the tem-
perature also lead to changes with respect to the mean tempera-
ture T . One may ask which moment is necessary to produce a
temperature equal to the effective excitation temperature. With
the auxiliary formula
(1 + x)n ≈ 1 + nx + 1
2
n(n − 1)x2 + O[x3] (A.6)
we obtain
〈T n〉 = T
n
〈(
1 + ∆T
T
)n〉
≈ T
n
1 + 12n(n − 1)
σ2T
T
2
 , (A.7)
and
T ne = T
n
(
1 + ∆Te
T
)n
≈ T
n
(
1 + n∆Te
T
)
. (A.8)
Since we demand 〈T n〉 = T ne we arrive at
∆Te
T
≈
1
2
(n − 1)σ
2
T
T
2 . (A.9)
Combining the above result with equation (A.5) we obtain for
the temperature moment n
n =
χ
kT
+ b − 1
1 + b/ χkT
≥
χ
kT
+ b − 1. (A.10)
The inequality in relation (A.10) holds for χ, b ≥ 0. Equa-
tion (A.10) illustrates that for already moderately high χ, po-
tentially enhanced by a non-zero b, one would need rather high
moments of the temperature to represent the effective excitation
temperature correctly. The consideration does not allow to iden-
tify an optimal n but nevertheless illustrates that n = 4 is not
an unreasonable choice taking the excitation-like temperature as
criterion.
Appendix B: Base RGB versus tip RGB abundance
corrections
As pointed out above, the abundance corrections derived in the
present work for the red giants located near the base of the RGB
(Teff = 5000 K, log g = 2.5, [M/H] = 0.0,−1,−2,−3) show lit-
tle variation with wavelength, at least in the range of 400− 1600
nm. In contrast, Paper II demonstrated for a cooler red giant
located near the tip of the RGB (Teff = 3600 K, log g = 1.0,
[M/H] = 0.0) that the theoretical abundance corrections at
1600 nm were significantly smaller than those at optical wave-
lengths. In the following, we shall provide some basic explana-
tion for the different wavelength dependence of the abundance
corrections in these two type of giants.
As an example, we consider the formation of a weak ficti-
tious high-excitation Fe ii line with χ = 6 eV, representative of
the ionized atoms that show significant abundance corrections
(at [M/H] = 0.0). In case of the tip RGB giant, the abun-
dance correction derived for this line is ∆3D−〈3D〉 ≈ −0.4 dex
at λ = 850 nm, and ∆3D−〈3D〉 ≈ −0.02 dex at λ = 1600 nm.
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In case of the less evolved giant of the present work, the corre-
sponding numbers, for [M/H] = 0.0, are ∆3D−〈3D〉 ≈ −0.06 dex
(λ = 850 nm), and ∆3D−〈3D〉 ≈ +0.02 dex (λ = 1600 nm). The
metallicity dependence of the corrections is weak at λ = 850 nm
and negligible at λ = 1600 nm (see Figs. 7 and 8). Since the cor-
rections in the infrared are small for both type of giants, the re-
maining question is why the corrections in the red at λ = 850 nm
are so much smaller in the ‘warm’ giant than in the more evolved
’cool’ giant.
As in Paper II, the following considerations are restricted to
vertical rays (disk-center intensity) in a single snapshot from the
different 3D simulations. We focus here on the analysis of the
‘granulation correction’, ∆3D−〈3D〉.
Appendix B.1: Temperature fluctuations on iso-surfaces of
optical depth
We define the mean height of line formation as the center of
gravity of the equivalent width contribution function B on the
monochromatic continuum optical depth scale τc:
〈log τc〉 =
∫ ∞
−∞
log τ′c B(τ′c) d log τ′c∫ ∞
−∞
B(τ′c) d log τ′c
. (B.1)
For simplicity, we use the contribution function of the 〈3D〉
atmosphere, corresponding to B2,2,2 in Paper II (Eq. B.10). The
results for the Fe ii line with χ = 6 eV are given in Table B.1
for three different model atmospheres at λ = 850 and 1600 nm,
respectively. The mean height of formation on the Rosseland op-
tical depth scale, 〈log τRoss〉, is defined such that the average tem-
perature on the iso-surface log τRoss = 〈log τRoss〉 is equal to the
average temperature on the iso-surface log τc = 〈log τc〉, which
we denote as 〈T 〉line. For all three models listed in Tab. B.1,
the infrared line forms in significantly deeper atmospheric layers
than the red line. This is the expected result since the continuum
opacity is mainly due to H− and shows a local maximum near
λ = 850 nm, and a minimum close to λ 1600 nm. In the metal-
poor giant, the line contribution function is more asymmetric
and extends towards higher atmospheric layers than in the solar
metallicity giant at the same Teff and log g. This is related to
the fact that the continuum opacity decreases more steeply with
height in the metal-poor atmosphere (due to the reduced electron
pressure). For given stellar parameters, the mean height of line
formation is therefore shifted towards higher atmospheric layers
at low metallicity.
The Table also gives the relative RMS temperature fluctua-
tion δTRMS, both on the τc and the τRoss iso-surface defining the
center of the line forming region. The full depth-dependence of
δTRMS is shown in Fig. B.1. We find that, at any given mean
temperature, δTRMS is always systematically larger on τ850 iso-
surfaces than on τ1600 iso-surfaces. This is a consequence of
the lower temperature sensitivity of the continuum opacity at
λ 850 nm compared to λ 1600 nm. The Rosseland opacity has an
intermediate T sensitivity, and hence the amplitude of the tem-
perature fluctuations lies between the values at λ 850 nm and
λ 1600 nm. This behavior is seen for all model atmospheres
considered here, but is particularly pronounced in the cool gi-
ant. The general picture emerging from Table B.1 and Fig. B.1
indicates that the temperature fluctuations in the line forming
layers are largest in the cool giant, and smallest in the warmer
metal-poor giant. The 3D abundance corrections are therefore
expected to be potentially larger for giants near the tip than near
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Fig. B.1. Amplitude of the relative RMS temperature fluctuations
δTRMS/〈T 〉 versus the average temperature 〈T 〉, evaluated on different
iso optical depth surfaces: τ850 (solid), τ1600 (dashed), τRoss (dotted).
Filled circles indicate the values at the mean height of line formation at
λ 850 nm and λ 1600 nm, respectively, as given in Table B.1.
the base of the RGB. This is confirmed by the more detailed
analysis below.
Appendix B.2: Opacity fluctuations and abundance
corrections
We recall that, in the weak line limit, the abundance correction
∆3D−〈3D〉 can be computed as
∆3D−〈3D〉 = − log (W3D/W〈3D〉) , (B.2)
where W3D and W〈3D〉 denote the line equivalent width obtained
from the 3D and the 〈3D〉 model, respectively, for the same
atomic line parameters and elemental abundance (see Paper II,
Appendix B). With the help of the equivalent width contribution
function B, we can write the ratio of equivalent widths as
W3D
W〈3D〉
=
∫ ∞
−∞
B3,3,3(τ′c) d log τ′c∫ ∞
−∞
B2,2,2(τ′c) d log τ′c
≡
W3,3,3
W2,2,2
≡ R3,3,3 , (B.3)
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Table B.1. Mean height of formation, 〈log τc〉, of a fictitious Fe ii line with χ = 6 eV, at λ = 850 and 1600 nm, respectively, for the red giant model
discussed in Paper II, and two of the CO5BOLD red giant models used in this work. 〈log τRoss〉 is the mean height of formation on the Rosseland
optical depth scale; 〈T 〉line is the average temperature at the mean height of formation. The last two columns give the relative RMS temperature
fluctuation on the iso-surface log τc = 〈log τc〉 and log τRoss = 〈log τRoss〉, respectively.
Model Teff log g [M/H] 〈log τc〉 〈log τRoss〉 〈T 〉line δTRMS [%]
name [K] [cgs] [K] τc τRoss
λ 850 nm
d3t36g10mm00 3600 1.0 0 0.53 0.32 4480 8.15 6.33
d3t50g25mm00 5000 2.5 0 -0.01 -0.06 5260 5.21 4.68
d3t50g25mm20 5000 2.5 −2 -0.36 -0.54 4770 2.91 2.87
λ 1600 nm
d3t36g10mm00 3600 1.0 0 -0.03 0.68 5120 6.48 7.46
d3t50g25mm00 5000 2.5 0 -0.47 0.15 5600 4.31 5.23
d3t50g25mm20 5000 2.5 −2 -0.72 -0.16 5120 4.00 4.49
with the mixed contribution function
Bi, j,k (τc) = ln 10 τc exp{−τc}
〈
uc,i (τc)
κℓ, j (τc)
κc,k (τc)
〉
x,y
(B.4)
as defined in Paper II, Eq.(B.10). Subscripts 2 and 3 refer to the
〈3D〉 model and the 3D model, respectively.
To isolate the role of the line opacity fluctuations for the
abundance corrections, we consider the ratio
R2,3,2 ≡
W2,3,2
W2,2,2
=
∫ ∞
−∞
B2,3,2(τ′c) d logτ′c∫ ∞
−∞
B2,2,2(τ′c) d logτ′c
=
∫ ∞
−∞
B2,2,2(τ′c)A2,3,2(τ′c) d logτ′c∫ ∞
−∞
B2,2,2(τ′c) d log τ′c
, (B.5)
where we have defined the local amplification factor A2,3,2 as
A2,3,2(τc) =
B2,3,2(τc)
B2,2,2(τc) =
〈
κℓ,3(τc)
κℓ,2(τc)
〉
x,y
=
〈κℓ(T )〉x,y
κℓ
(
〈T 〉x,y
) . (B.6)
According to Eq. (B.5), the equivalent width ratio R2,3,2 can
be expressed as an average of the amplification factorA2,3,2 over
optical depth with weighting functionB2,2,2. Figure B.2 (left col-
umn) shows the depth dependence of A2,3,2 at both wavelengths
for the three red giant models under consideration, together with
the weighting function B2,2,2 and the resulting values of R2,3,2.
The largest 3D effects are found in the cool giant. The reason is
twofold: (i) the amplitude of the temperature fluctuations in the
line forming layers of the cool giant is significantly higher than
in the warmer giants (see above); (ii) the Fe ii ionization fraction
is strongly variable in the atmosphere of the cool giant, espe-
cially in the layers where the λ 850 nm line forms, while Fe ii
is always the dominating ionization stage in the warmer giants.
Both factors enhance the nonlinearity of the line opacity fluctua-
tions in the cool giant, and lead to the pronounced 3D abundance
corrections.
Next we consider the combined effect of line and continuum
opacity fluctuations. For this purpose, we have to evaluate the
amplification factor A2,3,3:
A2,3,3(τc) = B2,3,3(τc)
B2,2,2(τc) =
〈
ηℓ,3(τc)
ηℓ,2(τc)
〉
x,y
=
〈ηℓ(T )〉x,y
ηℓ
(
〈T 〉x,y
) , (B.7)
where ηℓ = κℓ/κc is the ratio of line to continuum opacity. Again,
the effective amplification factor R2,3,3 is obtained as the average
of the local amplification factor A2,3,3 over optical depth with
weighting function B2,2,2. The result is shown in Figure B.2
(right column). Obviously, the line and the continuum opac-
ity are correlated in the sense that both increase with temper-
ature, such that the fluctuation amplitude of their ratio, ηℓ, is
always lower than the fluctuation amplitude of the line opacity,
κℓ. Hence, R2,3,3 is smaller than R2,3,2. For the warmer giants,
the reduction of R is of similar magnitude for both wavelengths,
log(R2,3,3/R2,3,2) ≈ −0.05 dex. For the cool giant, however, the
reduction factor is much smaller at λ 850 nm (≈ −0.01 dex) than
at λ 1600 nm (≈ −0.11 dex), further increasing the difference
between the 3D corrections derived for the two wavelengths.
The similarity of R2,3,2 and R2,3,3 for the λ 850 nm line in the
cool giant is implied by the similarity of the local amplification
factors A2,3,2 and A2,3,3 in the line forming region. The reason
for this behavior can be traced back to the low temperature sensi-
tivity of the continuum opacity in the temperature range 4000 K
< T < 5000 K (cf. Fig. B.2. in Paper II), which coincides with
the formation region of this line (see blue weighting function
in the upper panels of Fig. B.2). For the warmer giant with so-
lar metallicity, a similar ‘plateau’ in the κc versus T relation is
found in the same temperature range. However, in this giant the
λ 850 nm line forms at higher temperatures (see blue weighting
function in the middle panels of Fig. B.2), and the temperature
sensitivity of κc is thus comparable at both wavelengths. Re-
markably, the ‘plateau’ in the κc versus T relation is not seen in
the metal-poor giants. Presumably, the ‘plateau’ is related to the
transition from a hydrogen to a metal dominated electron source,
the latter being negligible in a metal-poor atmosphere.
Finally, we have also evaluated the full 3D correctionsR3,3,3,
marked by star symbols in Fig. B.2 (right panels). The additional
effect of the fluctuations of the source function gradient uc is
only significant in the cool giant, and increases the dichotomy
between the corrections at λ 850 and 16000 nm even further. A
similar behavior was found for the Fe ii line with χ = 10 eV
investigated in Paper II.
In summary, the 3D corrections for high-excitation lines of
ions at wavelengths near λ 850 nm are significantly larger in the
cool tip RGB giant discussed in Paper II than in the warmer gi-
ants near the base of the RGB studied in the present work be-
cause, in the cool giant, the lines form in a region where (i) the
temperature fluctuations are larger, (ii) the temperature sensitiv-
ity of the continuum opacity is particularly low, and (iii) the ion-
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Fig. B.2. Depth dependence of amplification factors A2,3,2 (left column) and A2,3,3 (right column) of Fe ii, χ = 6 eV, at λ 850 (solid) and 1600 nm
(dashed) for the three red giant models of Table B.1 (top to bottom). The weighting function B2,2,2 for both wavelengths is also shown (solid blue
and dashed red lines). Filled circles are centered at 〈T 〉line and indicate the resulting effective amplification factors logR2,3,2 (left hand panels) and
logR2,3,3 (right hand panels). Star symbols indicate the values of logR3,3,3 (right panels).
ization fraction of typical ions like Fe ii varies considerably, thus
enhancing the temperature sensitivity of the line opacity.
Appendix C: Formation of molecular lines
Horizontal temperature fluctuations play an essential role in
defining abundance corrections for the molecules. Firstly, they
are larger in the 3D hydrodynamical models at lower metallic-
ity (cf. Fig. 1–2), which leads to the highest molecular num-
ber density and line opacity fluctuations in the lowest metallicity
models. Secondly, in a model of a given metallicity different
molecules form at different optical depths which are character-
ized by different amplitude of the horizontal temperature fluctua-
tions. For example, CO formation occupies the outermost range
in terms of Rosseland optical depth of all molecules studied here
(Fig. C.2). Consequently, its lines form in the atmospheric layers
characterized by the largest horizontal temperature fluctuations
(cf. Fig. 2) in comparison to those in the layers where other
molecules form. The fluctuations of the line opacity is therefore
largest in the case of CO in the 3D model at [M/H] = −3.0,
which is part of the explanation of the large abundance correc-
tions for CO. However, further factors are important.
According to Paper II, the number density of molecules per
unit mass (calculated as Xi = Ni/ρ, here ρ is the mass density)
can be computed using the following Saha-like equation
XAB = ρ QAB(T ) XAUA(T )
XB
UB(T )
(
h2
2πmAB kT
)3/2
e D0/kT . (C.1)
where QAB is partition function of the molecule AB, XA and XB
are number densities per unit mass of the constituent species A
and B, with their partition functions UA and UB, respectively,
mass of the molecule mAB, its dissociation energy D0, and tem-
perature, T . The number densities of the molecules studied
here are shown in Fig. C.1 plotted versus Rosseland optical
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Fig. C.1. Number density of different molecules, normalized to the
total number density of carbon, plotted as a function of the Rosseland
optical depth in the 1D LHD model at [M/H] = −3.0.
depth in the 1D LHD model at [M/H] = −3.0 (number densi-
ties are normalized to the total number density of carbon nuclei,
XAB/
∑
XC). Qualitatively, the situation is very similar to that in
the cool red giant studied by Paper II: because the abundance of
oxygen is higher than that of carbon, most of the available C is
locked into CO beyond log τRoss ∼ −0.5. In the deeper atmo-
sphere, the molecules are quickly destroyed due to dissociation.
From Eq. (C.1) one can expect rather different temperature
sensitivity of the number densities of different molecules. In-
deed, this is clearly seen in Fig. C.3 where we show number
(normalized) densities of CO, CN, CH, C2, NH and OH in the 3D
model ([M/H] = −3.0) at different levels of constant Rosseland
optical depths, plotted versus inverse temperature θ = 5040/T . It
is obvious that CO is significantly more sensitive to changes in T
than the other molecules, essentially due to the high dissociation
energy of CO, D0 = 11.1 eV. In fact, the temperature sensitivity
of the molecular number densities scales with D0 in the hotter
parts of the atmosphere where T >∼ 4000 K. In the cooler re-
gions, however, where almost all carbon is locked up in CO and
atomic carbon is a minority species, the temperature dependence
of the number density of the other carbon-bearing molecules is
reversed: here a temperature increase leads to the destruction of
CO, and in turn, to a larger concentration of atomic carbon that
enables an enhanced formation of carbon-bearing molecules.
Carbon-free molecules do not show this anomalous behavior at
low temperature (see lower panels of Fig. C.3).
Since the line opacity is directly proportional to XAB, larger
fluctuations of the number densities should lead to larger fluctu-
ations and larger nonlinearities in the line opacities, and thus to
larger abundance corrections. This is basically what one sees in
case of CO: the broadest range of fluctuations in the case of CO
leads to the largest abundance corrections amongst all molecules
investigated here.
Interestingly, in the case of cool red giant studied in Paper II,
the abundance corrections were largest for C2. In contrast, the
abundance corrections for C2 obtained in this work are in fact
smallest amongst all molecules. A closer look at the depen-
dence of C2 number density on temperature reveals that XC2 in-
creases steeply up to T ∼ 4000 K and then decreases towards the
higher temperatures (Fig. C.3, middle right). This is because the
formation of C2 is tightly coupled to that of CO, as explained
above, and makes the number density of C2 extremely sensitive
to changes in temperature at low T . In the cool red giant ana-
lyzed by Paper II the atmosphere is significantly cooler and the
C2 line forms entirely the lower temperature regime where X(C2)
is highly sensitive to the temperature fluctuations, leading to the
largest abundance corrections for C2. In the warmer red giant
studied here, however, the C2 line forms in the transition region
between both temperature regimes, such that the amplitude of
the fluctuations is limited and their net effect on the abundance
corrections is much smaller.
NH (D0 = 3.5 eV) and OH (D0 = 4.4 eV) have similar
molecular properties and line formation regions. The 3D abun-
dance correction is slightly more negative for OH because this
molecule has a somewhat higher dissociation energy. The cor-
rection for CN (D0 = 7.8 eV) falls in the same range, although
this molecule has a much higher dissociation energy. Again, the
explanation for this unexpected behavior is related to the change
of sign in the temperature sensitivity of the number density of
CN in the line forming region (log τRoss = −2), due to the cou-
pling with CO at low temperatures. The coupling with CO is
missing in the case of carbon-free molecules NH and OH, where
the slope ∂log N/∂θ is therefore essentially constant over the
whole temperature range (see Fig. C.3, lower panels).
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Fig. C.2. Equivalent width contribution function (flux) of weak (W ≤ 0.5 pm) artificial molecular lines of CO, CN, CH, C2, NH, OH (top
left to bottom right) with lower level excitation potential χ = 0 eV in the full 3D, average 〈3D〉, and 1D model atmospheres with metallicity
[M/H] = −3.0. Contribution functions were normalized to the equivalent width of the line computed using 3D models.
A&A–vd_paperIII_final, Online Material p 19
Fig. C.3. Normalized number densities of molecules CO, CN, CH, C2, NH, OH (top left to bottom right) in the 3D model atmosphere
([M/H] = −3.0) plotted at different levels of constant Rosseland optical depth (identified by color) as a function of inverse temperature θ = 5040/T .
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Fig. 3. The same as in Fig. 4 but at λ = 400 nm.
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Fig. 5. The same as in Fig. 4 but at λ = 1600 nm.
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Fig. 6. The same as in Fig. 7 but at λ = 400 nm.
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Fig. 8. The same as in Fig. 7 but at λ = 1600 nm.
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Fig. 9. The same as in Fig. 10 but at λ = 400 nm.
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Fig. 11. The same as in Fig. 10 but at λ = 1600 nm.
