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The unication of the theory of critical phenomena and Euclidean quantum eld theory
has been immensely yielding for both areas. The theory of critical phenomena improved in
a very important way our understanding of renormalization. The concepts of universality
classes, critical points, marginal operators etc. have made many aspects of the renormal-
ization procedure and the renormalization group equations much more intuitive for the
eld theorists, while the full machinery of Green functions and Feynman integrals have
been a most important technical ingredient, which has inuenced the theory of critical
phenomena.
There is a special area of eld theory which is most intimately linked to statistical
mechanics, but where it nevertheless was felt that one could not use the methods from
statistical mechanics: the quantization of geometrical objects, i.e. the rst quantization
of the free relativistic particle, the relativistic string and the quantization of gravity. In
all cases the classical action is dened entirely in terms of simple geometrical expressions
which, however, when written in terms of an explicit parametrization, become ugly and
dicult to treat by analytical methods: the length of a curve will involve the square root
of the coordinates, just to take an example. Having chosen a parametrization one gets
the additional problem that the nal result should not depend on this parametrization.
Rather absurdly, this is often viewed as a virtue: the theory has a large invariance, namely
invariance under dieomorphism. In reality it reects our inability to quantize the phys-
ical, geometric degrees of freedom. Much is lost compared to the beauty present if we
simply view the system as a statistical ensemble of geometrical objects, the partition func-
tion being dened as the integral over all such objects, the weight being the exponential
of the classical action which itself is dened entirely in terms of the geometry.
When the link is made between statistical systems and Euclidean quantum eld theory,
the discretization of space is usually a key ingredient. By discretizing ordinary space and
restricting the volume to be nite we approximate the eld theoretical problem by a nite
dimensional problem, which can often be viewed as a generalized lattice spin problem. In
the innite volume limit we can look for phase transitions of the spin system, and if these
are characterized by a divergent correlation length, it is possible to forget the underlying
lattice structure: we can take the lattice spacing to zero compared with the correlation
length, and in this limit we might recover a continuum eld theory. Usually masses and
coupling constants are dened not at the critical point but by the approach to the critical
point. In this process space is just playing a spectator role. We do not demand any local
invariance maintained and this is why we can discretized space without any problems.
Lattice operators which break explicitly Euclidean invariance will be suppressed in the
scaling limit. Local invariance usually mixes high an low frequencies and is much more
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dicult to discretize in a simple way. This is often used as an argument against attempts
to discretize geometrical theories and it is presumably correct that it is rather fruitless
to attempt a discretization of a given parametrization of the geometry. If we, on the
contrary, choose to discretize the geometry directly there will be no problems at all.
The main theme of these lectures will be that a discretization of geometry is natural,
it ts perfectly with a statistical mechanics interpretation of the theories and the whole
machinery of critical phenomena and scaling limits can be applied in a very powerful way
to geometrical theories. In addition we will get a pleasant surprise: some of the theories
are easier to solve directly at the discretized level than in the continuum, and this fact
allows us to study the scaling limit in considerable detail.
What is meant by \geometrical theories"? These are theories which describe the
propagation of (d-1)-dimensional manifolds by summing over an appropriate class of d-
dimensional manifolds of which they are boundaries. The action might depend only on
the intrinsic geometry of the d-dimensional manifolds. If the manifolds are embedded in
R
D
the action might in addition depend on the extrinsic geometry.
The simplest of such theories describes the propagation of point particles, i.e. we
consider the theory of paths P (x; y) between two space points x and y which belong to
R
D
. The simplest action for the paths will be






dl jkj+    : (1.1)
The rst term only refers to an \intrinsic" property of the path, its length, which can be
dened without reference to the target space where it is embedded. The second term, a
curvature term, refers explicitly to the embedding. In principle we can add higher powers
of the curvature and also torsion terms to the action.
If we move up one dimension we get a theory which describes the propagation of one
dimensional objects (strings), i.e. we consider the theory of surfaces S(l
i
) spanned between
boundary strings (or loops) l
i


















) denotes a manifold with boundaries l
i
and dA(M) the area element of the
manifold. Here a number of interpretations are possible. We can choose to view the
area as the induced area of a surface embedded in, say, R
D
. This is analogous to the
interpretation given in (1.1). Then it is possible to add further terms depending on the
extrinsic geometry as indicated in eq. (1.2) where H denotes the extrinsic curvature
term. In two dimensions we have in addition the possibility to formulate the theory
without reference to a target space (we have the same possibility in one dimension, but
the theory will be trivial unless matter elds are added, as will be discussed later). By
viewing the variables as intrinsic we consider two-dimensional quantum gravity and the























In this formula g
ab
denotes an internal metric. The rst term is still the area term now
written in terms of the internal metric. R denotes the intrinsic or Gaussian curvature of
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the manifold.
When we nally move to higher dimensions we usually have no interest in referring
to some embedding space and we will discuss the propagation of (d   1)-dimensional
manifolds b
i
via d-dimensional manifolds which have the b
i
's as their boundary entirely























where b.t. denotes boundary terms. In a formula like (1.4) the natural variables to
consider are equivalence classes [g
ab
] of metrics. In a continuum formulation it is quite
dicult to work directly with such variables. One almost inevitably ends up with g
ab
themselves. Somewhat surprisingly, the regularized (discretized) quantum theory oers
the possibility to work directly with equivalence classes.
The natural way to dene the quantum theory corresponding to the above classical


















where the summation is over d-dimensional geometries. From this point of view eq. (1.5)
denes the theory of uctuating geometries. We have already dened the action. One
has to contribute a meaning to the integration over geometries. A key ingredient in doing
so will be to approximate in a natural way the smooth structures by piecewise linear
structures. In this way (1.5) will be an ordinary statistical system. It is possible to
discuss the critical properties of this system and they agree with the results obtained by
continuum methods whenever they are known. In addition (1.5) will provide us with a
nonperturbative denition of the theory in cases were continuummethods seem powerless.
In these lectures the intrinsic properties of our geometric objects will be described by
the metric. However, as will be clear, this description can be replaced by any other,
using more appropriate variables, if needed. The only requirement seems to be that these
variables have a natural description on piecewise linear structures.
In the following I will try systematically to develop the quantum theory of geometric
objects starting from the simplest one-dimensional objects in (1.1) and ending with the
four-dimensional objects in eq. (1.5) relevant to quantum gravity.
2. Bosonic propagators and random paths
2.1. Quantization
The classical action of the free relativistic particle in R
D
moving from x to y is, as already
mentioned, expressed by:






The classical equations of motion are derived by choosing a parametrization of eq. (2.1)
:
x() : [0; 1]! R
D
; x(0) = x; x(1) = y : (2.2)






















=j _xj) = 0; (2.4)
where _x  dx=d. The obvious solution to the classical equation of motion is _x = const:,





(f()); f(0) = 0; f(1) = 1;
_
f > 0; (2.5)
is a solution too. This is a reection of the reparametrization invariance of the geometrical
action (2.1)
First quantization of the system is implemented via the path integral. We get the




The quantum aspect comes precisely from the fact that not only the path which solves









Each path should be counted only once in eq. (2.6). Reparametrizations like (2.5) should
not be counted as dierent paths.
In order to contribute a meaning to
R
DP we have to introduce a cut-o. Note that
while we usually think about smooth paths, the action is in fact dened on a larger class of
paths, the ones which are only piecewise smooth. Let us introduce a cut-o by considering
only piecewise linear paths where each step on the path is of length a. This implies that
we refrain from discussing structures smaller than a. Note that the cut-o introduced in
this way by denition is reparametrization invariant, since it refers directly to a length
in R
D
. The possible length of the paths will now be a multiple of a : l = na and the
action of such a path will be S = m
0
l. For each piecewise linear path between x and y
consisting of n pieces of length a we have to integrate over the possible positions of the
n   1 interior points compatible with the length assignment a. If we denote the vectors













































  (y   x)): (2.8)
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We can calculate the propagator at the discretized level by getting rid of the -function























































+   ): (2.10)






























This is an exact expression for the regularized propagator. We have to take a! 0 to get
the continuum limit and it is seen that we get the free relativistic propagator if we at the






























































is a kind of wave function renormalization, but it has a physical meaning
since the power of a which appears reects directly the short distance behavior of the
propagator, as we shall discuss in detail later.
It is worth rephrasing the above results in terms of dimensionless quantities, and in this
way make the statistical mechanics aspect more visible. Introduce  = m
0
a and q = pa
and consider coordinates in R
D
as dimensionless. The steps in the random walk will be


















 acts like a chemical potential for inserting additional sections in the piecewise linear
walk. We have a critical value 
c
= log f(0) of the chemical potential . For  > 
c
the
sum is convergent for all q and the average number of steps in the random walk is nite.
For  < 
c
the sum is divergent for some range of q and the average length of the paths
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not dened. For ! 
c
very long paths will dominate the sum and this is where we can




















and at this point we can introduce the physical length scale a, and the physical momentum
p
ph
and the physical mass m
ph








; q = cp
ph
a: (2.16)









Later we will later discuss relations like (2.16) in great detail.
It should be emphasized that the critical behavior we have found this way is universal.
Any \reasonable" class of random paths should result in the same scaling limit. The
piecewise linear paths are convenient because the results, even at the discretized level,
are Euclidean invariant. If we choose to regularize the summation over all paths by
considering the sub-class of paths which can be formed by links on a hyper-cubic lattice
in R
D

















  (y   x)):
Again the regulatized propagator can be computed by (lattice) Fourier transformation and
in the scaling limit one gets the same results as for the piecewise linear random walks.
2.2. One-dimensional gravity
Let us now turn to a somewhat dierent quantization of the free propagator. The action
(2.1) has a beautiful geometrical interpretation and from the discretized point of view
there was no problems associated with the quantization, as explained above. However,
the square root, which appears in eq. (2.3) after a choice of parametrization, makes it
very dicult to use the action in formal continuum manipulations. For this reason it
might be preferable to use a dierent action which at the classical level is equivalent with




























In eq. (2.18) x















is an internal metric on the one-dimensional manifold given by the parametrization
. The indices a; b can only take the value 1, but we have written the action in a general
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covariant way. Like (2.1) the action (2.18) is invariant under the reparametrization  !

























; a; b = 1: (2.20)




































However, it is by no means obvious that the quantum systems dened from eqs. (2.1)














where x(0) = x and x(1) = y. The integration variable is equivalence classes of metrics,
i.e. metrics which are related by reparametrization. This is indicated by the symbolic
division by the \volume" of the dieomorphism group.
In order to dene the functional integral in eq. (2.21) we rst introduce a reparametriza-
tion invariant cut-o \a", i.e. we consider only paths x() which have no structure below
the length scale ds = a, ds given by eq. (2.20). This can be achieved by restricting
ourselves to piecewise linear paths where the internal length of the individual pieces is a.
For a given smooth metric g
ab
() and a given smooth path we can, if we want, approxi-
mate the action by a corresponding action of a piecewise linear path: rst we discretize
the manifold [0; 1] parametrized by  according the above prescription. Here it is impor-
tant to note that the only reparametrization invariant quantity which characterizes the








The length l is clearly invariant, and for any metric g
ab
satisfying (2.22) we can transform




















A given discretized path will always have the length na. For a given l we simply take
n = [l=a], and given g
ab
we can calculate the points 
i
on the manifold parametrized by 
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For a given metric we have discretized the manifold. The continuum action can now




























































appear as one would have expected it from a constant metric. But this is consistent with
the observation that any metric is equivalent to a constant metric and the fact that the
action reparametrization invariant.
We can now combine the information given above: the integration of equivalence classes
of metrics reduces in one dimension to an integration over the length l and in the dis-
cretized approach this integration is replaced by a summation over n = l=a. The weight of
(discretized) congurations will be determined by eq. (2.25). Let us at this stage change
to dimensionless quantities, as advocated above. By redening x and  we can dispose of

0

































A few remarks about the formula: we have replaced the index 
i
with i since it is just a
dummy label of an integration variable. We have also dened x
0
= x and x
n+1
= y. Note
nally that the index g in the measure D
g
 in formula (2.21) is explicit present in the
measure in eq. (2.26): it is n.



























































(x; y) is convergent and below
which it is divergent.
If we take the Fourier transformation of G

(x; y) we immediately get (2.15) and we
conclude that the theories dened by eqs. (2.1) and (2.18) equivalent both at the classical
and the quantum level.
The reader is invited to compare the above calculation of G(x; y) dened by eq. (2.21)
with a calculation performed entirely in the continuum, where one rst has to introduce
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parametrization and ghosts and in the end a cut-o in order to calculate ill-dened deter-
minants. The advantage of being able to work directly with equivalence classes of metrics
should be obvious.
2.3. Scaling relations
The free relativistic quantum particle is described as the scaling limit of the random walk.
In the following we will consider models which cannot be solved as completely as was the
case above. In general we will not be interested in the complete solution at the discretized
level, but only in the scaling limit where we approach the critical point. Let us therefore
discuss scaling relations using the random walk as an example. The relations to be derived
will be valid in a much broader context and we will use them many times in the rest of
these lectures.
Consider a model for random walks from point 0 to x in R
D
. Step number n will be
characterized by an initial position x
n 1
, and an (unnormalized) probability distribution




+ v. Let us assume that P is only a function of jvj.
These assumptions can (and will be) considerable relaxed in the following, but they are
convenient for a rst discussion. If we use the notation x
0
= 0 and x
n+1
= x for a random
































(x) can be performed since the integration over probability distributions













() is called the susceptibility
1
. It is now clear that the critical point is 
c
. For  > 
c
(2.29) is convergent for all x. For  < 
c
(2.29) is divergent for all x. One can solve
the model given by eq. (2.29) in the scaling limit since it follows from the central limit
theorem that the convolution of P many times reduces to the normal distribution, i.e.
we get precisely the Gaussian model considered in the last subsection. Let us, however,
discuss some general properties of eq. (2.29) which will be of use for the more general
models to be considered in the following.
Theorem: G






(x)=() is the probability density for a random walk from 0 to x, i.e. p(x) =
p(x)x is the probability for a random walk from 0 to x and we have the the inequality
p(x+ y)  p(x)p(y), simply because the random walks from 0 to x+ y which pass
through x are a subset of all random walks from 0 to x+ y. This means that   logp(x)
1
This notation is borrowed from spin systems, where the spin susceptibility is the second derivative of
the free energy with respect to the magnetic eld, but also has the interpretation as the integral of the
spin-spin correlation function over space.
11
is a sub-additive function of jxj:
  logp(x)    logp(x)   log p((1  )x); 0 <  < 1: (2.31)







= m(); m()  0: (2.32)
Since G

(x) by the denition (2.29) is a decreasing function of  it follows that m()






(x) exists for  > 
c
we conclude
that m()  0. It is now clear that m
 1
() will serve as the correlation length for the
random walk and we can only obtain a correlation length which is large compared to the
individual step length provided m()! 0 for ! 
c
. We will assume this is the case and
introduce the following critical exponents:





























The mass exponent , the anomalous scaling dimension  and the susceptibility exponent
 are not independent. They satisfy Fischer's scaling relation:
 = (2   ): (2.36)
The proof of this relation is simple. From the behavior assumed for G

(x) in eqs. (2.33)-
(2.35) we can cut o the integration over x in the susceptibility at 1=m(), i.e. eq. (2.35)













Eq. (2.36) follows from the denition of  and .
For our simple random walk case it follows from eq. (2.30) that  = 1 and it follows
from the results in the last subsection that  = 1=2. This implies that  = 0 and this is
why it is called the anomalous scaling dimension: If  is dierent from zero it is anomalous
with respect to the free particle.






denotes the Hausdor dimension of the random walk. It can be dened in the
following way: Let hLi
x
denote the average length of a path from 0 to x in the ensemble













for jxj ! 1; m()jxj = const: (2.38)















































































































For  > 
c
xed and jxj ! 1 we just get hLi  jxj and the reason is clear: hni
x
is
nite for xed jxj and just goes to innity proportional to jxj. This implies that only





() diverges as ! 
c
and we are interested in the limit where m()jxj
is constant. This is the limit where we can introduce a physical \lattice" length a(), a
physical length x
ph
















are kept xed for  ! 
c






















Since the random walk described by (2.29) has  = 1=2 we arrive at the well known result
that d
H
= 2, but (2.37) will be valid if  6= 1=2. We will meet such situations for the
smooth random walks considered in the next subsection.
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It should also be emphasized that the \physical" length of hLi
x
will diverge in the
scaling limit if we dene L
ph










The propagator itself will be singular in the scaling limit. As already mentioned it can
be viewed as a kind of wave function renormalization. From the assumed short distance











) for a! 0; (2.44)














2.4. Smooth random walks
In the last subsection we saw that ordinary random walks have Hausdor dimension
d
H
= 2. This result is quite universal as follows from the general expression (2.29) for a
random walk. In the scaling limit the dierent random walk representations all agreed
with the direct discretization of the action (2.1). Let us consider the rst non-trivial
generalization of purely geometrical nature:







where k(l) denotes the curvature of the path P .
Recall how the curvature of a curve in R
D
is dened. Let x

() be a parametrization
of the curve. Use as  the length l of the curve. Let t


































where  is the curvature and n

the principal normal. It lies in the osculating plane of
the curve. The geometry is shown in g. 2. It is seen that

























































) between successive tangent vectors in the piecewise linear random walk.
where r(l) is the radius of curvature. It is the radius of the osculating circle which is
dened by the quadratic approximation to the curve and has its center on the principal
normal at the distance r(l) from x

(l).
To quantize the theory dened by the action (2.46) we have to perform the path
integral
1
. Again it is useful to regularize the sum over all paths by restricting the sum
to be over all piecewise linear paths, the length of the individual paths being a (which
we choose equal 1) [2]. If the path consists of n linear pieces, the i's piece will be char-
acterized by the a unit vector e^
i
. Although there is no universal denition of curvature











. This is shown in g. 3. The discretized version
of the action (2.46) reads:
S[P
n


















There is an extensive literature on canonical quantization, saddle-point calculations and large d expan-











where we have already generalized the curvature term to a function f() satisfying
f(0) = 0; f
0
() > 0 for 0    : (2.52)






































) for a step e^
2































































We can calculate the susceptibility since the additional integration over x just removes of























For a xed  it follows from eq. (2.56) that the critical point 
c













In the (; )-coupling constant plane we have a critical line 
c
(), as shown in g. 4. The
model (2.55) is dened to the right of the critical line and the scaling limit for a xed 
leads to the susceptibility (2.57), i.e. the susceptibility exponent  = 1. From the general
arguments presented in the last subsection it follows that G(x;; ) falls of exponentially





= m(; ): (2.58)




































Fig. 4. The phase diagram in the (; )-plane. The theory is dened to the right of the critical line 
c
().











; m() > 0: (2.60)





() steps the initial orientation of the a tangent will be lost. If we group
together n
0
steps we will have an ordinary random walk where there is no correlation
between successive groups of steps. Can we ever get any non-trivial behavior? The proof
of (2.60) will show the way to a non-trivial random walk behavior.

















































is compact. The Perron-Frobenius
theorem tells us that the largest eigenvalue is non-degenerate and that the corresponding
eigenfunction is the only one which can be chosen positive. Since the constant function




with eigenvalue 1 we conclude that 1 is the largest
eigenvalue. It is easy to show that  1 is not an eigenvalue. Finally 
a
















) a^  e^
1
= () a^  e^ ; (2.62)
The equality follows since the integral is linear in a^ and invariant under simultaneous
rotation of a^ and e^, i.e. proportional to a^  e^. From Perron-Frobenius it follows that
() < 1, and direct calculation shows:
0  ()! 1 for !1: (2.63)
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The only possibility to get a non-trivial scaling limit is to take !1 simultaneously
with  ! 
c
() since the tangent-tangent correlator can only approach macroscopic
distances for  ! 1. At the same time it is necessary that  ! 
c
() since this is the
only possibility for the two point function to be non-trivial according to (2.58). Such a





;x) which depends explicitly on the rst and last step in the random walk: it is






























. Let j1i denote the constant function: 1 = 1(e^): We have by denition:













By Fourier transformation we can get rid of the -function in (2.55). If we introduce the
notation  =   
c





































In this formula q  e^ is viewed as a multiplication operator, i.e.:
(f(q  e^))(e^) = f(q  e^)(e^): (2.67)
We have in analogy with (2.65):













While these expressions look somewhat formal, they allow a rather transparent discus-













j1i = + cq
2
: (2.69)






; q  p
ph





For xed  there is a nite mass gap from 1 to the next lowest eigenvalue. This implies
that the only matrix element which contributes to (2.68) to leading order in a is (2.69):


























i.e. just the ordinary propagator. However, if !1 the mass gap goes to zero and more
matrix elements will contribute to h1j
^
G(q)j1i and the expansion in (2.71) is no longer
valid. By Taylor expanding (e^) around a xed vector e^
0




















denotes the Beltrami-Laplace operator on S
D 1




a(); m(; )  m
ph
a() = : (2.73)
The last equation xes  as a function of  and denes the approach to 
c
() for !1.
From (2.71) we get
























This is our nal expression. The matrix element on the rhs is expressed in terms of
continuum variables, and the scaling factor in front tells us that  = 1 if we compare with
eq. (2.45). Likewise eq. (2.41) and m(; ) =  shows that  = 1, i.e. d
H
= 1. We
have a new class of smooth random walks (d
H
= 1). We have already shown that  = 1
and the exponents ;  and  is our rst example of a set of non-trivial exponents. They
satisfy Fischer's scaling relation.
The ordinary random walk has a stochastic interpretation as a Brownian motion of a
particle, i.e. each step is performed according to some probability distribution P , but
is independent of the former steps. With the extrinsic curvature term added the step
also depends on the direction of the former step. For a nite coupling constant this does
not change the universality class of the random walk, but as we take  ! 1 we enter
a new class of random processes characterized by dierent critical exponents. The in-
terpretation of these is that the velocity, rather than the position of the particle itself, is
changed stochastically according to some probability distribution P . The path in an ordi-
nary random walk will be continuous, but, with probability one, nowhere dierentiable.
If the velocity is stochastic the typical path will be dierentiable and the rst derivative
continuous but nowhere dierentiable. There is a number of stochastic processes which
have this feature. The well known Ornstein-Uhlenbeck process [3] is one of them. It can
be shown that the propagation of particles in such processes are described by propagators
of the type (2.74), but we have to refer to the original articles for details [2].
The progagator (2.74) is also related to the propagation of a spinning particle with
innitely many components. This will be discussed at the end of the next subsection.
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2.5. Fermionic random walks















































The lowest dimensional representation of this so-called Cliord algebra is by matrices of





three dimensions one can use all three Pauli matrices. The -matrices can be used to


























These rotations act on spinors, i.e. vectors in C
n






























, the rotation (2.79) is a rotation with angle  in




. An important aspect of the spinor representation of the
rotation group is that a 2-rotation gives -1. This well known fact will be of outmost
importance for the fermionic random walk.
Let x































Recall that the curvature  is related to the angle of contingency by (2.50). This implies








is the antisymmetric tensor which denes the osculating plane and d is the
angle between tangent vectors t(l) and t(l+ dl). If we consider a discretized random walk
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Let  2 C
n
be a spinor. Let us imagine it \propagates" along the given path in such
a way that it is always rotated according to the orientation of the curve, i.e. for each

















The total rotation during a travel along the path P
n












A formal continuum version of K(P
n
) for a smooth path is













where P denotes the path ordered integral. This factor appears in the famous Strominger-
Polyakov representation of the fermionic propagator[4]:
G(x; y) =
Z





K(P (x; y)): (2.87)
The denition is identical to the one for the bosonic particle except for the matrix K,
which rotates a spinor \along the curve". The factor K(P ) is rather ill dened and it has
been dicult to use this expression. However, from the above denitions it is clear how






































. This expression is very similar to (2.55) for the bosonic





) can be viewed as the kernel for an operator
^
K which acts on wave




, i.e. spinors on S
D 1



























; x) as the kernel of an operator
^
G(x) on H. We















in the same way as for the scalar particle (see eq. (2.66)).
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Let us now dene the following scaling limit:
 = m
ph
a; q = p
ph
a; (2.91)






















As usual p  e^ should be viewed as an multiplication operator. As for the scalar particle it
can be shown that 1 is the largest eigenvalue and that there is a gap to the next lowest
eigenvalue (there is no extrinsic curvature which allows us to tune the gap to zero). It
follows that only eigenvectors corresponding to the eigenvalue 1 will propagate for long




(q) for a ! 0. For the scalar particle we
only got a non-trivial result from the scaling ansatz (2.91) in the limit where the extrinsic
curvature term reduced the mass gap to zero. Here it is dierent because the eigenvalue 1




(q) acting on the Hilbert space
H reduces in the scaling limit to 2n2n matrix acting on the eigenspace V corresponding
to the eigenvalue 1.





dimensional eigenspace V of
^
K corresponding to eigenvalue 1.




K of eigenvalue 1 is clear. By denition













) =   e^
2
: (2.93)
This shows that the columns of the matrix   e^ are eigenfunctions of eigenvalue 1 since:
^






)   e^
1






) =   e^:
We leave it as an interesting exercise to show that there are no other eigenvectors corre-
sponding to the eigenvalue 1 (see [5]).






(1    e^) commutes with
^













the multiplication operators e^

can be replaced by 

-matrices.
The proof is simply by calculation: Let  (e^) and (e^) be two vectors in H. The scalar










- - - -
 = 0  = 2
Fig. 5. The cancellation between two paths. For the rst we get a phase factor e
i=2
= 1, while the
second gives a phase factor e
i=2
=  1.







orthonormal vectors on V
+


























































We recognize two copies of the Dirac operator corresponding to V

. This doubling is
needed by the Nielsen-Ninomiya theorem.
On the way we have determined the critical exponents for the fermionic random walk.








G(x) we get  = 1. From m() =  we get  = 1
and from G

(q)  1=a we get  = 1. The fermionic random walk has the same critical
exponents as the smooth random walk. This implies that d
H
= 1 and eectively we have
smooth paths. However, we have no extrinsic curvature term to produce the smoothness.
Rather, it comes about because of cancellations between a large number of bosonic paths.
To show this let us consider two dimensions (but the mechanism is the same in higher











and the eigenvalues of 
3
is precisely the split of H in H

. On one of these spaces K(P )













where (l) is the angle of the tangent relative to a xed direction in the plane. It is
now essential that we have spinors since the  1 resulting from a 2 rotation leads to
a cancellation between intersecting and non-intersecting paths as shown in g. 5. Only
smooth paths survive this cancellation.
Even if the mechanism for producing the smooth paths seems very dierent for the
bosonic and the fermionic particles there is a connection. As is rather clear from the
derivation of the bosonic propagator (2.74) the tangent vectors are eectively performing
a random walk on S
D 1
. This is just what one would expect from a classical spin and
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is the transfer matrix for proper time evolution along the path and since the
Hausdor dimension is one, L
2
can be viewed as the continuumHamiltonian, and we know
that it is precisely the Hamiltonian for a classical spinning particle. This interpretation
is substantiated by canonical quantization of the particle with extrinsic curvature. The
Lagrangian contains higher derivatives and this implies that _x=j _xj will be a new additional
canonical coordinate which will serve as a the spin. We have to refer to [6] for further
discussion. Here it is worth emphasizing that this result is quite natural in the discretized
approach. In addition it is seen that the wave function of such a classical spinning particle
is an innite component object as is clear from eq. (2.74). It is closely related to the
innite component spinor introduced by Majorana in an attempt to avoid the negative
eigenstates of the Dirac operator. From this point of view it is possible to consider the





generalized to contain an extrinsic curvature term, one would have obtained a scaling














is the spin operator while J
2
refers to the total angular momentum operator.
For 
ph
!1 it will project to the nite dimensional subspace which we obtained above
for the ordinary Dirac operator but in a limiting process where the Hausdor dimension
always is one.
It is natural to ask the following question: Although we have found a nice discretized
version of (2.87) and have shown that it leads to the Dirac propagator in the scaling
limit, (2.87) itself is not a path integral of an action. Is there a path integral which leads
to (2.87)? The answer is yes! The supersymmetric generalization of the bosonic action
(2.18). The supersymmetric partner of the eld x

is a Grassmann variable  

while the
supersymmetric partner of e() 
q


















































It is possible to show that the path integral over the Grassmann variable  and  results
in the factor K(P ) in (2.86). Details can be found in [4].
3. Random surfaces and strings
3.1. Denition of the model
The theory of random paths described the relativistic particle. We expect the theory of
random surfaces to describe the relativistic string. The strings sweep out a surface while
24
they propagate. The path integral is a sum over all such surfaces with a weight given by
the classical action. It is our goal to dene this sum and analyze it in detail.
As for the relativistic particle we have two actions which are equivalent at the classical
level. The rst action is geometrical, only determined by the area spanned between





manifold with boundaries l
i
, i = 1; :::; n, F (l
i





the coordinates of F in R
D
















































An alternative description is obtained by introducing an internal metric g
ab
, a; b = 1; 2
on M(l
i




























The classical equations for the actions (3.1) and (3.2) agree, but it is not at all obvious
that the quantum theories are identical. In the case of strings we have many \natural"
objects, in contrast to the situation for the free particle where one only has the two-point





) between the n loops or strings. The formal path integral
expression for the n-loop is written as:
G(l
1


































where the integration is over all equivalence classes of metrics onM(l
i




In order to dene (3.3) and (3.4) we have to introduce a reparametization invariant
cut-o. We follow the procedure outlined for the relativistic particle. In the case (3.3)
it amounts to use as a building block a smallest triangle in R
D
and glue together these
triangles in all possible ways to surfaces with the given boundary conditions. Alterna-
tively one could consider the hyper-cubic lattice surfaces where the surfaces are made of
plaquettes [10, 11]. Many of the results we will obtain in the following are valid (and
easier to prove) for these models than for the model dened by eq. (3.4). However, eq.
(3.4) relates closer to quantum gravity, since it is just two-dimensional gravity coupled to
D free scalar elds x

, and for this reason it is convenient to use here eq. (3.4) rather than
eq. (3.3) as we are going to consider quantum gravity in some detail [7{9] (again there is
2
For simplicity we consider here only the theory of closed strings.
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a large number of articles describing this approach [13, 12, 14, 15], just to mention some
of the articles which concentrated on computer simulations of the model).
In the case of the random walk the reparametrization invariant cut-o introduced was
related to the shortest distance. In the two dimensional case it is natural to combine
shortest distance and smallest area in a single cut-o. The fundamental building block
will in this way be an equilateral triangle with edge length a. At this point we encounter
a new problem compared with the one-dimensional situation: The gluing is in no way
unique. In the process of gluing together triangles to form a two-dimensional manifold
the order of a given vertex (i.e. the number of triangles to which the vertex belongs) is
almost arbitrary. In the case where we use eq. (3.3) and glue together triangles directly in
R
D
the answer is clear: We should include all distinct dierent
3
ways of gluing compatible
with the boundary conditions since we will get dierent surfaces in R
D
. But also for the
model (3.4) where the triangles are dened with respect to the internal metric the freedom
of gluing will go hand in hand with the fact that a closed surface, apart from the total area
(the equivalence of the total length of the path), also has a new local invariant: R() : the
Gaussian curvature. R() cannot be changed by a reparametrization of the surface. In
the following it will be argued that the sum over triangulations in a precise way captures
this new degree of freedom.




can be dened in terms of the metric. It describes the deviation from at




















The once contracted tensor R
ab
is called the Ricci tensor and the scalar obtained by































R; R = 2K: (3.6)
where K denotes the Gaussian curvature on the surface. K has the simple geometrical
interpretation as being the product of the principal curvatures associated the normal
planes intersecting the surface which is assumed to be embedded in R
D
in order for this





























) is the area tensor and d the innitesimal angle by
3
By dierent ways of gluing we have in mind that the resulting (abstract) triangulations are dierent







Fig. 6. A geodesic triangle on a smooth surface.
which S
a
has been rotated during the parallel transport. There is a nice integrated version
of this relation, known as (one of the versions of) the Gauss-Bonnet theorem: Let T be a







. The sum of the angles is no longer  but the deviation from the















is called the excess angle of the triangle. The situation is illustrated in g. 6.




Due to Regge [16] we can dene curvature and parallel transport in a natural way on
piecewise linear surfaces. The curvature cannot be located in the interior of the triangles
since we view the interior as at. Since the curvature is dened as an intrinsic geometric
quantity it is clearly bending invariant
4
. Since we can bend the surface around an edge
without changing anything we cannot use the edges either. In this way we are lead to
locate the curvature of the piecewise linear surfaces at the vertices. To each vertex v we











where the summation is over the v-angles of the triangles to which v belongs. This is
illustrated in g. 7 where a geodesic triangle with the vertex v of the piecewise linear




























is independent of the




















































= 2   
v
Fig. 7. A geodesic triangle on a piecewise linear surface. The vertex v is an interior point of the triangle.
(g. 7a). Fig. 7b shows the excess angle after the piecewise linear neighborhood has been cut open along
a link and unfolded in the plane.
The lhs of the equations are intended to be valid for smooth surfaces, the rhs for piecewise
linear surfaces. In the last equation we have generalized the formula to any region where
the boundary is a piecewise geodesic curve and the summation is intended to be over
interior vertices in the triangulation. In particular the formula will be valid for closed
surfaces.
Let us split "
v



















i.e. the area of each triangle is distributed equally among its three vertices. With these

















Regge originally intended to use these formulas by constructing a sensible sequence of



















On the same grid one can discretize the covariant action of the free scalar elds in
a natural way. For a given triangulation we denote the vertices by indices i; j; k; :::.
The triangulation is characterized by its coincidence matrix, which species the neighbor




between vertices i and j. A natural coordinate system is introduced on the piecewise
linear surface by assigning coordinates y
i









's live in some ambient space R
n
. The interior of the the triangle (ijk) is parametrized
by barycentric coordinates and for a eld  dened at the vertices by 
i
we use in the











































; a; b = 1; 2 (3.17)





































































































































After this digression let us return to the problem of regularizing the integration of
Riemannian structures of two dimensional manifolds. The reparametrization invariant
regularization suggested above consists of constructing all piecewise linear manifolds ob-
tainable by gluing together equilateral triangles of side-length a and assigning to these the
metric structure oered to us by Regge calculus. In the case of equilateral triangles the
formulas above simplify a lot: Let n
v
denote the order of vertex v in a given triangulation,



























and put the resulting a = 1 in the











































denote the number of triangles, links and vertices in the triangu-
lation, and  denotes the Euler characteristic of the manifold. (2.33) is the discretized
version of the Gauss-Bonnet theorem mentioned above
5
. Finally the action of the free






















From (3.22) one observes that dierent triangulations, i.e. triangulations which cannot
be mapped onto each other by a simple relabeling of the vertices, lead to dierent local
curvature assignments and consequently inequivalent metric structures. In two dimensions
a closed manifold is characterized entirely by its Euler number. Given a manifold we
want to integrate over equivalence classes of metrics. Since all the dierent triangulations
we can construct by gluing the equilateral triangles together correspond to inequivalent
metrics it is clear that one should sum over all such triangulations. By this prescription
one approximates a continuous integration over metrics by the summation over a grid
of points in the space of inequivalent metrics. The conjecture is that this grid becomes
uniformly dense when the number of triangles N
T
of the triangulations goes to innity.
We shall later on verify this conjecture.
Although we have used Regge's prescription for assigning curvature, the philosophy
outlined is very dierent from the one which motivated Regge. In the classical Regge
calculus the objective was to approximate a given smooth surface by a piecewise linear
manifold. A xed triangulation was chosen and the link length treated as the dynamical
variable which should be adjusted to get the best approximation to the given manifold
6
.
In particular, dierent link assignment will not necessarily result in a dierent metric
assignment, as is clear by considering triangulations of the plane. Clearly there is a lot
of room for moving the vertices around (and thereby changing the link length) without
changing the metric at all. Integration over link length is not an integration over equiv-
alence classes of metrics, but involves a highly non-trivial Jacobian. Here we are not
interested in approximating specic manifolds, but in using dierent triangulations to
label dierent equivalence classes of metrics.





































In this formula T denotes an abstract triangulation, dened by its vertices i and a table









matrix where the (ij) entry is  1 if i and j
5












) and combine it with (3.22) one arrive at the formula in (3.23).
6
The given smooth manifold in the Regge approach was the one given by solution to Einsteins equations
with suitable boundary conditions and it would be an extremum of the Einstein-Hilbert action. An
important feature in this context is the convergence (3.14) (in higher dimensions where the Einstein-
Hilbert action is not a topological invariance), which ensured a good approximation to the action if the
triangulations were chosen well in accordance with the geometry of the problem.
30
are neighbors, 0 if they are not neighbors and n
v
, the order of the vertex, on the diagonal.
The links are dened to be pairs (ij) of neighbor vertices and the triangles are dened as
triples of neighbors (ijk) such that each link (ij), which is not a boundary link, belongs to




). The summation is over dierent triangulations.
Two triangulations are considered as identical
7
if there is a map between the vertices
compatible with the assignment of links and triangles. l
i
has a two-fold meaning as a
xed polygon loop in target space R
D
and an abstract boundary in the triangulation




) denotes a suitable class of triangulations with the given boundaries.
Usually we have in mind all triangulations of a given topology . However, occasionally it
is convenient to enlarge the class of simplexes considered, such that they strictly speaking
do not form a combinatorial manifold. Local \irregularities" of this kind should not be
important, since they are related to short distance eects which should not play any
role in the continuum. More serious is the restriction on topology. Formula (3.25) is
very tantalizing in the sense that it has no reference to topology. Is it possible that eq.
(3.25) provides a non-perturbative denition of the summation over topologies? It has
always been an annoying aspect of the continuum formula (3.4) that we only know how
to interpret it for a given manifold, i.e. a given topology in the two-dimensional case. A
summation over dierent topologies has to be performed by hand. It turns out that eq.
(3.25) can be used to study the summation over topologies, but not directly as it stands. A
special limit, the double scaling limit has to be taken. This will be discussed later. At the
moment we will always restrict the class of triangulations T to mean triangulations with
a xed topology, usually the simplest, the spherical topology. In the following we will
also use the notation spherical topology for surfaces with boundaries where we recover
the sphere after closing the boundary.
It is often useful to consider a number of special cases of (3.25). If there is no loops at




























In this formula is included an additional symmetry factor S
T
for the triangulation. It
is similar to the additional factor which appears in vacuum Feynman diagrams, and it
reects the additional symmetry which can be present for surfaces without a marked
boundary: A permutation of the vertices might leave unchanged the links and triangles
and in this way not change the surface. S
T
is equal to the order of the automorphism
group of the graph T . A vertex i
0
is excluded from the integration in order to kill the
mode associated with translational invariance. The Gaussian integration is independent
of this choice and alternatively one could have chosen to x the center of mass.
Another limiting case arises if we contract the loops to points, i.e. marked vertices.
Strictly speaking this cannot be done in a continuous way on the triangulations. We
denote the n-point function G(x
1
; : : : ; x
n








































Often the word equivalent is used for such two triangulations. However, we are going to reserve this





















Fig. 8. To each surface S
N;i
with one marked point x
i
corresponds N  1 surfaces S
N;i;j
with two marked




other vertices. This is true up to symmetry factors.
where the symmetry factor can be dierent from zero for the 1- and 2-point function. Note
that the 1-point function (which by translational invariance is independent of the target
space point x
1
) is (essentially) equal to (minus) the derivative of the partition function
with respect to , while the integral of the 2-point function is (essentially) equal to the











(x; y)  Z
00
(): (3.28)
The equations follow from the observation that dierentiation of Z() multiplies each tri-






. The 1-point function is the summation
over marked triangulations, but there are N
V
of these for each triangulation without a
marked vertex, up to symmetry factors which play no role for the generic large triangu-
lation. Relations like (3.28) will be valid in the limit where triangulations with large N
T
dominate. This is illustrated in g. 8. As we shall see shortly the model will have a critical
point 
c
. For  above the critical point all G

will be analytic functions of , but at the
critical point they will contain non-analytic parts. These are the universal parts which
have our interest. They are determined by the large N
T
part of the triangulations since
nite N
T
's only produce analytic contributions. The word \essentially" above and the
symbol \" in (3.28) refers to this non-analytic part determined by the large N
T
's. The
line of argument can be extended to the n-point function. Let the generalized susceptibil-
ity 
(n)
() be dened as the integral over n  1 of the arguments. 
(n)
() is \essentially"
equal to the derivative of 
(n 1)
() since the derivative brings down a factor N
T
in the def-
inition (3.27) while 
(n)




























Eqs. (3.25) -(3.28) dened the regularized loop-functions. The following theorem ensures
the existence of a critical point 
c
like for the random walk:







is convergent for  > 
c













The theorem will not be proven here, but it is not dicult to show that Z() is well
dened for  suciently large. Two steps are needed. First we have to bound the




































Secondly we have to use that the number of triangulations of a xed topology is expo-
nentially bounded. Let us denote the number of triangulations with topology , which































For the rest of the theorem we refer to the original article [7]. The conjecture that 
c
is
independent of  is almost certainly true. It has been proven for sums over triangulations
coupled to matter with central charge c  1.
It is worth to notice that the exponential bound on the number of triangulations plays
an important role for the existence of the critical point. If we try to dene the summation
over all topologies directly from eq. (3.25) we will fail due to the entropy of triangulations.
The number of triangulations of N triangles N (N), with no restriction on topology grows
faster than factorially and from eq. (3.30) it follows that the sum (3.25) is ill dened for
any choice of ! Later we will discuss some attempts to make sense of the sum (3.25)
after all.
After the existence of a critical point is established it is of interest to study the critical
behavior of the n-loop and n-point functions when we approach the critical point.
The most important quantity in this context is the mass gap since it determines the
possible scaling. The mass gap can be dened by the exponential decay of the two-loop
function as the distance d between the loops goes to innity:











denotes the loop l displaced a distance d.
Theorem: The two-loop function falls o exponentially with the distance between the
two loops.







) is the unnormalized





it will, multiplied by





























Fig. 9. The sum over surfaces from l to l
d



















), since this product (correctly









. This is illustrated in g. 9. I.e. the (correctly normalized) two-loop function is sub-
additive and since the normalization factor is independent of d the limit (3.33) exists. It
follows from the denition that m() is an increasing function of . Unfortunately there
exists no proof that m() goes to zero for ! 
c
. We will assume this is the case. We can
then dene the same critical exponents and fractal dimensions as for the random walk,
but let us rst introduce a new critical exponent  corresponding to the string tension.





for a large planar loop l
A
















) falls o exponentially is again based on sub-additivity: Let A
denote both the planar region enclosed by l
A
and its area. The number of surfaces which
has l
A





by introducing a new boundary in the middle of A which we force the














) and this implies (3.34)




) as the partition function
Z(A) for an ensemble of surfaces which are allowed to uctuate, but where the boundary,
i.e. the frame, is xed. The Gibbs free energy of the system is F (A) =   logZ(A). The
string tension is dened by change in free energy per unit area if we change the area A
F = A: (3.35)
From (3.34) it will precisely be our () for large A.
Let us now introduce the scaling parameters:
(1): The critical mass exponent  is dened by the assumed scaling of m() to zero. This
allows us to introduce the physical mass and a length scale which goes to zero at the
critical point.




; m() = m
ph
a(): (3.36)




(x; y)  jx  yj
2 d 
; 1 jx  yj  1=m(); (3.37)
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(4) The string tension () is dened by the exponential decay of the 1-loop function and
we assume





From dimensional arguments we expect  = 2. However, we will prove that () does
not scale to zero for the simplest model.
(5) The extrinsic Hausdor dimension d
H











where the average area is over an ensemble of surfaces with two marked points a distance
r apart in target space R
D
.
Let the topology of the surface be spherical except for possible boundaries. If the mass




= (2   ); d
H
= 1=; (3.41)
i.e. Fischer's scaling relation and the relation between the mass exponent and the Haus-
dor dimension. For most systems one has that 0    2. In ordinary statistical systems
 = 2 at the innite temperature limit, while  = 0 is the Gaussian approximation. For
such systems it is clear that  > 0 implies  > 0. In the following we will often encounter
systems where 
s
< 0. It is important to realize that such systems exist. As a simple







. It has some analogy with the 2-point function for random surfaces
8
. Since it is
clearly the product of two ordinary random walks between x and y the mass, which is
determined by the exponential decay at large distances, will be twice that of the ordinary









; i:e:  = d  2: (3.42)
For d > 4 it follows that  > 2. It is easy to show directly that 
s
= 2 d=2, i.e. Fischer's
scaling relation is valid even if  < 0.





 1=2 for the random surfaces model (3.25) with spherical topology.
8
It does not describe the propagation of the desired geometrical object, the particle, between x and y,

























































over over surfaces S
0
n
with n punctures where the surfaces S
0
n
are characterized by a \joint" where the
n \bubbles" connected to the x
i
's get together. Since we integrate over the position of the joint this





> 0 implies 
s
= 1=2 for the random surface model (3.25) with spherical
topology.
The theorem and the conjecture are known to be true for the hyper-cubic random surface
model [11]. Rather than giving the rigorous arguments let me present the underlying
geometrical reason for the theorem and the conjecture. But rst a remark about the
technical point which should be dealt with if the arguments should be made exact. In
order to apply the cutting and sewing arguments below one would have to introduce
somewhat more complicated objects than the n-point functions we have been considering
until now: the correct objects to consider are n-loop functions where each boundary loop
consists of, say, three links. Fix the center of mass of the boundary vertices of loop i to
be x
i
, the corresponding point in the n-point function, but integrate over the positions
of the boundary vertices compatible with these constraints. The corresponding n-loop
function will be a function of x
i
, precisely as the n-point function and we expect that
they coincide in the scaling limit where the \bare" distances x
i
all scale to innity while
the \physical" distances x
ph
= x a() stay xed as  ! 
c
, i.e. a() ! 0. The reason
is that any contribution where the distances between the boundary vertices are larger
than 1 will be exponentially suppressed by the Gaussian action and in the scaling limit
distances of order 1 mean physical distances of order a(), i.e. of the order of the \lattice
spacing". Had we considered surfaces made of plaquettes living on the hyper-cubic lattice
or surfaces in R
D
build directly from the gluing of equilateral triangles these problems
would be absent and the arguments to be presented would be exact in the sense that one
would not have to integrate over positions of the boundary vertices. In the following we
will ignore these complications for the sake of argument.
Consider the generalized susceptibility 
(n)
() as dened by eq. (3.29). For n > 2 we













> 0. Eq. (3.38) implies that the 2-point function diverges as ! 
c
, i.e. the
non-analytic part dominates and for  ! 
c




























; n > 2: (3.45)
It is tempting to apply the formula for n = 2, in which case we get 
s
 0. However,
(3.43) is not valid for n = 2 since there is not a unique decomposition in \joints", as
illustrated in g. 11 which gives the correct decomposition for n = 2.
Let us consider the following two random surface models: In one model we allow the
gluing of triangles such that a minimal loop-length on the surface can be two. This
can only happen if the surface is pinched in a bottle neck consisting of these two loops.
Such bottle necks are precisely what we have in mind in g. 11. We call this class of
triangulations T
2
. The other class of triangulations diers from T
2
only by not allowing
such two-loops
9
. In this class, which is denoted T
3
we can still have bottle necks, the only
dierence is that the length of the bottle neck loop will be three. In the scaling limit we





since the bottle neck loops anyway will be of the order of the cut-o. Denote the n-loop






. Up to the technical complications
mentioned above (but rigorous for the other classes of random surface models mentioned)
we have the following identity for the 1-point function, (or more precisely, for the one-loop






































The interpretation of the following: In the class of triangulations T
2
each link serves as a
potential source of a bottle neck from which a new baby universe can grow. For a given
triangulation T 2 T
2
we can cut away the maximal size baby universes and close the
corresponding two-link boundary. This will leave us with a triangulation which belongs
to T
2
. In this way we get all triangulations of T
2
with one boundary by summing over
T
3
and for each link either do nothing or add a whole one-loop universe, i.e. G

itself.







Eqs. (3.46) and (3.46) dene the relation between the two models. Let us use that

s
< 1, i.e. that G






is nite at the critical point. Dierentiating













In terms of the dual 
3
graphs the dierence is that self-energy diagrams are excluded. In both cases

3


































Fig. 11. The decomposition of the 2-loop function for the class of triangulations in parts which cannot be
cut in two part along a 2-loop bottle neck such that the two boundary loops are separated. It is possible












i.e. the algebraic version of the g. 11. The factor 3=2(1 + G

) multiplying each bottle
neck is a combinatorial factor associated with the outgrow of the baby universes at the
bottle neck.




have the same critical exponents.
Let us assume that 
s
> 0. It implies that () ! 1 for  ! 
c
. The same is true
for () for  ! 
c
, the critical point of the T
3







)) = 3(1 + G

c















The last equation follows from (3.47) which shows that the transformation from  to  is
non-analytic in 
c























The above line of arguments is rigorous for the hyper-cubic random surface model [11].
For the Gaussian model considered it is plausible but not completely proven due to the
technical assumptions mentioned. In a later section we shall see that in more elaborate
theories with more than one coupling constant it is possible to nd a loop-hole in the
argument, and indeed a dierent critical behavior.
The arguments presented above can easily be generalized. The important relation (3.48)
is valid not only for () but for the Fourier transformed G

(p) of the two-point function
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G





(x; y) = G

(p = 0):
The extension of (3.48) to p 6= 0 has the simple graphical interpretation that a momentum


































) = ()  c p
2
+    (3.52)
where c is constant. The rhs of (3.51) can be expanded around p = 0 and after the use of









+   
: (3.53)
This relation shows that if 
s












and  = 0; (3.54)
where the last relation follows from Fischer's scaling relation 
s
= (2  ). In fact (3.54)
shows that for strings embedded in R
D
the mass m() scales to zero if and only if ()
is divergent at the critical point.
A as nal application of technique leading to (3.48) let us consider the string tension.
We consider a large loop l
A




A and the sum of all
random surfaces with this loop as boundary. Again we can cut away two-loops and we












); i:e: () = (): (3.55)
This relation tells us that the string tension does not scale to zero if 
s
> 0 since  does




in that case. Let us instead write:
() = 
0













It is assumed that one cannot have two-loops directly at the boundary. If this assumption is dropped


























Fig. 12. A typical triangulation of a square loop. When mapped into R
D
we integrate over the interior
vertices, while the boundary is kept xed.
If we combine this with 
s
= 1=2 we get  = 2 as one would expect from dimensional
analysis if the string tension was scaling. It seems still to be satised with the denition
(3.56). We will return to this denition when we consider strings with extrinsic curvature.
3.3. Non-scaling of the string tension
We have dened the string tension () as the exponential decay of the one-loop Green
function for large loops (see (3.34)). Above we presented arguments in favor of a non-
scaling string tension. The arguments did to constitute a proof since we had to make
certain technical assumptions. It is therefore important that there exists a simple rigorous
proof of the non-scaling of the string tension [17].
Theorem: () > 0 for all   
c
.





















) in the following way: The points at
the boundary are kept xed and are not integrated over, as it is also assumed in the
general notation for the loop Green functions. It is natural to imagine that the density
of boundary points is proportional to the length of the perimeter but it is not essential
for the following. Let T be one of the triangulations (see g. 12) in the sum (3.25). The
action










can be bounded because of the following decomposition :
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Fig. 13. The surface obtained by contraction the boundary loop of a graph like the one in g. 12 to one
point.





) denote the minimumof S[x; T ]
as a function of the coordinates x

(i) of the vertices i 2 T=@T . T
0
denotes the triangu-
lation where all boundary points are identied. For the surface embedded in R
D
we can
view it as a contraction of the boundary loop l
L
2
to a single point 0
L
of order j@T j / L.
This is illustrated in g. 13. The decomposition (3.60) follows from the quadratic nature
(3.59) of S[x; T ].





) for the large square loop l
L
2





























Next we note that the sum of squares of the length of any two sides of a triangle is 
































one point of order jl
L
2
j / L. Since 
c
is independent of boundaries this Green function















where c() is nite for  > 
c
. This is a consequence of 
s
 1=2, which implies that the
one-point function is nite at the critical point.
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From the denition of the string tension it nally follows that
()  2: (3.65)
People performing strong coupling expansions will recognize estimates like (3.63) as





which is based on a strong coupling approximation, becomes dominant before one reaches

c





What are the consequences of this non-scaling of the string tension? We have to assume
that m() scales in order to take the continuum limit. As discussed above this uniquely
xes how the lattice spacing scales to zero as a function of : a()  m(). It follows





() = ()  2: (3.66)
Since the physical string tension scales to innity uctuations including any surfaces




suppressed. When we approach the critical point 
c
we will be left with a class of surfaces
consisting of a minimal surface, depending on the Green loop function in question, and
singular, spiky, branched polymers growing out everywhere on this surface. Such polymers
are essentially one-dimensional objects with no or very little area.
For large dimensions D there is little doubt that this picture is correct. It might still
be that it is too coarse an approximation to consider the surfaces strictly as polymers for
lower dimensions. According to the theory of such polymers the generic values of 
s
and
 for polymers are 
s
= 1=2 and  = 1=4 as we will now explain.
3.4. Branched polymers
Let us return to eq. (3.48) as shown in g. 11. If 
s
= 1=2 we concluded that the modied
theory based on the class T
3
of triangulations is not critical for ! 
c
in the model based
on T
2
. This implies that the individual bubbles in g. 11 are not critical, i.e. they are of
lattice size. The only way the number of triangles can grow to innity is by the successive
gluing of bubbles. All dynamics lie in this gluing and it seems that we get a perfect model
of this dynamics by consider a model of branched polymers: Each individual bubble is
represented as a link with an associated chemical potential which we denote  as in the
original model and with a weight factor f
n
associated with the joining of n bubbles at
a vertex v
n
. In the original surface theory we have the possibility of gluing n bubbles
to n links which share two vertices. This is the motivation for introducing the factor f
n
associated with a branched polymer vertex v
n
of order n. If we consider only spherical
surfaces (as we will do in the following) the branched polymer graphs will be tree graphs.
















where the summation is over all branched polymers, i.e all tree graphs, and the product






















Fig. 14. The equation for rooted branched polymers.
one marked link, since the symmetry factor S
BP
in this case drops out. It corresponds to
the one-loop function G

considered for the full surface theory, and we will also denote
the corresponding BP function G
















  ); (3.68)

























we conclude that the
lowest value 
c




































One can consider branched polymer models directly in R
D
, for instance with Gaussian
interactions between the vertices. As long as the branched polymers are tree graphs it is
possible to perform the Gaussian integration explicitly, as for the random walk, and for the
calculation of 
s
one immediately gets the above considered model. Finally  = 1=4 and
 = 0. This has the following interpretation: Consider a branched polymer propagating
from x to y. For a given branched polymer there is a unique path of minimal length
along the links going from x to y. This path can be viewed as a random walk path and
the summation over branched polymers is a summation over all random walks from x to
y where each vertex can be the source of an outgrowth of a rooted branched polymer.
This observation allows us to solve the problem as a random walk problem, only is the
chemical potential e
 
renormalized by the factor (1 + G

), i.e. we get a random walk










There is a loop-hole in this argument if we allow innite branching and the weights f
n
in addition
satisfy certain convergence relations which move the critical point 
c
out to the radius of convergence of
















Fig. 15. The graphic solution of the branched polymer model.






















The exponential decay of the random walk is given by











The exponent  = 1=4 is due to the non-analyticity of the coupling constant transforma-
tion (3.71)-(3.72), a phenomena we have encountered a number of times by now. Since we
still have  = 1=d
H
we conclude that the Hausdor dimension of the ensemble of branched
polymers is 4, the \product" of two random walks.
3.5. Extrinsic curvature terms (I)
It is natural to ask if there are more elaborate random surface models where both the
mass and the string tension scales. One can view the situation much as in the random
walk case. The generic random walk had  = 1=2, but by tuning an extrinsic curvature
term to innity it was possible to enter a new universality class of smooth random walks.
We saw that this universality class was related to spinning particles in the sense that
one got the same critical exponents as for the Dirac particle and that the random walk
with extrinsic curvature term could be viewed as a classical spinning particle, the tangent
vector of the path playing the role of the classical spin. For the Dirac particle one could
further relate it to an underlying world line supersymmetry.
Could a similar scenario be present for random surfaces? The theory of random surfaces
is not so well understood yet and we cannot present analytic arguments in the same detail
as was the case for the random walk. However, in many ways the situation is identical to
that of the random walk [18, 19]. First, it is possible to add extrinsic curvature terms to
the action in a natural way. In the context of statistical mechanics of membranes these
terms are well known (see the lectures of Peliti and Nelson)
12
. The terms suppress the
12
Also from the point of view of the continuum string theory there is a vast literature and many dierent
motivations for including extrinsic curvature terms. In [20] a very incomplete list of references is provided.
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branched polymer outgrows and their presence could result in a phase transition where the
new phase is characterized by smoother surfaces. In the case of the random walks we had
to take the bare coupling constant of the extrinsic curvature term to innity in order to
reach a new phase. For the random surfaces there are strong indications that the transition
takes place for a nite value of the coupling constant. In addition numerical simulations
indicate that both the mass and the string tension scales to zero at the transition point.
Therefore this point is of interest if we want to discuss continuum limits of the random
surfaces theory. One could further ask if there is any hint of extrinsic curvature terms
coming from a fermionic surface theory. The answer is yes. An old result of Wiegmann
[21] shows that the integration over fermionic variables will produce such terms. To be
more precise the results are the following: If we consider a fermionic string theory, i.e. a
string theory where we have local worldsheet supersymmetry, i.e. our bosonic variables
x

() have supersymmtric partners  

(), one can explicitly integrate out the fermions



















































The terms in eq. (3.74) refers explicitly to the extrinsic geometry of the surface dened
by the bosonic variables x





, a = 1; 2 are unit tangent vectors of the surface, n

i
are D   2 normal vectors and D
a






















2 so(D   2): (3.75)
The Lie algebra elements A
a
will be generators of parallel transport in the (D-2)-





 is the integration over a three-dimensional manifold which has
the two-dimensional manifold as its boundary. This term, which in Euclidean space is a






=2 for the Dirac particle. It is
a very interesting question whether it serves to cancel the contributions between various
rough surfaces in the path integral, leaving only smoother ones, as was the case for the







denitely acts in favor of smoother surfaces.
To see this recall the following facts from the classical theory of surfaces embedded in
D dimensions. Let h
ab










































where the indices a; b; c::: are lowered and raised with h
ab
and the inverse h
ab
. The second






















The basic equations which are satised if x
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of the embedded surface is determined by the second




)=2 and the Gauss




























To summarize the situation we seemingly get a number of terms which can act to
produce smoother bosonic surfaces if we integrate out the fermionic degrees of freedom
for a string with world sheet supersymmetry. Here we will consider only the simplest of
these terms: the extrinsic curvature term.
We have two dierent versions of the action available: one which refers exclusively to
the geometry of the surface F embedded in R
D
and one which is a hybrid between terms
referring to extrinsic and intrinsic geometry:






































In the last equation the induced metric enters via the equation of Weingarten. Let us
for simplicity discuss the situation in D = 3 (the results are easily generalized to any
dimensions) and let us choose the action given by eq. (3.79) since it is easier to use in
numerical simulations. In D = 3 there is only one normal n







n. If we want to discretize the system there is no unique way to include such
higher derivative terms but as in the case of the random walk it can be done in a natural
way. Let T be an abstract triangulation and let i be a vertex and (ijk) a triangle. x
i
is








) will dene a triangle 4 in R
3





















Fig. 16. The phase diagram for the model (3.81)
a given triangulation T , i.e. a given choice of equivalence class of internal metrics g, the
discretized version of eq. (3.79) is




















































This is a theory with two coupling constants, as for the random walk with extrinsic
curvature. Qualitatively the phase diagram looks identical to the diagram for the ran-
dom walk except that in the two-dimensional system we have the possibility for a phase
transition for a nite value of  as shown in g. 16. Will there be a transition for a nite
value 
c
of ? It is not known rigorously, but extensive numerical simulations seem to
support the idea that we have such a transition and that surfaces for  > 
c
are at [22].
Could this be the transition we asked for where the string tension scales to zero together
with the mass. Again numerical simulations seem to support this idea [23, 24]!
Let us briey discuss the possible scaling at the critical point. For  = 0 we have seen
that the string tension (;  = 0) does not scale to zero. Let 
c
() denote the critical
line in the (; )-plane (see g. 16) and let  =    
c
() parametrize the approach to

c
(). Let us assume the string tension has the form:




for ! 0: (3.82)
Since 
0
(0) > 0 we need to have 
0
() ! 0 for  ! 
c
in order to have a scaling of the











As discussed above a number of times the continuum limit is dictated by the exponential







and the two-point function G
;
(x; y) which falls o like e
 m(;)jx yj
.
There is no reason not to expect the mass m(; ) to scale to zero for  ! 0 for all
  
c




























The scaling limit is one where ()
ph
are kept xed whileA and x goes to innity as ! 0.
We can introduce two dierent exponents () and ~(). But as we have already seen





) and they will be related to the Hausdor dimension:  = 1=d
H
.
From (3.83) and (3.84) it is thus possible to dene a consistent scaling limit for ! 
c
and ! 0 such that m
2
(; )! 0 and (; )! 0 while the ratio stays constant. The






It should be emphasized that it is indeed possible to measure the exponents (), ~()
and  by Monte Carlo simulations of the statistical system (3.81) [24]. In such simulations
it is convenient to transform from the \grand canonical" ensemble (3.81) to a \canonical"
ensemble where the number N of triangles is xed. This is a Legendre transformation
in  and N . There is no space to discuss the details, but it should be mentioned that a
very nice feature of this transformation is that the string tension (; ) just becomes the
expectation value of the simplest local observable, the Gaussian action itself:












where the average is taken in the canonical ensemble and the formula is true apart from
subleading corrections in 1=A.
The numerical simulations lead to a value of  close to 0:25 i.e. d
H
 4 (more precisely
3:5 < d
H





)  1=4. The same values were obtained some years ago in a related
hyper-cubic model [26] and suggests universality between the two models. We will return




)  1=4 in the context of conformal eld theories with central
charge c > 1 coupled to two-dimensional quantum gravity.
3.6. Supersymmetric random surfaces
Part of the motivation to consider the surfaces with extrinsic curvature came from the
study of surfaces with worldsheet supersymmetry. Is it possible to implement the local
supersymmetry at a discretized level? The answer is no. Local supersymmetry cannot
be put on a lattice since the generators relate to translations and rotations which are
explicitly broken by the presence of the lattice. However, if we consider the Green-Schwarz
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formulation of the superstring the situation is somewhat dierent. In this formulation
there is no local worldsheet supersymmetry, but space-time supersymmetry. This is no
problem in the discretized approach which is Euclidean invariant. In fact one can directly
write down an action which is supersymmetric [27, 28].
Recall the continuum formulation of the Green-Schwarz superstring: The simplest su-



















































This action possesses an obvious supersymmetry if () like x

is a worldsheet scalar,

















); !  + ": (3.88)
At the discretized level we have assigned a bosonic variable x
i
to each vertex in a given
triangulation T . We now assign an additional fermionic variable 
i
to the vertex and the
discretized supersymmetric action is:
S
T





































The path integral would now be written as a summation over all triangulations and for a






























The problem with the above action at the continuum level is that it is not understood
if it leads to the theory we want. Even at the classical level the continuum system seems
quite impenetrable. The Dirac bracket prescription leads to complicated expressions which
seem impossible to disentangle. A naive counting of degrees of freedom shows that in
spite of the global supersymmetry there is not a perfect match between the fermionic and
bosonic degrees of freedom. In dimensions D = 3; 4; 6 and 10 it is possible to add an
























This term has the correct symmetry properties in the above mentioned dimensions if the
fermions are chosen as Majorana spinors in D = 3 and 6, Majorana or Weyl spinors in
D = 4 and Majorana-Weyl spinors in D = 10. In all of these cases the resulting fermionic
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degrees of freedomwill be 2(D 2). If we naively state that the bosonic degrees of freedom
will be D  2, since two degrees will be absorbed in reparametrizations of the surface, we
still have an incorrect number of degrees of freedom. It can be shown that eqs. (3.87)
and (3.92) together lead to an additional local fermionic symmetry on the worldsheet, the
so-called -symmetry, which eectively allows a decoupling of D  2 fermionic degrees of
freedom. Unfortunately the local nature of the  symmetry makes it dicult to enforce
at the discretized level. A suggestion for a discretized version of (3.92) for a given metric,














However, we have no exact -symmetry even with this term, so from this point of view it
is not clear that we need to add the term.
To summarize, it is nice that one can write down a regularized version of a superstring
partition function, which even at the discretized level has space-time supersymmetry.
However, it is not based on the action used in the continuum. Nevertheless one should
be aware that the continuum action (3.87) was discarded not because it was wrong, but
because a simpler alternative arose after adding the term given by eq. (3.92) to the action
(3.87). The action (3.87) might still serve well in a non-perturbative framework, like the
one presented here.
4. Matrix models and two-dimensional quantum gravity
4.1. Matrix models
For the bosonic string without extrinsic curvature term the results of the discretization
was somewhat disappointing in the sense that we did not nd a string theory. However,
it is worth to recall that it is possible to calculate 
s






(c   1)(c   25)
12
: (4.1)
The formula is not valid for c > 1. The bosonic string has c = D and we are probing a
most dicult region.
For c < 1 some results are known from Liouville theory [30], e.g. (4.1). The concept of
discretization works very well for general covariant theories in the same region. A number
of aspects of the theories can be solved both by continuum methods and directly at the
discretized level. Historically many of the results were obtain rst using the discretized
approach. The exact solution allows one to study in detail the scaling limit. In this
section I will outline how to solve some of the theories with c  0 coupled to quantum
gravity, using very elementary tools.

























denotes the Einstein-Hilbert action, L
m
an invariant Lagrangian density, () a
matter eld and  a coupling constant.  and G are the cosmological and the gravita-
tional coupling constants, respectivly. Since the integration over the curvature term is a
topological invariant for closed two-dimensional surfaces, only the cosmological term will
play a role, except if we sum over topologies. If we consider a specic manifold, i.e. if
the topology is xed and characterized by its Euler characteristic , and if A denotes the



























We have already considered the discretization of (4.4) in the case of D Gaussian elds 

.
Let us consider pure two-dimensional quantum gravity, i.e. eq. (4.4) without any matter



























As usual the summation is over a suitable class of (abstract) triangulations. As noted in














denotes the abstract triangulations constructed from K triangles. The number
of inequivalent triangulations which can be build from K triangle grows faster than K!.
For a given K the Euler characteristic (T )   K=2 and it is clear that the sum (4.8)
is divergent for all . In the continuum it is not known how to dene the path integral
(4.4) except for a xed topology. Eq. (4.8) shows that even in the discretized approach
where we have introduced a cut-o we can still not dene such a sum in a straightforward
































contrary to the factorial bound valid when all topologies are included. As a consequence









For a given  the critical cosmological term is the minimal value of  for which the sum
(4.11) is convergent. This value is precisely the value 
c
in (4.10) and it can be shown
to be independent of . For a xed topology we can try to dene a continuum limit by
approaching 
c
from above. By combining eqs. (4.10) and (4.11) we see that suciently
high derivatives of Z

() will diverge for ! 
c
































we nd for ! 
c
















This is an indication that large K will dominate for  ! 
c
and that it makes sense to
introduce a scaling parameter a such that A = Ka
2
is viewed as the physical area of our
two-dimensional world.
While these results have been obtained by the mathematicians [31] by explicit counting
the number of ways to glue together triangles to form closed combinatorial manifolds, it
is convenient from the point of view of physics to make this counting \automatic". This
is done by representing the triangles by means of Hermitian matrices [32, 33]: Label the
vertices of the i
th

































































can be performed by doing all possible Wick contractions of -elds. This corresponds














Fig. 17. The matrix representation of triangles which converts the gluing along links to a Wick contraction.











































This is illustrated in g. 17. After all Wick contractions are performed on the lhs of
eq. (4.15) the K triangles have been glued together in all possible ways. The surfaces
created in this way will consist of disconnected parts, but we get the connected graphs
13
by taking the logarithm of all graphs. Furthermore we can calculate the contribution from
a particular graph constituting a closed surface: in the process of successive gluing we
pick up a factor N , N being the number of indices, whenever a vertex becomes an internal
vertex in the process of gluing together links by Wick contractions
14
. This means that we
get a total factor N
V














, since the Euler
characteristic for a triangulation of K triangles, L links and V vertices is
 = V   L+K = V  K=2: (4.19)




N the weight of a given triangulation only
depends on its topology. In addition the sum over all triangulations exponentiates. Col-






Among the connected graphs created in such an unrestricted gluing will be graphs with one-loops and
two-loops. These are strictly speaking not combinatorial manifolds but they have a clear identication as
\surfaces" with a specic . As already mentioned we do not expect such short distance phenomena to
play any role in the scaling limit and this is substantiated by the known fact that although the value of

c
in eq. (4.10) will depend on the particular class of graphs we consider (one-loops excluded, two-loops
excluded etc), the exponent 
s
will not. This is in accordance with the general behavior in the theory of
critical phenomena: the positions of the critical points are not universal, only the critical exponents.
14
It is important to stress that N is a formal expansion parameter which should always be taken to 1
at the end of a calculation since the analogy with surfaces is based on the fact that the indices of the
dierent vertices are independent.
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provided we make the identication:
1
G
= logN;  =   log g: (4.22)
Below it is shown that eq. (4.21) allows a 1=N
2
expansion. This expansion is therefore
identical to the topological expansion (4.9) of the random surfaces and eq. (4.21) is an
attempt to perform a summation of this expansion. A glance at eq. (4.13) gives an idea
of the physics involved in this summation: Since 
s
 1=2 the partition function Z() is
nite at the critical point 
c












+ less singular terms: (4.23)
The only way we can imagine at all a summation over  for ! 
c
is to conjecture that

s














Although the Einstein-Hilbert action is topological in two dimensions it will play a non-
trivial role if we attempt to perform the summation over topologies. The conjecture 
s
() 
2 = ~c turns out to be true, and ~c > 0. This implies that the continuum limit  ! 
c
forces G! 0 if we want to perform the summmation (4.23). This limit is called the double













, where A is the continuum area of the surface. Equation (4.25) tells us that that









for a! 0; N !1 (4.26)
We will later verify the conjecture

s
()  2 = ~c; (in fact ~c = 5=4:) (4.27)
A few comments are necessary at this point. Clearly a formula like (4.21) makes no
sense as it stands. The matrix integral is not convergent and we have only dened and





N ) in a power series, and performing the resulting Gaussian integral, i.e.
gluing the triangles together via the Wick contractions. It is of course a very interesting
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question if it is possible to make sense of the integral (4.21) in a non-perturbative way.
The original continuum functional integral which led to (4.9) is vague when it comes to
the question of summing over dierent topologies. In the case of string theory, and in the
case of random surfaces which are intended to be a regularized version of string theory,
we have to sum over all topologies in the way indicated in (4.9) by unitarity: A closed
string can split in two, which can later join again, in this way changing the topology
of the surface from that of a sphere (with two boundaries) to that of a torus (with two
boundaries). In the case of gravity it is not clear that such a change is required if we
disregard any connection between gravity and string theory. It is nevertheless tempting to
assume that the summation should be performed. In the general case of random surfaces
we have already mentioned that our regularized (discretized) approach has little to say
about the sum over topologies: It is a non-perturbative regularization of the string path
integral for a xed topology, but perturbative in topology. In the special case of strings in
d = 0, i.e. pure two-dimensional gravity, a closed formula like (4.21) seems to oer some
possibility for a non-perturbative denition of the sum over all topologies. An obvious rst
suggestion is to dene the functional integral by analytic continuation. By the rotation
! e
i=6
























Contrary to (4.21) this integral is well dened. If we expand the interaction term in
powers of g and perform the Gaussian integrals we get identical results to the \Wick-
gluing" underlying the formal expression (4.21). The problem with an expression like
(4.28) is that we cannot be sure it is real. In fact it is not: it can be shown that it







i.e. it will never show up in the perturbative expansion in g. It seems from these consid-
erations that we have not yet succeeded in a satisfatory denition of a non-perturbative
summation over topology, but it shows the potential power of the discretized approach
that one is able to discuss these questions at all .
A second, and much more simple minded remark is that the problem with the denition
of the matrix integral (4.21) is not due to the unboundedness of the Tr 
3
term. Although
from a geometrical point of view it is natural to use triangles as building blocks, in the
context of two-dimensional quantum gravity one could use squares, pentagons etc.. Had
we chosen to glue together squares, we would have a term gTr 
4
=N in the action instead
of the cubic term, but it would still appear with the wrong sign, i.e. the action would be
unbounded from below, since we want all \surfaces" build from squares to appear with a
positive weight in our functional integral. In general the gluing of n-gons will be generated






















For the purpose of a general (perturbative) analysis of the matrix integral (4.21) it is



























In eq. (4.32) we have of convenience scaled !
p
N. In this way the topological nature
of the expansion is still preserved: All two-dimensional complexes of Euler characteristic
 will have a factor N

associated with them. The interpretation of (4.31) is intended to





 0 with the sign convention used in (4.32). The convenience of considering an
arbitrary potential is that the general coupling constants g
n
act as sources for terms like
Tr 
n
, and by dierentiating Z with respect to g
n
we can calculate expectation values of




=Ni has the following obvious interpretation: It represent
the summation over all \surfaces" which have a n-sided polygon as boundary. This follows


















will represent the sum over all connected two-dimensional complexes which connect one
boundary consisting of n links with another boundary consisting of m links. Since two-
dimensional quantum gravity describes the amplitude between one-dimensional geome-
tries such expectation values are precisely what we are looking for (in the end we will of
course have to take some kind of scaling limit in order to make contact with continuum
physics). Let us dene the generating functional for connected loop correlators. The









The generating function for s-loop correlators, which we will also, somewhat inaccurate,
denote the s-loop correlator, is dened by
W (z
1




























where conn refers to the connected part as dened by (4.33), or its generalization to more
correlators. One can rewrite (4.35) as
W (z
1




























































































and this equation shows that if the 1-loop operator is known for an arbitrary potential,
all multi-loop correlators can be calculated.
The 1-loop correlator is related to the density () of eigenvalues dened by the matrix



































For N !1 exist, as we shall see, consistent solutions where the support of  is conned
to a nite interval [y; x] on the real axis. In this case W (z) will be an analytic function




W (+ i") W (   i") (4.44)
4.2. The loop equations
Amazingly few assumptions enter in the derivation of a set of equations which allow us to
solve, as an expansion in large N , the above dened matrix model [35{38]. Let us explore
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We consider " as an innitesimal parameter and one can prove that to rst order in " the
measure d dened by eq. (4.16) will transform like









The action will change as





We can use these formulas to study the transformation of the measure under more general













This kind of eld redenitions only make sense if p is chosen on the real axis outside the
support of the eigenvalues of . As mentioned above we will verify that this scenario is





















The integral (4.31) will be invariant under a redenition of the integration variables by
eq. (4.48) and the change of measure and action has to cancel to rst order in ". By use


























The rst term in this equation is by denition
N
2
W (p)W (p) +W (p; p): (4.52)
The second term in eq. (4.51) can be written as an integral over the the 1-loop correlator









































Fig. 18. The integration contour C and the cut from y to x. When deforming the contour to innity we
get two contributions: one from the circle C
1
and one from the circle C
z
around the pole z.






























where the curve C should enclose  but not p. However, for the change of the order of
integration it is essential that we can choose C such that it encloses all eigenvalues and
not p. This is possible if the density  has compact support on the real axis. With this















W (z; z) (4.54)
where z is outside the interval [y; x] on the real axis. In addition, since we have seen
that W (z) is analytic outside the support of , eq. (4.54) will be valid in the rest of the
complex plane by analytic continuation, again provided C does not enclose z (see g. 18).
We can solve the loop equation by standard contour integration if we ignore the last
term on the rhs of eq. (4.54). This is in accordance with a perturbative expansion in 1=N ,
since the correlators are normalized to order O(1) in N . The approximation where we
ignore the last term on the rhs of (4.54) is called the large N approximation. Translating
back to the language of surfaces the 1=N
2
expansion is the expansion in topology of the
manifolds, and the large N approximation implies a restriction to spherical topology.

















and C can be deformed to 1 only picking up a simple pole (zW
0
(z)) at z, (see g. 18).









and eq. (4.54) reads
zW
0

















(z) has a square root cut at the real axis ([y; x] = [ 2; 2]) and according to (4.44) the









(2  )(2 + ) (4.59)
which is Wiener's famous semicircle law.
For a general potential we can nd a solution which has essentially the same structure





(z) at z, and at C
1



































Only the term with total power  1 will contribute, i.e. if V is a polynomium of power n



















It follows that the loop equation does not determine uniquely the n   2 \moments"
W
1
; : : : ;W
n 2
, and the polynomium Q(z) is consequently an arbitrary polynomium of































Not every choice of Q(z) is allowed sinceW
0
(z) cannot have a cut away from the real axis
by construction. Let us here assume that the eigenvalue density is as close in structure








(z   x)(z   y) (4.64)
where M(z) is a polynomium of degree n  2. The eigenvalue density is
() M()
q
(y   )(x  ); (4.65)
and in this sense it is close to Wiener eigenvalue distribution (4.59). Nevertheless an












(z   x)(z   y)

(4.66)
and the requirement that W
0






















(!   x)(!   y)
; (4.67)
as the part of the integral which involvesW
0
(z) vanishes. By expanding the last integrand



































































] = 0; (4.70)
These two equations follows by contracting the contour in the last integral in (4.67) to C.
In this way we pick up a pole term at z which precisely cancels V
0
(z) in (4.66) and we


















(!   x)(!   y)
: (4.71)
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By expanding in 1=z and using that W
0
(z) contains no constant term and W
1
= 1 we get
(4.70).
4.3. Complete solution to leading order in 1=N
2
In principle the complete solution at spherical level is given by (4.69)-(4.70). These
equations dene W
0
(z) and we can apply the loop inserting operator to obtain any multi-
loop correlator. Quite surprisingly one can obtain an explicit formula if we change the
matrix model slightly. Instead of Hermitian matrices we use general complex matrices




































represents a 2n-gon where the
boundary links have alternating black and white colors, corresponding the  and 
y
. The
eect of Gaussian integration with respect to the complex matrices is to glue together such
\checker-board" polygons just as Hermitean matrices glued together ordinary polygons.







6= 0 while h
2







= 0. Such short distance dierences in gluing
should be unimportant in the continuum limit.
We can write down the loop equations for this model. Since the potential is symmetric
































where the last equation expresses that W
0
(z)  1=z for jzj ! 1.


















































































] = 2: (4.77)
While these formulas look rather complicated it is a pleasant surprise that things simplify






















































































































































































Notice the following [41, 42] (see also [43{45]):
(1): The above formulas are valid for any potential V . All dependence on the coupling
constants are hidden in M
1
and x.




= (k + 1=2)M
k+1
. For an arbitrary potential




; : : : ; z
s
) is a simple algebraic function of z
k
and
only depends on x and M
1
; : : : ;M
s 2
.
(3): The same statements are true for the Hermitean matrix model, except that we































(4): If we iterate the loop equation after 1=N
2
this simplicity continue to hold. For genus






) is a simple rational function of
(z
k
  y) and (z
k





, k  3g   2 + s. This is even true for s = 0 if g > 0. As an example it can be
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shown that the free energy F
g













This formula is valid for all potentials V ()!
The proofs of the above statements are all trivial (but sometimes tedious) and involve
nothing beyond elementary linear algebra.
4.4. The scaling limit
In the case of the simplest potential (Tr 
3




for the complex matrix model), we have one independent coupling constant g if we x the
coupling constant in front of the Gaussian term. Eq. (4.22) gives the relation between the
bare cosmological coupling constant  and the coupling constant g of the matrix models.
We have seen that there is a critical 
c
such that the continuum limit should be taken for
! 
c
. Corresponding to 
c
there will be a g
c
. If we now introduce the lattice spacing a














  g  a
2
: (4.85)
In this way the renormalization follows the renormalization of one-dimensional gravity
and is in accordance with the general additive renormalization of dimensionful coupling
constants. In case we extend our model and consider the gluing of arbitrary polygons (but
with positive weight) we expect nothing new, except that the critical point g
c
will now
be a (n-1) dimensional hyper-surface if we have n coupling constants. The identication
of this hyper-surface is easy in the present formalism. Let us for simplicity consider the



















The only non-analytic behaviour is associated with the endpoints of the distribution




] is positive the behavior will be identical to that of the Gaussian model.
M
1
involves a relation between the positive coupling constant in front of the Gaussian
term and the negative coupling constants of the polygons. It can be ne tuned to zero on
a n 1 dimensional hyper-surface. All higherM
k
will be negative if the coupling constants
g
k







] = 0: (4.87)






) corroborates this observation since it will be singular precisely
when M
1




sponding endpoint of the eigenvalue distribution by x
c
. In statistical mechanics the masses
and running coupling constants are dened by the approach to the critical point. We have
already seen examples of this in the case of random walks and non-critical strings. Let
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us therefore move slightly away from the critical hyper-surface by scaling the coupling






















. It can be calculated













































































































Let us now calculate 
s
. As discussed in detail in the last section 
s
will be related to


























where (4.85) is used. We get the contribution to the s-point function in the scaling limit
from (4.82) by rst performing the contour integral with some nite powers of z
i
. This













We conclude that 
str
=  1=2
Let us now turn to objects which are not readily calculated in Liouville theory, corre-
lation functions between genuine macroscopic loops [41]. These are object of fundamental
interest in a quantum gravity theory.
15
In the string case we had to integrate the s-point function over all space, but here is no target space
and the integration simply drops out.
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From the explicit formulas for the multi-loop correlators it follows that the complex








































) allow us to reconstruct the multi-loop correlators consisting of discretized




by multiple contour integration. In the scaling limit




a, i.e. they will go to zero. If we want
genuine macroscopic loops we have to scale n
i
to 1 at the same time as a! 0 such that
l
i




















; ) by an inverse Laplace transformation. The reason why the contour
integration is changed into an inverse Laplace transformation is that the cut [ x; x] (or
[y; x] in the Hermitean matrix model) by the substitution (4.92) and (4.95) is changed
into a cut ] 1;
p











































; : : : ; 
s





























is a wave function renormalization of the macro-












to the action. This is just the induced one-dimension gravity on the boundary of the
manifold. Since  has the dimension of mass we expect in the discretized version that the
bare coupling constant will undergo an additive renormalization (like the cosmological










































; s  3: (4.101)
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; ) are slightly more complicated since W
0
(z)
contains a non-universal part (V
0
(z)=2). and we will not give them here.





; : : : ; l
s








































In the last subsection we considered the spherical limit of ordinary discretized gravity.
All graphs appeared with positive weight and the scaling limit was independent of the



















< 0; n > 2 (4.103)
leads to the same scaling limit.
Let us lift the constraint in eq. (4.103). In this way we clearly move away from pure
gravity since some of the polygons are glued together with negative weight. However, as
already mentioned, formulas like (4.80)-(4.82) are valid for any potential where g
1
> 0.
Without the constraint it is possible to get a new critical behavior in the scaling limit [39]













] 6= 0: (4.104)
The hyper-surface in coupling constant space satisfying (4.104) is called the m
th
multicrit-































We want to maintain (4.92) and (4.95) which allow us to identify a with the link-length.
























used in (4.106). We can repeat the arguments


































Let us tentatively compare this to a (p; q) minimal conformal eld theory coupled to
gravity. The central charge is c = 1   6(p   q)
2






; q > p and co  primes: (4.110)
(4.109) leads to the identication of the m
th
multicritical model with a (2,2m-1) minimal







) does not behave like (4.93). But the explanation is perfectly in
accordance with the identication suggested. (p; q)-models have operators of negative
scaling dimension, the most negative being 
0
= (1   (p   q)
2
)=4pq. After coupling to
gravity they might produce a more singular behavior than the cosmological term. The
change in potential (4.106) excite all operators, including possible negative dimensional
ones. These will dominate over the cosmological term for m > 2 and the scaling dimension





. This implies that each time one inserts \an arbitrary puncture" on the surface,









. From this point of view
~
 acts like the






























It is of course a matter of denition whether one uses (4.109) or ~
s
.
The second point concerns the expansion beyond the spherical limit. Using the loop equa-
tion it can be performed without any problem. Let us here just mention the result in the
double scaling limit: Approaching the m
th














; 1  k  m; M
k
= O(1); k  m: (4.111)










































= 3g   3 + s and d = x   y is the length of the cut. The second equation







are independent of the multicritical point and can be identied with so-called
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intersection indices in the moduli space M
g;s
of Riemann surfaces of genus g with s
punctures.
This expansion points towards two apects of the theory which we have no space to
discuss further




is kept xed should be identied with the
renormalized gravitational constant via (4.26). In fact we get ~c = (2m+ 1)=4.
(2): The strong indication of topological nature of the theory due to the surprising and
beautiful appearance of the intersection indices of moduli spaces of Riemann surfaces.
(see [46] for a review, and [45] for the connection to the so-called Kontsevich model.)
What we would rather like to stress here is the perfect analogy to standard statistical
mechanics. The \masses" of the theory (
k
) are xed by the specic approach to the
critical surfaces. These are hyper-surfaces in an (in principle) innite dimensional coupling
constant space and they are all of nite co-dimension, precisely as we expect in the general
analysis of critical phenomena.
5. The mystery of c > 1
5.1. The Ising model
The coupling of any matter elds to two-dimensional quantum gravity at the discretized
level is in principle simple. First consider the theory in ordinary two-dimensional space.
Most two-dimensional eld theories can be \latticized", i.e. they can be formulated as
statistical models on a regular two-dimensional lattice in such a way that the continuum
limit is recovered as the scaling limit where the \bare" coupling constants are scaled to
a critical point. At this critical point a correlation length is divergent and one can forget
the underlying lattice. In order to couple the theory to gravity we formulate the model on
random lattices and take the annealed average over a suitable ensemble of random lattices
which can be identied with surfaces of a certain topology. Usually we have in mind
triangulations, but as we saw in the last section, it is possible to glue together a large
variety of polygons without changing the critical behavior of pure gravity. To the extend
that it is possible to formulate the matter theory on such polygons, we expect the same
universality after coupling to matter. After taking the annealed average there might still
be a phase transition and at the transition point it might be possible to dene a continuum
limit of the theory. This continuum limit will then qualify as an explicit realization of
the original theory coupled to quantum gravity. In general the critical properties of the
theory dened by taking the annealed average over the class of random lattices will dier
from the corresponding critical properties of the theory dened on a regular lattice. This
change is interpreted as the inuence of quantum gravity on the matter elds. However,
the weight attributed to the random surfaces is inuenced by the presence of the matter
elds and at the critical point the non-analytic part of the partition function can change.
Critical exponents like 
s
change too, and this has the interpretation as a back reaction
of the matter on gravity.
In sec. 4 this program was realized, although the identication with the (2; 2m   1)
minimal conformal eld theories were made in a rather indirect way for m > 2. They all
corresponded to c < 0 for m > 2, i.e. to non-unitary eld theories. Conceptually it is
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more interesting to consider unitary theories, i.e. theories with c > 0. The Ising model
was the rst model with c > 0 where it was possible to take the annealed average and in
this way calculate the critical exponents of the theory after coupling to gravity [47, 85].
Later the results were conrmed by the use of continuum methods.
Following the strategy just outlined we dene the model on a regular lattice. This is
just the ordinary Ising model
16






























where i; j refers to the triangles in T and
P
(ij)
is over pairs of neighboring triangles.
We assume that the triangulation has spherical topology. The explicit solution of this
model is made possible by mapping it on a two-matrix model. To each triangle i is
associated a spin 
i
variable which can take two values (1) and the model (5.1) has the
following representation in terms of triangulations: we have to glue together two kind of
triangles (with labels ) in all possible ways compatible a given topology (here taken to
be spherical). The weight of the gluing along links will be 1 if the triangles are identical
and e
 
if they are dierent. In addition we have the usual weight given by the total
number of triangles. This generalized gluing process can be realized by a two matrix





,  and  being Hermitean matrices as in the one-matrix model. In order to






































where ;  refers to the matrix indices, while the 2  2 matrix refers the indices . It
glues triangles with dierent spin with weight e
 
as desired.
This two-matrix model can be solved explicitly, as was the case for the one-matrix
model. We will not discuss the solution here, only mention the result. For large  (low
temperature) the system is magnetized. The spins are aligned. All triangulations have the
same magnetic energy for this spin conguration and this means that gravity can uctuate
as if there where no spins at all: The fractal geometry will be as in the pure gravity case
and 
s
=  1=2. For very low  (high temperature) the spins will uctuate wildly and not
care about any underlying lattice structure either. The magnetization will be zero, the
16
On a regular lattice the spins are usually placed at the sites of the lattice. Alternatively one could place
the spins in the centers of the simplexes or hyper-cubes etc. depending on the structure of the lattice.
By connecting the centers we can view the latter assignment as a spin system on the dual lattice. When
it comes to critical properties of the system one would not expect any dierence since we will usually be
interested in long distance behavior where we want to forget about the underlying lattice. Historically
the spins on dynamical triangulations were put at the centers of the triangles and we will follow this
convention.
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geometry will still be independent of the spin system and 
s
=  1=2. As  is increased
from zero the spin system will start to interact with geometry. This is possible since the
magnetic energy is proportional to the length of boundaries between spin clusters. On
a regular lattice a large spin cluster of area A will have a length L 
p
A. This is not
necessarily so on a dynamical lattice. A glance at g. 19 shows that we can have very large
spin clusters separated by boundaries of only a few links. In this way it is clear that the
matter system will have a tendency to deform the triangulations towards geometry with
small \bottle necks" like the ones shown in g. 19. This gives us a direct visualization of
the back-reaction of matter on geometry. For the Ising model this back-reaction is not
suciently strong to the change 
s
before we reach a  so high that it is favorable for
the spins to align: we have a transition. At the transition 
s
changes to  1=3. Above
the transition it jumps back to  1=2. Not only does the spin system aect the fractal
structure of the geometry. The uctuating geometry will change the critical properties
of the spin system. Intuitively one would expect it to soften the transition and this is
what happens. The second order transition for the Ising model on a regular lattice is
changed to a third order transition and the specic heat exponent  is changed from 0 to
 1. The critical exponents  for the magnetization and the spin susceptibility exponent
 (not to be confused with 
s
) are also changed. Needless to say, the exponents calculated
this way agree with the KPZ exponents of a c = 1=2 conformal eld theory coupled to
two-dimensional quantum gravity.
5.2. Multiple Ising spins
It is now trivial to couple many Ising spins to quantum gravity. We simply put several
independent species of Ising spins on each triangle. On a regular lattice this does not lead
to any new physics since they are non-interacting. The only change is that the central
charge will be c = n=2, n being the number of Ising copies. On dynamical triangulations
they will interact in a non-trivial way via the back-reaction on geometry as described
above. It is clear how one can formulate the models as multi-matrix models. However, we
cannot solve these. If the number of copies n of Ising models is larger than 2 we enter into
the region of strong interaction between geometry and matter in the sense that the KPZ
formula (4.1) breaks down. In this region it is still not fully understood what happens.
This is the same region where the non-critical string is dened. However, for n!1 it is
possible to analyze what happens using mean eld theory
17
.
As a starting point we use some very important inspiration from the extensive numerical
simulations of multiple Ising models on dynamical triangulations [49{52]. The simulations
indicate that:
1) There is still a critical point 
c
below which there is no magnetization and above which
the system is magnetized.
2) Above 
c
the geometry seems to be that of pure gravity. Below 
c
there is a region
where the situation is not clear, and where the fractal structure of the surface is very
pronounced. For suciently small  the geometry again is that of pure 2d gravity.
3) For a large number of spins it seems as if the system increasingly fast will be totally
17
The discussion here follows [53], since the interpretation in terms of random surfaces is very simple.
However, the same mean eld arguments have appeared in slightly dierent contexts in a number of
papers [54{58].
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magnetized when  > 
c
. I.e. for  > 
c
, but quite close to 
c
, the system will essentially
be identical to the one at  =1.




) will be positive.
In view of point 2) and 3) it seems reasonable to attempt a description of the model
(for a large number of Ising copies) in a region around 
c
and for large  in terms of
an eective model which has only spin excitations with minimal boundaries separating
 regions since these excitations have a minimum energy. Let us for convenience of the
following arguments specify the class of dynamical triangulations T
2
used in the annealed
average to include all gluings of triangles such that the corresponding surfaces are spherical
and the minimal length of a closed loop of links is two. Such minimal loops are shown in
g. 19. For this class of triangulations a minimal boundary between spin clusters will have
length two and we can view the surfaces as glued together of  decorated baby universes,
i.e. parts of the surface connected to the rest by a small loop of length two. In other
words we consider the summation over all triangulations in the class T
2
and on a given
triangulation we consider self-consistent iterations of the minimal spin-energy excitation.
This is obviously identical to the rst term in a low temperature expansion on a regular
lattice. Here it will interact non-trivially with the geometry.
Let us in this mean eld model consider the one-point (or more precisely one-loop)
function G(; ), where the boundary just consist of two (marked) links. The boundary
eliminates the symmetry factor 1=S
T
































denotes the class of triangulations where the boundary is a loop consisting of






denotes the summation over the restricted class of spin
congurations. Similarly, one denes n-point functions that are essentially derivatives
w.r.t.  of the one-point function. The susceptibility (; ) is dened as




and the string susceptibility exponent 
s














() denotes the critical cosmological constant as a function of .








Recall that the reason why the Ising model on the dynamical triangulations could be
solved was the ability to map it to a random surface model (gluing two kind of triangles).
For our mean eld model we have this mapping explicitly given to us by the recursive
decomposition in baby universes of alternating spin orientation as illustrated in g. 19.


























Fig. 19. A graphical representation of eq. (5.7). The complete one-loop function allows a recursive
decomposition into baby universes with denite spin assignment.
























denotes the number of links in










. In eq. (5.7) the factor
e
 2
represents the coupling of a baby universe across the phase boundary to the rest of
the surface and the factor 1 in the parentheses originates from the empty baby universe.






















Note that the last equation can be written as













which expresses  in terms of known functions of  and  since pure gravity can be solved.
From eqs. (5.8) and (5.9) we get

























It is clear that the derivation and the equations are very similar to the ones used to prove

s
= 1=2 for the non-critical strings. Indeed, we will nd the same results here, but the















Fig. 20. The phase diagram. The partition function is dened (convergent) to the right of the critical
line 
c
(). The innite volume limit is obtained by keeping  xed and approaching () from the right.
For  !1 () approaches 
0
for pure gravity. 
c
denotes the phase transition point.
Since the string susceptibility exponent 
(0)
s









) are nite. This implies that a 
c
exists such that the denominator
in (5.11) is dierent from zero for all   
c




will be the phase
transition point. Fig. 20 shows the phase diagram in the (; )-plane.


















for  > 
c
: (5.12)
This is the phase where the model is magnetized, where the spin uctuations are small
and where the geometry of the surfaces is not aected by the spins.
The number 
c
is characterized by being the largest  for which @=@ equals zero for



















































for  < 
c
: (5.15)
Let us now consider region II in g. 20 where  < 
c
. If we use eq. (5.10) and (5.11)
this implies that the lhs will be singular for  ! 
c









() will be regular around 
c















To derive the last equation we have used (5.11) and (5.14) which tell us that
 = 
c




+    : (5.17)
We conclude that 
s
() = 1=2 for  < 
c
. In this phase baby universes are dominant.
Eectively we have branched polymers and the total magnetization of the system is zero.
Let us nally consider the system at the critical point 
c
. This point is characterized by




) coincides with 
0
. Although the singularity of (; 
c














) since the functions in (5.11) are singular in 
0
. On the other hand we can
















































































The model can easily be extended to include the coupling to a magnetic eld and
one can explicitly verify that the system is magnetized for  > 
c
and has zero total
magnetization for  < 
c
. Further the transition is a third order transition (like in the
full Ising model on dynamical triangulations). The model captures the essential features
observed numerically for a large number of Ising models on dynamical triangulations. It
also strongly suggests the existence of a region below 
c
where the surfaces consist of
numerous totally magnetized baby universes with dierent spin orientations such that
the total magnetization is zero. The spin transition observed is just the nal alignment
of the spins of the baby universes.
The following should be noticed:
(1): For a nite number of Ising models the mean eld approximation above clearly fails
for  ! 0. In the innite temperature limit 
s
has to return to the value  1=2. In
the mean eld approximation 
s
stays equal 1=2. For high temperatures there will be
important spin congurations which are dierent from the ones considered in the mean
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eld approximation. If we for suciently high central charge c assume the existence of




= 1=2, it is an interesting and unsolved question how the
transition to 
s
=  1=2 takes place. Is there a single transition, a continuous change or
a cascade of transitions, and how are these transitions characterized?
(2): The transition at 
c
had 0 < 
s
< 1=2 and it was related to 
(0)
s
for pure gravity by
eq. (5.20). The formula reects that the individual baby universes are totally magnetized,
i.e. have the fractal structure of pure gravity. This can be generalized [59]:
Theorem: given a multiple spin model with 0 < 
s


















The interpretation of eq. (5.21) is that the individual baby universes have a fractal
structure corresponding to a unitary conformal eld theories with c < 1 coupled gravity.
Such theories are characterized by a c
n
= 1 6=n(n+1) and a 
s
=  1=n. Formula (5.20)
represented the simplest example, c = 0, but it can be shown, using renormalization
group arguments, that (5.21) is the only possible critical behavior if 
s
> 0. It rules out
the possibility that 
s
can change continuously while larger than zero. It also tells us
the possible solution to the c > 1 disaster in the continuum approach: The interaction
between matter and geometry becomes so strong that the surfaces disintegrate dynamically
into baby universes which individually have c < 1. What is missing in our understanding
is how to predict a specic c
n
 0 from c  1. The only thing we know is that for c!1
it follows that c
n
= 0.
5.3. Random surfaces with extrinsic curvature (II)
Let us return to the random surface theory with extrinsic curvature. Recall that numerical
simulations indicated that 
s
 1=4. Can we understand the theory in the general setting
outlined in the beginning of this section? To investigate this possibility consider the model








































(but it is easy to formulate










) where4 = (ijk) 2
T .
Eq. (5.22) denes the model of so-called crystalline surfaces [60] (see the lectures of
Peliti and Nelson for details). Since T is regular we can view it as a lattice theory, either
in terms of the variables x
i
, in which case it is non-polynomial, or in terms of the normals
n
4
after integrating out some of the degrees of freedom of the x
i
's. If we go to the limit
 = 0 it is a purely Gaussian model and it can be solved trivially. Viewed as a lattice
model in terms of the normals it is a weird theory [61]. If we use a continuum notation
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for  6= 0. In this formula  is just a convenient continuum proper-time cut-o instead of
the lattice spacing
18
. Except at coinciding points the normals are anti-correlated. This
truly remarkable situation can only appear because the surface is totally crumpled in R
3
.









i.e. the Hausdor dimension d
H
=1.
With increasing  the short distance correlation between the normals becomes positive,
but the long distance tail remains negative, which implies that d
H
= 1. However, for
a nite value  = 
c
the system undergoes a phase transition, the so-called crumpling
transition, after which the normal-normal correlation becomes positive everywhere and
the Hausdor dimension nite. The transition seems to be second order. Large scale
computer simulations have veried the existence of this transition and strongly suggest
that it is second order [62{64]. Calculations of the -function () for continuum toy










i.e. an ultraviolet xed point and applying the renormalization group we would have the
ow shown in g. 21. There should be a central charge c associated with this transition.
Its value is not known, but it would be most interesting if c > 1. If  = 0 we have 3
Gaussian elds and c = 3. Since  = 0 is an infrared xed point (see g. 21) one would
naively expect from the c-theorem that c
crump
 3.
The summarize: Although weird, the model fullls the requirement for a spin model
we can couple to quantum gravity. It is done by taking the anneal average of (5.22) over
random triangulations (of the sphere), i.e. we arrive precisely at the random surface model
studied earlier. Numerical simulations showed that this model had a phase transition to
smooth surfaces. It is natural to conjecture that it is the quantum gravity version of the
crumpling transition. If c
crump
> 1 we will be in same situation as for the multiple Ising
models. The numerical measurement of 
s
gives some support to this idea. It would
be most interesting to have a better analytic understanding of the transition since it
is relevant both from the viewpoint of string theory, as described above, and from the
viewpoint of membrane physics: It is a model of a uid membrane, not entirely physical
since it is self-intersecting, but still of considerable interest.
18
To be more precise the continuum Gaussian action is used and, if  is an ultraviolet cut-o and L an


























Fig. 21. The -function for the crystalline surface model (5.22).
6. Euclidean quantum gravity in d > 2
6.1. Basic questions in Euclidean quantum gravity
Until now we have considered various aspects of two-dimensional quantum gravity. As
long as we restrict topology we deal with a well dened theory. There might even be some
hope that one could dene the summation over all two-dimensional topologies although
this question is not yet settled. At the moment we address Euclidean quantum gravity in
dimensions higher than two a frightening number of basic questions appear. Let us just
list some of them:
(1): How do we cure the unboundedness of the Einstein-Hilbert action in d > 2?
(2): Does the non-renormalizability of the gravitational coupling constant not spoil any
hope of making sense of the theory?
(3): What is the relation between Euclidean and Lorentzian signature in the absence of
any Osterwalder-Schrader axioms to ensure that we can rotate from Euclidean space to
Lorentzian space-time?
(4): What is the role of topology, keeping in mind that four-dimensional topologies cannot
be classied?
It is possible to take these questions and our inability to answer them in a fully satis-
factory way as an indication that there exists no theory of Euclidean quantum gravity for
d = 4. Let us briey discuss the problems. While (1) and (2) in principle are unrelated
the solution of one of the problems often solves the other problem too. The unbound-
edness of the Euclidean Einstein action is due to the conformal mode. An obvious way
to cure this problem is to assume that the Einstein-Hilbert action is only an infrared
approximation to the complete theory. A simple minded way to make the action bounded






. Such terms also tend to cure the
problem of renormalizability since the propagators will contain higher inverse powers of
the momentum. In fact adding suitable combinations of R
2
terms one can get a theory
which is renormalizable and where the Euclidean action is bounded from below [66]. It
is not known whether the theory qualies as a unitary eld theory if we apply the stan-
dard rotation back to Lorentzian signature. A more general discussion along the lines
of viewing the Einstein-Hilbert term as the rst (infrared leading term) term of the full
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action goes back to Weinberg who introduced to concept of asymptotic safety [67]. The
idea is that we should be able, by means of the renormalization group, to work our way
back from the long distance region where the Einstein-Hilbert action is a good eective
description to some non-trivial ultraviolet xed point. In addition the associated critical
surface is assumed to be of nite co-dimension, which means that only a nite number of
parameters need to be ne tuned to reach the critical surface and from this point of view
the theory will not dier in spirit from ordinary renormalizable theories. The eective
Lagrangian description of the eld theory by means of elds suitable for the infrared xed
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
(6.1)
which might even be non-polynomial, but which might make sense both with Riemannian
and Lorentzian signatures.
A weakness in such a scenario is that the existence of the ultraviolet xed point is
hypothetical up to now and we have not exactly been ooded with examples of non-trivial
xed points in four-dimensional eld theory. However, the interesting results obtained by
use of the expansion in 2 + " dimensions give some support to this idea [68].
Finally one could hope that once the correct non-perturbative formulation of the quan-
tum theory has been found these problems will resolve themselves and it will become clear
why one should not necessarily think in terms of perturbative expansions around xed
background metrics.
Not much is known about the question of summing over topologies. As long as we think
in terms of continuum physics and write down the path integral it oers the possibility
of summing over dierent manifold structures as well as integrating over inequivalent












In two and three dimensions we do not have to worry about the meaning of Top, since there
is equivalence between smooth manifolds and topological manifolds. In two dimensions the
manifolds are uniquely characterized by their Euler characteristic  and the summation
over Top is simply a summation over  or the genus g = 1   =2 of the surfaces. In
spite of this simple prescription surprisingly little progress has been made in dening the
sum in (6.2) using continuum methods. Matrix models gave non-perturbative denitions,
as described in sec. 4. However, so far the results have been ambiguous. If we move to
three dimensions we encounter a slight classication problem in the sense that no simple
parametrization like  of the various topologies exists. However, the problem seems
to get completely out of control when we move to four dimensions. For four-dimensional
manifolds there is not equivalence between smooth and topological structures. Topological
manifolds exist which do not admit smooth structures and some topological manifolds




will be rather unwieldy. To complicate the operational meaning of
P
Top
it should be added that four-dimensional manifolds are not algorithmic classiable,
i.e. no nite algorithm in the sense of Turing exists which allows us to decide if two
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arbitrary four dimensional manifolds are equivalent. On the other hand arguments (not
known to me) might exist which dictate a restriction of the allowed class of manifolds.
Since there seems to be fermions in the world one could argue that the manifold should be
a spin manifold. If one makes the additional (rather arbitrary) restriction that it should
be simply connected it is possible to show that such a (smooth) manifold is characterized

























































For simply-connected spin manifolds the signature  is a multiple of 16, while  is an
integer  2. Thus eq. (6.4) seems a minor extension compared to two dimensions where
the summation is over , but the restriction to simply connected spin manifolds is not
natural at this stage of a quantum theory of space-time.
While all these problems seem to discourage any attempt to make sense of the path
integral of Euclidean quantum gravity, it is still our obligation to try to investigate if it
is possible. Below I will argue that the use of dynamical triangulations, which works so
well in two dimensions, allows us to discuss several of the above issues in some detail and
might be a candidate for non-perturbative denition of quantum gravity even in higher
dimensions.
6.2. Denition of simplicial quantum gravity for d > 2
Let us dene simplicial quantum gravity as a generalization of the construction in sec. 3
and sec. 4 for two dimensions: In d dimensions (where d = 3 or d = 4) we construct
all closed (abstract) simplicial manifolds from K d-dimensional simplexes. As in two
dimensions we imagine that the length of the links in the simplexes are a (which we take
as 1 unless explicitly stated). For such a combinatorial or, equivalently, piecewise linear
manifold we can apply Regge calculus and in this way assign a Riemannian metric to the
manifold. By such an assignment we see that the discretization is able, for nite K, to












The discretization has the same virtue as in two dimensions: In principle it allows a
unied treatment of the summation over topologies and Riemannian structures.
A few remarks should be said about the formula (6.5). First one could try as in
two dimensions to make the gluing automatic, and in this way arrive at a generalized
matrix model [70{72]. In d dimensions the task is to glue together (d-1)-dimensional sub-
simplexes. Let us discuss the situation in d = 3 (the generalization to higher dimensions
is trivial). In g. 22 we have shown a building block for three-dimensional simplicial
complexes: a tetrahedron (the generalization of the equilateral triangle used up to now)
where the edges has labels ; ; ; ; "; , which takes values 1; :::; N , whereN is an abstract







Fig. 22. Labels of a tetrahedron
each oriented face of the tetrahedron, ; ; , say, we assign a complex variable 

whose value is invariant under even permutations of the indices but conjugated under
odd permutations (which correspond to a reversal of orientation). To the tetrahedron we


































If the exponent is expanded in a power series in g, and all possible Wick contractions are
performed on the powers of A() it corresponds to all possible gluings of the tetrahedra
















where the sum is over all possible gluings T . N
1
(T ) denotes the number of links in T and
N
3











. This kind of \blind" gluing of d-dimensional simplexes along
their d  1 dimensional sub-simplexes will not in general create combinatorial manifolds,
but only so-called combinatorial pseudo-manifolds: i.e simplicial complexes where d   1-
dimensional sub-simplexes which are not boundary simplexes are contained in precisely
two d-simplexes and where it is possible to connect any two d-simplexes by a sequence
of d-simplexes, each intersecting along some d   1 simplex. For such pseudo-manifolds
the neighborhood of a vertex will not necessarily be equivalent with a d-dimensional ball.
Whether or not this is important for quantum gravity is not clear. In the two-dimensional
case it did not course any problems. One could create one-loops and two-loops which can-
not be present on a combinatorial manifold, but the pseudo-manifold still had a transpar-
ent surface interpretation and the Euler number was perfectly well dened. In the three
dimensional case the modication is more severe in the sense that the Euler characteristic
can be dierent from zero, while  = 0 for any odd dimensional manifold. In the following
we will (to be conservative) restrict ourself to so-called combinatorial manifolds, i.e. com-
binatorial pseudo manifolds where the neighborhood of any sub-simplex is homeomorphic




















If we dene N
 1
= , the Euler characteristic of the manifold, (6.9) is valid for i =
 1; :::; d  1.
Secondly, in light of the complicated relation between topology and dieomorphism
for four-dimensional manifolds one could be worried that similar problems arise when we
compare combinatorial, i.e. piecewise linear, manifolds and smooth manifolds. However,
for dimensions d < 7 we have equivalence between piecewise linear and smooth structures.
Whatever subtleties might be involved in dening the sum on the lhs of eq. (6.5) it should
be captured at the rhs of eq. (6.5). Of course eq. (6.5) itself is rather formal as it stands.
Even in the two-dimensional case the precise meaning of the lhs was not clear from a
mathematical point of view and in sec. 4 we tried to use the rhs to dene what is meant
by the summation over all two-dimensional manifolds. The problem was non-trivial in
the sense that the number of triangulations grows as fast as K!, K being the number of








will be divergent. This problem will of course be present also when we move to higher
dimensions. The naive expression (6.10) makes no sense. In two dimensions the way
out was to x topology. This bounds the number of triangulations exponentially and eq.
(6.10) will be well dened. Only afterwards the topology is allowed to uctuate and the
double scaling limit taken. In higher dimensions it is sensible, as a minimum, to try to
dene eq. (6.10) for a xed topology. We need the following conjecture :
Conjecture: The number of combinatorial equivalent d-dimensional manifolds is an
exponentially bounded function of the number of d dimensional simplexes.
We call two simplicial complexes combinatorial equivalent if they have a common subdi-
vision and when we talk about equivalence classes of piecewise linear manifolds we have
in mind combinatorial equivalence. While the conjecture is true in two dimensions, there
is no general proof in higher dimensions
19
. For d  4 manifolds exist which are not al-
gorithmic recognizable, the reason being that any nitely presented group can appear as
the fundamental group for some four-dimensional manifold. However, nitely presented
groups cannot be algorithmically classied due to the famous \word problem". As a
curiosity we can mention that for such manifolds their number as a function of N
4
, the
number of 4-simplexes, is not algorithmic calculable. This does not mean that the number
cannot be exponentially bounded, only that there is no nite algorithm which allows us
to calculate the exact number. In fact numerical simulations seem to work well for the
simplest topology (S
4






Very recently there has appeared a proof [73].
20
Recently some controversy arose [79], but my opinion the question is now settled.
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After these general remarks it is natural as a rst explorative step to x the topology
of our four-dimensional manifold to be the simplest possible, that of S
4
. The Einstein-
Hilbert action for a simplicial manifold can be calculated by Regge calculus. However, we
do not need the full machinery in our case where the simplexes are identical and all link
length equal. The Regge version of the Einstein action is the sum over decit angles of
the d 2 dimensional sub-simplexes times their d 2 dimensional volume. In our case the
decit angle associated with a d  2 dimensional sub-simplex n
d 2





) is the order of n
d 2
, i.e. the number of d dimensional simplexes of which
n
d 2

















If we note that the number of d 2-dimensional sub-simplexes in a d-dimensional simplex



































(T ) denote the number of d- and d  2-dimensional simplexes in the triangulation T .
We can view 1=k
d 2
as a bare gravitational coupling constant. At rst sight the action
might seem much too simple to have anything to do with gravity. Our point of view will
be the opposite: The fact that the action is so simple reect the beauty and simplicity
of quantum gravity, and hopefully this simplicity will be reected in the solution of the
theory.

































































For d = 3; 4 there are only two independent coupling constants as long as we only want an
action which depends on global quantities like N
i
. It follows from the Dehn-Sommerville
relations. If we include higher derivative terms in the action we will certainly loose the
simplicity of eqs. (6.14) and (6.15). The higher derivative terms will contain explicit



























Fig. 23. A hypothetical phase diagram for four-dimensional gravity.
Let us now discuss the phase diagram. Assume d = 4. Since it is easy to prove that
N
2
(T )  const:N
4








that the lhs of (6.13) for a given k
2



























will be probing the innite volume limit of the discretized system. It does not imply
that there necessarily will be a continuum limit. Rather we should view the system as
a lattice system where the innite volume limit is taken. For some specic values of the
bare couplings critical points might exist where a correlation length diverges and where a
continuum limit exists. Such a point is tentatively indicated at the gure. Approaching
this point in a specic way will then dene the renormalized cosmological constant and
the renormalized gravitational constant. Since we are in unchartered territory one should
be open-minded for other possibilities, e.g. the possibility that a whole range of k
2
's might
correspond to a topological gravity where the metric, and correspondingly concepts like
divergent distances, play no role.
Let us for a moment return to the three-dimensional partition function given by eq.
(6.15). Comparing with eq. (6.8) derived from the tensor model one has the identication:
k
3
=   log g; k
1
= logN: (6.16)
This relation is the same as we encountered in two dimensions and the relation will be
valid for the matrix model in any dimension:
k
d
=   log g; k
d 2
= logN: (6.17)
From a formal point of view the N ! 1 limit corresponds to taking the \bare" gravi-
tational coupling constant G ! 0. In two dimensions this limit played a very important
role: since the Einstein-Hilbert action in two dimensions is topological, an expansion in
1=G automatically becomes an expansion in topology. However, in three and higher di-
mensions we have not reason to expect the large N limit to classify topologies for us, and
it does not!. It has not yet been possible to construct anything like the double scaling
limit in higher dimensions than two.
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6.3. Observables
It is possible to dene the same critical exponents for higher dimensional simplicial quan-
tum gravity as we have already dened for the various two-dimensional theories we have
considered.
First we can dene an entropy or susceptibility exponent 
s
. In the following it will
always be assumed that the topology is spherical, i.e. the combinatorial manifolds are
combinatorial equivalent to the boundary of a 5-simplex. According to the conjecture
the number N (N
4
) of triangulations which can be constructed from N
4
4-simplexes is
exponentially bounded. Let us now x k
2
. According to the remarks above there will be




















































































where 0 <  < 1. In this case the exponential correction given by  will always dominate




). There are strong indications that
there are several regions with dierent asymptotic behavior, depending on the value of
k
2
. This will be discussed below.
Apart from the entropy- or susceptibility exponent 
s
we can introduce the critical
exponents  and  already discussed numerous times in the context of strings and random
walks where they were determined from the properties of the two-point function in target
space. However, here these quantities will refer to intrinsic geometry. Let us dene the
two-point function as follows: Consider the ensemble of combinatorial manifolds with




. For each manifold, build of regular 4-simplexes, we have
by Regge's prescription a metric. This means that we can dene the geodesic distance




. As a rough denition one can consider paths along the links












is xed to be r. If we use the link-paths in the denition of geodesic
length r will be an integer. Let us denote this ensemble of manifolds by T (2; r). We
21
Alternatively one could talk about the distance between the 4-simplexes, dened as by moving between
successive 4-simplexes via their common 3-simplex boundary. Again this is not a true geodesic distance,
but should not dier drastically from the genuine geodesic distance. For a given combinatorial manifold
there might be a signicant deviation between link distances and 4-simplex distances, but we expect
concepts like Hausdor dimensions etc. to be the same.
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Provided that we have the asymptotic behavior (6.19) we expect a generic behavior of










































The short distance behavior of G
k
4
(r) arises from the generic behavior since there is an
angular average involved in the denition.
If m(k
4














we can dene in a simple way the continuum limit: Introduce the continuum parameters



















. In addition one can readily prove Fischer's scaling relation:

s
= (2   ).
As usual one can prove that the exponent  is related to the Hausdor dimension of
the ensemble of manifolds. However, in this case we have in mind an intrinsic Hausdor
dimension d
h
. For a manifold with N
4
4-simplexes the volume  N
4
as long as we take






refers to the ensemble T (2; r).










)r = const: (6.26)

























As is seen from the above consideration one can apply without any problems general
scaling considerations known from critical phenomena provided that we have the asymp-
totic behavior (6.19). It can be formulated even stronger: It is hard to imagine that any
continuum limit of a conventional kind can be taken unless that mass m(k
4









A good test case could be to return to 2d gravity, but surprisingly it turns out that
m() (  k
2
in d = 2) and the associated critical exponents have only recently been
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calculated even if they are the most fundamental scaling variables in two dimensional
quantum gravity. Unfortunately there is no space for a discussion of the calculation,
which uses the so-called transform matrix formulation [80]. The result is [81]:





;  = 3; (6.29)
i.e. we have indeed Fischer's scaling relation satised since 
2
=  1=2. Here we see an
example of Fischer's scaling relation even if 
s
< 0. It also follows that d
h
= 4 for pure
two-dimensional quantum gravity.
The two-point function can readily be generalized to n-point functions and in prin-
ciple we can dene the amplitude between n xed d   1-dimensional geometries as a
generalization of the objects already dened in two-dimensional gravity.
6.4. Numerical simulations
Presently it has not been possible to make much progress in analyzing (6.13) by analytical
methods except for d = 2. However, the action is well suited for the use of Monte Carlo
simulations and the results to be discussed later for d = 3 and d = 4 have been obtained
by such simulations. Let me shortly discuss the principles involved in such simulations
since there are a number of interesting aspects involved compared to ordinary lattice
simulations.
Monte Carlo simulations usually operate by means of a stochastic process, usually taken
to be a Markov chain. The chain is selected such that it has a stationary distribution equal
to the desired probability distribution, in this case the probability distribution given by
(6.13). The Markov chain is a prescription for moving around in the conguration space,
each step being independent of the former steps and chosen with a certain probability
among a set of possible steps. Two conditions exist which, if fullled, are sucient to
ensure that the chain converges to the desired probability distribution. The rst condition
is ergodicity, i.e. by applying the available steps successively one should be able to move
between any two congurations. The other condition is detailed balance. Let the steps be
dened by a probability P (A! B) for going from state A to state B and let the desired
probability distribution be given by
e
 S(A)
. The equation of detailed balance state:
e
 S(A)
P (A! B) =
e
 S(B)
P (B ! A): (6.30)
Let us rst discuss the question of ergodicity. Given the class combinatorial triangula-
tions of a manifold we want to nd a sequence of so-called moves which are ergodic. Such
moves have been known for a long time and they are known as the Alexander moves [82].
They can be simplied somewhat and in d dimensions there are d+1 of them [83]. They
can be described as follows: Given a sub-simplex i of order d+1{i the d+1{i d-simplexes
which share i form a d-ball B(i). Remove i and all the higher dimensional simplexes to
which i belongs. Instead insert an \orthogonal" d   i dimensional sub-simplex, i.e. the
sub-simplex constructed from the d i vertices of @B(i) which did not belong to i, together
with all the higher dimensional sub-simplexes. In this way B(i) has been exchanged with
a new d-ball B
0
(d   i) with the same boundary: @B(i) = @B
0
(d   i). This is illustrated






Fig. 24. The moves in d = 2 and d = 3.
This set of moves is ergodic for a given combinatorial manifold. In two dimensions it is
seen that one of the moves preserves N
2
, the number of triangles in the triangulation. In
fact it can be shown that this move alone is ergodic on the set of triangulations which a
xed topology and and xed volume (i.e. N
2
). From a computational point of view it is
very convenient to be able to keep the volume xed. Can it be done in higher dimensions
with a suitable set of moves of the same local nature as the ones mentioned above? The
answer is no, at least in four- and higher dimensions, the reason being that it is known
that in these dimensions manifolds exist which are not algorithmic recognizable. More
precisely this means that manifoldsM
0
exist such that no nite algorithm in the sense of
Turing allows us to decide if an arbitrarily chosen manifold is combinatorial equivalent to
the givenM
0
. If there were ergodic moves which kept the volume xed one can argue that
it takes only a nite number of operations, computable as a function of the volume, to list
all combinatorial manifolds equivalent with M
0
, and for a given combinatorial manifold
one can now by inspection check if it is in the list. Again it can be argued that this only
takes a nite number of operations, computable as a function of the volume [74].
It is seen that there are deep reasons which makes it impossible to have a local set
of moves which preserves the volume and are ergodic for all manifolds. The situation is
even more drastic: Let N be the volume and let us ask the question: what is the smallest
number of moves needed in order to connect any two conguration with volume N . The
answer is that for manifolds likeM
0
this number cannot be bounded by any recursively
denable function. This result is only possible if we on the way from one conguration




Let us nally discuss the implementation of detailed balance: The transition from a
conguration A to a neighboring one B can be realized in two steps. First we pick an














Fig. 25. The average radius of the universes of sizes 9000, 16000 and 32000 as a function of k
2
.
with some probability P
i


















(B ! A); (6.31)
where i = 0; 1; :::; d. One can now choose P
i
's according to some standard Metropolis
algorithm, but it is worth to emphasize the appearance of the combinatorial prefactors
1=n
i
which are usually absent in ordinary lattice simulations in the sense that they cancel
out. They appear here because we have a dynamical lattice which change during the
updating.
6.5. Results
After the rst explorative simulations [88, 89] there is now a signicant number of simu-
lations by dierent groups [90, 91, 94, 96, 95, 92, 93] both of pure gravity and of gravity
coupled to matter. Let me here summarize the results of the computer simulations per-
formed so far with the action (6.13) in d = 4 and d = 3:
(1): For d = 4 there seems to be two dierent regions, as a function of the bare inverse
gravitational coupling constant k
2
: For small or negative values of k
2
the typical quantum
universe will be very crumpled, with almost no extension and a very large, if not innity
Hausdor dimension, while the universes for large values of k
2
will be elongated with
a Hausdor dimension as small as two. In g. 25 we have shown the average radius
(measured as the shortest link distance between vertices) for universes of size 9000, 16000
and 32000 4-simplexes as a function of k
2
. In g. 26 we have shown the actuall distributions
of geodesic distances in the two phases and at the transition. The distance is this time
the \dual" distance, i.e. the one measure by moving via neighboring 4-simplexes. This
distance is quite a lot larger than the link distance but behaves qualitatively in the same
way. In the crumpled phase we see almost a -function, while the distribution aproximates




Fig. 26. The distributions of geodesic distances in the two phases and at the transition.
small in this phase. At the transition there seems to be a genuine distribution of geodesic
distances. The two phases are separated by a phase transition, tentatively of second order.
At the transition point, k
c
2
, the Hausdor dimension seems close to four (the precise value
is not well determined, though).
In addition there seems to be a change between the subleading corrections (6.19) and (6.20)
when one reach the transition point. In the crumpled phase (6.20) seems to prevail, while
(6.19) is valid at the transition and somewhat surprising with an exponent of 
s
not very
dierent from the value in two-dimensional gravity. Deep in the elongated phase one gets
the branched polymer value 
s
= 1=2.
(2): The same results are valid for three dimensional simplicial quantum gravity except
that the phase transition seems to be of rst order, rather than second order.
It should be emphasized that these numerical results are still not very conclusive, but
they suggest the following scenario: The typical quantum universe, determined without
any Einstein action (i.e. k
2
= 0) has (almost) no extension. Its Hausdor dimension might
be innite and internal distances between points always \at the Planck scale". By that we
simply mean that no consistent scaling can be found which will be compatible with nite
continuum volume and nite Hausdor dimension. At this point it should be mentioned
that triangulations with such properties are easy to nd, even in two dimensions. In
g. 27 we have shown an example of a triangulation of S
2
such that the distance between
any vertices is  2, even when the volume, i.e. the number of triangles, is taken to
innity. In pure two-dimensional gravity we know that the Hausdor dimension is 4 and
such congurations will not dominate. In higher dimensional gravity it seems to depend
on the value of the bare gravitational coupling constant. It is tempting to view the
transition between the two kind of geometries as a transition where excitations related to
the conformal model is liberated, since large k
2
is a region which formally corresponds to
small values of the gravitational coupling constant. Suciently deep into this phase we
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Fig. 27. A triangulation of S
2
where the geodesic distance between any two vertices is not larger than 2.
the cut o while other will be stretched to the extreme. Right at the transition it seems
as if we have the chance to encounter genuine extended structures with a nite Hausdor
dimension. Maybe the fact that the transition between the two kind of geometries is
of second order can be used as the starting point for a non-perturbative denition of
quantum gravity.
At the moment this picture is very tentative, and further numerical simulations, or even
better, some analytical calculations, are needed.
7. Discussion
We have seen in some detail that it is possible to discretize reparametrization invariant
theories and apply with success the methods known from the theory of critical phenomena.
In this way we deal with the theories of uctuating geometries. However, we did not
really answer the most interesting question: How wildly should we allow the geometries
to uctuate? For a xed topology it was possible to formulate a regularized Euclidean
quantum theory. In two dimensions one can take the scaling limit of the regularized theory
and the corresponding quantum theory correctly describes the interaction between matter
and gravity. In higher dimensions it is not yet known if it leads to any interesting theory,
but at least there is a well dened non-perturbative procedure for how to investigate
this question. In addition the discretized action in this approach is remarkable simple
and one could hope that it will be possible to solve the theory in the same detail as
in two dimensions. At the moment we let loose topology we have also lost control of
the theory. In two dimensions the double scaling limit gave us a hint that it might be
possible to perform the summation over topologies. At least there are some prescriptions
for how it should be done. They are not yet unambiguous and this reects our lack
of understanding of the physics which goes beyond a simple perturbative expansion in
topology. Nevertheless I view it as very encouraging that one at least seems to have by
now the tools which allow such questions to be asked. These tools have their origin in the
discretized approach and even in three and four dimensions the discretized approach has
91
the advantage that it in a natural way is able to combine the summation over Riemannian
structures and topology with the volume of the universe acting as the cut-o. It remains
to be seen if the approach will result in an interesting theory of gravity, but it oers
at least a playground for a fascinating interplay between pure mathematics, theoretical
physics and computational physics.
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