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Abstract
Böttcher and Wenzel conjectured that the Frobenius norm of the commutator of two real matrices of
Frobenius norm 1 is at most
√
2 and proved this for 2-by-2 matrices. In this paper, the conjecture is proved
for 3-by-3 matrices.
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1. Introduction
We are interested in the best possible constant γ such that the inequality
‖AX − XA‖2F  γ ‖A‖2F‖X‖2F
is true for all real n-by-n matrices. Here ‖ · ‖F denotes the Frobenius norm (=Hilbert–Schmidt
norm). The inequality holds with γ = 4 due to the triangle inequality and the submultiplicativity
of the Frobenius norm. Böttcher and Wenzel [1] proved that the inequality is valid for γ = 2 and
n = 2 and for γ = 3 and general n and raised the conjecture that
‖AX − XA‖2F  2‖A‖2F‖X‖2F (1)
for arbitrary n-by-n matrices, that is, that γ = 2 is the best possible constant. We here give a proof
of (1) for n = 3.
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The following introductory observations concern the case of arbitrary matrix dimension n. We
may assume that A has zero diagonal, since this can be achieved by unitary similarity [2] and the
Frobenius norm is unitarily invariant. For fixed A ∈ Rn×n, we consider the map
ϕ: Rn×n → Rn×n, X → (AX − XA)T.
The reason for taking the transpose will become apparent later. We identify Rn×n with Rn2 by
stacking matrices columnwise:
X ∈ Rn×n → vec(X) := (x1,1, x2,1, . . . , xn,1, x1,2, . . . , xn,2, . . . , xn,n)T ∈ Rn2 .
In this way ϕ becomes the map
ψ : Rn
2 → Rn2 , x → Mx,
where M = PK with a permutation matrix P (resulting from taking the transpose in the definition
of ϕ, cf. [3]) and
K = I ⊗ A − AT ⊗ I.
If n = 3 and
A =
⎛
⎝ 0 a4 a7a2 0 a8
a3 a6 0
⎞
⎠ ,
then
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 a4 a7 −a2 0 0 −a3 0 0
−a4 0 0 0 a4 a7 −a6 0 0
−a7 0 0 −a8 0 0 0 a4 a7
a2 0 a8 0 −a2 0 0 −a3 0
0 −a4 0 a2 0 a8 0 −a6 0
0 −a7 0 0 −a8 0 a2 0 a8
a3 a6 0 0 0 −a2 0 0 −a3
0 0 −a4 a3 a6 0 0 0 −a6
0 0 −a7 0 0 −a8 a3 a6 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Inequality (1) is now equivalent to the inequality
‖M‖22  2‖A‖2F, (2)
where ‖ · ‖2 is the 2-norm (=spectral norm or operator norm).
Remark 1. The following lemma shows that M is always skew-symmetric, so that ‖M‖2 coin-
cides with the spectral radius of M . If we had not taken the transpose in the definition of ϕ, the
resulting matrix M would not have been skew-symmetric.
Lemma 1. The matrix M is skew-symmetric, and its characteristic polynomial is
|λI − M| = λn
m∏
k=1
(
λ2 + b2k
)
, m =
(
n
2
)
,
with real numbers (bk) satisfying
m∑
k=1
b2k = n‖A‖2F.
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Proof. The matrix M is skew-symmetric if and only if yTMx = −xTMy for all x, y ∈ Rn2 . The
inner product 〈x, y〉 = yTx in Rn2 corresponds to the inner product 〈X, Y 〉 = tr(Y TX) on Rn×n.
Hence, the skew-symmetry of M is equivalent to the identity
tr
[
Y T(AX − XA)T
]
= −tr
[
XT(AY − YA)T
]
for X, Y ∈ Rn×n. But this identity can be verified straightforwardly.
Since the nonzero eigenvalues of a skew-symmetric matrix occur in pairs (ibk,−ibk), i being
the imaginary unit, the characteristic polynomial contains factors of the formλ2 + b2k , as indicated.
On the other hand, there are at least n zero eigenvalues, for, if the eigenvalues of A are denoted
by (μj )nj=1, then the eigenvalues of the Kronecker product K are (μl − μj )nl,j=1, vanishing for
l = j.
As for the last statement, denote by (λj )n
2
j=1 the eigenvalues of M . Since M is unitarily similar
to diag(λj ), we have
2
m∑
k=1
b2k =
n2∑
j=1
|λj |2 = ‖M‖2F = ‖K‖2F = 2n‖A‖2F − 2(tr A)2
and since tr(A) = 0, it follows that ∑mk=1 b2k = n‖A‖2F. 
Remark 2. In view of the above, the left-hand side ‖M‖22 in (2) cannot be replaced by the larger
‖M‖2F. Since this would result in 2n‖A‖2F  2‖A‖2F.
2. Third-order matrices
For third-order matrices the characteristic polynomial can be calculated explicitly. First we pass
over iM , since this is Hermitian with real eigenvalues, with the same moduli as the eigenvalues
of M . We obviously have
|λI − iM| = λn
m∏
k=1
(λ2 − b2k), m =
(
n
2
)
.
Introduce (by substituting t = λ2) the “reduced” characteristic polynomial
p(t) =
m∏
k=1
(t − b2k)
of degree m =
(
n
2
)
, which depends after all on A. What we know is that the roots of p are real
nonnegative (thus its coefficients alternate in sign), moreover they lie in the interval [0, 3‖A‖2F],
due to Böttcher and Wenzel’s result, and we want to prove that the constant 3 can be replaced by
2, i.e.
p(t) = 0 
⇒ t ∈ [0, 2‖A‖2F]. (3)
Lemma 2. For n = 3 the reduced characteristic polynomial is
p(t) = t3 − 3‖A‖2Ft2 +
{
3tr(A2A2T) + 2‖A‖4F −
5
2
tr(A4)
}
t
+ 3[tr(A2AT)]2 − ‖A‖2F {3tr(A2A2T) − 2tr(A4)} .
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Proof. We have
p(t) = t3 + c1t2 + c2t + c3
and our task is to determine the coefficients c1, c2, c3. It is easily seen that c1 = −n‖A‖2F for
arbitrary n (also the second statement of Lemma 1). We demonstrate our method by determining
c2. (Calculating c3 is similar, but more complicated. Note that c2 is a quartic, while c3 is a sixtic.)
The form of c1 allows us to guess that c2 is a linear combination of quantities like
tr(A4), tr(A2(AT)2) = ‖A2‖2F, tr(AAT)tr(A2) = ‖A‖2Ftr(A2), etc.,
i.e. fourth degree quantities, built up on A,AT and the operation trace. Some of them are, however,
redundant, e.g. for n = 3 and diag(A) = 0 it always holds that
[tr(A2)]2 = 2tr(A4) and ‖A‖2Ftr(A2) = 2tr(A3AT).
Dropping the superflouos terms we arrive at the well-founded assumption that
c2 = γ1‖A2‖2F + γ2‖A‖4F + γ3tr(A4)
for someγ s. To check whether this holds, take random matricesA1, A2, A3 with zero diagonal, cal-
culate the corresponding coefficients c(j)2 , j = 1, 2, 3 of the reduced characteristic polynomials,
and write down the system of linear equations
γ1‖A2j‖2F + γ2‖Aj‖4F + γ3tr(A4j ) = c(j)2 , j = 1, 2, 3.
Its solution is γ1 = 3, γ2 = 2, γ3 = −5/2. Once these values are available, the formula for c2 can
be verified by straightforward calculation, possibly assisted by Maple. 
With Lemma 2 at hands it is easy to prove the main result.
Theorem. Inequality (1) holds for n = 3.
Proof. We prove the equivalent statement (3). Since all roots of the reduced third degree (monic)
polynomial p are nonnegative, we have p(0)  0, p′(0)  0. Moreover, it follows from the repre-
sentation p(t) = (t − ‖A‖2F)3 + q(t), q linear, that p′(0) = p′(2‖A‖2F). This means that p′ – as
a quadratics with positive main coefficient – can only vanish for t ∈ [0, 2‖A‖2F]. Thus it suffices
to show that
p
(
2‖A‖2F
)
 0.
By means of the explicit form of the coefficients we obtain
p
(
2‖A‖2F
)
= 3
[[
tr(A2AT)
]2 + ‖A‖2F(tr(A2A2T) − tr(A4))].
Observe that
tr(A2A2T) − tr(A4) = −tr((A2 − A2T)2)/2,
where A2 − A2T is skew-symmetric with purely imaginary eigenvalues, hence the trace of its
square is real non-positive, and the theorem is proved. 
Remark 3. The above representations for the coefficients of p are not unique and do not allow
generalizations. Hence we tried to find formulas valid for n arbitrary. By the above-mentioned
“get by MATLAB, check by Maple” method we can prove that, at least for n small,
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c2 = 12
[
(n2 − 2)‖A‖4F − ntr
(
(AAT)2
)
− [tr(A2)]2
]
.
In all events, this formula coincides with that given in Lemma 2 for n = 3. (The similar, generally
valid formula for c3 involves already eight terms.)
Remark 4. Previously we tried some other ways of proving the conjecture, for instance we hoped
to show that
2‖A‖2F‖X‖2F − ‖AX − XA‖2F
is a sum of squares of quadratics. The best we could do was testing that
2‖A‖2F‖X‖2F − ‖AX − XA‖2F − 2[tr(ATX)]2 −
2
n
‖A tr X − XtrA‖2F (4)
is nonnegative for n-by-n random matrices A and X. Two terms here are easily handled:
‖A‖2F‖X‖2F − [tr(ATX)]2  0 comes from Lagrange’s identity(
k∑
i=1
a2i
) (
k∑
i=1
x2i
)
−
(
k∑
i=1
aixi
)2
=
∑
1i<jk
(aixj − ajxi)2,
here with k = n2. Of course, this is still far from proving the complete statement. Nevertheless
we guess that for n  3 the form (4) is nonnegative for all real square n-by-n matrices A and X,
and that it cannot be written as a sum of squares of polynomials, merely as a sum of squares of
rational functions, e.g. the excellent survey [4] on Hilbert’s 17th problem.
Finally, note that in case of 2-by-2 matrices the quartic (4) is identically zero!
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