Introduction
In this paper we will discuss the existence'and non-existence of positive solutions to the problem:
−∆u = λa(x)f (u), x ∈ Ω u(x) = 0, x ∈ ∂Ω.
(1.1)
where Ω will be assumed to be a bounded domain in R N with smooth boundary. We will concentrate on the case when the coefficient a(x) is allowed to change sign; this brings about an interesting mathematical problem. This is not a new problem: due to its appearance in many mathematical models in physics, several special cases of it have been studied since the middle 1800's. For example, it was used by Lord Kelvin [T,W] and J. Lane [L,J] to study the equilibrium configuration of mass in a spherical cloud gas; this model was further studied by R.H. Fowler [F,R] , leaving the Emden Fowler equation which, in a generalized form is still studied today, as seen in, for example [AP] . For a review of the work done up to 1975 in the ordinary differential equations setting, see [W] ; for a review of the work done for the existence of positive solutions of semilinear elliptic equations, see [L] .
Positive solutions are usually the ones of interest and because of the difficulties that this brings in using the techniques developed for nonlinear functional analysis, most of the recent work assumes nonnegativity of a(x) and f (u) in order to generate positive operators using the Green's function of −∆ on the region where the problem is posed.
In nuclear physics, a form of (1.1) was proposed and used by E. Fermi [F,E] and by L. H. Thomas [T,L] , and now it is widely known as the Thomas-Fermi equation.
Both the Emden-Fowler equation as well as the Thomas Fermi equation continue to be subjects of considerable interest in theoretical physics to this day, as a search on the Wide World Web will quickly convince you.
In combustion theory equation (1.1) has also been used as a model, for example in [ACP] , [BK] , [CL] , [G] , [L] . Equation (1.1) has also found applications to geometry: see [N] As mentioned above, most of the literature deals with the problem under the assumption that the coefficient function a(x) be positive in its domain; we are interested in the case when this function is allowed to change sign. In particular we are interested in determining sufficient conditions on a(x) to assure the existence of positive solutions for small values of λ, to determine ranges of λ for which no positive solution exists, and to determine conditions under which there are more than one positive solution.
The main motivation for this work are the inherent mathematical difficulties it presents. We consider the problem of establishing conditions for the existence of positive solutions of equation (1.1).
2 The general case: existence.
In this section we will tackle the general case of existence of positive solutions of (1.1), imposing as few conditions on Ω as we can and, in particular, we will consider both the radially symmetric as well as the non-radially symmetric cases.
In another section we will also study the case when positive solutions can be ruled out for values of λ in certain ranges.
(2.1)
For some constant K > 0, independent of v, µ, λ, we have:
Thus T 1 has a fixed point inside B ρ (0)and this implies that the Dirichlet problem (2.1) has a solution u ∈ W 2,s (Ω).
, s > N/2, and suppose that there exists ε > 0 such that the solution of the Dirichlet problem
where a
has a solution which is positive in Ω. Proof.
Fix a large number M > 0 and define g : R → R as follows:
By Theorem 1, the Dirichlet problem
). The continuity of g implies that there is δ ∈ (0, M ) such that
Again the fact that s > N/2, (2.2) and the Sobolev imbedding theorem imply that there exists λ 0 > 0 such that
If we denote by G : Ω × Ω → R the Green's function for −∆ with homogeneous boundary conditions, then it is well known that G(x, ζ) > 0, (x, ζ) ∈ Ω × Ω,and, for x ∈ Ω and λ ∈ (0, λ 0 ) :
From the hypothesis concerning problem (2.3), it follows that:
By our choice of γ the right hand side is nonnegative and thus we have
Remark 2.3. Theorem 2 improves the result of [CFG] in a number of ways.
First: [CFG] considers only the radially symmetric case. Second: it uses the method of upper and lower solutions and, as a consequence of the method, it requires that f be nondecreasing.
Remark 2.4. Third: [CFG] requires that for some τ > 0
where ν is the radius of the ball Ω = B ν (0). This condition implies that the radially symmetric solution u(x) = u( x ) of (1.1) is positive inside the ball Ω. In fact, since a cannot be zero in Ω, if a − (r) = 0, 0 ≤ r ≤ ν then, on the one hand, (2.4) holds for any τ > 0; on the other hand for any ε > 0 the solution of (2.3) is positive inside the ball by the maximum principle. Hence Theorem 2.2 generalizes the main result in [CFG} So let us consider the case a − not identically zero on [0, ν]. Let ω(x) = ω( x ) satisfy:
(2.5)
Then:
[ω(r)r
Thus:
Since a − is not identically zero, there exists r 0 ∈ (0, ν) such that the right hand side of 1.2.7 is negative on [r 0 , ν]. It follows that ω is nonpositive on [0, ν] and negative on [r 0 , ν]. Since ω(ν) = 0 it follows that the solution ω is positive inside the ball. Thus hypothesis (4) of [CFG] is stronger than our hypothesis concerning equation (1.1).
We end this section with a result that holds in our general setting and will be of considerable importance in what is to come.
, and if the problem is radially symmetric, then there exists λ 0 ∈ (0, 1) such that problem (2.1) has a positive solution for λ ∈ (0, λ 0 ).
, s > N/2, a = 0, and consider the problem:
If ∂Ω satisfies Hopf's boundary lemma, then
on ∂Ω, where v is the unit outward normal vector. Proof.
. Then:
It follows that W is a strict super harmonic function on Ω unless ∇ω is identically zero, which would imply that ω is identically zero and thus a must be identically zero.
Thus, under our assumptions, it must be the case that ∆W (x) ≤ 0 and is not identically zero on ∂Ω.
Hopf's boundary lemma now yields:
3 Existence and Non-Existence.
Now we will concentrate our focus in adding conditions which will assure us of much more detailed information concerning the existence or non-existence of positive solutions for the problem under study.
The most used hypotheses in this section are listed below. In specific instances we will add to them.
H 5 ) A(t) = t 0 r N −1 a(r)dr ≥ 0 and for some t 0 ∈ (0, 1), A(t 0 ) > 0. A direct consequence of Theorem 2 is the following:
Theorem 3.1. Under H 1 ) and H 4 ) ε for some ε > 0,there exists λ 0 ∈ (0, 1) such that problem (1.1) has at least one positive solution for λ ∈ (0, λ 0 ). Now we will prove our first nonexistence result. Proof. Let ρ > 0 and define
where G is the Green's function for −∆ on B 1 (0). Given our assumptions, there exists ρ > 0 so that:
Let u = λW be any solution of (1.1). Then:
We have:
where
Here we have
Hence ∂ω λ ∂v < 0 for λ sufficiently small. For these values of λ we get:
and this together with the fact that W = 0 on ∂B 1 (0) implies that W is negative near the boundary. < ∞ and there exists ε > 0 such that a(x) > ε in B ε (0).
Then the problem
.
Proof. If u is a positive solution, then by [GNN] , u is radially symmetric and so:
In B ε (0) we then have: This yields the desired result. < ∞, then the problem
has no solution if
Proof. Let u(r) = ∂Br(x 0 ) u(x)dS x for 0 < r < ε. In B ε (x 0 ) we have:
[∆u + af (u)] = 0 and hence:
Br(x 0 )
[∆u + λεg(u)] ≤ 0 in B ε (x 0 ).
Jensen's inequality implies that: ∆u + λε 2 g(u) ≤ 0.
Similarly we get:
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