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QUANTIZATION OF LIE BIALGEBRAS AND
SHUFFLE ALGEBRAS OF LIE ALGEBRAS
B. ENRIQUEZ
Abstract. To any field K of characteristic zero, we associate a set ∐∐(K). El-
ements of ∐∐(K) are equivalence classes of families of Lie polynomials subject
to associativity relations. We construct an injection and a retraction between
∐∐(K) and the set of quantization functors of Lie bialgebras over K. This
construction involves the following steps. 1) To each element ̟ of ∐∐(K), we
associate a functor a 7→ Sh̟(a) from the category of Lie bialgebras to that of
Hopf algebras; Sh̟(a) contains Ua. 2) When a and b are Lie algebras, and
rab ∈ a ⊗ b, we construct an element R
̟(rab) of Sh
̟(a) ⊗ Sh̟(b) satisfy-
ing quasitriangularity identities; in particular, R̟(rab) defines a Hopf algebra
morphism from Sh̟(a)∗ to Sh̟(b). 3) When a = b and ra ∈ a⊗a is a solution
of CYBE, we construct a series ρ̟(ra) such that R
̟(ρ̟(ra)) is a solution of
QYBE. The expression of ρ̟(ra) in terms of ra involves Lie polynomials, and
we show that this expression is unique at a universal level. This step relies on
vanishing statements for cohomologies arising from universal algebras for the
solutions of CYBE. 4) We define the quantization of a Lie bialgebra g as the
image of the morphism defined by R̟(ρ̟(r)), where r ∈ g⊗g∗ is the canonical
element attached to g.
Introduction. According to Drinfeld, a quantum group is a formal deformation
of the universal enveloping algebra of a Lie algebra g. The semiclassical struc-
ture associated with such a deformation is a Lie bialgebra structure on g. The
quantization problem of Lie bialgebras, as posed by Drinfeld in [5, 6], is to con-
struct a functor from the category of Lie bialgebras to that of quantum groups,
whose composition with the “semiclassical limit” functor is the identity. Such
an object is called a quantization functor. When the structure constants of the
quantum group can be expressed by polynomial formulas in terms of those of the
Lie bialgebra, the quantization functor is called universal.
An approach to the construction of universal quantization functors was pro-
posed by N. Reshetikhin ([16]). Later, it was solved by P. Etingof and D. Kazh-
dan ([8]). Their quantization procedure involves associators. An associator in
an element of an abstract algebra, subject to certain conditions. An example of
an associator is Drinfeld’s “Knizhnik-Zamolodchikov associator”, which involves
special values of multiple zeta functions. Drinfeld also proved the existence of
nontrivial associators defined over Q. Let K be a field of characteristic zero, and
let us denote by Assoc(K) the set of associators defined over K. The main result
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of [8] is the construction of a map EK : Assoc(K) → {universal quantization
functors of Lie bialgebras over K}.
Our purpose in this paper is to study further the set of quantization functors
of Lie bialgebras. Our main result may be stated as follows. We introduce a set
∐∐(K) of equivalence classes of Lie polynomials, satisfying certain associativity
equations, and we define two maps αK : ∐∐(K) → {universal quantization func-
tors of Lie bialgebras over K} and βK : {universal quantization functors of Lie
bialgebras over K} → ∐∐(K), such that βK ◦ αK = id∐∐(K). In particular, the
composition βK ◦ EK yields a natural map Assoc(K) → ∐∐(K). The image of
αK is contained in the set of universal quantization functors with functorial be-
havior with respect to the operations of dualizing and taking the double of Lie
bialgebras. We set up a bijection between this set of quantization functors with
the product of ∐∐(K) with a universal group G0.
Our approach may be viewed as close to the original approach of Reshetikhin.
To describe the latter, it is useful to recall how quantum Kac-Moody algebras
were initially constructed in [4, 11].
Let a be a Kac-Moody Lie algebra, and let δ : a→ ∧2a be the cocycle defining
its standard (Drinfeld-Sklyanin) Lie bialgebra structure. Then there exist two
opposite Borel subalgebras b+ and b− of a, which are Lie subbialgebras of a. The
quantization of b± is constructed as follows. Let hi, x
±
i be the generators of b±.
Then δ is expressed simply on these generators, by δ(hi) = 0, δ(x
±
i ) = ±dihi∧x
±
i .
One then defines the coproduct ∆ on these generators by ∆(hi) = hi⊗1+1⊗hi,
∆(x±i ) = x
±
i ⊗ e
±dihi + 1 ⊗ x±i ; up to now the only condition on ∆ is that it
should be coassociative and it should deform δ. This means that we have defined
Hopf algebra structures on the tensor algebras of (⊕iChi)⊕ (⊕iCx
±
i ). One then
finds relations between the generators hi and x
±
i , which deform the classical
relations, and are skew-primitive with respect to ∆. One may then show that
the resulting algebras are flat deformations of Ub±, and that the relations are the
generators of the radical of a Hopf pairing between T
(
(⊕iChi) ⊕ (⊕iCx
+
i )
)
and
T
(
(⊕iChi)⊕ (⊕iCx
−
i )
)
(see e.g. [13]). U~a is then constructed as a subalgebra of
the quantum double of U~b+, because this quantum double contains two copies of
the Cartan subalgebra of a. The procedure is the same in the case of the quantum
current algebras (“new realizations algebras”).
The approach of Reshetikhin to the quantization problem was to imitate these
steps in the general case. Let (g, δg) be a Lie bialgebra and let (g
∗, δg∗) be the
dual Lie bialgebra. Then the tensor algebras T (g) and T (g∗) of g and g∗ are co-
commutative Hopf algebras, and δg and δg∗ extend to Hopf co-Poisson structures
on T (g) and T (g∗). The first step is then to construct coproducts ∆g and ∆g∗
on these tensor algebras, deforming δg and δg∗ . The second step is to construct
a Hopf algebra pairing between (T (g),∆g) and (T (g
∗),∆g∗) and define the quan-
tizations of g and g∗ as the quotients of T (g) and T (g∗) by the radicals of this
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pairing. The pairing between T (g) and T (g∗) should be chosen in such a way
that the quotients are flat deformations of Ug and U(g∗).
In this paper, we study this program placing ourselves in the dual framework.
For any vector space V , the dual to the Hopf algebra structure on its tensor
algebra T (V ) is a Hopf algebra structure defined on the shuffle algebra Sh(V ∗)
of its dual. The duals of (T (g), δg) and (T (g
∗), δg∗) are then commutative Hopf-
Poisson structures on Sh(g∗) and Sh(g). Moreover, the map g 7→ Sh(g) is a
functor from the category of Lie algebras to that of Hopf-Poisson algebras. The
dual translation of the first step of the above program is to construct a functorial
quantization of these Hopf-Poisson structures.
In Section 1, we introduce the main new object of this paper. This is a functor
K 7→ ∐∐(K) from the category of fields to that of sets. Elements of ∐∐(K) are
equivalence classes of families of Lie polynomials, subject to certain relations (see
Section 1.1). We construct a bijection between ∐∐(K) and the set of universal
quantization functors of the Hopf-Poisson structure of Sh(g) (Proposition 1.4).
In Section 1.5, we explain the connection between the quantizations of Sh(g)
provided by elements of ∐∐(K) and the PBW quantization of Sg ([3, 12]). (The
shuffle algebras appeared many times in the theory of Hopf algebras and quantum
groups (see [15, 1, 20, 19, 18]), but the construction of Sh(g) using elements of
∐∐(K) seems to be new.) If ̟ is an element of ∐∐(K), we denote by g 7→ Sh̟(g)
the corresponding quantization functor.
When (A,mA,∆A) and (B,mB,∆B) are any finite-dimensional Hopf algebras,
a Hopf pairing between them is the same as an element RAB in A
∗⊗B∗, such that
(∆A∗⊗id)(RAB) = R
(13)
ABR
(23)
AB and (id⊗∆B∗)(RAB) = R
(12)
ABR
(13)
AB (where ∆A∗ and
∆B∗ are the dual maps to the multiplication maps of A and B). In that case, the
map ℓ : B∗ → A defined by ℓ(ξ) = 〈RAB, id⊗ξ〉 defines a Hopf algebra morphism
from B∗ to A. With some restrictions, the same is true in our situation. Our
next step is then to associate to any ̟ ∈ ∐∐(K), any pair (a, b) of Lie algebras
and any element rab of a⊗ b, a family of elements R
̟
n (rab) in Sh
̟(a)⊗ Sh̟(b),
such that if t is any formal parameter, R̟(rab) =
∑
n≥0 t
nR̟n (rab) satisfies these
identities (Proposition 2.1).
In the rest of the construction, we fix an element ̟ in ∐∐(K). Assume that a = b
and set ra = rab. It is natural to ask when R
̟(ra) satisfies the quantum Yang-
Baxter equation (QYBE). To state our next main result, we need some notation.
Denote by FLn the part of the free Lie algebra in n generators, homogeneous
of degree one in each generator. The symmetric group Sn acts by simultaneous
permutations of generators of both factors of FLn ⊗ FLn. We set Fn = (FLn ⊗
FLn)Sn . Then there is a unique linear map κ
(ab)
n (ra) : Fn → a⊗a, sending the class
of P (x1, . . . , xn)⊗Q(x1, . . . , xn) to
∑
i1,... ,in∈I
P (ai1 , . . . , ain)⊗Q(bi1 , . . . , bin), if
ra has the form
∑
i∈I ai ⊗ bi. Our next main result is (see Theorem 3.4, Lemma
3.3, Corollary 3.1 and Proposition 3.1)
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Theorem 0.1. There exists a family (̺̟n )n≥1 in
∏
n≥1 Fn, such that ̺
̟
1 = x1 ⊗
x1, and if a is Lie algebra and ra ∈ a ⊗ a is a solution of the classical Yang-
Baxter equation (CYBE), then R̟(
∑
n≥1 κ
(ab)
n (ra)(̺
̟
n )) is a solution of QYBE in
Sh̟(a)⊗3.
We find the family (̺̟n )n≥1 as the solution of a system of equations in
∏
n≥1 Fn,
the universal Lie QYB equations (see Section 3.2.2). More precisely, we prove
that the family (̺̟n )n≥1 is the unique solution to these equations (see Theorem
3.4).
For any ̟, we have ̺̟2 =
1
8
[x1, x2]⊗ [x1, x2], so that the expansion of ρ
̟(ra) =∑
n≥1 κ
(ab)
n (ra)(̺
̟
n ) is
ρ̟(ra) =
∑
i
ai ⊗ bi +
1
8
∑
i,j∈I
[ai, aj ]⊗ [bi, bj ] + · · · .
The universal Lie QYB equations are equalities in an algebra F (3), which is a
particular instance of a family of algebras F (N) (see Appendices B and C). The
algebras F (N) are universal algebras for the pairs (a, ra) of a Lie algebra a and a
solution ra ∈ a⊗ a of CYBE. When A is any algebra, we connect the problem of
deforming a solution rA ∈ A⊗A of CYBE into a solution of QYBE with the Lie
coalgebra structure on A defined by rA, more precisely, with the corresponding
Lie coalgebra cohomology (Proposition 3.5; the complete statement is in Theorem
A.1 of Appendix A). Adapting this result to a family of universal shuffle algebras
Sh
(F )
k (see Theorem 3.2 and Appendix E), we formulate the universal Lie QYB
equations in terms of cohomology groups H2n and H
3
n, constructed in terms of
the family (F (N))N=2,3,4. We then show vanishing statements for the groups H
2
n
and H3n (Theorem 3.3 and Appendix D), using identities in free Lie algebras
(Propositions D.1 and D.2, see also [17]) . This shows the existence and unicity
of the solution (̺̟n )n≥1 to the universal Lie QYB equations (Theorem 3.4).
We then apply this construction to the problem of universal quantization of Lie
bialgebras (Section 4). To a finite-dimensional Lie bialgebra g over K are attached
its dual Lie bialgebra g∗, its double d, and the canonical r-matrix rg ∈ g⊗g
∗ (see
Section 4.1 and [5]). g and g∗ are Lie subalgebras of d, so rg ∈ d⊗ d; rg is then a
solution of CYBE. Then
R̟(ρ̟(~rg)) ∈ Sh
̟(g)⊗ Sh̟(g∗)[[~]] ⊂ Sh̟(d)⊗2[[~]],
and as an element of the latter algebra, R̟(ρ(~rg)) is a solution of QYBE (here
~ is a formal parameter). As we explained above, R̟(ρ̟(~rg)) induces a Hopf
algebra morphism ℓ from a Hopf algebra T̟
~
(g) dual to Sh̟(g∗) to Sh̟(g)[[~]].
We then define U̟
~
g as the image Im(ℓ) of ℓ and show that is a quantization of the
Lie bialgebra g (Theorem 4.1). We also prove that Im(ℓ) is divisible in Sh̟(g)[[~]]
(as a K[[~]]-module). The fact that R̟(ρ̟(~rg)) is a solution of QYBE plays an
essential role in the proof of both results; the idea from [7] that the subalgebras of
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shuffle algebras are necessarily torsion-free is also at the basis of the construction.
We show that the map (g, [ , ]g, δg) 7→ U
̟
~
g defines a functor from the category
of Lie bialgebras to that of Hopf algebras (Proposition 4.1). We comment on the
extension of this functor to infinite-dimensional Lie bialgebras in Remark 8.
We also characterize the quantized formal series Hopf (QFSH) algebra O̟
~
(G∗)
corresponding to U̟
~
g as the intersection of Im(ℓ) with a subalgebra Sh̟
~
(g) of
Sh̟(g)[[~]] (Proposition 4.2). According to a general result ([5, 10]), O̟
~
(G∗) is
a quantization of the Hopf algebra of functions on the formal Poisson-Lie group
corresponding to g∗; we show that O̟
~
(G∗) coincides with the dual (U̟
~
g∗)∗ of
U̟
~
g∗.
According to Theorem 4.1 and Proposition 4.1, there is a unique map αK :
∐∐(K) → {universal quantization functors of Lie bialgebras over K} such that
αK(̟) = (g 7→ U
̟
~
(g)). On the other hand, we define a map βK : {universal
quantization functors of Lie bialgebras over K} → ∐∐(K) as follows. When V is
a vector space, denote by F (V ) the free Lie algebra of V . If g is a Lie algebra,
then F (g∗) is naturally equipped with a structure of Lie bialgebra. One shows
that the restriction of a quantization functor Q to bialgebras of the form F (g∗)
yields an element βK(Q) of ∐∐(K).
If g 7→ Q(g) is a universal quantization functor for Lie bialgebras, let us say
that it is compatible with the operations of dual and double if the following holds:
if g is any Lie bialgebra, then there is are canonical isomorphisms between Q(g∗)
and (Q(g)∗)∨ (O∨ is the quantized universal enveloping algebra attached to any
quantized formal series Hopf algebra O, see [5, 10]) and between Q(D(g)) and
the quantum double of Q(g) (D(g) is the double of a Lie algebra g). In that case,
we will say that Q is a compatible functor.
Let us denote by G0 the group of all functorial assignments a 7→ ρa, where
a is a Lie bialgebra and ρa ∈ End(a)[[~]], such that ρa is an iterate of tensor
products of the Lie bracket and cobracket, and satisfies the identities ρa([x, y]) =
[ρa(x), y], ρa∗ = ρ
t
a and ρa = ida+o(~). Then G0 may be viewed as a group of
universal transformations of the solutions of CYBE arising from Lie bialgebras
(see Lemma 5.1 and Remark 9), and as a “linear” subgroup of the group of
functorial assignments (a 7→ ρa), such that if [ , ]a and δa are the Lie bracket and
cobracket of a, then (a, [ , ]a, (ρa⊗ ρa) ◦ δa ◦ ρ
−1
a ) is a Lie bialgebra.
In Section 5, we prove
Theorem 0.2. The map αK is an injection and βK is a retraction of αK, that is
βK ◦αK = id∐∐(K). These maps depend functorially on K and are equivariant with
respect to the natural actions of Aut(K[[~]]) on ∐∐(K) and {universal quantization
functors of Lie bialgebras over K}.
We have αK(∐∐(K)) ⊂ {compatible quantization functors for Lie bialgebras}.
There is a bijection εK between ∐∐(K)×G0 and {compatible quantization functors
for Lie bialgebras}, such that βK ◦ εK is the projection on the first factor and the
restriction of εK on ∐∐(K)× {neutral element} coincides with αK.
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In particular, if G0 reduces to multiplication by scalars, then αK sets up a bi-
jection between ∐∐(K) and {compatible quantization functors for Lie bialgebras}.
The proof of this Theorem is in Section 5. It relies on the following idea. If
g is a Lie algebra, then the universal enveloping algebra of F (g) is the Hopf-co-
Poisson algebra (T (g), δg). The first part of the proof of Theorem 0.2 involves
the fact that the quantizations of (T (g), δg) given by Sh
̟(g)∗ and U̟
~
(F (g∗)) are
naturally isomorphic (Section 5.1). The second part of the proof relies on the fact
that any Lie bialgebra g may be viewed as the image of a Lie bialgebra morphism
from F (g) to F (g∗)∗.
The map Assoc(K)→ ∐∐(K) may help to study how the quantization functors
of Etingof and Kazhdan depend on associators. More precisely, the image of the
map EK is contained in {compatible quantization functors for Lie bialgebras},
so if G0 is trivial, then the map EK(Assoc(K))→ ∐∐(K) is an injection.
For some classes of Lie algebras, the Etingof-Kazhdan quantizations are known
to be independent of the associator (for example in the case of Kac-Moody alge-
bras (see [9]) and nondegenerate triangular Lie bialgebras ([14])).
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1. ∐∐(K) and shuffle algebras of Lie algebras
1.1. Definition of ∐∐(K). Let R be a commutative ring. Let us define FLn(R)
as the part of the free Lie algebra over R with n generators, homogeneous of
degree 1 in each generator. If λ belongs to R, let us define B(R)λ as the set of
all families (Bpq)p,q≥0, where each Bpq belongs to FLp+q(R), such that (Bpq)p,q≥0
satisfies the equations
B10(x) = B01(x) = x, Bp0 = B0p = 0 if p 6= 1, B11(x1, x2) = λ[x1, x2],
and∑
α>0
∑
(pβ)β=1,... ,α∈Partα(p),(qβ)β=1,... ,α∈Partα(q)
Bαr
(
Bp1q1(x1, . . . , xp1|y1, . . . , yq1) · · ·
(1)
· · ·Bpαqα(x∑α−1
β=1 pβ+1
, . . . , xp|y∑α−1
β=1 qβ+1
, . . . , yq)|z1, . . . , zr
)
=
∑
α>0
∑
(qβ)β=1,... ,α∈Partα(q),(rβ)β=1,... ,α∈Partα(r)
Bpα
(
x1, . . . , xp|
Bq1r1(y1, . . . , yq1|z1, . . . , zr1) · · ·Bqαrα(y∑α−1
β=1 qβ+1
, . . . , yq|z∑α−1
β=1 rβ+1
, . . . , zr)
)
for any integers p, q, r > 0. Here Partα(n) is the set of α-partitions of n, that
is the set of αuples (n1, . . . , nα) of nonnegative integers such that
∑α
β=1 nβ = n.
We also set B(R) =
∐
λ∈R B(R)λ.
Let us define G(R) as the subset of the product
∏
n≥1 FLn(R) of elements
(Pn)n≥1 such that P1(x) = x. If P = (Pn)n≥1 and Q = (Qn)n≥1 belong to G(R),
let us define (P ∗Q)n as the element of FLn(R) equal to
(P ∗Q)(x1, . . . , xn) =
∑
α>0
∑
(n1,... ,nα)∈Partα(n)
Pα(Qn1(x1, . . . , xn1), . . . , (2)
Qnα(x
∑α
α′=1
nα′+1
, . . . , xn)).
Then ∗ defines a group structure on G(R).
If P = (Pn)n≥1 belongs to G(R) and B = (Bpq)p,q≥0 belongs to B(R), let us
define (P ∗B)pq as the element of FLp+q defined by
(P ∗B)pq(x1, . . . , xp|y1, . . . , yq) =
∑
α,β>0
∑
(p1,... ,pα)∈Partα(p),(q1,... ,qβ)∈Partβ(q)
Bαβ
(
Pp1(x1, . . . , xp1), . . . , Ppα(x∑α−1
α′=1
pα′+1
, . . . , xp)|
Pq1(y1, . . . , yq1), . . . , Pqα(y∑β−1
β′=1
qα′+1
, . . . , yq)
)
.
Then ∗ defines an action of G(R) on each B(R)λ and on R(R).
We define ∐˜∐(R) and ∐˜∐(R)λ as the quotient sets B(R)/G(R) and B(R)λ/G(R).
If K is a field of characteristic zero, we set ∐∐(K) = ∐˜∐(K[[~]]), where ~ is a formal
variable. We also set ∐∐(K)λ = ∐˜∐(K[[~]])λ, if λ ∈ K[[~]].
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If R is a ring, then there is a unique involution ω 7→ ω∨ of B(R), such that
if ω = (Bpq)p,q≥0, then ω
∨ = (B∨pq)p,q≥0, where B
∨
pq(x1, . . . , xp|y1, . . . , yq) =
Bpq(xp, . . . , x1|yq, . . . , y1). The map ω 7→ ω
∨ induces an involution ̟ 7→ ̟∨
of ∐˜∐(R) and of ∐∐(K), if K is any field.
The group R× also acts on B(R) by the rule r · (Bpq)p,q = (r
p+q−1Bpq)p,q. This
action induces an action of R× on ∐˜∐(R). The group Aut(R) also acts on ∐˜∐(R)
in the obvious way.
Remark 1. Define Bn(R) as the set of families (Bpq)p,q|p,q≥0,p+q≤n satisfying the
relations (1), for any p, q, r such that p + q + r ≤ n. Define Gn(R) as the set
of families (Pk)k|1≤k≤n. Then the rule (2) equips Gn(R) with a group structure.
Moreover, there are natural projection maps Bn+1(R) → Bn(R) and Gn+1(R) →
Gn(R), which induce maps ∐˜∐n+1(R)→ ∐˜∐n(R). Then ∐˜∐(R) is the projective limit
lim←n ∐˜∐n(R).
1.2. Hopf-Poisson structures on shuffle algebras. Let K be a field of char-
acteristic zero and let V be a vector space over K. The shuffle algebra Sh(V ) is
a commutative Hopf algebra; it is defined as follows. As a vector space, Sh(V )
is isomorphic with the tensor algebra T (V ). If v1, . . . , vn are elements of V , we
denote by (v1 . . . vn) the element of Sh(V ) corresponding to v1 ⊗ · · · ⊗ vn by this
isomorphism.
If p and q are integers, let us denote by Sp,q the subset of Sp+q of all per-
mutations σ such that if (i, j) is a pair of integers such that 1 ≤ i < j ≤ p or
p+ 1 ≤ i < j ≤ p+ q, then σ(i) < σ(j) (shuffle permutations). The space Sh(V )
is equipped with a multiplication m0 defined by
m0((v1 . . . vn)⊗ (vn+1 . . . vn+m)) =
∑
σ∈Sn,m
(vσ(1) . . . vσ(n+m))
and a comutiplication ∆Sh(V ) defined by
∆Sh(V )((v1 . . . vn)) =
n∑
k=0
(v1 . . . vk)⊗ (vk+1 . . . vn).
If we define the unit of Sh(V ) as 1 ∈ T 0(V ), its counit εSh(V ) as the projection map
on T 0(V ) = K parallel to the sum ⊕n>0T
n(V ), and the antipode by the formula
SSh(V )((v1 . . . vp)) = (−1)
p(vp . . . v1), then (Sh(V ), m0,∆Sh(V ), εSh(V ), SSh(V )) is a
commutative Hopf algebra.
Assume that V is the underlying vector space of a Lie algebra g. Then there
is a unique linear map m1 : Sh(g)
⊗2 → Sh(g), such that
m1((x1 . . . xn)⊗ (xn+1 . . . xn+m))
=
n∑
i=1
m∑
j=1
∑
σ′∈Si−1,j−1,σ′′∈Sn−i,m−j
(y
(i,j)
σ′(1) . . . y
(i,j)
σ′(i+j−2)[xi, xn+j]z
(i,j)
σ′′(1) . . . z
(i,j)
σ′′(n+m−i−j))
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for any x1, . . . , xn+m in g, where we set
(y
(i,j)
1 , . . . , y
(i,j)
i+j−2) = (x1, . . . , xi−1, xn+1, . . . , xn+j−1),
(z
(i,j)
1 , . . . , z
(i,j)
i+j−2) = (xi+1, . . . , xn, xn+j+1, . . . , xn+m) and Si,j is the set of shuffle
permutations of Si+j associated to the partition {1, . . . , i+j} = {1, . . . , i}∪{i+
1, . . . , i+ j}.
The map m1 defines a Poisson structure on the commutative algebra Sh(g).
Moreover, this Poisson structure is compatible with ∆Sh(g), so (Sh(g), m0, m1,∆Sh(g),
εSh(g), SSh(g)) is a commutative Hopf-Poisson algebra; moreover, the map g 7→
(Sh(g), m0, m1,∆Sh(g)) defines in a natural way a functor from the category of Lie
algebras to that of Hopf-Poisson algebras.
In the same way, the tensor algebra T (V ) is equipped with a unique Hopf
structure (T (V ), mT (V ),∆T (V ), εT (V ),ST (V )) such that the elements of T
1(V ) are
primitive. If V is the underlying space of a Lie coalgebra (h, δh), then there
exists a unique co-Poisson map δT (h) : T (h)→ T (h)
⊗2, whose restriction to T 1(h)
coincides with δh. (T (h), mT (h),∆T (h), δT (h)) is then a Hopf-co-Poisson algebra,
and the map h 7→ (T (h), mT (h),∆T (h), δT (h)) is a functor from the category of Lie
coalgebras to that of Hopf co-Poisson algebras.
1.3. Quantizations of shuffle algebras. Let ω = (Bpq)p,q≥0 belong to B(K[[~]]).
If g is a Lie algebra over K, define Shω(g) as follows. As a vector space, Shω(g) is
isomorphic to T (g)[[~]]. If x1, . . . , xn belong to g, let us denote by (x1 . . . xn) the
element corresponding to x1⊗· · ·⊗xn. Define a mapmShω(g) : Sh
ω(g)⊗̂2 → Shω(g)
by the rule
mShω(g)
(
(x1 . . . xn), (y1 . . . ym)
)
=
∑
k≥0
∑
(p1...pk) partition of n,(q1...qk) partition of m (3)(
Bp1q1(x1 . . . xp1 |y1 . . . yq1) . . . Bpkqk(xp1+···+pk−1+1 . . . xp|yq1+···+qk−1+1 . . . yq)
)
for any x1, . . . , ym in g (⊗̂ is the ~-adically completed tensor product) and ∆Shω(g)
as the unique linear map from Shω(g) to Shω(g)⊗̂ Shω(g) such that
∆Shω(g)((x1 . . . xn)) =
n∑
i=0
(x1 . . . xi)⊗ (xi+1 . . . xn),
for any x1, . . . , xn in g. Let us define εShω(g) as the unique linear map from Sh
ω(g)
to K, such that the restriction of εShω(g) to g
⊗0 = K is the identity map, and the
restriction of εSh(g) to ⊕i>0g
⊗i is zero.
Finally, let us define inductively SShω(g) as the unique endomorphism of Sh
ω(g)
such that
SShω(g)(1) = 1, SShω(g)((x1 . . . xn)) = −
n−1∑
i=0
SShω(g)((x1 . . . xi))(xi+1 . . . xn)
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for any x1, . . . , xn in g. One checks that
SShω(g)(x1 . . . xn) =
∑
k≥0
(−1)k
∑
(p1,... ,pk) partition of n
(x1 . . . xp1) · · · (xp1+···+pk−1+1 . . . xp1+···+pk).
Proposition 1.1. (Shω(g), mShω(g),∆Shω(g), εShω(g), SShω(g)) is a Hopf algebra. If
ω belongs to B(K)1/2, then the subspace of Sh
ω(g) of all symmetric tensors is
a Hopf subalgebra of Shω(g), canonically isomorphic with Ug. Moreover, the
mapping g 7→ Shω(g) defines a functor from the category of Lie algebras to that
of Hopf algebras.
If ω and ω′ belong to the same orbit of the action of G(K[[~]]) on B(K[[~]]),
then the Hopf algebras Shω(g) and Shω′(g) are canonically isomorphic (that is,
the isomorphisms are depend functorially on g). If ̟ belongs to ∐∐(K), we will
denote by Sh̟(g) any of the Hopf algebras Shω(g), if ̟ is the coset of ω.
Proof. ∆Shω(g) is obviously coassociative. Moreover, it is also clear that mShω(g)
is a coalgebra map. The associativity of mShω(g) follows from the identities (1).
The fact that if x and y belong to Sh(g), then SSh(g)(xy) = SSh(g)(x)SSh(g)(y) is
proved by induction on the degree of x any y. The other Hopf algebra axioms
are checked directly. This proves the first statement.
The form of the product implies that the symmetric tensors form a subalgebra
of Shω(g). Let ι be the algebra morphism from T (g) to Shω(g) such that for any
x in g, ι(x) = (x). Then ι(x⊗ y − y ⊗ y − [x, y]) is equal to zero, so ι induces an
algebra morphism ι¯ from Ug to the subalgebra of summetric elements of Shω(g).
The associated graded of this morphism coincides with the identity map of S(g),
therefore ι¯ is an isomorphism.
Assume that ω = P ∗ ω′, where P = (Pi)i≥1 ∈ G(K[[~]]), then the canonical
isomorphism iω,ω′ from Sh
ω(g) to Shω
′
(g) is given by by the rule
iω,ω′(x1 . . . . . . xn) =
∑
α>0
∑
(n1,... ,nα)∈Partα(n)
(
Pn1(x1, . . . , xn1) · · ·Pnα(x∑α−1
α′=1
nα′+1
. . . xn)
)
.
Let us explain why we consider Shω(g) as a quantization of the Hopf-Poisson
algebra (Sh(g), m0, m1,∆Sh(g), εSh(g), SSh(g)). Let us denote by Sh
ω,≤i(g) the sub-
space of Shω(g) equal to⊕i′≤iT
i′(g)[[~]]. Then the sequence of inclusions Shω,≤0(g)
⊂ Shω,≤1(g) ⊂ · · · is a Hopf algebra filtration of Shω(g). The associated graded
algebra is commutative and inherits therefore a Poisson bracket. If ω belongs to
B(K[[~]])λ, where λ ∈ 1/2+ o(~), the reduction modulo ~ of this Poisson algebra
is (Sh(g), m0, m1).
1.4. ∐∐(K) and quantizations of tensor algebras. Let (a, δa) be a Lie coalge-
bra. Let us consider the following quantization problem: to construct a topolog-
ically free K[[~]]-Hopf algebra, (T,mT ,∆, εT , ST ) quantizing the Hopf-co-Poisson
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structure (T (a), mT (a),∆
0
T (a), δT (a), εT (a), ST (a)) (we call (T,mT ,∆T , εT , ST ) a quan-
tized tensor algebra).
The corresponding functorial problem is to construct all functors from the
category of Lie coalgebras to that of quantized tensor algebras with the suitable
classical limit. Let us say that such a functor is universal if the structure constants
of the quantization of T (a) depends polynomially in those of a. The purpose of
this Section is to construct a bijection between ∐∐(K) and {universal quantization
functors of the tensor algebras T (g)}.
Proposition 1.2. Let (a, δa) be a Lie coalgebra, and let (T,mT ,∆T , εT , ST ) be a
quantization of (T (a), mT (a),∆
0
T (a), δT (a), εT (a), ST (a)).
Then there exists an algebra isomorphism θ : T → T (a)[[~]], such that if
∆ : T (a)[[~]] → T (a)⊗2[[~]] is the map (θ ⊗ θ) ◦ ∆T ◦ θ
−1, then ∆(T i(a)) ⊂⊕̂
p,q|p+q≥i~
p+q−iT p(a)⊗ T q(a) (⊕̂ is the completed direct sum).
Moreover, any isomorphism with this property is of the form κ ◦ θ, where κ is
the automorphism of T (a)[[~]] induced by a map a → ⊕̂n≥1~
n−1T n(a)[[~]] whose
reduction modulo ~ is the identity.
Proof. Let φ : a → T be any section of the projection map T → T/~T =
T (a) → a (the second map is the projection on a parallel to ⊕i 6=1T
i(a)). This
map extends to a unique algebra morphism ι : T (a)[[~]] → T . Since T is a flat
deformation of T (a), ι is a linear isomorphism. Let us set ∆ιT = (ι⊗ ι) ◦∆T ◦ ι
−1.
Then ∆ιT is a coproduct map on T (a)[[~]]. We will now construct an algebra
automorphism φ of T (a)[[~]], such that the reduction of φ mod ~ is the identity
and (φ⊗ φ) ◦∆ιT ◦ φ
−1 has the required property.
Assume that we constructed an automorphism φ(n) of T (a)[[~]], whose reduc-
tion modulo ~ is the identity, and such that ∆T,n = (φ(n) ⊗ φ(n)) ◦∆
ι
T ◦ φ
−1
(n) has
the property
∆T,n(a) ⊂
⊕
p,q|p+q≥1
~p+q−1T p(a)⊗ T q(a) + ~nT (a)⊗ T (a)[[~]]. (4)
Let ∆T,n,k be the linear endomorphisms of T (a) such that ∆T,n =
∑
k≥0 ~
k∆T,n,k.
If we denote by ∆T (a) the usual (undeformed) coproduct of T (a), the coasso-
ciativity of ∆T,n implies that (∆T (a) ⊗ id− id⊗∆T (a)) ◦ ∆T,n,n maps T (a) to
⊕p,q,r|p+q+r≤n+1T
p(a)⊗ T q(a)⊗ T r(a).
Let us denote by ∆>n+1 the composition of (∆T,n,n)|a with the projection of
T (a)⊗2 on ⊕p,q|p+q>n+1T
p(a)⊗ T q(a) parallel to ⊕p,q|p+q≤n+1T
p(a)⊗ T q(a). Then
(∆T (a)⊗ id− id⊗∆T (a)) ◦∆>n+1 = 0. Let ψn be the composition −εT (a) ◦∆>n+1;
φ′n is a linear map from a to T (a). Then the relation
idT (a)⊗T (a) = ∆T (a) ◦ (εT (a)) + (ε⊗ id
⊗2
T (a)) ◦ (∆(T (a)) ⊗ idT (a)− idT (a)⊗∆(T (a)))
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implies that ∆>n+1 = ∆T (a) ◦ ψn. Let us define φ
′
n as the automorphism of
T (a)[[~]] induced by the map 1− ~nψn, and set φ(n+1) = φ
′
n ◦ φ(n), then (φ(n+1)⊗
φ(n+1)) ◦∆T,n ◦ (φ(n+1))
−1 satisfies (4) with n replaced by n + 1.
The sequence (φ(n))n≥0 has a unique ~-adic limit, wich we denote by φ. Then
if we set ∆T,∞ = (φ(∞) ⊗ φ(∞)) ◦∆
ι
T ◦ φ
−1
(∞), then we have
∆T,∞(a) ⊂
⊕
p,q|p+q≥1
~p+q−1T p(a)⊗ T q(a).
Since ∆T,∞ is an algebra morphism, this relation implies
∆T,∞(T
k(a)) ⊂
⊕
p,q|p+q≥k
~p+q−kT p(a)⊗ T q(a)
for any k. So we set θ = φ ◦ ι.
Assume that (a, δa) is a finite-dimensional (or nonnegatively graded with finite
dimensional components) Lie coalgebra. Then a∗ (or the restricted dual of a)
is a Lie algebra; denote it by b. In the situation of Proposition 1.2, define δbpq
as the composition of the restriction (θ ⊗ θ) ◦ ∆ ◦ θ−1 with the projection of
T (a)⊗ T (a)[[~]] on T p(a)⊗ T q(a)[[~]] parallel to all other T p
′
(a)⊗ T q
′
(a)[[~]].
Define Bbpq as the linear map from b
⊗p+q to b[[~]] dual to δbpq. Equip Sh(b)[[~]]
with its usual coproduct and the product mT,θ given by formula (3), with the Bpq
replaced by Bbpq.
Lemma 1.1. In the situation of Proposition 1.2, there is a unique Hopf algebra
structure (Sh(b)[[~]], mT,θ,∆Sh(b), εSh(b), ST,θ) on Sh(b)[[~]] with product mT,θ and
coproduct ∆Sh(b). The pairing T (a)[[~]]×Sh(b)[[~]]→ K[[~]][~
−1] defined by 〈a1⊗
· · · ⊗ ap, (b1 . . . bq)〉 =
δpq
~p
∏p
i=1〈ai, bi〉 induces a Hopf pairing between this Hopf
algebra and the Hopf algebra structure on T (a)[[~]] defined in Proposition 1.2.
We now construct a map γK : ∐∐(K)→ {universal quantization functors of the
tensor algebras T (a)}. If n is an integer and P belongs to FLn(K), and if (a, δa)
is a Lie coalgebra, let us define the map δ
(P )
a : a → a⊗n as follows. Let FAn(K)
be the part of the free algebra with n generators, homogeneous in each generator.
There is a unique element (Pσ)σ∈Sn inK
Sn such that P =
∑
σinSn
Pσxσ(1) · · ·xσ(n).
Let us set
δ(P )a (a) =
1
n
(
(id⊗na ⊗δa) ◦ · · · ◦ (ida⊗δ) ◦ δ(a)
)(σ(1)...σ(n))
,
for any a in a. Then Proposition D.1 implies that if b is any Lie algebra dual to
a, then
〈δ(P )a (a), b1 ⊗ · · · ⊗ bn〉a⊗n×b⊗n = 〈a, P (b1, . . . , bn)〉a⊗n×b⊗n
(here 〈 , 〉a×b is the pairing between a and b and 〈 , 〉a⊗n×b⊗n is its nth tensor
power). If P belongs to K[[~]], the map δ(P ) : a→ a⊗n[[~]] is defined in the same
way.
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If ω belongs to B(K[[~]]), and a is any Lie coalgebra, let us define T ω
~
(a)
as follows. As an algebra, T ω
~
(a) is isomorphic to T (a)[[~]]. Define µpq as the
map from a⊗p+q to T (a)⊗ T (a) obtained by the composition of the isomorphism
a⊗(p+q) → a⊗p⊗a⊗q with the injections of a⊗p and a⊗q in each factor of T (a)⊗T (a).
Then there exists a unique coalgebra map ∆Tω
~
(a) on T (a)[[~]], such that for any
a in a,
∆Tω
~
(a)(a) =
∑
p,q≥0
~p+q−1µp,q(δ
(Bpq)(a)).
The usual augmentation map εTω
~
(a) is a counit for this coalgebra structure, and
there exists a unique corresponding antipode STω
~
(a). (T
ω
~
(a), mTω
~
(a),∆Tω
~
(a), εTω
~
(a), STω
~
(a))
is then a quantized tensor algebra. It is easy to see that it is a quantization of
(T (a), mT (a)∆T (a), δT (a)). Moreover, for any fixed ω, the map a 7→ T
ω
~
(a) is a
quantization functor of the tensor algebras T (a), and if ω and ω′ are in the same
G(K[[~]])-orbit, then there are functorial (in a) Hopf algebra isomorphisms be-
tween T ω
~
(a) and T ω
′
~
(a). If ̟ belongs to ∐∐(K), let us define (a 7→ T̟
~
(a)) as any
of the quantization functors (a 7→ T ω
~
(a)), where ̟ is the coset of ω. Summariz-
ing, we have
Proposition 1.3. The assignment ̟ 7→ (a 7→ T̟
~
(a)) defines a map γK from
∐∐(K) to {universal quantization functors of the tensor algebras T (a)}.
We will now show
Proposition 1.4. The restriction to ∐∐(K)1/2 of the map γK is a bijection. It is
functorial in K and equivariant with respect to the natural actions of Aut(K[[~]]).
Proof. Let us construct the inverse map to γK.
Let Fn be the free Lie algebra with n generators x1, . . . , xn. If Ψ is a quan-
tization functor of the tensor algebras T (a), we may apply Proposition 1.2 and
Lemma 1.1 to Ψ(F∗n). These statements have analogues in the situation of N
n-
graded Lie algebras. Functoriality with respect to the Lie algebra automorphisms
of Fn given by xi 7→ λixi allows us to apply these refined statements to Fn. We
obtain maps BFnpq : (Fn)
⊗p+q → Fn[[~]], graded and well defined up to graded au-
tomorphisms. The maps BFnpq are graded, so if p+ q ≤ n, then B
Fn
pq (x1, . . . , xp+q)
belongs to FLp+q(K[[~]]). The associativity of the product of Ψ(Fn) implies that
the (BFnpq )p,q|p+q≤n satisfy identities (1), for p+q+r ≤ n. The family (B
Fn
pq )p,q|p+q≤n
therefore defines an element ∐˜n(Ψ) of ∐∐n(K). Functoriality with respect to the
map Fn → Fn+1 sending each xi to xi implies that the family (∐˜n(Ψ))n≥0 defines
an element ∐˜(Ψ) of ∐∐n(K). Then there is a unique λ(Ψ) ∈ 1+o(~) such that ∐˜(Ψ)
belongs to ∐∐n(K)λ(Ψ)/2. Let ∐(Ψ) be the result of the action of λ(Ψ)
−1 ∈ K[[~]]×
on ∐˜(Ψ). We have obviously ∐ ◦ γK = id∐∐(K)1/2 .
Let us prove that γK ◦ ∐ = id∐∐(K)1/2 . Let Ψ be a universal quantization func-
tor of the tensor algebras T (a). Apply Proposition 1.2 and Lemma 1.1 to each
Lie coalgebra a. Then for each Lie algebra g over K, we obtain linear maps
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Bgpq : g
⊗p+q → g[[~]] satisfying the relations (1), depending polynomially in the
structure constants of g, and such that the dual to Ψ(a) is the quantized shuffle al-
gebra of a∗ corresponding to the maps Bgpq. One the other hand, such linear maps
g⊗p+q → g all correspond to substitution of elements of g in free Lie polynomials.
The family (Bgpq)p,q≥0 therefore corresponds to an element of ∐∐(K).
1.5. Relation with the CBH formula. Let g be a Lie algebra over K and
let Sym : Sg → Ug be the symmetrization map, such that for any x in g and
any integer n, Sym(xn) = xn. The pull-back of the product on the universal
enveloping algebra Ug by the symmetrization map Sym may be viewed as a star-
product over Sg. This pull-back involves the Campbell-Baker-Hausdorff (CBH)
series and is called PBW quantization of Sg.
Let us recall how the CBH series is defined. It is an infinite series BCBH(x, y) =∑
p,q≥0B
CBH
pq (x, y), where B
CBH
pq (x, y) is an element of the free Lie algebra in two
variables x, y, homogeneous of degrees p in x and q in y. For x, y formal variables
in the neighborhood of zero in g, the identity
exey = eB
CBH (x,y)
holds in the formal Lie group associated with g.
Then if x and y belong to g, we have the identity
xpyq =
∑
k≥0
p!q!
k!
∑
(p1,... ,pk)∈Partk(p),(q1,... ,qk)∈Partk(q)
Sym(BCBHp1q1 (x, y) · · ·B
CBH
pkqk
(x, y))
(5)
in Ug.
Assume that ω = (Bpq)p,q≥0 belongs to B(K[[~]])1/2. Since the image of x
p
by the canonical map Ug → Shω
~
(g) is p!(x . . . x) (x appears p times), and iden-
tifying the terms of lower degree of the image of (5) by Ug → Shω
~
(g), we get
Bpq(x, . . . , x|y, . . . , y) = B
CBH(x, y). This identity holds for any Lie algebra, in
particular, if g is the free Lie algebra with two generators and x, y are identified
with these generators. We have therefore
Proposition 1.5. If ω = (Bpq)p,q≥0 belongs to B(K[[~]])1/2, then the identities
Bpq(x, . . . , x|y, . . . , y) = B
CBH
pq (x, y)
hold in the free Lie algebra with two generators x, y;
1.6. Explicit formulas. One may show that if ω is any element in B(K[[~]])1/2,
there exists ω′ = (Bpq)p,q≥0 in the orbit G(K[[~]]) ∗ ω of ω such that
B12(x, x
′|y) =
1
24
([x, [x′, y]]+[x′, [x, y]]), B21(x|y, y
′) =
1
24
([y, [y′, x]]+[y′, [y, x]]).
In the algebra Shω
′
(g), we have the relations
(x)(y) = (xy) + (yx) +
1
2
([x, y]),
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(xx′)(y) = (xx′y)+(xyx′)+(yxx′)+
1
2
(x[x′, y])+
1
2
([x, y]x′)+
1
24
([x, [x′, y]]+[x′, [x, y]]),
(x)(yy′) = (xyy′)+(yxy′)+(yy′x)+
1
2
([x, y]y′)+
1
2
(y[x, y′])+
1
24
([y, [y′, x]]+[y′, [y, x]]).
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2. R-matrices in shuffle algebras
Let us fix an element ω of B(K[[~]]). Let a and b be Lie algebras and let
rab =
∑
i∈I ai ⊗ bi be an element of a ⊗ b. In this Section, we associate to rab a
family of elements (Rωn(rab))n≥0 of Sh
ω(a) ⊗ Shω(b), satisfying analogues of the
quasitriangular identities (∆⊗ id)(R) = R(13)R(23) and (id⊗∆)(R) = R(13)R(12).
If n1, . . . , nk are positive integers, denote by x
(i)
1 , . . . , x
(i)
ni the generators of the
ith factor of the tensor product (⊗ki=1FLni)⊗FLn1+···+nk and by y1, . . . , yn1+···+nk
the generators of the last tensor factor. Then the product of symmetric groups∏k
i=1Sni acts on this tensor product, is such a way that Si permutes simulta-
neously the generators (x
(i)
a )a=1,... ,ki and (yn1+···+ni−1+a)a=1,... ,ki. Let us denote by
Fn1,... ,nk the space of coinvariants of this action, so
Fn1,... ,nk =
(
(
k⊗
i=1
FLni)⊗ FLn1+···+nk
)∏k
i=1 Sni
.
Let us define inductively λn1,... ,nk ∈ Fn1,... ,nk as follows. Recall that if p and r are
integers, Partr(p) is the set of r-partitions of p, i.e. the set of families of integers
(p1, . . . , pr) such that p1+ · · ·+ pr = p. We set λ1 = x
(1)
1 ⊗ y1, and if
∑k
l=1 nl > 1
λn1,... ,nk =
1
n1 + · · ·+ nk − 1
∑
α1,... ,αk∈N>0
k−1∑
l=1∑
(nij)j∈Partαi(ni)
λ′′(n1i)i ⊗ · · · ⊗ λ
′′
(nki)i
⊗ Bω
∨
α1+···+αl,αl+1+···+αk
(
λ
′(1)
(n1j)j
, . . . , λ
′(αk)
(nkj)j
)
,
where we set
λ(nij)j=1,... ,αi = λ
′(1)
(nij)j=1,... ,αi
⊗ · · · ⊗ λ
′(αi)
(nij)j=1,... ,αi
⊗ λ′′(nij)j=1,... ,αi
,
and the variables (x
(i)
a )a=1,... ,ni (resp., y
∑
α<i nα+
∑
β<j niβ+1
, · · · , y∑
α<i nα+
∑
β≤j niβ
)
are substituted in λ′′(nij)j (resp., in λ
′(j)
(nij)j
).
Let us denote by concShω(b) the concatenation product on the tensor algebra
T (b)[[~]], which we identify linearly with Shω(b). We have concShω(b)((x1 . . . xk)⊗
(xk+1 . . . xn)) = (x1 . . . xn).
There is a unique map κ(rab) from Fn1,... ,nk to Sh
ω(a) ⊗ b, such that for any
P1 ∈ FLn1, . . . , Pk ∈ FLnk , Q ∈ FLn1+···+nk , we have
κ(rab)(⊗
k
i=1Pi(x
(i)
a )⊗Q(y1, . . . , yn1+···+na)) =
∑
i1,...in1+···+nk∈I(
P1(ai1 , . . . , ain1 ) . . . Pk(ain1+···+nk−1+1 , . . . , ain1+···+nk )
)
⊗Q(bi1 , . . . , bin1+···+nk ).
We also denote by κ(rab) the unique extension of this map to a linear map from
⊕n1,... ,nkFn1,... ,nk to Sh
ω(a)⊗ b.
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Let us denote by ΨSh(b) the linear automorphism of Sh(b) such that for any
x1, . . . , xn in b, ΨSh(b)((x1 . . . xn)) = (xn . . . x1).
Lemma 2.1. If ∆′Sh(b) is the composition of ∆Sh(b) with the permutation of fac-
tors, then ΨSh(b) is a Hopf algebra isomorphism from (Sh
ω∨(b), mShω∨ (b),∆Shω∨(b))
to (Shω(b), mShω(b),∆
′
Shω(b)), so mShω(b) ◦ (ΨSh(b)⊗ΨSh(b)) = ΨSh(b) ◦mShω∨ (b) and
∆′Shω(b) ◦ΨSh(b) = (ΨSh(b) ⊗ΨSh(b)) ◦∆Shω∨(b).
If m is an associative operation, we will denote by m(k) the kth fold product as-
sociated tom. If n is a positive integer, we set λn =
∑
k>0
∑
(n1,... ,nk)∈Partk(n)
λn1,... ,nk .
Proposition 2.1. Let us define the family (R′n(rab))n≥0 of elements of Sh
ω(a)⊗
Shω
∨
(b) as follows. R′0(rab) = 1, R
′
1(rab) = rab and
R′n(rab)
=
∑
k≥1
∑
(n1,... ,nk)∈Partk(n)
(
m
(k)
Sh(a) ⊗ conc
(k)
Sh(b)
)(
κ(rab)(λn1)
(1,k+1) · · ·κ(rab)(λnk)
(k,2k)
)
.
If we set
Rωn(rab) = (id⊗ΨSh(b))(R
′
n(rab)),
then the family (Rn(rab))n≥0 satisfies
(∆Shω(a) ⊗ id)(R
ω
n(rab)) =
n∑
k=0
(Rωk (rab))
(13)(Rωn−k(rab))
(23), (6)
(id⊗∆Shω(b))(Rn(rab)) =
n∑
k=0
(Rωk (rab))
(13)(Rωn−k)(rab)
(12).
Moreover, we have
(SShω(a) ⊗ idShω(b))(R
ω
n(rab)) = (idShω(a)⊗S
−1
Shω(b))(R
ω
n(rab)). (7)
Proof. It is immediate that (R′n(rab))n≥0 satisfies
(id⊗∆Shω∨ (b))(R
′
n(rab)) =
n∑
k=0
Rk(rab)
′(12)Rn−k(rab)
′(13), (8)
so (R′n(rab))n≥0 satisfies the second part of (6). Let us prove by induction on m
that the relation
(∆Shω(a) ⊗ id)(R
′
m(rab)) =
m∑
k=0
R′k(rab)
(13)R′m−k(rab)
(23) (9)
is also satisfied. The relation clearly holds form = 0, 1. Assume that it is satisfied
up to order m = n− 1. Let us set
Z = (∆Shω(a) ⊗ id)(R
′
n(rab))−
n∑
k=0
R′k(rab)
(13)R′n−k(rab)
(23)
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and let us apply (id⊗∆Shω∨(b)) to Z. We find
(id⊗∆Shω∨ (b))(Z) = (∆Shω(a) ⊗∆Shω∨ (b))(R
′
n(rab))
−
n∑
k=0
∑
k′,k′′
R′k′(rab)
(13)R′k−k′(rab)
(14)R′k′′(rab)
(23)R′n−k−k′′(rab)
(24),
and equation (8) and the induction hypothesis imply that this is Z(123) + Z(124).
Since the space of primitive elements of Shω
∨
(b) coincides with b, Z belongs to
Shω(a)⊗2 ⊗ b.
Let us show that Z is zero. Let us set ∆˜Shω(a)(x) = ∆Shω(a)(x) − x ⊗ 1 −
1 ⊗ x + εShω(a)(x)(1 ⊗ 1). The restriction of ∆˜Shω(a) to Ker(εShω(a)) is a lin-
ear map from Ker(εShω(a)) to Ker(εShω(a))
⊗2. Let us define c˜oncSha as the linear
map from Ker(εShω(a))
⊗2 to Ker(εShω(a)) such that if y =
∑
k≥2 yk, with yk ∈
⊕k′,k′′|k′+k′′=ka
⊗k′ ⊗ a⊗k
′′
, then c˜oncShω(a)(y) =
∑
k≥2
1
k−1
conc(yk). Let us also de-
note by c˜onc(2) the map from Ker(εShω(a))
⊗3 to Ker(εShω(a))
⊗2 whose restriction to
⊕k,k′,k′′|k+k′+k′′=na
⊗k⊗a⊗k
′
⊗a⊗k
′′
is equal to 1
n−1
(concShω(a)⊗ id− id⊗ concShω∨(b)).
Then we have the following homotopy formula
idKer(εShω(a))⊗2 = ∆˜Shω(a) ◦ c˜oncSh(b) + c˜onc
(2) ◦ (∆˜Shω(a) ⊗ id− id⊗∆˜Sh(a)).
(10)
(εShω(a)⊗id⊗ id)(Z) = (id⊗εShω(a)⊗id)(Z) = 0, so Z belongs to Ker(εShω(a))
⊗2⊗b.
Let us apply identity (10) to the first two tensor factors of Z. Since (c˜oncShω(a)⊗
idb)(Z) belongs to Sh
ω(a)⊗2 ⊗ b, this term coincides with (c˜oncShω(a) ⊗ prb)(Z),
therefore it is equal to the sum of (n − 1)κ(rab)(λn) and contributions of the
R′k(rab), where k < n. By the construction of λn, this sum is zero.
Let us compute now
(
(∆˜Shω(a) ⊗ idShω(a)− idShω(a)⊗∆˜Shω(a))⊗ idSh(b)
)
(Z). (11)
Recall that Z is equal to (∆˜Shω(a)⊗idSh(b))(R
′
n(rab))−
∑n−1
k=1R
′
k(rab)
(13)R′n−k(rab)
(23);
since (∆˜Shω∨ (b) ⊗ idSh(b)− idSh(b)⊗∆˜Shω∨(b)) ◦ ∆˜Shω∨ (b) = 0, (11) is equal to
−
(
(∆˜Shω(a) ⊗ idSh(a)− idSh(a)⊗∆˜Shω(a))⊗ idShω(b)
)( n−1∑
k=1
R′k(rab)
(13)R′n−k(rab)
(23)
)
.
The induction hypothesis implies that
(
∆˜Sh(ωa) ⊗ idSh(a)⊗ idSh(b)
)( n−1∑
k=1
R′k(rab)
(13)R′n−k(rab)
(23)
)
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and
(
idSh(a)⊗∆˜Shω(a)⊗ idSh(b)
)(∑n−1
k=1R
′
k(rab)
(13)R′n−k(rab)
(23)
)
are both equal to∑
k,k′,k′′|k,k′,k′′>0,k+k′+k′′=nR
′
k(rab)
(14)R′k′(rab)
(24)R′k′′(rab)
(34). Therefore (11) van-
ishes. The homotopy formula (10) then implies that Z is zero. This proves the
induction step.
Equations (6) imply that if t is a formal parameter andRω(rab) =
∑
n≥0 t
nRωn(rab),
we have (SShω(a) ⊗ id)(R
ω(rab)) = R
ω(rab)
−1; as S−1Shω(b) is the antipode corre-
sponding to the coproduct ∆′Shω(b), we have also and (id⊗S
−1
Shω(b))(R
ω(rab)) =
Rω(rab)
−1. These equalities imply (7).
Remark 2. The sequence (Rωn(rab))n≥0 is uniquely determined by the conditions
that it satisfies (6), Rω0 (rab) = 1, R
ω
1 (rab) = rab, and (pra⊗ prb)(R
ω(rab)) = 0 for
n ≥ 2. It follows that R′n(rab) is equal to R
′
n(r
(21)
ab )
(21).
Remark 3. If the sum Rω(rab) =
∑
i≥0R
ω
i (rab) makes sense (for example if we
work with ~-adic completions and rab is in O(~)), it satisfies the R-matrix iden-
tities
(∆Shω(a) ⊗ idSh(b))(R
ω(rab)) = (R
ω)(13)(rab)(R
ω)(23)(rab),
(idSh(a)⊗∆Shω(b))(R
ω(rab)) = (R
ω)(13)(rab)(R
ω)(12)(rab).
Remark 4. If ω is ω′ of Section 1.6, then the first Rωi (rab) are
Rω2 (rab) =
∑
i,j
(aiaj)⊗ (bibj) + (aiaj)⊗ (bjbi)−
1
2
([ai, aj])⊗ (bibj) +
1
2
(aiaj)⊗ ([bi, bj])
=
∑
i,j
1
2
([ai, aj])⊗ (bjbi) + (aiaj)⊗ (bi)(bj) =
∑
i,j
1
2
(aiaj)⊗ ([bi, bj ]) + (ai)(aj)⊗ (bjbi)
Rω3 (rab) =
∑
i,j,k
(aiajak)⊗
(
(bibjbk) + all permutations in i, j, k
)
+
1
2
(aiajak)⊗
(
[bi, bj ]bk + bk[bi, bj ] + [bi, bk]bj + bj [bi, bk] + [bj , bk]bi + bi[bj , bk]
)
+
1
2
(
[ai, aj ]ak + ak[ai, aj ] + [ai, ak]aj + aj [ai, ak] + [aj , ak]ai + ai[aj , ak]
)
⊗ (bkbjbi)
+ (aiajak)⊗ (L3(bi, bj , bk)) + (L3(ai, aj, ak))⊗ (bkbjbi)
+
1
4
([ai, aj ]ak)⊗
(
[bj , bk]bi + bj [bi, bk]
)
+
1
4
(ai[aj, ak])⊗
(
bk[bi, bj ] + [bi, bk]bj
)
=
∑
i,j,k
(ai)(aj)(ak)⊗ (bkbjbi) +
1
2
(aiaj)(ak)⊗ (bk[bi, bj]) +
1
2
(ai)(ajak)⊗ ([bj , bk]bi)
+ (aiajak)⊗ (L3(bi, bj , bk)),
20 B. ENRIQUEZ
where
L3(x, y, z) =
1
6
(
[x, [y, z]] + [[x, y], z]
)
.
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3. Construction of solutions of QYBE
In this Section, we again fix an element ω ∈ B(K[[~]]). Let us assume that
the Lie algebras a and b are the same, and that that we are given an element
ra =
∑
i∈I ai⊗ bi of a⊗ a, satisfying the classical Yang-Baxter equation (CYBE),
that is
[r(12)a , r
(13)
a ] + [r
(12)
a , r
(23)
a ] + [r
(13)
a , r
(23)
a ] = 0.
Our aim in this Section is to construct a family (ρωn(ra))n≥1 of elements of a⊗a,
expressed in terms of Lie polynomials of degree n in the ai and bi, such that if
we set ρω(ra) =
∑
n≥0 ρ
ω
n(ra), and if we denote by R
ω
i (ρ
ω(ra))[p] the homogeneous
component of degree p in ra of R
ω
i (ρ
ω(ra)), then for each integer n ≥ 0, ρ
ω(ra)
satisfies the equation∑
p,p′,p′′|p+p′+p′′=n
∑
i,j,k≥0
Rωi (ρ
ω(ra))[p]
(12)Rωj (ρ
ω(ra))[p
′](13)Rωk (ρ
ω(ra))[p
′′](23)
=
∑
p,p′,p′′|p+p′+p′′=n
∑
i,j,k≥0
Rωk (ρ
ω(ra))[p
′′](23)Rωj (ρ
ω(ra))[p
′](13)Rωi (ρ
ω(ra))[p]
(12).
In particular, if the sum
∑
iR
ω
i (ρ
ω(ra)) converges (for example if ra has posi-
tive ~-adic valuation), then Rω(ρω(ra)) =
∑
i≥0R
ω
i (ρ
ω(ra)) satisfies the quantum
Yang-Baxter equation (QYBE)
(Rω(ρω(ra)))
(12)(Rω(ρω(ra)))
(13)(Rω(ρω(ra)))
(23)
= (Rω(ρω(ra)))
(23)(Rω(ρω(ra)))
(13)(Rω(ρω(ra)))
(12).
After we reduce this problem to a Lie algebraic problem (Section 3.1), we look
for universal formulas expressing ρ(r) and translate the Lie algebraic problem in
terms of these universal formulas (Section 3.2). We then show that the latter
problem can be formulated in cohomological terms (Section 3.3) and compute
the relevant cohomologies (Section 3.4). We then gather our results to show the
existence and unicity of universal formulas for ρω(ra) (Section 3.5).
3.1. Reduction to a Lie algebraic problem. Let ~ be a formal variable and
let ρ be an element of ~(a ⊗ a)[[~]]. Then Rω(ρ) is an element of Sh(a)⊗2[[~]].
Replacing the ground field K by the ring K[[~]]/(~n) in the definition of Rω, we
define a map Rω : ~a⊗2[[~]]/~na⊗2[[~]]→ Sh(a)⊗2[[~]]/(~n). The following Propo-
sition shows that the condition that Rω(ρ) be a solution of the associative QYBE
is equivalent to ρ being a solution of equation (15), a Lie algebraic equation,
which we call the Lie version of QYBE.
Proposition 3.1. Let pra denote the projection of Sh
ω(a) on a parallel to ⊕i 6=1a
⊗i.
Let n be an integer and ρn belong to ~a
⊗2[[~]]/~na⊗2[[~]]. Then the following state-
ments are equivalent
i) Rω(ρn) satisfies QYBE in Sh
ω(a)⊗3[[~]]/(~n)
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ii) the equation
pr⊗3a ((R
ω(ρn))
(12)(Rω(ρn))
(13)(Rω(ρn))
(23)) (12)
= pr⊗3a ((R
ω(ρn))
(23)(Rω(ρn))
(13)(Rω(ρn))
(12))
holds in a⊗3[[~]]/(~n).
It follows that if ρ belongs to ~a⊗2[[~]], the statements
iii) Rω(ρ) satisfies QYBE in Shω(a)⊗3[[~]]
iv) the equation
pr⊗3a ((R
ω(ρ))(12)(Rω(ρ))(13)(Rω(ρ))(23)) = pr⊗3a ((R
ω(ρ))(23)(Rω(ρ))(13)(Rω(ρ))(12))
(13)
holds in a⊗3[[~]].
Proof. Let us prove the equivalence between i) and ii) by induction over n.
The case n = 0 is trivial. Assume that the equivalence holds at order n and let
us show it at order n + 1. The direct sense is obvious. Let us assume now that
ρn+1 satisfies (12) at order n+ 1 and let us show that
Z = Rω(ρn+1)
(12)Rω(ρn+1)
(13)Rω(ρn+1)
(23)−Rω(ρn+1)
(23)Rω(ρn+1)
(13)Rω(ρn+1)
(12)
(an element of Shω(a)⊗3[[~]]/(~n+1)) is zero. By the induction hypothesis, Z
belongs to ~n Shω(a)⊗3[[~]]/~n+1 Shω(a)⊗n+1[[~]]. Set
L = Rω(ρn+1)
(12)Rω(ρn+1)
(13),
R = Rω(ρn+1)
(23)(Rω(ρn+1)
(13)Rω(ρn+1)
(12))(Rω(ρn+1)
(23))−1.
Since L−R = Z(Rω(ρn+1)
(23))−1 and Rω(ρn+1) belongs to
1 + ~ Shω(a)⊗2[[~]]/~n+1 Shω(a)⊗2[[~]],
we get L− R = Z. On the other hand, both L and R satisfy
(∆Shω(a) ⊗ id
⊗2)(L) = L(134)L(234) and (∆Shω(a) ⊗ id
⊗2)(R) = R(134)R(234).
(14)
Let us write L =
∑
i≥0 ~
iLi, R =
∑
i≥0 ~
iRi, with Li, Ri ∈ Sh
ω(a)⊗3. Then the
induction hypothesis implies that Li = Ri for i ≤ n and (14) implies that
(∆˜Shω(a)⊗id
⊗2)(Ln+1) =
n∑
i=1
L
(134)
i L
(234)
n+1−i, (∆˜
Shω(a)⊗id⊗2)(Rn+1) =
n∑
i=1
R
(134)
i R
(234)
n+1−i,
where ∆˜Shω(a)(x) = ∆(x) − x ⊗ 1 − 1 ⊗ x. Therefore (∆˜Shω(a) ⊗ id
⊗2)(Ln+1) =
(∆˜Shω(a) ⊗ id
⊗2)(Rn+1), so Ln+1 − Rn+1 belongs to a ⊗ Sh
ω(a)⊗2. Let us define
Zn+1 as ~
−n−1Z mod ~. Then Zn+1, then Zn+1 = Ln+1 − Rn+1, therefore Zn+1
belongs to a⊗ Shω(a⊗2).
Applying the same reasoning to the comparison of
Rω(ρn+1)
(13)Rω(ρn+1)
(23) and (Rω(ρn+1)
(12))−1
(
Rω(ρn+1)
(23)Rω(ρn+1)
(13)
)
Rω(ρn+1)
(12),
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resp., of
Rω(ρn+1)
(12)Rω(ρn+1)
(23) and
∑
λ
B
(3)
λ R
ω(ρn+1)
(23)Rω(ρn+1)
(13)R(ρn+1)
(12)A
(1)
λ ,
where
∑
λAλ⊗Bλ is the inverse of R
ω(ρn+1)
−1 in Shω(a)⊗Shω(a)opp[[~]]/(~n+1),
where Shω(a)opp is the opposite algebra of Shω(a), we find that Zn+1 belongs to
Shω(a⊗2)⊗ a, resp., to Shω(a)⊗ a⊗Shω(a). Therefore, Zn+1 belongs to a
⊗3, so it
may be identified with its image by pr⊗3a . Since by assumption pr
⊗3
a (Z) is zero,
we have pr⊗3a (Zn+1) = 0, therefore Zn+1 is equal to zero and Z is zero as well.
This proves the induction step.
The equivalence between iii) and iv) follows easily from that of i) and ii).
We will call equation (13) the Lie version of QYBE (Lie QYBE for short).
This equation may be expressed as follows.
For a1, . . . , an elements of a Lie algebra g, let us denote by L
g
n(a1, . . . , an)
the projection of the first summand of Shω(g) = g ⊕ (⊕i 6=1g
⊗i) of the product
(a1) · · · (an); so L
g
n(a1, . . . , an) belongs to g. When n = 0, we set L
g
n(x1, . . . , xn) =
0. There is a unique element of FLn, which we denote by Ln, such that L
g
n(a1, . . . , an)
is obtained from Ln by substituting ai to the ith generator of FLn, i = 1, . . . , n.
Ln depends on ω. If n = (n1, . . . , nk), we set λn = λ
′(1)
n ⊗ · · · ⊗ λ
′(k)
n ⊗ λ′′n.
Then we have
pr⊗3a
(
Rω(ρ)(12)Rω(ρ)(13)Rω(ρ)(23)
)
=
∑
ξ′,ξ′′,η≥0
∑
α1,... ,αη≥0
∑
n1,... ,nξ′+ξ′′≥0,m11,... ,mηαη≥0(
Lα1+···+αη+ξ′(λ
′(1)
m1
, . . . , λ′(αη)mη , λ
′(1)
n , . . . , λ
′(ξ′)
n )⊗
⊗ Lη+ξ′′(λ
′′
m1
, . . . , λ′′mη , λ
′(ξ′+1)
n , . . . , λ
′(ξ′+ξ′′)
n )⊗ λ
′′
n
)
(ρ),
where we set n = (ni)i=1,... ,ξ′+ξ′′ , mβ = (mβi)i=1,... ,αβ , for β = 1, . . . , η. In the
same way,
pr⊗3a
(
Rω(ρ)(23)Rω(ρ)(13)Rω(ρ)(12)
)
=
∑
ξ′,ξ′′,η≥0
∑
α1,... ,αη≥0
∑
n1,... ,nξ′+ξ′′≥0,m11,... ,mηαη≥0(
Lα1+···+αη+ξ′′(λ
′(ξ′+1)
n , . . . , λ
′(ξ′+ξ′′)
n , λ
′(1)
m1
, . . . , λ′(αη)mη )⊗
⊗ Lη+ξ′(λ
′(1)
n , . . . , λ
′(ξ′)
n , λ
′′
m1
, . . . , λ′′mη)⊗ λ
′′
n
)
(ρ).
So we have
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Corollary 3.1. The Lie QYB equation (13) is equivalent to the following equa-
tion ∑
ξ′,ξ′′,η≥0
∑
α1,... ,αη≥0
∑
n1,... ,nξ′+ξ′′≥0,m11,... ,mηαη≥0(
Lα1+···+αη+ξ′(λ
′(1)
m1
, . . . , λ′(αη)mη , λ
′(1)
n , . . . , λ
′(ξ′)
n )⊗
⊗ Lη+ξ′′(λ
′′
m1
, . . . , λ′′mη , λ
′(ξ′+1)
n , . . . , λ
′(ξ′+ξ′′)
n )⊗ λ
′′
n
)
(ρ)
=
∑
ξ′,ξ′′,η≥0
∑
α1,... ,αη≥0
∑
n1,... ,nξ′+ξ′′≥0,m11,... ,mηαη≥0(
Lα1+···+αη+ξ′′(λ
′(ξ′+1)
n , . . . , λ
′(ξ′+ξ′′)
n , λ
′(1)
m1
, . . . , λ′(αη)mη )⊗
⊗ Lη+ξ′(λ
′(1)
n , . . . , λ
′(ξ′)
n , λ
′′
m1
, . . . , λ′′mη)⊗ λ
′′
n
)
(ρ), (15)
where ρ is an element of ~(a⊗ a)[[~]].
3.2. Universal formulation of the problem. Let us explain more precisely
the nature of the function ra 7→ ρn(ra).
If n is an integer, let us denote by Freen the part of the free Lie algebra with
n generators, homogeneous of degree one in each generator. The action of Sn by
permutation of the generators induces a Sn-module structure on Freen.
If Γ is a group acting on a vector space M , we denote by MΓ the space of
coinvariants of M with respect to Γ; it is defined as MΓ =M/ Span{γm−m, γ ∈
Γ, m ∈M}.
Lemma 3.1. Let us set Fn = (Freen⊗Freen)Sn. Let (a, ra) be the pair of a Lie
algebra and an element ra =
∑
i∈I ai ⊗ bi ∈ a ⊗ a satisfying of CYBE. There is
a unique map κ
(ab)
ra : Fn → a ⊗ a, such that if P (x1, . . . , xn) and Q(x1, . . . , xn)
belong to Freen, then the image by κ
(ab)
ra of the class of P ⊗Q is∑
i1,... ,in∈I
P (ai1, . . . , ain)⊗Q(bi1 , . . . , bin).
Proof. This follows from the fact that for any σ in Sn, we have∑
i1,... ,in∈I
P (ai1, . . . , ain)⊗Q(bi1 , . . . , bin) =
∑
i1,... ,in∈I
P (aiσ(1), . . . , aiσ(n))⊗Q(biσ(1) , . . . , biσ(n)).
We will introduce equations for a system of elements (̺n)n≥1, where ̺n belongs
to Fn, which we will call the universal Lie QYB equations.
The universal Lie QYB equations have the following property: if a is a Lie
algebra and ra ∈ a⊗ a is a solution of CYBE, if (̺n)n≥1 ∈
∏
n≥1 Fn is a solution
of the universal Lie QYB equations, and if we set ρn(ra) = κ
(ab)
ra (̺n), then the
family (ρn(ra))n≥0 satisfies the Lie QYB equations in a
⊗3.
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After we establish this fact, we will show that the universal Lie QYB equations
have a unique solution such that ̺1 = x1 ⊗ y1.
3.2.1. Insertion map. Let p, q, r be integers. Denote by FLp,q,r the space
FLp,q,r =
(
FLq+r ⊗ FLp+r ⊗ FLp+q
)
Sp×Sq×Sr
;
here FLq+r (resp., FLp+r, FLp+q) is generated by the variables v1, . . . , vq, w1, . . . , wr
(resp., by u1, . . . , up, w
′
1, . . . , w
′
r and by u
′
1, . . . , u
′
p, v
′
1, . . . , v
′
q), and Sp, Sq and
Sr acts by simultaneously permuting the variables xi and x
′
i (x = u, v, w).
Then there is a unique linear map
ins : FLp,q,r ⊗
(∏
n≥1
Fn
)
→
∏
p′,q′,r′≥0
FLp′,q′,r′,
such that the (p′, q′, r′) component of ins
(
(P ⊗Q⊗ R)⊗ (
∑
n≥1 σn)
)
is∑
(ni),(mi),(si)|
∑p
i=1 ni=p
′,
∑p
i=1mi=q
′,
∑p
i=1 si=r
′
P (σ˜′m1 , . . . , σ˜
′
mq , σ˜
′
s1
, . . . , σ˜′sr)
⊗Q(σ˜′n1 , . . . , σ˜
′
np, σ˜
′′
s1
, . . . , σ˜′′sr)⊗ R(σ˜
′′
n1
, . . . , σ˜′′np, σ˜
′′
m1
, . . . , σ˜′′mq),
where we set σn = σ
′
n ⊗ σ
′′
n and σ˜
′
mi
= σ′mi(vm1+···+mi−1+1, . . . , vm1+···+mi), σ˜
′′
mi
=
σ′′mi(v
′
m1+···+mi−1+1
, . . . , v′m1+···+mi), σ˜
′
ni
= σ′ni(un1+···+ni−1+1, . . . , un1+···+ni), σ˜
′′
ni
=
σ′′ni(u
′
n1+···+ni−1+1
, . . . , u′n1+···+ni), and σ˜
′
si
= σ′si(ws1+···+si−1+1, . . . , ws1+···+si), σ˜
′′
si
=
σ′′si(w
′
s1+···+si−1+1
, . . . , w′s1+···+wi).
3.2.2. Universal version of the Lie QYBE identity. When N is an integer ≥ 0,
let us denote by F
(aab)
N and F
(abb)
N the direct sums
F
(aab)
N = ⊕p,q≥1|p+q=N(FLp ⊗ FLq ⊗ FLN )Sp×Sq ,
F
(abb)
N = ⊕p,q≥1|p+q=N(FLN ⊗ FLp ⊗ FLq)Sp×Sq ,
where the FreeN (resp., Freep and Freeq) is endowed with the action of Sp×Sq
provided by the inclusion map Sp×Sq → SN (resp., the projection map of Sp×
Sq on Sp and Sq). So F
(aab)
N = ⊕p,q|p+q=NFLp,q,0 and F
(abb)
N = ⊕p,q|p+q=NFL0,p,q.
In the same way as Lemma 3.1, we have
Lemma 3.2. There are unique linear maps κ
(aab)
r : F
(aab)
N → a
⊗3 and κ
(abb)
r :
F
(abb)
N → a
⊗3, such that for P ∈ FreeN and P
′, P ′′ in Freep and Freeq, the
image by κ
(abb)
N of the class of P ⊗ P
′ ⊗ P ′′ is∑
i1,... ,iN∈I
P (ai1 , . . . , aiN )⊗ P
′(bi1 , . . . , bip)⊗ P
′′(bip+1 , . . . , biN )
and the image by κ
(aab)
N of the class of P
′ ⊗ P ′′ ⊗ P is∑
i1,... ,iN∈I
P ′(ai1 , . . . , aip)⊗ P
′′(aip+1, . . . , aiN )⊗ P (bi1 , . . . , biN ).
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Proposition 3.2. If p, q, r are integers, there is a unique map µp,q,rLie : FLp,q,r →
F
(aab)
p+q+r ⊕ F
(abb)
p+q+r, such that if (a, ra) is the pair of a Lie algebra and a solution
ra =
∑
i∈I ai ⊗ bi ∈ a⊗ a of CYBE, then
(κ
(aab)
p+q+r ⊕ κ
(abb)
p+q+r)(µ
p,q,r
Lie (P ⊗Q⊗ R)) =
∑
i1,... ,kr∈I
P (aj1, . . . , ajq , ak1 , . . . , akr)
⊗Q(ai1 , . . . , aip , bk1, . . . , bkr)⊗ R(bi1 , . . . , bip, bj1 , . . . , bjq)
We define µLie as the direct sum ⊕p,q,rµ
p,q,r
Lie .
Proof. See Appendix B.
Let (̺n)n≥1 be an element of
∏
n≥1 Fn. We say that (̺n)n≥1 is a solution of the
universal Lie QYB equations if for any integer N , the equality∑
ξ′,ξ′′,η≥0
∑
α1,... ,αη≥0
∑
n1,... ,nξ′+ξ′′≥0,m11,... ,mηαη≥0
µLie ◦ ins
((
Lα1+···+αη+ξ′(λ
′(1)
m1
, . . . , λ′(αη)mη , λ
′(1)
n , . . . , λ
′(ξ′)
n )⊗
⊗ Lη+ξ′′(λ
′′
m1
, . . . , λ′′mη , λ
′(ξ′+1)
n , . . . , λ
′(ξ′+ξ′′)
n )⊗ λ
′′
n
)
⊗ (
∑
n
̺n)
)
N
=
∑
ξ′,ξ′′,η≥0
∑
α1,... ,αη≥0
∑
n1,... ,nξ′+ξ′′≥0,m11,... ,mηαη≥0
µLie ◦ ins
((
Lα1+···+αη+ξ′′(λ
′(ξ′+1)
n , . . . , λ
′(ξ′+ξ′′)
n , λ
′(1)
m1
, . . . , λ′(αη)mη )⊗
⊗ Lη+ξ′(λ
′(1)
n , . . . , λ
′(ξ′)
n , λ
′′
m1
, . . . , λ′′mη)⊗ λ
′′
n
)
⊗ (
∑
n
̺n)
)
N
, (16)
holds, where the index N means the homogeneous component in F
(aab)
N ⊕ F
(abb)
N .
We call the above equation the universal Lie QYB equation of degree N . We
supplement this equation by the condition ̺1 = x ⊗ x, where x is the canonical
generator of Free1.
Then we have
Lemma 3.3. Assume that (̺n)n≥1 is a solution of the universal Lie QYB equa-
tions. Let a be any Lie algebra and let ra ∈ a ⊗ a be a solution of CYBE. Set
ρn = κ
(ab)
ra (̺n). Then
∑
n≥1 ~
nρn is a solution of the Lie QYB equation (15) in
a⊗3[[~]].
Proof. This follows at once from Proposition 3.2.
3.3. Cohomological formulation. Our aim is to solve equations (16): we will
show that these equations have a unique solution. For this, we will formulate
equations (16) in cohomological terms.
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For any integer n, there is a unique linear map δ
(F )
3 : Fn → F
(aab)
n+1 +F
(abb)
n+1 , such
that for any P and Q in FLn,
δ
(F )
3 (P ⊗Q) = [w1, P (v1, . . . , vn)]⊗ w
′
1 ⊗Q(v
′
1, . . . , v
′
n)
+ µ1,0,nLie (w1 ⊗ [w
′
1, P (u1, . . . , un)]⊗Q(u
′
1, . . . , u
′
n)) + v1 ⊗ P (u1, . . . , un)⊗ [v
′
1, Q(u
′
1, . . . , u
′
n)]
+ [P (w1, . . . , wn), v1]⊗ v
′
1 ⊗Q(w
′
1, . . . , w
′
n) + µ
1,0,n
Lie (P (w1, . . . , wn)⊗ [Q(w
′
1, . . . , w
′
n), u1]⊗ u
′
1
+ P (v1, . . . , vn)⊗ u1 ⊗ [Q(v
′
1, . . . , v
′
n), u
′
1].
Lemma 3.4. Let a be any Lie algebra and ra ∈ a ⊗ a be a solution of CYBE.
Let us define δ3,ra : a
⊗2 → a⊗3 by δ3,ra(x) = [r
12
a , x
13] + [r12a , x
23] + [r13a , x
23] +
[x12, r13a ] + [x
12, r23a ] + [x
13, r23a ]. Then the diagram
Fn
δ
(F )
3→ F
(aab)
n+1 ⊕ F
(abb)
n+1
↓ κra ↓ κ
(aab)
ra ⊕ κ
(abb)
r
a⊗2
δ3,ra
→ a⊗3
is commutative.
Proof. This follows from Proposition 3.2.
Then there is a unique map ΦN :
∏N−2
i=2 Fi → F
(aab)
N ⊕F
(abb)
N , which is polynomial
of degree 3, such that the left side of equation (16) is equal to δ
(F )
3 (̺N−1) +
ΦN (̺2, . . . , ̺N−2) (recall that ̺1 is the canonical generator of F1). Equation (16)
may then be rewritten as follows
δ
(F )
3 (̺N−1) + ΦN (̺2, . . . , ̺N−2) = 0. (17)
If a is a Lie algebra and ra ∈ a⊗ a is a solution of CYBE, let us define δ4,ra as
the linear map from a⊗3 to a⊗4 such that for any x ∈ a⊗3,
δ4,ra(x) =[r
12
a + r
13
a + r
14
a , x
234]− [−r12a + r
23
a + r
24
a , x
134]
+ [−r13a − r
23
a + r
34
a , x
124]− [−r14a − r
24
a − r
34
a , x
123].
In the same way as δ
(F )
3 is universal version of δ3,ra , we associate to δ4,ra its
universal version δ
(F )
4 . For this, let us first define the spaces F
(x1,... ,xn)
N . If n is
an integer ≥ 1 and (x1, . . . , xn) is a sequence of {a, b}
n, we define F
(x1,... ,xn)
N as
follows. Let us set K = {k|xk = a} and L = {l|xl = b}. K and L therefore form
a partition of {1, . . . , n}. If (pkl)(k,l)∈K×L belongs to N
K×L, let us set f((pkl), i) =∑
l∈L pil if i ∈ K and f((pkl), i) =
∑
k∈K pki if i ∈ L. We then set
F
(x1,... ,xn)
(pkl)(k,l)∈K×L
=
( n⊗
i=1
Freef((pkl),i)
)
∏
k∈K,l∈LSpkl
, (18)
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where eachSpkl acts by simultaneously permuting the generators of index
∑l−1
j=1 pkj+
1, . . . ,
∑l
j=1 pkj of the kth tensor factor, and the generators of index
∑k−1
i=1 pil +
1, . . . ,
∑k
i=1 pil of the lth tensor factor.
F (x1,... ,xn) =
⊕
(pkl)∈NK×L|pkl=0 if k>l
( n⊗
i=1
Freef((pkl),i)
)
∏
k∈K,l∈LSpkl
(19)
and
F
(x1,... ,xn)
N =
⊕
(pkl)∈NK×L|pkl=0 if k>l and
∑
k∈K,l∈L pkl=N
( n⊗
i=1
Freef((pkl),i)
)
∏
k∈K,l∈LSpkl
.
For example,
F
(aaab)
N =
⊕
p,p′,p′′|p+p′+p′′=N
(
Freep ⊗ Freep′ ⊗ Freep′′ ⊗ FreeN
)
Sp×Sp′×Sp′′
and
F
(aabb)
N =
⊕
p,p′,q,q′|p+p′+q+q′=N
(
Freep+p′⊗Freeq+q′⊗Freep+q⊗Freep′+q′
)
Sp×Sp′×Sq×Sq′
,
where in the last equality, Sp acts by permutation of the p first generators of
Freep+p′ and Freep+q, Sp′ acts by permutation of the p
′ last (resp., first) gener-
ators of Freep+p′ (resp., Freep′+q′), Sq acts by permutation of the q first (resp.,
last) generators of Freeq+q′ (resp., Freep+q), and Sq′ acts by permutation of the
q′ last generators of Freeq+q′ and Freep′+q′.
As before, we associate to any Lie algebra a and any element ra ∈ a ⊗ a, the
map
κ(x1,... ,xn)ra : F
(x1...xn) → a⊗n
such that if (pkl) ∈ N
K×L and we set N =
∑
k∈K,l∈L pkl, and if Pα ∈ Freef((pkl),α),
then
κ(x1,... ,xn)ra (⊗
n
i=1Pi) =
∑
α(1),... ,α(N)∈I
n⊗
i=1
Ai,
where Ai = Pi(aα(p1+···+pi−1)+1, . . . , aα(p1+···+pi)) if i ∈ K and
Ai = Pi(bβ(q1+···+qi−1)+1, . . . , bβ(q1+···+qi))
if i ∈ L, and we set pk =
∑
l∈L pkl if k ∈ K, ql =
∑
k∈K pkl if l ∈ L, and
β(q1+ · · ·+ qi−1+ p1i+ · · ·+ pk−1,j+ s) = α(p1+ · · ·+ pi−1+ pi1+ · · ·+ pi,j−1+ s)
if 1 ≤ s ≤ pkj.
Proposition 3.3. There exists a map
δ
(F )
4 :
⊕
x∈{a,b}
F (axb)n →
⊕
x,y∈{a,b}
F
(axyb)
n+1
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such that for any pair (a, ra) of a Lie algebra and a solution of CYBE, the diagram
⊕
x∈{a,b} F
(axb)
n
δ
(F )
4→
⊕
x,y∈{a,b} F
(axyb)
n+1
↓ ⊕x∈{a,b}κ
(axb)
ra ↓ ⊕x,y∈{a,b}κ
(axyb)
ra
a⊗3
δ4,ra→ a⊗4
is commutative.
Proof. See Appendix C.
Proposition 3.4. 1) If a is any Lie algebra and ra ∈ a ⊗ a is any solution of
CYBE, we have δ4,ra ◦ δ3,ra = 0.
2) We have also δ
(F )
4 ◦ δ
(F )
3 = 0.
Proof. 1) is a direct computation. The proof of 2) is in Appendix C.
Remark 5. When ra + r
(21)
a is a-invariant, δ3,ra and δ4,ra are differentials of the
Lie coalgebra cohomology complex of a, endowed with the Lie coalgebra structure
given by δ(x) = [ra, x⊗ 1+ 1⊗ x]. This explains the relation δ4,ra ◦ δ3,ra = 0. On
the other hand, δ
(F )
3 and δ
(F )
4 are also differentials of a complex whose degree n
part is
⊕x1,... ,xn−2∈{a,b}F
(ax1...xn−2b),
which may be viewed as a universal version of the Lie coalgebra cohomology
complex of a.
Theorem 3.1. Let a be a Lie algebra and ρ1, . . . , ρN be elements of a
⊗2. Set
r = ρ1 and assume that ρ1, . . . , ρN−1 satisfy the equations
δ3,r(ρM−1) + ΦM(ρ2, . . . , ρM−2) = 0 (20)
for M = 1, . . . , N . (In particular, r is a solution of CYBE.) Then
δ4,r(ΦN+1(ρ2, . . . , ρN−1)) = 0.
Proof. The proof of this Theorem relies on the following Proposition, which
will be proved in Appendix A.
Proposition 3.5. Let A be an algebra and rA belong to A ⊗ A. Let N be an
integer ≥ 3 and assume that R1, . . . ,RN−2 in A⊗A satisfy R1 = rA and
[[rA,Ri]] = −
∑
p+q+r=i+1,p,q,r>0
R12p R
13
q R
23
r +
∑
p+q+r=i+1,p,q,r>0
R23r R
13
q R
12
p ,
(21)
for i = 1, . . . , N − 2 (in particular, rA is a solution of CYBE). Then
δ(rA|
∑
p+q+r=N,p,q,r>0
R12p R
13
q R
23
r −R
23
r R
13
q R
12
p ) (22)
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is zero. Here we set, if a, b ∈ A,
[[a, b]] = [a12, b13] + [a12, b23] + [a13, b23] + [b12, a13] + [b12, a23] + [b13, a23],
and if T ∈ A⊗3,
δ(a|T ) =[a12 + a13 + a14, T 234]− [−a12 + a23 + a24, T 134]
+ [−a13 − a23 + a34, T 124] + [a14 + a24 + a34, T 123].
Let us now prove Theorem 3.1. Let us define ρ(N) as the element
∑N
i=1 ~
iρi of
~a⊗2[[~]]/~N+1a⊗2[[~]]. Then Rω(ρ(N)) is an element of Shω(a)⊗̂3/(~N+1), and by
Proposition 3.1, it satisfies QYBE. Let us expandRω(ρ(N)) as
∑N
i=1 ~
iRi. We may
apply Theorem 3.1 with A = Sh(a) and N−2 replaced by N . Then the conclusion
of this Theorem says that δ(r|
∑
i,j,k>0,i+j+k=N+1R
12
i R
13
j R
23
k −R
23
k R
13
j R
12
i ) is zero.
To apply pr⊗4a to this identity, we use the following Lemma. Let us denote by ι
the natural embedding of a in Sh(a), sending x to (x).
Lemma 3.5. If a ∈ a and T ∈ Sh(a), then pra([ι(a), T ]) = [a, pra(T )].
Proof. We may assume that T is homogeneous. The statement is obvious when
T has degree ≤ 1. Assume that T = (x1 . . . xn) with n ≥ 2, then pra([ι(a), T ]) =
B1,n(a|x1 . . . xn) − Bn,1(x1 . . . xn|a). Set βn(a|x1 . . . xn) = B1,n(a|x1, . . . , xn) −
Bn,1(x1, . . . , xn|a). Then βn is an element of FLn+1 and we should prove that
βn(a|x1 . . . xn) is identically zero. Let us prove this by induction on n. Assume
that we have shown that when m < n, βm(a|x1 . . . xm) = 0. Then we have
[(a), (x1 . . . xn)] =
n∑
i=1
(x1, . . . [a, xi] . . . xn) + (βn(a|x1 . . . xn)).
Then the Jacobi identity implies that
(
[a′, βn(a|x1, . . . , xn)] +
n∑
i=1
βn(a
′|x1, . . . , [a, xi], . . . , xn)
)
(23)
−
(
[a, βn(a
′|x1, . . . , xn)] +
n∑
i=1
βn(a|x1, . . . , [a
′, xi], . . . , xn)
)
(24)
= βn([a
′, a]|x1, . . . , xn); (25)
since βn is linear in each argument, this implies that βn([a
′, a]|x1, . . . , xn) = 0.
This is a universal identity, valid in FLn+2. Therefore the element βn of FLn+1
is zero.
We have already seen that pr⊗4a
(
δ(r|
∑
i,j,k>0,i+j+k=N+1R
12
i R
13
j R
23
k −R
23
k R
13
j R
12
i )
)
is zero. It follows from Lemma 3.5 that this is the image by δ4,r of
pr⊗3a
( ∑
i,j,k>0,i+j+k=N+1
R12i R
13
j R
23
k −R
23
k R
13
j R
12
i
)
,
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which is equal to ΦN+1(ρ2, . . . , ρN−1). Therefore the image of ΦN+1(ρ2, . . . , ρN−1)
by δ4,r is zero. This proves Theorem 3.1.
Theorem 3.1 has the following “universal” counterpart.
Theorem 3.2. Assume that p is an integer and ̺1, . . . , ̺p belong to F1, . . . , Fp
and satisfy the universal Lie QYB equations of order ≤ p (this is the system of
equations (16), where N takes the values 1, . . . , p). Then the image by δ
(F )
4 of the
right side of equation (17), in which N takes the value p+ 1, is zero.
Proof. See Appendix E.
3.4. Cohomology groups H2n and H
3
n.
3.4.1. Definition of H2n and H
3
n. When n and N are integers, let us set
F
Lie,(n)
N =
⊕
x1,... ,xn−2∈{a,b}
F
(ax1...xn−2b)
N .
So we have F
Lie,(2)
N = FN and ⊕N∈NF
Lie,(n)
N =
⊕
x1,... ,xn−2∈{a,b}
F (ax1...xn−2b). Then
δ
(3)
F maps F
Lie,(2)
N to F
Lie,(3)
N+1 and δ
(4)
F maps F
Lie,(3)
N to F
Lie,(4)
N+1 .
Let us set
H2N = Ker(δ
(F )
3|F
Lie,(2)
N
)
and
H3N = Ker(δ
(F )
4|F
Lie,(2)
N
)/δ
(F )
3 (F
Lie,(2)
N−1 ).
Then if we set
H2 = Ker(δ
Lie,(F )
3 ) and H
3 = Ker(δ
Lie,(F )
4 )/ Im(δ
Lie,(F )
3 ),
we have H2 = ⊕N≥0H
2
N and H
3 = ⊕N≥0H
3
N .
3.4.2. Results.
Theorem 3.3. 1) H2N is zero if N 6= 1, and H
2
1 is one-dimensional, spanned by
the class of r = x1 ⊗ y1.
2) H3N is zero if N 6= 2, and H
3
2 is two-dimensional, spanned by the classes of
[r(13), r(23)] ∈ F
(aab)
2 and [r
(12), r(13)] ∈ F
(abb)
2 .
Proof. See Appendix D.
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3.5. Solution of the universal Lie QYB equations.
Theorem 3.4. There exists a unique solution (̺n)n≥1 ∈
∏
n≥1 Fn to the universal
Lie QYB equations (16), such that ̺1 = x1 ⊗ y1.
Proof. ̺2 should satisfy ̺2 ∈ F2 and
δ
(F )
3 (̺2) = −2µLie([w1, v1]⊗ [w
′
1, u1]⊗ [v
′
1, u
′
1]). (26)
Denote by ς the right side of (26). Then ς belongs to F
Lie,(3)
3 , and it follows
from Theorem 3.2 that δ
(F )
4 (ς) = 0. Then the second part of Theorem 3.3 implies
the existence of ̺2 satisfying (26), and the first part of this Theorem implies the
unicity of ̺2. The sequence (̺n)n≥3 is then constructed inductively in the same
way.
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4. Quantization of Lie bialgebras
In this Section, we again fix an element ω of B(K[[~]]).
4.1. Lie bialgebras. Let g be a finite-dimensional Lie bialgebra (we may also
assume that g is a positively graded Lie bialgebra, whose homogeneous compo-
nents are finite-dimensional). We denote by [ , ]g : g⊗g → g and by δg : g⊗g → g
the bracket and cobracket of g. We also denote by [ , ]g∗ and δg∗ the bracket and
cobracket of g∗, so [ , ]g∗ = (δg)
∗ and δg∗ = ([ , ]g)
∗. We denote by d the double
Lie bialgebra of g, by [ , ]d and δd its bracket and cobracket. We have d = g⊕ g
∗,
([ , ]d)|g×g = [ , ]g, ([ , ]d)|g∗×g∗ = [ , ]g∗ (δd)|g = δg and (δd)|g∗ = −δg∗ .
Moreover, the symmetric nondegenerate bilinear form 〈 , 〉d defined on d by
〈(x, ξ), (y, η)〉d = η(x) + ξ(y) is nondegenerate and invariant, and if rg ∈ g⊗ g
∗ is
the canonical element of g ⊗ g∗ corresponding to the pairing between g and g∗,
we have δd(x) = [x⊗ 1 + 1⊗ x, rg]d.
4.2. Subalgebras of shuffle algebras. Recall that Shω(d) is a topologicalK[[~]]-
Hopf algebra, linearly isomorphic to T (d)[[~]] = ⊕k≥0d
⊗k[[~]]. Then its subspaces
T (g) and T (g∗) are Hopf subalgebras, isomorphic to Shω(g) and Shω(g∗).
Let us define Shω
~
(g) (resp., Shω
~
(g∗)) as the subspace
⊕̂
k≥0~
kg⊗k[[~]] (resp.,⊕̂
k≥0~
k(g∗)⊗k[[~]]) of Shω(d), where ⊕̂ means the complete direct sum. Then
Shω
~
(g) (resp., Shω
~
(g∗)) is a topological Hopf subalgebra of Shω(g) (resp., of
Shω(g∗)).
Remark 6. If we emphasize the dependence of the shuffle algebra Shω(a) of a Lie
algebra (a, [ , ]a) in the Lie bracket of a by denoting it Sh(a, [ , ]a), then Sh
ω
~
(g)
may be viewed as a completion of Shω(g[[~]], ~[ , ]g).
4.3. Tensor algebra of (g, δg) and Hopf pairing. Recall that the Hopf algebra
T ω
~
(g) is the vector space T (g)[[~]], equipped with the undeformed multiplication
mT (g) the tensor algebra T (g) and the comultiplication defined by “reversing the
arrows” in the definition of the shuffle algebra Shω(a) (Proposition 1.3).
There is a unique bilinear map
〈 , 〉Shω(g∗)×Tω
~
g : Sh
ω(g∗)× T ω
~
g→ K[[~]][~−1],
such that if ξ1, . . . , ξm belong to g
∗ and x1, . . . , xn belong to g, then 〈(ξ1 · · · ξm), x1⊗
· · ·⊗xn〉Shω(g∗)×Tω
~
g = ~
−nδn,m
∏n
i=1〈ξi, xi〉g∗×g, and 〈 , 〉g∗×g is the canonical pair-
ing between g∗ and g.
Then 〈 , 〉Shω(g∗)×Tω
~
g is a Hopf pairing, which means that we have
〈ξη, x〉Shω(g∗)×Tω
~
g =
∑
i
〈ξ, x(1)〉Shω(g∗)×Tω
~
g〈η, x
(2)〉Shω(g∗)×Tω
~
g (27)
and
〈ξ, xy〉Shω(g∗)×Tω
~
g =
∑
i
〈ξ(1), x〉Shω(g∗)×Tω
~
g〈ξ
(2), x〉Shω(g∗)×Tω
~
g (28)
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for any ξ, η in Shω(g∗) and any x, y in T ω
~
(g), where we set ∆Tω
~
(g)(x) =
∑
x(1) ⊗
x(2) and ∆Shω(g∗)(ξ) =
∑
ξ(1) ⊗ ξ(2).
4.4. R-matrix and associated Hopf algebra morphism. Recall that rg is
an element of g⊗ g∗ ⊂ d⊗ d and let us set
R = Rω(
∑
n≥0
ρωn(~rg)).
Then R belongs to Shω(g)⊗̂ Shω(g∗), which is a subalgebra of Shω(d)⊗̂Shω(d). It
follows from Proposition 2.1 and Remark 3 that R satisfies the quasitriangularity
identities
(∆Shω(g) ⊗ idShω(g∗))(R) = R
(13)R(23), (idShω(g)⊗∆Shω(g∗))(R) = R
(13)R(12)
(29)
and
(SShω(g) ⊗ idShω(g∗))(R) = (idShω(g)⊗S
−1
Shω(g∗))(R), (30)
and from Theorem 0.1 that it satisfies the QYBE
R(12)R(13)R(23) = R(23)R(13)R(12). (31)
Lemma 4.1. The rule
ℓ(x) = 〈R, id⊗x〉Shω(g∗)×Tω
~
(g)
for x ∈ T ω
~
(g) defines a linear map ℓ from T ω
~
(g) to Shω(g).
Proof. Let us write R =
∑
n≥0 ~
nRn, then Rn has the following form
Rn ∈
∑
i1,... ,in∈I,σ∈Sn
(ai1 · · · ain)⊗(biσ(1) · · · biσ(n))+
⊕
(k,k′)|k≤n,k′≤n,(k,k′)6=(n,n)
g⊗k⊗(g∗)⊗k,
where (ai)i∈I is a basis of g and (bi)i∈I is the dual basis of g
∗. Then if x1, . . . , xn
are in g and x = x1 ⊗ · · · ⊗ xk, 〈Rk, id⊗x〉Shω(g∗)×Tω
~
(g) = 0 if k < n, so ℓ(x) has
nonnegative ~-adic valuation. More precisely, we have
Rn ∈
∑
i1,... ,in∈I
(ai1) · · · (ain)⊗ (bi1 · · · bin) + (
⊕
k|k≤n
g⊗k)⊗ (
⊕
k′|k′<n
(g∗)⊗k
′
),
so 〈Rn, id⊗x〉Shω(g∗)×Tω
~
(g) = ~
−n(x1) · · · (xn). Therefore
ℓ(x1 ⊗ · · · ⊗ xk) = (x1) · · · (xk) +O(~). (32)
Then it follows from equations (29), (30), (27) and (28) that ℓ is a morphism of
Hopf algebras from T ω
~
(g)opp to Shω(g) (T ω
~
(g)opp is the opposite algebra of T ω
~
(g),
endowed with the same coproduct as T ω
~
(g)).
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4.5. Construction of Uω
~
g. Let us set Uω
~
g = Im(ℓ). Since ℓ is a morphism of
Hopf algebras, Uω
~
g is a Hopf subalgebra of Shω(g). We will denote by mUω
~
g and
∆Uω
~
g the product and coproduct of U
ω
~
g, and by εUω
~
g and SUω
~
g its counit and
antipode.
Theorem 4.1. (Uω
~
g, mUω
~
g,∆Uω
~
g, εUω
~
g, SU~g) is a quantization of (g, [ , ]g, δg).
Moreover, Im(ℓ) is a divisible submodule of Shω(g), i.e. Im(ℓ) ∩ ~ Shω(g) =
~ Im(ℓ).
Proof. Let us show that Uω
~
g/~Uω
~
g is isomorphic to Ug. Uω
~
g is isomorphic,
as a Hopf algebra, to T ω
~
(g)opp/Ker(ℓ), therefore Uω
~
g/~Uω
~
g is isomorphic to the
Hopf algebra T ω
~
(g)opp/
(
Ker(ℓ) + ~T ω
~
(g)opp
)
. To identify the latter Hopf algebra
with Ug, let us study the kernel Ker(ℓ).
Lemma 4.2. For any integers p and q, there exists unique (q+1)-linear maps βpq
and γqp : g
q+1 → g⊗p[[~]], such that for any ξ1, . . . , ξp in g
∗ and any x, x1, . . . , xq
in g, we have the equalities
〈Bpq(ξ1, . . . , ξp|x1, . . . , xq), x〉d = 〈ξ1 ⊗ · · · ⊗ ξp, βpq(x1, . . . , xq, x)〉d⊗p
and
〈Bqp(x1, . . . , xq|ξ1, . . . , ξp), x〉d = 〈ξ1 ⊗ · · · ⊗ ξp, γqp(x1, . . . , xq, x)〉d⊗p
(we view g and g∗ as subspaces of d via the maps x 7→ (x, 0) and ξ 7→ (0, ξ), and
〈 , 〉d⊗p is the pth tensor power of 〈 , 〉d).
Extend the pairing 〈 , 〉Shω(g∗)×Tω
~
(g) to a bilinear map
〈 , 〉Shω(d)×Tω
~
(g) : Sh
ω(d)× T ω
~
(g)→ K[[~]][~−1],
by the rule that if x1, . . . , xn are elements of d, one of which belongs to g, and y
is any element of T ω
~
(g), then 〈(x1 · · ·xn), y〉Shω(d)[[~]]×Tω
~
(g) = 0.
Lemma 4.3. There exist unique bilinear maps φ and ψ : Shω(g)×T ω
~
(g)→ T ω
~
(g)
such that for any (x, x′, y) ∈ Shω(g)× Shω(g∗)× T ω
~
(g), we have
〈x′x, y〉Shω(d)×Tω
~
(g) = 〈x
′, φ(x, y)〉Shω(d)×Tω
~
(g)
and
〈xx′, y〉Shω(d)×Tω
~
(g) = 〈x
′, ψ(x, y)〉Shω(d)×Tω
~
(g).
Identify g with a subspace of T ω
~
(g) of tensors of degree 1. Then if x and y belong
to g, then
φ(x, y) ∈
1
2
[x, y]g+ ~T
ω
~
(g), ψ(x, y) ∈ −
1
2
[x, y]g+ ~T
ω
~
(g).
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Proof. If n and m are integers ≥ 0, if x1, . . . , xn and y1, . . . , ym are elements
of g, and if x = (x1 · · ·xn) and y = y1 ⊗ · · · ⊗ ym, we set
φ(x, y) =
∑
(λ1,... ,λm) partition of n
∑
k1,... ,km>0
~k1+···+km−mβk1λ1(x1, . . . , xλ1 , y1)⊗ · · · ⊗ βkmλm(xλ1+···+λm−1+1, . . . , xλ1+···+λm , ym)
and
ψ(x, y) =
∑
(λ1,... ,λm) partition of n
∑
k1,... ,km>0
~k1+···+km−mγλ1k1(x1, . . . , xλ1 , y1)⊗ · · · ⊗ γλmkm(xλ1+···+λm−1+1, . . . , xλ1+···+λm , ym).
In both right hand sides, only nonnegative powers of ~ occur, and the coefficient
of each power of ~ is a finite sum, so that both right sides belong to T ω
~
(g). It is
easy to check that these are the unique maps satisfying the above requirements.
The last statements follow from the equalities β11(x, y) =
1
2
[x, y]g and γ11(x, y) =
−1
2
[x, y]g. Both equalities follow from the invariance of 〈 , 〉d.
Lemma 4.4. If x and y belong to T ω
~
(g), and we write ∆Tω
~
(g)(y) =
∑
y(1)⊗y(2),
then ∑
y(1)φ(ℓ(y(2)), x)−
∑
ψ(ℓ(y(1)), x)y(2)
belongs to Ker(ℓ).
Proof. We have
〈R(12)R(13)R(23), id⊗x⊗ y〉Shω(d)×Tω
~
(g)
=
∑
〈R(12)R(13)R(24), id⊗x⊗ y(1) ⊗ y(2)〉Shω(d)×Tω
~
(g)
=
∑
〈R(12)(1⊗ ℓ(y(2))), id⊗x〉Shω(d)×Tω
~
(g)ℓ(y
(1)).
Lemma 4.3 implies the identity
〈R(1⊗ x), id⊗y〉Shω(d)×Tω
~
(g) = ℓ(φ(x, y)),
and since ℓ is an algebra antihomomorphism from T ω
~
(g) to Shω(g), we get
〈R(12)R(13)R(23), id⊗x⊗ y〉Shω(d)×Tω
~
(g) = ℓ(
∑
y(1)φ(ℓ(y(2)), x)).
In the same way, 〈R(23)R(13)R(12), id⊗x⊗ y〉Shω(d)×Tω
~
(g) = ℓ(
∑
ψ(ℓ(y(1)), x)y(2)).
Since R satisfies QYBE, we have ℓ(
∑
y(1)φ(ℓ(y(2)), x)) = ℓ(
∑
ψ(ℓ(y(1)), x)y(2)).
End of proof of Theorem 4.1. If x ∈ g ⊂ T ω
~
(g), then ∆Tω
~
(g)(x) = x ⊗ 1 +
1 ⊗ x + O(~). Then applying Lemma 4.4 to the case when x and y belong to g
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and using the end of Lemma 4.3, we construct bilinear maps mn : g× g→ T (g),
where n ≥ 1, such that if x and y belong to g,
y ⊗ x− x⊗ y − [x, y]g−
∑
n|n≥1
~nmn(x, y) (33)
belongs to Ker(ℓ).
Let us denote by I0 the complete two-sided ideal of T
ω
~
(g)opp generated by the
elements (33). Then I0 ⊂ Ker(ℓ). We have therefore a surjective morphism of
K[[~]]-algebras T ω
~
(g)opp/I0 → T
ω
~
(g)opp/Ker(ℓ). The reduction modulo ~ of this
map is also surjective; it is a map T ω
~
(g)opp/(I0+~T
ω
~
(g)opp)→ T ω
~
(g)opp/(Ker(ℓ)+
~T ω
~
(g)opp). Due to the form of I0, T
ω
~
(g)opp/(I0+~T
ω
~
(g)opp) is isomorphic to Ug.
As a result, we obtain that there is a unique surjective morphism s : Ug →
T ω
~
(g)opp/(Ker(ℓ) + ~T ω
~
(g)opp), such that for any x ∈ g, s(x) = the class of x.
On the other hand, recall that Ug is also the subalgebra of Shω(g) generated
by the elements of degree 1. Im(ℓ) is a subalgebra of Shω(g). It follows from
equation (32) that the image of Im(ℓ) by the morphism Shω(g)→ Shω(g) given by
the reduction modulo ~ is exactly Ug. This means that we have an isomorphism
of algebras between Ug and Im(ℓ)/(~ Shω(g) ∩ Im(ℓ)). The latter algebra is a
quotient algebra of Im(ℓ)/~ Im(ℓ). We obtain that there exists a surjective algebra
morphism s′ : Im(ℓ)/~ Im(ℓ) → Ug, such that for any x ∈ g, s′(the class of
ℓ(x)) = x.
Moreover, ℓ induces an isomorphism between T ω
~
(g)opp/Ker(ℓ) and Im(ℓ), so
its reduction modulo ~ induces an isomorphism between T ω
~
(g)opp/(Ker(ℓ) +
~T ω
~
(g)opp) and Im(ℓ)/~ Im(ℓ). Denote by ℓ¯ this reduction, then we have ℓ¯ = s◦s′.
Since s and s′ is surjective, s is an isomorphism between Ug and Im(ℓ)/~ Im(ℓ).
In other words, we have shown that Uω
~
g/~Uω
~
g is isomorphic to Ug.
Moreover, Uω
~
g is ~-adically complete, and it is torsion-free, because it is a
K[[~]]-submodule of Shω(g). Uω
~
g is therefore a topologically free K[[~]]-algebra,
such that Uω
~
g/Uω
~
g = Ug.
Let us study now the co-Poisson structure on Ug induced by this isomorphism.
Consider x ∈ g as an element of T ω
~
(g)opp. Then
1
~
(∆Tω
~
(g)(x)−∆
′
Tω
~
(g)(x)) ∈ δg(x) + ~T
ω
~
(g)⊗̂T ω
~
(g),
where ⊗ˆ is the ~-adically completed tensor product. Taking the image by ℓ of
this identity, we find
1
~
(∆Uω
~
g(ℓ(x))−∆
′
Uω
~
(g)(ℓ(x))) ∈ ℓ
⊗2(δg(x)) + ~U
ω
~
(g)⊗̂Uω
~
(g),
which means that the co-Poisson structure on Ug corresponding to Uω
~
g is given
by δg.
Let us now prove that Im(ℓ) is a divisible submodule of Shω(g). We have shown
that the map s′ is an isomorphism, which means that the surjective morphism
38 B. ENRIQUEZ
Im(ℓ)/~ Im(ℓ) → Im(ℓ)/(Im(ℓ) ∩ ~ Shω(g)) is an isomorphism. This implies that
Im(ℓ) ∩ ~ Shω(g) = ~ Im(ℓ).
4.6. Functoriality.
Proposition 4.1. The map (g, [ , ]g, δg) 7→ U
ω
~
g defines a universal quantization
functor from the category of finite-dimensional Lie bialgebras.
Proof. Let φ be a morphism of Lie bialgebras from (g, [ , ]g, δg) to (h, [ , ]h, δh).
Then φ induces Lie algebra morphisms φgh : g→ h and φh∗g∗ : h
∗ → g∗. The first
morphism induces a Hopf algebra morphism Sh(φgh) : Sh
ω(g)→ Shω(h), and the
dual to Shω(φh∗g∗) induces a Hopf algebra morphism T (φgh) : T
ω
~
(g) → T ω
~
(h).
Let us denote by Rg and Rh the analogues of R for g and h; then Rg belongs
to Shω(g)⊗̂ Shω(g∗) and Rh belongs to Sh
ω(h)⊗̂ Shω(h∗). Moreover, if rg and rh
are the canonical r-matrices of g and h, we have (id⊗φh∗g∗)(rg) = (φgh⊗ id)(rh),
therefore
(id⊗ Sh(φh∗g∗))(Rh) = (Sh(φgh)⊗ id)(Rg).
Let us denote by ℓg and ℓh the analogues of ℓ corresponding to g and h. If x ∈ T
ω
~
g,
we have
Sh(φgh)(ℓg(x)) = 〈id⊗x, (Sh(φgh)⊗ id)(Rg)〉Tω
~
(g)×Shω(g∗)
= 〈id⊗x, (id⊗ Sh(φh∗g∗))(Rh)〉Tω
~
(g)×Shω(g∗)
= 〈id⊗T (φgh)(x),Rh〉Tω
~
(h)×Shω(h∗) = ℓh(T (φgh)(x)),
so Sh(φgh) ◦ ℓg = ℓh ◦ T (φgh). Therefore the restriction of Sh(φgh) to U
ω
~
g induces
a Hopf algebra morphism from Uω
~
g to Uω
~
h. Let us denote by φU this morphism;
it is then clear that the reduction mod ~ of φU coincides with the morphism from
Ug to Uh induced by φ. Moreover, if ψ : h → k is a morphism of Lie balgebras,
we have Sh(ψ ◦ φ) = Sh(ψ) ◦ Sh(ψ); the restriction of this identity to Uω
~
g yields
(ψ ◦ φ)U = ψU ◦ φU .
Finally, the form taken by the relations (33) shows that the quantization functor
g 7→ Uω
~
g is universal.
Remark 7. The condition pkl = 0 if k > l in the definition of the spaces F
(x1...xn)
(see (19)) seems to imply that the ideal I0 generated by elements (33) is defined
in terms of acyclic tensor calculus, in the sense of [6].
Remark 8. When g is infinite-dimensional, the maps mP : g → g
⊗n defined
by mP (x) =
∑
i1,... ,in∈I
〈x, P (bi1, . . . , bin)〉g×g∗ai1 ⊗ · · · ⊗ ain , where P is a Lie
polynomial, do not make sense any more. However, if g is finite-dimensional,
these maps are linear combinations of the maps Tσ ◦ (δ⊗ id
⊗(n−1))◦ · · · (δ⊗ id)◦ δ,
where σ ∈ Sn and σ 7→ Tσ is the action of the group Sn by permutation of the
factors of g⊗n. It is easy to see that the map ℓ only involves linear combinations
of compositions of the maps mP and of the Lie bracket of g. It has therefore a
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natural analogue when g is an infinite-dimensional Lie bialgebra. It is natural
to expect that the corresponding analogue of g 7→ Uω
~
g defines a quantization
functor for the category of (possibly infinite-dimensional) Lie bialgebras.
4.7. The QFSH algebra of Uω
~
g. To any quantized universal enveloping algebra
U~a, one associates in a canonical way a quantized formal series Hopf (QFSH)
algebra O~(A
∗) (see [5, 10]). If (a, [ , ]a, δa) is the Lie bialgebra corresponding to
the semiclassical limit of U~a, then O~(A
∗) is a quantization of the formal series
Hopf algebra of functions on the formal group A∗ corresponding to the Lie algebra
(a∗, δ∗a), endowed with the Poisson-Lie structure corresponding to the cobracket
[ , ]∗a.
(For example, if δa = 0, then A
∗ is the additive group a∗, endowed with the
Kostant-Kirillov Poisson bracket. If moreover U~a is Ua[[~]], then O~(A
∗) is a
deformation quantization of the formal series ring S[[a]] corresponding to the
Kostant-Kirillov bracket, endowed with the cocommutative coproduct such that
the elements of a are primitive.)
The purpose of this Section is to express the QFSH algebra of Uω
~
g in terms of
the above construction.
Recall that we defined Shω
~
(g) as the subalgebra
⊕̂
k≥0~
kg⊗k[[~]] of Shω(g).
Proposition 4.2. Let us define Oω
~
(G∗) as the intersection Im(ℓ)∩Shω
~
(g). Then
Oω
~
(G∗) is the QFSH algebra of Uω
~
g.
Proof. Let us first recall how the QFSH algebra of Uω
~
g is defined. According
to [5, 10], one defines a functor H 7→ H ′ in the category of topologically free
Hopf algebras over K[[~]]. If H is such an algebra, let us denote by ∆H its
coproduct, by ∆
(n)
H its nth fold coproduct and by εH its counit. Let us set
δHn = (idH −εH)
⊗n◦∆
(n)
H . Then H
′ is defined as {h ∈ H|∀n ≥ 0, δHn (h) ∈ ~
nH⊗̂n}.
One shows ([10]) that H ′ is then a QFSH algebra. We first show
Lemma 4.5. (Shω(g))′ = Shω
~
(g).
Proof. Let k and n be integers. Recall that Shω(g) is identified, as a vector
space, with T (g)[[~]] and we denote by conc the concatenation product on T (g).
Denote by conc(n) the nfold concatenation product; conc(n) is a linear map from
T (g)⊗n to T (g). Then if x ∈ g⊗k ⊂ Shω(g), we have
conc(n) ◦δSh
ω(g)
n (x) = s(n, k)x,
where s(n, k) is the number of ordered surjections from {1, . . . , k} to {1, . . . , n};
so s(n, k) = 0 if n < k and s(n, k) > 0 else.
Let x be an element of Shω(g). Set x =
∑
k≥0 xk, where xk ∈ g
⊗k[[~]]. Then
if x ∈ (Shω(g))′, and ν is any integer, δ
Shω(g)
ν (x) ∈ ~ν Sh
ω(g)⊗̂ν . Applying conc(ν)
to this inclusion, we find
∑
n≥0 s(n, k)xk ∈ ~
ν Shω(g), therefore xk ∈ ~
νg⊗k[[~]] if
k ≥ ν. So for each k, xk ∈ ~
kg⊗k[[~]], which means that x ∈ Shω
~
(g).
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Let us now show that Shω
~
(g) ⊂ (Shω(g))′. Let x belong to ~kg⊗k[[~]], then we
have, if n ≤ k δ
Shω(g)
n (x) ⊂ ~k Sh
ω(g)⊗̂n ⊂ ~n Shω(g)⊗̂n, and if n > k, δ
Shω(g)
n (x) =
0 so that δ
Shω(g)
n (x) is again contained in ~n Sh
ω(g)⊗̂n. So x ∈ (Shω(g))′.
End of proof of Proposition 4.2. We should prove that (Im(ℓ))′ = Im(ℓ) ∩
Shω
~
(g). By definition, (Im(ℓ))′ = {x ∈ Im(ℓ)|∀n ≥ 0, δ
Im(ℓ)
n (x) ∈ ~n Im(ℓ)⊗̂n}.
It follows from the fact that Im(ℓ) is a divisible submodule of Shω(g) (see
Theorem 4.1) that Im(ℓ)⊗̂n ∩ ~n Shω(g)⊗̂n = ~n Im(ℓ)⊗̂n. Therefore (Im(ℓ))′ is
the same as {x ∈ Im(ℓ)|∀n ≥ 0, δ
Shω(g)
n (x) ∈ Im(ℓ)⊗̂n ∩ ~n Sh
ω(g)⊗̂n}. Since
δ
Shω(g)
n (Im(ℓ)) ⊂ Im(ℓ)⊗̂n, this set is the same as {x ∈ Im(ℓ)|∀n ≥ 0, δ
Shω(g)
n (x) ∈
~n Shω(g)⊗̂n}, which is Im(ℓ) ∩ (Shω(g))′. It then follows from Lemma 4.5 that
this is Im(ℓ) ∩ Shω
~
(g).
The dual (Uω
~
g)∗ = HomK[[~]](U
ω
~
g,K[[~]]) is also a QFSH algebra associated to
the formal group G. If we denote by ℓg∗ the analogue of ℓ for the Lie bialgebra g
∗,
we get therefore two quantization functors from the category of Lie bialgebra to
that of QFSH algebras, namely g 7→ (Uω
~
g)∗ and g 7→ Oω
~
(G) = Im(ℓg∗)∩ Sh
ω
~
(g).
Let us denote by A → A∨ the functor associating to each Hopf algebra, its
enveloping QUE (quantized universal enveloping) algebra.
Proposition 4.3. The QFSH algebras (Uω
~
g)∗ and Oω
~
(G) = Im(ℓg∗) ∩ Sh
ω
~
(g)
are canonically isomorphic. The QUE algebras Uω
~
g∗ and ((Uω
~
g)∗)∨ are also
canonically isomorphic.
Proof. We must construct a Hopf pairing between Uω
~
g and Oω
~
(G). The Hopf
pairing T ω
~
(g)×Shω(g∗)→ K[[~]][~−1] induces a pairing T ω
~
(g)×Shω
~
(g∗)→ K[[~]].
This pairing restricts to a pairing T ω
~
(g)×
(
Im(ℓg∗)∩ Sh
ω
~
(g∗)
)
→ K[[~]]; now for
any x ∈ T ω
~
(g) and y ∈ T ω
~
(g∗),
〈ℓg(x), y〉Shω(g)×Tω
~
(g∗) = 〈y⊗x,R〉(Tω
~
(g∗)×Shω(g))⊗(Tω
~
(g)×Shω(g∗)) = 〈ℓg∗(y), x〉Shω(g∗)×Tω
~
(g),
so the latter pairing descends to a Hopf pairing(
T ω
~
(g)/Ker(ℓg)
)
×
(
Im(ℓg∗) ∩ Sh
ω
~
(g∗)
)
→ K[[~]],
which is the desired pairing Uω
~
g × Oω
~
(G) → K[[~]]. The second part of the
Proposition follows from the results of [10].
4.8. Behaviour of g 7→ Uω
~
(g) for the double operation. If g is a Lie bial-
gebra, let us denote by D(g) is double bialgebra. If U is a QUE algebra, its
quantum double D(U) is the K[[~]]-module U ⊗ (U∗)∨. It is a quasitriangular
QUE algebra.
Proposition 4.4. If g is a Lie bialgebra, then there is an isomorphism ιg :
Uω
~
(D(g)) → D(Uω
~
(g)). Let Rg,can be the canonical R-matrix of D(U
ω
~
(g)).
Then (ιg⊗ιg)
−1(Rg,can) belongs to (ig,D(g))
U(Uω
~
g)⊗̂(ig∗,D(g))
U(Uω
~
(g∗)) (ig,D(g) and
ig∗,D(g) are the inclusions of g and g
∗ in D(g)). We have (ιg∗ ⊗ ιg∗)
−1(Rg∗,can) =
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(ιg⊗ ιg)
−1(Rg,can)
(21), and if φ : g → h is a Lie algebra morphism, then we have
(φU ⊗ id)(ιg⊗ ιg)
−1(Rg,can) = (id⊗(φ
∗)U)(ιh⊗ ιh)
−1(Rh,can).
Proof. The maps (ig,D(g))
U and (ig∗,D(g))
U are flat deformations of the inclusions
Ug → U(D(g)) and Ug∗ → U(D(g)), so the composition of their tensor product
with the multiplication map defines a linear isomorphism from Uω
~
g⊗̂Uω
~
g∗ to
Uω
~
D(g). Moreover, (ig,D(g))
U and (ig∗,D(g))
U are also Hopf algebra morphisms.
Recall that we have defined a solution Rg in
Shω(g)⊗̂ Shω(g∗) ⊂ Shω(D(g))⊗̂ Shω(D(g))
of QYBE; Uω
~
g and Uω
~
g∗ are the Hopf subalgebras of Shω(D(g)) defined by Rg.
These are Hopf subalgebras of Uω
~
(D(g)), thereforeRg belongs to (ig,D(g))
U(Uω
~
g)⊗̂(ig∗,D(g))
U(Uω
~
g∗).
If y belongs to T ω
~
g, and x = ℓg(y), then x = 〈Rg, id⊗y〉Tω
~
g×Shω(g), and
∆Uω
~
g(x) = 〈R
(13)
g R
(23)
g , id⊗ id⊗y〉Tω
~
g×Shω(g). Since Rg satisfies QYBE, and U
ω
~
g
is the image of ℓg, we have
Rg((ig,D(g))
U)⊗2(∆Uω
~
(g)(x)) = ((ig,D(g))
U)⊗2(∆′Uω
~
(g)(x))Rg,
for any x in Uω
~
g. In the same way, one shows thatRg((ig∗,D(g))
U)⊗2(∆Uω
~
(g∗)(x)) =
((ig∗,D(g))
U)⊗2(∆′Uω
~
(g∗)(x))Rg, for any x in U
ω
~
g∗. This proves that Rg∆Uω
~
(D(g)) =
∆′Uω
~
(D(g))Rg. So (U
ω
~
D(g),Rg) satisfies the axioms of the double QUE algebra of
Uω
~
g and may therefore be identified with the double of Uω
~
g.
The relation between Rg,can and Rg∗,can follows from Remark 2 and the func-
toriality of (ιg⊗ ι
−1
g )(Rg,can) follows from that of Rg.
Corollary 4.1. For any ω ∈ ∐∐(K), the functor g 7→ Uω
~
g is a compatible quan-
tization functor (see the Introduction).
Proof. This follows from Propositions 4.3 and 4.4.
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5. Proof of Theorem 0.2
5.1. Identification of two quantizations of F (g∗). Let g be a finite-dimensional
Lie algebra. Then g∗ is a Lie coalgebra. Let F (g∗) be the free Lie algebra of g∗
(here g∗ is viewed as a vector space). Then the map δg∗ : g
∗ → g∗ ⊗ g∗ dual to
the bracket of g extends to a unique cocycle map δF (g∗) : F (g
∗)→ F (g∗)⊗2, which
endows F (g∗) with a Lie bialgebra structure. The corresponding Hopf-co-Poisson
algebra is (T (g∗), δT (g∗)). An element ω of B(K[[~]]) being fixed, we now have two
quantizations of this Hopf-co-Poisson algebra, namely Uω
~
(F (g∗)) and T ω
~
(g∗).
Proposition 5.1. Uω
~
(F (g∗)) and T ω
~
(g∗) are canonically isomorphic.
Proof. The inclusion of g∗ in F (g∗) as its part of degree 1 is a morphism
of Lie coalgebras. This morphism induces a morphism of Hopf algebras i :
T ω
~
(g∗)→ T ω
~
(F (g∗)). Let us compose it with the projection ℓF (g∗) : T
ω
~
(F (g∗))→
Uω
~
(F (g∗)). (Recall that Uω
~
(F (g∗)) is the image of ℓF (g∗), a Hopf subalgebra of
Shω(F (g∗)).) Then ℓF (g∗) ◦ i is a morphism of Hopf algebras. Moreover, for any
ξ in g∗, i(ξ) is an element of T ω
~
(F (g∗)) in ξ + o(~), and the image of the latter
element in Uω
~
(F (g∗)) is again in ξ + o(~). On the other hand, Uω
~
(F (g∗)) is a
deformation of T (g∗). The reduction mod ~ of the image of ℓF (g∗) ◦ i contains g
∗,
so ℓF (g∗) ◦ i is surjective. The reduction mod ~ of this map is the identity, so it
is also a linear isomorphism. So we have shown that ℓF (g∗) ◦ i is a Hopf algebra
isomorphism from T ω
~
(g∗) to Uω
~
(g∗). This isomorphism is clearly functorial.
5.2. Proof of Theorem 0.2. Let us now prove Theorem 0.2. It follows from
Corollary 4.1 that the map γK is a bijection from ∐∐(K) to {universal quantization
functors of the tensor algebras T (a)}. In Theorem 4.1 and Proposition 4.1, we
constructed a map αK from ∐∐(K) to {universal quantization functors of the Lie
bialgebras}.
Any universal quantization functor of Lie bialgebras may be restricted to the
category of Lie bialgebras of the form F (a), a a Lie coalgebra, and yields there-
fore a universal quantization functor of the tensor algebras T (a). Let us de-
note by β ′
K
the corresponding map from {universal quantization functors of the
Lie bialgebras} to {universal quantization functors of the tensor algebras T (a)}.
Then the map βK defined in the Introduction is γ
−1
K
◦β ′
K
. Proposition 5.1 implies
that β ′
K
◦ αK = γK. Therefore βK ◦ αK = id∐∐(K). This proves the first part of
Theorem 0.2.
Let us prove the second part of this Theorem. It follows from Proposition
4.3 and Proposition 4.4 that the image of αK consists of quantization functors
of Lie bialgebras that are compatible with the duals and doubles. Conversely,
let us assume that Q is a quantization functor compatible with the duals and
doubles, and let Q0 be the restriction of Q to the Lie bialgebras of the form
F (a) (so Q0 = β
′
K
(Q)). If a is any Lie bialgebra, then the unique extension to
F (a) of the identity map of the vector space a to the Lie algebra a induces a
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Lie bialgebra morphism F (a) → a. In the same way, we have a Lie bialgebra
morphism a→ F (a∗)∗, and a may be characterized as the image of the composed
morphism F (a) → F (a∗)∗. So Q(a) may be characterized as the image of the
morphism Q(F (a))→ Q(F (a∗)∗). Since Q is compatible with duals and restricts
to Q0, this is a Hopf algebra morphism from Q0(F (a)) to Q0(F (a
∗))∨. Let us set
ω = γ−1
K
(Q0), then this Hopf algebra morphism is the same as an element R(a) of
Shω(a)⊗̂ Shω(a∗), satisfying the rules (6). Therefore R(a) has the form Rω(σa),
with σa ∈ ~(a⊗ a
∗)[[~]]. Let us show that R(a) is the same as the image of the
canonical R-matrix Rcan(a) of Q(D(a)) by the tensor product of the injections
Q(a)→ Q0(F (a
∗))∨ and Q(a∗)→ Q0(F (a))
∨.
By the properties of the quantum double, the identity map Q(a)→ Q(a) may
be identified with the linear mapQ(a)→ Q(a∗)∨ defined by x 7→ (id⊗x)(Rcan(a)).
Since the canonical maps Q(Fa)→ Q(a) and Q(a∗)∨ → Q(Fa∗)∨ are respectively
surjective and injective, the canonical map Q(Fa) → Q(Fa∗)∨ may be defined
by x′ 7→ (id⊗x′)(R′can(a)), where R
′
can(a) is the image of Rcan(a) by the ten-
sor product of the injections Q(a) → Q0(F (a
∗))∨ and Q(a∗) → Q0(F (a))
∨. So
R′can(a) = R(a).
One can check that R(a) has the functoriality and duality properties (Shω(φ)⊗
id)(R(a)) = (id⊗ Shω(φ∗))(R(b)) and R(a∗) = R(a)(21). It then follows from
Remark 4.3 that the map a 7→ σa also has functoriality and duality properties.
Since we identified R(a) with the image of the R-matrix of the double D(Q(a))
of Q(a), and since D(Q(a)) identifies with Q(D(a)) and injects into Q((Da)∗)∨,
R(a) satisfies QYBE in the latter algebra. In Proposition 3.4, we defined a series
ρω =
∑
n≥1 ρ
ω
n , such that if r ∈ ~(g⊗ g)[[~]] is a solution of CYBE, then ρ
ω(r) is
a solution of the Lie QYBE. The map r 7→ ρω(r) is bijective and one may show
that it sets up a bijection between solutions of CYBE and of Lie QYBE. It follows
that (ρω)−1(σa) is a solution of CYBE. Let τa be the endomorphism of a[[~]], such
that (ρω)−1(σa) = (τa ⊗ id)(ra). Since (ρ
ω)−1(σa) is expressed polynomially in
terms of the structure constants of a, τa is a obtained by composition of tensor
products of the bracket and cobracket map of a.
Lemma 5.1. Let H0 be the set of functorial assignments (a 7→ τa), where a runs
over all finite-dimensional Lie bialgebras and for any a, τa belongs to (a⊗a
∗)[[~]],
such that: 1) for any Lie algebra a, ρa is a solution of CYBE (in D(a)
⊗3[[~]]), 2)
ρa satisfies τa∗ = τ
(21)
a , 3) ρa is equal to ra modulo ~ and is expressed polynomially
in terms of the structure constants of a. Then the rule (a 7→ ρa) 7→ (a 7→ (ρa⊗
id)(ra)) defines a bijection from G0 to H0 (G0 has been defined in the Introduction).
Proof. Let us set ra =
∑
i∈I ai⊗ bi. Assume that τa ∈ (a⊗ a
∗)[[~]] is a solution
of CYBE. Let ρa be the endomorphism of a[[~]] such that τa = (ρa⊗id)(ra). Then
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we have also τa = (id⊗ρ
t
a)(ra), so ρa∗ = ρ
t
a. We have
[[τa, τa]] =
=
∑
i,j∈I
[ρa(ai), aj ]⊗ bi ⊗ ρ
t
a(bj) + ρ(ai)⊗ [bi, aj ]⊗ ρ
t
a(bj) + ρ(ai)⊗ aj ⊗ [ρ
t
a(bi), bi]
=
∑
i,j∈I
[ρa(ai), aj ]⊗ bi ⊗ ρ
t
a(bj) + ρa([aj , ai])⊗ bi ⊗ ρ
t
a(bj)
+ ρa(ai)⊗ aj ⊗ ρ
t
a([bj , bi]) + ρa(ai)⊗ aj ⊗ [ρ
t
a(bi), bi]
so τa satisfies the CYBE iff ρa is such that ρa([x, y]) = [ρa(x), y] for any pair x, y
of elements of a and δa(ρa(x)) = (id⊗ρa)(δa(x)) for any element of a. The second
condition is satisfied because ρa∗([ξ, η]) = [ρa∗(ξ), η] for any pair ξ, η of elements
of a∗.
End of proof of Theorem 0.2. It follows from this Lemma that (a 7→ τa) is an
element of G0. Let us define ε
′
K
as the unique map from {compatible quantization
functors of Lie bialgebras} to ∐∐(K) × G0, such that ε
′
K
(Q) = (Q0, τ). It is clear
how to reconstruct Q from (Q0, τ), and that when τ is the neutral element of
G0, this reconstruction coincides with the map Q0 7→ αK(Q0). ε
′
K
is therefore
bijective, and we set εK = ε
′−1
K
.
Remark 9. If (a 7→ ρa) belong to G0, and (a, [ , ], δa) is any Lie bialgebra, then
(a, [ , ], (ρa⊗ρa)◦δa◦ρ
−1
a ) is again a Lie bialgebra. Indeed, set r
′ =
∑
i ρa(ai)⊗bi.
Since r′ is a solution of CYBE in D(a), and r′ belongs (a ⊗ a∗)[[~]], if we set
δ′(x) = [r′, x ⊗ 1 + 1 ⊗ x], then (a, [ , ]a, δ
′) is a Lie bialgebra. On the other
hand, the rule ρa([x, y]) = [ρa(x), y] implies that δ
′(x) = (ρa⊗ id)(δa(x)) and the
rules ρa∗([ξ, η]) = [ρa∗(ξ), η] and ρa∗ = ρ
t
a imply that (ρa ⊗ id) ◦ δa = δa ◦ ρa.
Since the image of δa is antisymmetric, we also have (id⊗ρa) ◦ δa = δa ◦ ρa, so
δ′ = (ρa⊗ ρa) ◦ δa ◦ ρ
−1
a . So ρa changes the Lie bialgebra structure of a preserving
both its Lie algebra and Lie coalgebra structures.
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Appendix A. Deformation of solutions of CYBE (proof of Prop.
3.5)
Let A be an associative algebra, and let rA ∈ A⊗A be a solution of CYBE.
It is natural to look for a sequence (Ri)i≥0 of elements of A ⊗ A, such that
R0 = 1,R1 = rA and
∀N ≥ 0,
∑
p,q,r≥0,p+q+r=N
R12p R
13
q R
23
r =
∑
p,q,r≥0,p+q+r=N
R23r R
13
q R
12
p .
We call such a sequence (Ri)i≥0 a quantization of the CYBE solution rA. If
(Ri)i≥0 is such a quantization, then for any formal parameter t,
∑
i≥0 t
iRi is a
solution of QYBE. Then if (ui)i≥0 is any sequence of elements of A such that
u0 = 1, the sequence (R
′
i)i≥0 defined by
∑
i≥0 t
iR′i = u(
∑
i≥0 t
iRi)u
−1, where
u =
∑
i≥0 t
iui, is also a quantization of rA. We will say that the sequences
(Ri)i≥0 and (R
′
i)i≥0 are equivalent.
One then seeks to solve inductively the above system of equations. More pre-
cisely, it can be written as follows
[[rA,RN−1]] = −
∑
p,q,r≤N−2,p+q+r=N
R12p R
13
q R
23
r −R
23
r R
13
q R
12
p , (34)
(we will call this equation the equation of order N) where we set
[[rA, R]] = [r
12
A , R
13] + [r12A , R
23] + [r23A , R
23] + [R12, r13A ] + [R
12, r23A ] + [R
23, r23A ].
R 7→ [[rA, R]] is therefore a linear map from A
⊗2 to A⊗3 (the corresponding Lie
algebraic map was called δ3,r in Section 3.2.2).
On the other hand, let ρ 7→ δ(rA|ρ) be the linear map defined by
δ(rA|ρ) = [r
12
A + r
13
A + r
14
A , ρ
234]− [−r12A + r
23
A + r
24
A , ρ
134]
+ [−r13A − r
23
A + r
34
A , ρ
124]− [−r14A − r
24
A − r
34
A , ρ
123].
Then it follows from the fact that rA is a solution of CYBE that δ(rA|·)◦[[rA, ·]] =
0 (this equality appears in the Lie coalgebra cohomology complex of A, endowed
with the cobracket κ(a) = [rA, a⊗ 1 + 1⊗ a]). Therefore
Im[[rA, ·]] ⊂ Ker δ(rA|·).
We will show
Theorem A.1. Let us set
H1(A, rA) = Ker[[rA, ·]]/ Imκ, H
2(A, rA) = Ker δ(rA, |·)/ Im[[rA, ·]].
Then the equivalence classes of quantizations of rA are obstructed by H
2(A, rA)
and parametrized by H1(A, rA).
In particular, for any pair (A, rA) such that the homology H
2(A, rA) vanishes,
the solution rA can be quantized, the equivalence classes of its possible quantiza-
tions being parametrized by
∏
i≥2H
1(A, rA).
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Proof of Theorem A.1. We will show that if R1, . . . ,RN−2 satisfy equations
(34) at all orders ≤ N − 1, then the right side of the equation (34) at order N is
contained in Ker δ(rA|·) (Theorem A.1).
We first prove
Lemma A.1. For p integer ≥ 0, let (R, ρ) 7→ δp(R, ρ) be the map from A
⊗2×A⊗3
to A⊗4, defined by δ0(R, ρ) = 0, δp(R, ρ) = 0 if p ≥ 4 and
δ1(R, ρ) = [R
12 +R13 +R14, ρ234]− [−R12 +R23 +R24, ρ134]
+ [−R13 − R23 + R34, ρ124]− [−R14 −R24 − R34, ρ123],
δ2(R, ρ) = (R
12R13 +R12R14 +R13R14)ρ234 − ρ234(R14R13 +R14R12 +R13R12)
−R23R24ρ134 − (R23 +R24)ρ134R12 +R12ρ134(R23 +R24) + ρ134R24R23
−R23R13ρ124 − (R13 +R23)ρ124R34 +R34ρ124(R13 +R23) + ρ124R13R23
+ (R34R24 +R34R14 +R24R14)ρ123 − ρ123(R14R24 +R14R34 +R24R34),
and
δ3(R, ρ) = R
12R13R14ρ234 − ρ234R14R13R12
− R23R24ρ134R12 +R12ρ134R24R23
− R23R13ρ124R34 +R34ρ124R13R23
+R34R24R14ρ123 − ρ123R14R24R34.
Each δp is linear in ρ and homogeneous of degree p in R. Moreover, these maps
satisfy the identity
δp(R,R
12R13R23 − R23R13R12) + δp+1(R, [R
12, R13] + [R12, R23] + [R13, R23]) = 0
for any integer p ≥ 0.
Proof of Lemma A.1. This is a direct computation: for example, the identity
for p = 0 follows from the Jacobi identity.
As we said, the proof of Theorem A.1 reduces to the following statement.
Proposition A.1. Let A be an algebra and rA belong to A ⊗ A. Let N be an
integer ≥ 3 and assume that R1, . . . ,RN−2 in A⊗ A satisfy R1 = rA and
[[rA,Ri]] = −
∑
p+q+r=i+1,p,q,r>0
R12p R
13
q R
23
r +
∑
p+q+r=i+1,p,q,r>0
R23r R
13
q R
12
p ,
(35)
for i = 1, . . . , N − 2 (in particular, rA is a solution of CYBE). Then
δ(rA|
∑
p+q+r=N,p,q,r>0
R12p R
13
q R
23
r −R
23
r R
13
q R
12
p ) (36)
is zero.
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Proof of Proposition A.1. Let us define δ˜α(R1, . . . , Rα|ρ) as the coefficient of
t1 · · · tα in
1
α!
δα(
∑α
β=1 tβRβ, ρ). Then δ˜α(R1, . . . , Rα|ρ) is the unique multilinear
form in (R1, . . . , Rα), symmetric in these arguments, such that δ˜α(R, . . . , R|ρ) =
δα(R|ρ).
Let us define C(k,N, α) as the subset of {1, . . . , k}α×{0, . . . , k}3 of (α+3)uples
(k1, . . . , kα, p, q, r) such that k1 + . . .+ kα + p+ q + r = N and set
Tk =
∑
α≥0
∑
(k1,... ,kα,p,q,r)∈C(k,N,α)
δ˜α(Rk1 , . . . ,Rkα|R
12
p R
13
q R
23
r −R
23
r R
13
q R
12
p ).
Then the fact that the Ri satisfy equations (35) implies that TN−3 is equal to
δ(rA|
∑
p+q+r=N−1,p,q,r≤N−3
R12p R
13
q R
23
r −R
23
r R
13
q R
12
p ),
which is (36).
For i = 0, . . . , 3, denote by Ci(k,N, α) the subset of C(k,N, α) of (α+3)uples
(k1, . . . , kα, p, q, r) such that exactly i of the integers p, q, r is equal to zero. Then
C(k,N, α) is the disjoint union of the Ci(k,N, α). Set
Tk,i =
∑
α≥0
∑
(k1,... ,kα,p,q,r)∈Ci(k,N,α)
δ˜α(Rk1, . . . ,Rkα|R
12
p R
13
q R
23
r −R
23
r R
13
q R
12
p ),
then we have Tk =
∑3
i=0 Tk,i. Since Tk,2 = Tk,3 = 0, we have
Tk = Tk,0 + Tk,1. (37)
Now
Tk,0 =
∑
α≥0
∑
(k1,... ,kα+3)∈{1,... ,k}α+3|
∑
β kβ=N
(38)
δ˜α(Rk1 , . . . ,Rkα|R
12
kα+1R
13
kα+2R
23
kα+3 −R
23
kα+3R
13
kα+2R
12
kα+1),
and
Tk,1 =
∑
α≥0
∑
(k1,... ,kα+3)∈{1,... ,k}α+3|
∑
β kβ=N
(39)
δ˜α+1(Rk1 , . . . ,Rkα+1|[R
12
kα+2
,R13kα+3 ] + [R
12
kα+2
,R23kα+3 ] + [R
13
kα+2
,R23kα+3]),
where we used the fact that δ0 = 0 to change α into α+1 and where the first (resp.,
second, third) bracket corresponds to the subset of C1(N, k, α) defined by the
conditions r = 0, p 6= 0, q 6= 0 (resp., q = 0, p 6= 0, r 6= 0 and p = 0, q 6= 0, r 6= 0).
Let us show that each Tk is equal to zero. Let us define, for ν = (ν1, · · · , νk) a
collection of integers ≥ 0 such that
∑k
i=1 = νi = α+3, C(k,N, ν) as the subset of
C(k,N, α) of (α+3)uples (k1, . . . , kα+3) of integers such that for any i = 1, . . . , k,
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card{β|kβ = i} = νi. Set
T νk =
∑
(k1,... ,kα+3)∈C(k,N,α,ν)
(
δ˜α(Rk1 , . . . ,Rkα |R
12
kα+1
R13kα+2R
23
kα+3
−R23kα+3R
13
kα+2
R12kα+1)
+ δ˜α+1(Rk1, . . . ,Rkα+1|[R
12
kα+2
,R13kα+3] + [R
12
kα+2
,R23kα+3] + [R
13
kα+2
,R23kα+3])
)
.
Then it follows from (37) and the expressions (38) and (39) for Tk,0 and Tk,1 that
Tk =
∑
ν∈Nk T
ν
k . Define the sequence (k
ν
1 , . . . , k
ν
α+3) by the conditions that it is
non-decreasing and that it belongs to C(k,N, ν). Then T νk is proportional to the
symmetrization∑
σ∈Sα+3
δ˜α(Rkν
σ(1)
, . . . ,Rkν
σ(α)
|R12kν
σ(α+1)
R13kν
σ(α+2)
R23kν
σ(α+3)
−R23kν
σ(α+3)
R13kν
σ(α+2)
R12kν
σ(α+1)
)
(40)
+ δ˜α+1(Rkν
σ(1)
, . . . ,Rkν
σ(α+1)
|[R12kν
σ(α+2)
,R13kν
σ(α+3)
] + [R12kν
σ(α+2)
,R23kν
σ(α+3)
] + [R13kν
σ(α+2)
,R23kν
σ(α+3)
]).
We have now
Lemma A.2. If α is an integer and R1, . . . , Rα+3 belong to A⊗ A, we have∑
σ∈Sα+3
δ˜α(Rσ(1), . . . , Rσ(α)|R
12
σ(α+1)R
13
σ(α+2)R
23
σ(α+3) −R
23
σ(α+3)R
13
σ(α+2)R
12
σ(α+1))
+ δ˜α+1(Rσ(1), . . . , Rσ(α+1)|[R
12
σ(α+2), R
13
σ(α+3)] + [R
12
σ(α+2), R
23
σ(α+3)] + [R
13
σ(α+2), R
23
σ(α+3)]) = 0.
Proof of Lemma. The left side is multilinear and symmetric in variables
R1, . . . , Rα+3; moreover, its value for R1 = . . . = Rα+3 = R is equal to
(α+3)!
(
δα(R,R
12R13R23−R23R13R12)+δα+1(R, [R
12, R13]+[R12, R23]+[R13, R23])
)
,
which is equal to zero. Therefore the left side is equal to zero.
End of proof of Proposition A.1. Since T νk is proportional to (40), the above
Lemma implies that it is zero. It follows that for any k, Tk is equal to zero. In
particular, TN−3 = 0, which proves the Proposition.
Remark 10. When N = 3, equation (34) is written
[[rA,R2]] = −r
12
A r
13
A r
23
A + r
23
A r
13
A r
12
A . (41)
One checks that the fact that rA is a solution of CYBE implies that R2 =
1
2
r2A is
a solution of (41). Then if x is any element of A, then R2 =
1
2
r2A + κ(x) is also a
solution of (41).
In Theorem 0.1, we construct a solution R(ρ(ra)) of QYBE. In that case,
A = Sh(a)[[~]], rA is the element ra ∈ a⊗ a, viewed as an element of A⊗A, and
R2 =
1
2
r2a + κ(x), where x =
1
2
∑
i∈I(aibi), and we write ra =
∑
i∈I ai ⊗ bi.
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Appendix B. Construction of µp,q,rLie (proof of Prop. 3.2)
Let us denote by FAn the part of the free algebra in n generators, homogeneous
of degree one in each generator. In this Section, we also denote by FLn the
subspace of FAn consisting of Lie elements (so FLn = Freen).
B.1. Definition of the algebra (F (3), mF (3)). When p, q, r are integers ≥ 0, we
set
F (3)pqr =
(
FAq+r ⊗ (FAp ⊗ FAq)⊗ FAp+r
)
Sp×Sq×Sr
and F (3) = ⊕p,q,r≥0F
(3)
pqr.
Let us denote by x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r the generators of FAq+r, by x
(1)
1 , . . . , x
(1)
p
the generators of FAp, by y
(2)
1 , . . . , y
(2)
q the generators of FAq, and by y
(1)
1 , . . . , y
(1)
p ,
y
(3)
1 , . . . , y
(3)
r the generators of FAp+r. Then the first and last set of generators are
split in two subsets (e.g., the first subset of generators of FAq+r is x
(2)
1 , . . . , x
(2)
q ).
The symmetric group Sp (resp., Sq and Sr) acts on FAq+r ⊗ (FAp ⊗ FAq) ⊗
FAp+r by simultaneously permuting the variables (x
(1)
i )i=1,... ,p and (y
(1)
i )i=1,... ,p
(resp., the variables (x
(2)
i )i=1,... ,q and (y
(2)
i )i=1,... ,q and the variables (x
(3)
i )i=1,... ,r
and (y
(3)
i )i=1,... ,r).
If n, n′ are integers ≥ 0, let us define Mn,n′ as the set of pairs of maps
(c, c′), where c is a map from {1, . . . , n′} to {−∞, 1, . . . , n} and c′ is a map
from {1, . . . , n} to {1, . . . , n′,∞}, such that for any k ∈ {1, . . . , n}, and any
k′ ∈ {1, . . . , n′}, the inequalities
c(c′(k)) < k and c′(c(k′)) > k′ (42)
hold whenever the left sides are defined. By convention, if k is any integer, k <∞
and −∞ < k.
We are going to define a bilinear map mF (3) : F
(3) ⊗ F (3) → F (3). If p, q and r
are integers ≥ 0, there is a unique linear isomorphism ξ 7→ aξ from FAq+r⊗FAp+r
to F
(3)
pqr, such that if P ∈ FAq+r, Q ∈ FAp+r and (σ, τ) ∈ Sp ×Sq, then
aP⊗Q =P (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )⊗ x
(1)
1 . . . x
(1)
p y
(2)
1 . . . y
(2)
q
⊗Q(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r ).
If p, q, r, and p′, q′, r′ are integers ≥ 0, and if P ∈ FAq+r, Q ∈ FAp+r, P
′ ∈
FAq′+r′ , Q
′ ∈ FAp′+r′, let us set
a(P,Q),(P ′,Q′) =
∑
(c,c′)∈Mq,p′
a(P,Q),(P ′,Q′)(c, c
′),
50 B. ENRIQUEZ
where for any (c, c′) ∈ Mq,p′, we set α = card(c
′)−1(∞) and α′ = card c−1(−∞)
and define a(P,Q),(P ′,Q′)(c, c
′) as the element of F
(3)
p+α′,q′+α,p′+q+r+r′−α−α′ given by
a(P,Q),(P ′,Q′)(c, c
′) =
(
P (
ր∏
j∈c−1(1)
ad′(x
(1)
p+j)(x
(2)
1 ), . . . ,
ր∏
j∈c−1(q)
ad′(x
(1)
p+j)(x
(2)
q ), x
(3)
1 , . . . , x
(3)
r )
P ′(x
(2)
q+1, . . . , x
(2)
q+q′, x
(3)
r+1, . . . , x
(3)
r+r′)
)
⊗
( ր∏
i∈{1,... ,p}
x
(1)
i
ր∏
i′∈c−1(∞)
x
(1)
p+i′ ⊗
ր∏
j∈(c′)−1(∞)
y
(2)
j
ր∏
j′∈{1,... ,q′}
y
(2)
q+j′
)
⊗
(
Q(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r )
Q′(
ց∏
j∈(c′)−1(1)
ad′(y
(2)
j )(y
(1)
p+1), . . . ,
ց∏
j∈(c′)−1(p′)
ad′(y
(2)
j )(y
(1)
p+p′), y
(3)
r+1, . . . , y
(3)
r+r′)
)
.
Let us explain the notation in this formula. The generators of the components
of F
(3)
p+α′,q′+α,p′+q+r+r′−α−α′ are denoted as follows:
– generators of FAp′+q+q′+r+r′−α′ . First subset of generators: x
(2)
i , i ∈ (c
′)−1(∞)
and x
(2)
q+j′ , j
′ ∈ {1, . . . , q′}. Second subset of generators: x
(1)
p+i′, i
′ ∈ c−1({1, . . . , q}),
x
(2)
j , j ∈ (c
′)−1({1, . . . , q′}) and x
(3)
k , k ∈ {1, . . . , r + r
′}
– the generators of FAp+α′ are x
(1)
i , i ∈ {1, . . . , p} and x
(1)
p+i′, i
′ ∈ c−1(−∞)
– the generators of FAp′+α are y
(2)
j , j ∈ {q + 1, . . . , q + q
′} and y
(2)
j′ , j
′ ∈
(c′)−1(∞)
– generators of FAp+p′+q+r+r′−α. First subset of generators: y
(1)
i , i ∈ {1, . . . , p},
y
(2)
p+i′, i
′ ∈ c−1(−∞). Second subset of generators: y
(1)
p+i′, i
′ ∈ c−1({1, . . . , q}), y
(2)
j ,
j ∈ (c′)−1({1, . . . , p′}), y
(3)
k , k ∈ {1, . . . , r + r
′}.
For x, y elements of an associative algebra, we set ad′(x)(y) = yx − xy (so
ad′ = − ad). If J is a finite ordered set of indices, and J = {j1, . . . , jr}, with j1 <
. . . < jr, then
∏ր
j∈J aj and
∏ց
j∈J aj denote the products of elements aj1aj2 · · · ajr
and ajrajr−1 · · · aj1 . So
∏ր
i∈{1,... ,n} ad
′(ai)(a) = [[[a, an], an−1], . . . , a1].
Let us set F˜pqr = FAq+r ⊗ (FAp ⊗ FAq) ⊗ FAp+r and F˜ = ⊕p,q,r≥0F˜pqr.
Then the rule (P ⊗ Q) ⊗ (P ′ ⊗ Q′) 7→ a(P,Q),(p′,Q′) defines a linear map from
(FAq+r ⊗ Fap+r) ⊗ (FAq′+r′ ⊗ FAp′+r′) to F˜ , which is covariant with respect
to the action of Sr × Sr′. Therefore, its induces a linear map from (FAq+r ⊗
Fap+r)Sr⊗(FAq′+r′⊗FAp′+r′)Sr′ (which we identified with F
(3)
pqr⊗F
(3)
p′q′r′) to F
(3).
This map may be extended by linearity in a unique way to a linear map mF (3)
from F (3) ⊗ F (3) to F (3).
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B.2. Associativity of mF (3). In this Section, we prove that mF (3) is associa-
tive. For this, we first define composition operations on the sets of maps Mnn′
introduced above.
B.2.1. The operations Comp12,3 and Comp1,23. For any pair of integers (α, α′),
define Mαα
′
nn′ as the subset of Mn,n′ of all pairs (c, c
′) such that card c−1(−∞) = α′
and card(c′)−1(∞) = α.
For any quadruple of integers (n, n′, n′′, n′′′), let us also define Mn,n′|n′′,n′′′ as
the subset of Mn+n′,n′′+n′′′ of all pairs (c˜, c˜
′) such that
c˜({1, . . . , n′}) ⊂ {−∞, 1, . . . , n} and c˜′({n+1, . . . , n+n′′}) ⊂ {n′+1, . . . , n′+n′′′,∞}.
We define then two maps
Comp12,3 :
∐
(α,α′)∈N2
(Mαα
′
nn′ ×Mα+n′′,n′′′)→ Mn,n′′|n′,n′′′
and
Comp1,23 :
∐
(α′′,α′′′)∈N2
(Mn,n′+α′′′ ×M
α′′α′′′
n′′n′′′ )→Mn,n′′|n′,n′′′
in the following way. If (c, c′) ∈Mαα
′
nn′ and (c
′′, c′′′) ∈Mα+n′′,n′′′, then
Comp12,3((c, c′), (c′′, c′′′)) = (c˜, c˜′),
where c˜ and c˜′ are defined as follows. Let us denote the elements of (c′)−1(∞) by
i1, . . . , iα, where the sequence (iβ)β=1,... ,α is increasing. Then if i
′ ∈ {1, . . . , n′},
then c˜(i′) = c(i′); if i′′′ ∈ {1, . . . , n′′′} and c′′(i′′′) ∈ {1, . . . , α}, then c˜(n′ + i′′′) =
ic′′(i′′′); and if c
′′(i′′′) ∈ {α + 1, . . . , α + n′′′}, then c˜(n′ + i′′′) = (n − α) + c′′(i′′′).
On the other hand, if i ∈ {1, . . . , n} − (c′)−1(∞), then c˜′(i) = c′(i), and for
β ∈ {1, . . . , α}, c˜′(iβ) = n
′ + c′′′(β); and if i′′ ∈ {1, . . . , n′′}, then c˜′(n + i′′) =
n′ + c′′′(α + i′′).
By convention, if k is any integer, then k +∞ =∞ and −∞+ k = −∞.
In the same way, if (d, d′) ∈ Mn,n′+α′′ and (d
′′, d′′′) ∈ Mα
′′α′′′
n′′n′′′ , then we set
Comp1,23((d, d′), (d′′, d′′′)) = (d˜, d˜′), where d˜ and d˜′ are defined as follows. Denote
the elements of (d′′)−1(−∞) by i1, . . . , iα′′′ , where the sequence (iβ)β=1,... ,α′′′ is
increasing. Then d˜(i′) = d(i′) if i′ ∈ {1, . . . , n′}, d˜(n′ + iβ) = d(n
′ + β) if β ∈
{1, . . . , α′′′} and d˜(n′+ i′′′) = n+d′′(i′′′) if i′′′ ∈ {1, . . . , n′′′} and i′′′ /∈ (d′′′)−1(∞).
On the other hand, if i ∈ {1, . . . , n}, then d˜′(i) = d′(i) if d′(i) ∈ {1, . . . , n′}, and
d˜′(i) = n′ + id′(i)−n′ if d
′(i) ∈ {n′ + 1, . . . , n′ + α′′′}; and if i′′ ∈ {1, . . . , n′′}, then
d˜′(n + i′′) = n′ + d′′′(i′′).
Lemma B.1. The maps Comp12,3 and Comp1,23 are both bijective.
Proof. One first checks that the pairs (c˜, c˜′) and (d˜, d˜′) defined above actually
belong to Mn,n′′|n′,n′′′. This is a direct verification. One also checks that each
pair (c˜, c˜′) has a unique preimage by Comp12,3 and Comp1,23. For example, let
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us describe (Comp12,3)−1(c˜, c˜′) = ((c, c′), (c′′, c′′′)). This is an element of Mαα
′
nn′ ×
Mα+n′′,n′′′ , where
α = card
(
c˜−1({n′ + 1, . . . , n′ + n′′′,−∞}) ∩ {1, . . . , n}
)
and α′ = card(c˜−1(−∞) ∩ {1, . . . , n′}). Let us denote by j1, . . . , jα the elements
of c−1({n′+1, . . . , n′+n′′′,−∞})∩ {1, . . . , n}, where the sequence (jβ)β=1,... ,α is
increasing.
Then the pairs (c, c′) and (c′′, c′′′) are obtained as follows. If j′ ∈ {1, . . . , n′},
then c(j′) = c˜(j′). If j′′′ ∈ {1, . . . , n′′′} and c˜(n′ + j′′′) ∈ {1, . . . , n}, then since
c˜′(c˜(n′ + j′′′)) > n′ + j′′′ ≥ n′ + 1, c˜(n′ + j′′′) belongs to {j1, . . . , jα}, and we
define c′′(j′′′) as the index β such that c˜(n′ + j′′′) = jβ . If j
′′′ ∈ {1, . . . , n′′′} and
c˜(n′ + j′′′) ∈ {n + 1, . . . , n+ n′′,−∞}, then we set c′′(j′′′) = c˜(n′ + j′′′) + α− n.
If j ∈ {1, . . . , n}, we define c′(j) as c˜′(j) if c˜′(j) ∈ {1, . . . , n′} and as∞ else. For
any β ∈ {1, . . . , α}, we define c′′′(β) as c˜′(jβ)−n
′, and if j′′ ∈ {α+1, . . . , α+n′′},
we define c′′′(j′′) as c˜′(j′′ + n− α)− n′.
B.2.2. Associativity of mF (3).
Theorem B.1. mF (3) is associative.
Proof. Let (p, q, r), (p′, q′, r′) and (p′′, q′′, r′′) be arbitrary triples of integers ≥ 0.
Let P, P ′, P ′′ be elements of FAq+r, FAq′+r′, FAq′′+r′′ , let Q,Q
′, Q′′ be elements
of FAp+r, FAp′+r′ , FAp′′+r′′ . It will be enough to prove that
mF (a(P⊗Q ⊗ a(P ′,Q′),(P ′′,Q′′)) = mF (a(P,Q),(P ′,Q′) ⊗ aP ′′⊗Q′′). (43)
The left side is a sum indexed by
∐
(α,α′)∈N2 M
αα′
qp′ ×Mα+q′,p′′ and the right side
is a sum indexed by
∐
(α′′,α′′′)∈N2 Mq,p′+α′′′ ×M
α′′α′′′
q′p′′ . Using maps Comp
12,3 and
Comp1,23, we transform both sums into the same expression
∑
(c˜,c˜′)∈Mq,q′|p′,p′′
a(P,Q),(P ′,Q′),(P ′′,Q′′)(c˜, c˜
′),
where we set β = card(c˜′)−1(∞), β ′ = card c˜−1(−∞), and
a(P,Q),(P ′,Q′),(P ′′,Q′′)(c˜, c˜
′)
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is the element of F
(3)
p+β,q′′+β′,p′+p′′+q+q′+r+r′+r′′−β−β′ given by
a(P,Q),(P ′,Q′),(P ′′,Q′′)(c˜, c˜
′) = (44)
(
P (
ր∏
i∈c˜−1(1)
ad′(x
(1)
p+i)(x
(2)
1 ), . . . ,
ր∏
i∈c˜−1(q)
ad′(x
(1)
p+i)(x
(2)
q ), x
(3)
1 , . . . , x
(3)
r )
P ′(
ր∏
i∈c˜−1(q+1)
ad′(x
(1)
p+i)(x
(2)
q+1), . . . ,
ր∏
i∈c˜−1(q+q′)
ad′(x
(1)
p+i)(x
(2)
q+q′), x
(3)
r+1, . . . , x
(3)
r+r′)
P ′′(x
(2)
q+q′+1, . . . , x
(2)
q+q′+q′′, x
(3)
r+r′+1, . . . , x
(3)
r+r′+r′′)
)
⊗
( ր∏
i∈{1,... ,p}
x
(1)
i
ր∏
i′∈c˜−1(−∞)
x
(1)
p+i′ ⊗
ր∏
j∈(c˜′)−1(∞)
y
(2)
j
ր∏
j′′∈{1,... ,q′′}
y
(2)
q+q′+j′′
)
⊗
(
Q(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r )
Q′(
ց∏
j∈(c˜′)−1(1)
ad′(y
(2)
j )(y
(1)
p+1), . . . ,
ց∏
j∈(c˜′)−1(p′)
ad′(y
(2)
j )(y
(1)
p+p′), y
(3)
r+1, . . . , y
(3)
r+r′)
Q′′(
ց∏
j∈(c˜′)−1(p′+1)
ad′(y
(2)
j )(y
(1)
p+p′+1), . . . ,
ց∏
j∈(c˜′)−1(p′+p′′)
ad′(y
(2)
j )(y
(1)
p+p′+p′′), y
(3)
r+r′+1, . . . , y
(3)
r+r′+r′′)
)
.
In this formula, the generators of the factors of F
(3)
p+β,q′′+β′,p′+p′′+q+q′+r+r′+r′′−β−β′
are denoted as follows:
– generators of F
(3)
p′+p′′+q+q′+q′′+r+r′+r′′−β. First subset of generators: x
(2)
j , j ∈
(c˜′)−1(∞), x
(2)
q+q′+j′′ , j
′′ ∈ {1, . . . , q′′}. Second subset of generators: x
(1)
p+j′, j
′ ∈
c˜−1({1, . . . , q+q′}), x
(2)
j , j ∈ (c˜
′)−1({1, . . . , p′+p′′}), x
(3)
k , k ∈ {1, . . . , r+r
′+r′′}.
– generators of F
(3)
p+β: x
(1)
i , i ∈ {1, . . . , p} and x
(1)
p+i′, i
′ ∈ c˜−1(∞)
– generators of F
(3)
q′′+β′: y
(2)
j , j ∈ (c˜
′)−1(∞), and y
(2)
q+q′+j′′, j
′′ ∈ {1, . . . , q′′}
– generators of F
(3)
p+p′+p′′+q+q′+r+r′+r′′−β′ . First subset of generators: y
(1)
i , i ∈
{1, . . . , p}, and y
(1)
p+i′, i
′ ∈ c˜−1(∞). Second subset of generators: y
(1)
p+i′, i
′ ∈
c˜−1({1, . . . , q + q′}), y
(2)
i , i ∈ (c˜
′)−1({1, . . . , p′ + p′′}), and y
(3)
i , i ∈ {1, . . . , r +
r′ + r′′}.
Since each side of (43) is equal to (44), equation (43) is satisfied.
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B.3. Universal properties of (F (3), mF (3)). If p, q, r are integers ≥ 0, a basis
of F
(3)
pqr consists of the
q+r∏
k=1
zσ(k) ⊗ (
p∏
i=1
x
(1)
i ⊗
q∏
j=1
y
(2)
j )⊗
p+r∏
l=1
tτ(l),
where σ ∈ Sq+r, τ ∈ Sp+r, (z1, . . . , zq+r) = (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r ), (t1, . . . , tp+r) =
(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r ), and σ preserves the order of the r last elements of
{1, . . . , q + r}.
If a is a Lie algebra and ra ∈ a⊗a is a solution of CYBE, then there are unique
maps
κtensora,ra : F
(3) → Ta⊗ Ua⊗ Ta and κa,ra : F
(3) → Ua⊗3,
where Ta is the tensor algebra of a, such that if ra =
∑
i∈I ai ⊗ bi, then κ
tensor
a,ra
maps F
(3)
pqr to a⊗q+r ⊗ Ua⊗ a⊗p+r in such a way that
κtensora,ra (
q+r∏
k=1
zσ(k) ⊗ (
p∏
i=1
x
(1)
i ⊗
q∏
j=1
y
(2)
j )⊗
p+r∏
l=1
tτ(l))
=
∑
α1,... ,αp+q+r∈I
( q+r⊗
k=1
a(αp+σ(k))
)
⊗
p∏
i=1
a(αi)
q∏
j=1
b(αp+j)⊗
( p+r⊗
j=1
b(β(τ, l)
)
),
where β(τ, l) is equal to τ(l) if τ(l) ≤ p and to q + τ(l) else, and κa,ra is the
composition of κtensora,ra with the projection map Ta→ Ua.
Proposition B.1. For any pair (a, ra) of a Lie algebra and a solution of CYBE,
κtensora,ra is an algebra morphism from (F
(3), mF (3)) to Ta ⊗ Ua ⊗ Ta, and κa,ra is
an algebra morphism from (F (3), mF (3)) to Ua
⊗3.
Proof. The proof of the statement on κtensora,rA is by a double induction on (q, q
′).
The statement on κa,rA follows immediately.
B.4. The normal ordering map. For any triple of integers p, q, r ≥ 0, let us
form the tensor product FAq+r ⊗ FAp+q ⊗ FAp+r; we denote the generators of
its factors as follows
– generators of FAq+r: x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r
– generators of FAp+q: y
(2)
1 , . . . , y
(2)
q , x
(1)
1 , . . . , x
(1)
p
– generators of FAp+r: y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r .
Each set of generators is split in two subsets (e.g., the first subset of generators
of FAq+r is x
(2)
1 , . . . , x
(2)
q and the second subset is x
(3)
1 , . . . , x
(3)
r ).
Then the group Sp × Sq × Sr acts on this tensor product by simultaneous
permutations of the three pairs of subsets of generators. We will set
G(3)pqr =
(
FAq+r ⊗ FAp+q ⊗ FAp+r
)
Sp×Sq×Sr
.
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Let Partp,q be the set of pairs of partitions (p, q), where p = (p1, . . . , pλ) and
q = (q1, . . . , qλ) are partitions of p and q, such that pλ ≥ 0, qλ ≥ 0 and pν > 0,
qν′ > 0 when ν 6= λ and ν
′ 6= 1. For any (p, q) ∈ Partp,q, let us denote by G
p,q
pqr
the image of
FAq+r ⊗
λ∏
ν=1
( qν∏
j=1
y
(2)
q1+···+qν−1+j
pν∏
i=1
x
(1)
p1+···+pν−1+i
)
⊗ FAp+r
in G
(3)
pqr. Then we have
G(3)pqr =
⊕
(p,q)∈Partp,q
G
p,q
pqr.
Let us define Mq,p as the subset of Mqp consisting of all pairs of maps (c, c
′),
where c : {1, . . . , q} → {−∞, 1, . . . , p} and c′ : {1, . . . , p} → {1, . . . , q,∞}
satisfy (42) and are such that for any ν = 1, . . . , λ,
c({1, . . . ,
ν∑
i=1
qi}) ⊂ {−∞, 1, . . . ,
ν∑
i=1
pi}
and
c′({
λ∑
i=ν
pi + 1, . . . , p}) ⊂ {
λ∑
i=ν
qi + 1, . . . , q,∞}.
Let us define the map
µ
p,q
pqr : G
p,q
pqr → F
(3)
as follows. If P ∈ FAq+r, Q ∈ FAp+r, let us set
µ
p,q
pqr(P ⊗
λ∏
ν=1
( qν∏
j=1
y
(2)
q1+···+qν−1+j
pν∏
i=1
x
(1)
p1+···+pν−1+i
)
⊗Q) =
∑
(c,c′)∈Mq,p
α
p,q
p,q(P,Q)(c, c
′);
we set β = card(c′)−1(∞) and β ′ = card c−1(−∞), and define α
p,q
p,q(P,Q, γ, δ)(c, c′)
as the element of F
(3)
p−β,q−β′,r+β+β′ equal to
α
p,q
p,q(P,Q)(c, c
′)
= P (
ր∏
i1∈(c′)−1(1)
ad′(x
(1)
i1
)(x
(2)
1 ), . . . ,
ր∏
iq∈(c′)−1(q)
ad′(x
(1)
iq
)(x(2)q ), x
(3)
1 , . . . , x
(3)
r )
⊗ (
ր∏
i∈(c′)−1(∞)
x
(1)
i ⊗
ր∏
j∈c−1(−∞)
y
(2)
j )
⊗Q(
ց∏
j1∈c−1(1)
ad′(y
(2)
j1
)(y
(1)
1 ), . . . ,
ց∏
jp∈c−1(p)
ad′(y
(2)
jp
)(y(1)p ), y
(3)
1 , . . . , y
(3)
r )
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where the generators of the components of F
(3)
p−β,q−β′,r+β+β′ are denoted as follows
– generators of FAq+r+β. First set of generators: x
(2)
j , j ∈ c
−1(−∞). Second
set of generators: x
(1)
j , j ∈ (c
′)−1({1, . . . , q}), x
(2)
i , i ∈ c
−1({1, . . . , p}), and
x
(3)
1 , . . . , x
(3)
r
– generators of FAp−β: x
(1)
i , i ∈ (c
′)−1(∞).
– generators of FAq−β′: y
(2)
j , j ∈ c
−1(−∞).
– generators of FAp+r+β′. First set of generators: y
(1)
i , i ∈ (c
′)−1(∞). Second
set of generators: y
(1)
j , j ∈ (c
′)−1({1, . . . , q}), y
(2)
i , i ∈ c
−1({1, . . . , p}), and
y
(3)
1 , . . . , y
(3)
r .
Let a be a Lie algebra and let ra ∈ a⊗ a be a solution of CYBE. Elements of
the form
zσ(1) · · · zσ(q+r)
λ∏
ν=1
( qν∏
j=1
y
(2)
q1+···+qν−1+j
pν∏
i=1
x
(1)
p1+···+pν−1+i
)
⊗ wτ(1) · · ·wτ(p+r),
form a generating family ofG
(3)
pqr, where we set (z1, . . . , zq+r) = (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r ),
(w1, . . . , wp+r) = (y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r ), and (p, q) belongs to Partp,q and
(σ, τ) belongs to Sq+r ×Sp+r. Then there is a unique map
γ(a,ra)pqr : G
(3)
pqr → Ta⊗ Ua⊗ Ta,
such that for any (p, q) ∈ Partp,q and any σ ∈ Sq+r, τ ∈ Sp+r,
γ(a,ra)pqr (zσ(1) · · · zσ(q+r) ⊗
λ∏
ν=1
( qν∏
j=1
y
(2)
q1+···+qν−1+j
pν∏
i=1
x
(1)
p1+···+pν−1+i
)
⊗ wτ(1) · · ·wτ(p+r))
=
∑
α(1),... ,α(p+q+r)∈I
a(α(p+ σ(1))) · · ·a(α(p+ σ(q + r)))
⊗
λ∏
ν=1
( qν∏
j=1
b(α(q1 + · · ·+ qν−1 + j))
pν∏
i=1
a(α(p1 + · · ·+ pν−1 + i))
)
⊗ b(ǫ(1)) · · · b(ǫ(p + r)),
where ǫ(i) = τ(j) if τ(j) ≤ p and ǫ(j) = q + τ(j) if τ(j) > p, and we set
ra =
∑
α∈I a(α)⊗ b(α).
Let us define µpqr : G
(3)
pqr → F (3) as the direct sum of the maps µ
p,q
pqr. Then µpqr
has the following property.
Proposition B.2. We have κa,ra ◦ µpqr = γ
(a,ra)
pqr .
Proof. By induction.
Remark 11. The direct sum µ(3) = ⊕(p,q,r)∈N3µpqr may therefore be viewed as a
universal version of the normal ordering of expressions in a solution ra of CYBE.
We will sometimes identify elements of Gpqr with their images in F
(3) by µ(3).
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B.5. The CYBE identity in F (3). We have the following identity in F (3)
µ(3)(x
(1)
1 ⊗[y
(1)
1 , x
(2)
1 ]⊗x
(2)
1 ) = −µ
(3)([x
(1)
1 , x
(3)
1 ]⊗y
(1)
1 ⊗y
(3)
1 )−µ
(3)(x
(3)
1 ⊗x
(2)
1 ⊗[x
(2)
1 , y
(3)
1 ]),
in which the first expression belongs to µ(3)(G
(3)
110), the second to µ
(3)(G
(3)
101) and
the third to µ(3)(G
(3)
011). (The image of this identity by any map κa,ra simply
expresses the fact that ra satisfies CYBE.)
Let us define a map concG(3) : G
(3) ⊗ G(3) → G(3) as follows. concG(3) maps
G
(3)
pqr ⊗ G
(3)
p′q′r′ to G
(3)
p+p′,q+q′,r+r′; if P,Q,R, P
′, Q′, R′ belong to FAq+r, FAp+q,
FAp+r, FAq′+r′, FAp′+q′, FAp′+r′, then
concG(3)((P ⊗Q⊗ R)⊗ (P
′ ⊗Q′ ⊗R′))
= P (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )P
′(x
(2)
q+1, . . . , x
(2)
q+q′, x
(3)
r+1, . . . , x
(3)
r+r′)
⊗Q(x
(1)
1 , . . . , x
(1)
p , y
(2)
1 , . . . , y
(2)
q )Q
′(x
(1)
p+1, . . . , x
(1)
p+p′, y
(2)
q+1, . . . , y
(2)
q+q′)
⊗R(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r )R
′(y
(1)
p+1, . . . , y
(1)
p+p′, y
(3)
r+1, . . . , y
(3)
r+r′).
Then we have
Lemma B.2. (G(3), concG(3)) is an algebra and µ is an algebra morphism from
(G(3), concG(3)) to (F
(3), mF (3)).
This follows from analysis of the behavior the spaces of maps M
pq
pqr.
We have then
Lemma B.3. If P ∈ FAq+r, Q ∈ FAp+q−1 and R ∈ FAp+r, we have the identity
µ(3)
(
P (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )⊗Q(y
(2)
1 , . . . , [y
(2)
j , x
(1)
i ], . . . , y
(2)
q , x
(1)
1 , . . . , iˇ, . . . , x
(1)
p )
⊗ R(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
q )
)
= −µ(3)
(
P (x
(2)
1 , . . . , [x
(1)
i , x
(2)
j ] . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )⊗Q(y
(2)
1 , . . . , y
(2)
q , x
(1)
1 , . . . , iˇ, . . . , x
(1)
p )
⊗ R(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
q )
)
− µ(3)
(
P (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )⊗Q(y
(2)
1 , . . . , x
(1)
i , . . . , y
(2)
q , x
(1)
1 , . . . , iˇ, . . . , x
(1)
p )
⊗ R(y
(1)
1 , . . . , [y
(1)
i , y
(2)
j ], . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
q )
)
,
where the arguments of µ belong to G
(3)
pqr, G
(3)
p−1,q,r+1 and G
(3)
p,q−1,r+1.
Proof. If x′ and x′′ are elements of G(3), then the image by µ(3) of the product
concG(3)(x
′⊗
(
x
(1)
1 ⊗[y
(1)
1 , x
(2)
1 ]⊗x
(2)
1 +[x
(1)
1 , x
(3)
1 ]⊗y
(1)
1 ⊗y
(3)
1 +x
(3)
1 ⊗x
(2)
1 ⊗[x
(2)
1 , y
(3)
1 ]
)
⊗
x′′) is zero by Lemma B.2.
B.6. The maps µp,q,rLie . If p and q are integers > 0 and α (resp., β) is an integer
in {1, . . . , p} (resp., in {1, . . . , q}), we will denote by M˜α0pq (resp., M˜
0β
pq ) the set of
all triples (c, c′, ω) consisting of a pair (c, c′) in Mα0pq (resp., in M
0β
pq ) and of order
relations on the sets c−1(1), . . . , c−1(q), (c′)−1(1), . . . , (c′)−1(p).
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Proposition B.3. Let (p, q) be a pair of integers > 0 and let α ∈ {1, . . . , p} and
β ∈ {1, . . . , q}. Then there exist families of linear maps (Φ′(c, c′, ω))(c,c′,ω)∈M˜α0pq
and (Φ′′(c, c′, ω))(c,c′,ω)∈M˜0βpq , indexed by M˜
α0
pq and M˜
0β
pq respectively, such that Φ
′(c, c′, ω)
maps FLp+q to FLp−α and Φ
′(c, c′, ω) maps FLp+q to FLq−β, and such that the
following identities are satisfied
P (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )⊗Q(x
(1)
1 , . . . , x
(1)
p , y
(2)
1 , . . . , y
(2)
q ) (45)
⊗R(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r )
=
p∑
α=1
∑
(c,c′,ω)∈M˜α0pq
P (
∏
k1∈(c′)−1(1)
ad′(x
(1)
k1
)(x
(2)
1 ), . . . ,
∏
kq∈(c′)−1(q)
ad′(x
(1)
kq
)(x(2)q ), x
(3)
1 , . . . , x
(3)
r )
⊗ Φ′(c, c′, ω)(Q)(x
(1)
j , j ∈ (c
′)−1(∞))
⊗R(
∏
l1∈c−1(1)
ad′(y
(2)
l1
)(y
(1)
1 ), . . . ,
∏
lp∈c−1(p)
ad′(y
(2)
lp
)(y(1)p ), y
(3)
1 , . . . , y
(3)
r )
+
q∑
β=1
∑
(c,c′)∈M˜0βpq
P (
∏
k1∈(c′)−1(1)
ad′(x
(1)
k1
)(x
(2)
1 ), . . . ,
∏
kq∈(c′)−1(q)
ad′(x
(1)
kq
)(x(2)q ), x
(3)
1 , . . . , x
(3)
r )
⊗ Φ′′(c, c′, ω)(Q)(y
(2)
k , k ∈ c
−1(∞))
⊗R(
∏
l1∈c−1(1)
ad′(y
(2)
l1
)(y
(1)
1 ), . . . ,
∏
lp∈c−1(p)
ad′(y
(2)
lp
)(y(1)p ), y
(3)
1 , . . . , y
(3)
r )
for any integer r ≥ 0 and any pair of elements (P,R) ∈ FAq+r × FAp+r.
Proof. Let us construct the maps Φ(c, c′, ω) and Φ′′(c, c′, ω) by induction on
p + q. Assume that these maps are constructed for all pairs of integers (p′, q′)
with p′+q′ < p+q. Let (Qα)α be a basis of FLp+q. We may assume that each Qα
is of the form [Q′α, x
(1)
i ], where i ∈ {1, . . . , p}, or [Q
′
α, y
(2)
j ], where j ∈ {1, . . . , q},
and Q′α ∈ FLp+q−1. Let us treat the latter case. Then
P (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )⊗ [Q
′
α(x
(1)
1 , . . . , x
(1)
p , y
(2)
1 , . . . , yˇ
(2)
j , . . . , y
(2)
q ), y
(2)
j ]
⊗ R(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r )
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may be rewritten as follows
p∑
α=1
∑
(c,c′,ω)∈M˜α0p,q−1
P (
∏
k1∈(c′)−1(1)
ad′(x
(1)
k1
)(x
(2)
1 ), . . . ,
∏
kq∈(c′)−1(q)
ad′(x
(1)
kq
)(x(2)q ), x
(3)
1 , . . . , x
(3)
r )
⊗ [Φ′(c, c′, ω)(Q′α)(x
(1)
j , j ∈ (c
′)−1(∞)), y
(2)
j ]
⊗ R(
∏
l1∈c−1(1)
ad′(y
(2)
l1
)(y
(1)
1 ), . . . ,
∏
lp∈c−1(p)
ad′(y
(2)
lp
)(y(1)p ), y
(3)
1 , . . . , y
(3)
r )
+
q−1∑
β=1
∑
(c,c′,ω)∈M˜0βp,q−1
P (
∏
k1∈(c′)−1(1)
ad′(x
(1)
k1
)(x
(2)
1 ), . . . ,
∏
kq∈(c′)−1(q)
ad′(x
(1)
kq
)(x(2)q ), x
(3)
1 , . . . , x
(3)
r )
⊗ [Φ′′(c, c′, ω)(Q′α)(y
(2)
k , k ∈ c
−1(∞)), y
(2)
j ]
⊗ R(
∏
l1∈c−1(1)
ad′(y
(2)
l1
)(y
(1)
1 ), . . . ,
∏
lp∈c−1(p)
ad′(y
(2)
lp
)(y(1)p ), y
(3)
1 , . . . , y
(3)
r ),
applying the identity (45) to P ⊗ Q′α ⊗ Ry
(2)
j and transferring the extreme right
term y
(2)
j to the middle tensor factor via the adjoint action. The second sum is
of the desired form; we transform the first sum writing that
[Φ′(c, c′, ω)(Q′α)(x
(1)
j′ , j
′ ∈ (c′)−1(∞)), y
(2)
j ]
=
∑
j′∈(c′)−1(∞))
Φ′(c, c′, ω)(Q′α)([x
(1)
j′′ , x
(1)
j′ , y
(2)
j ], j
′′ ∈ (c′)−1(∞)− {j′}).
and using the CYBE identity of Lemma B.3 to lower the degree of the mid-
dle term. This procedure and the condition that (45) holds defines uniquely
the Φ′(c, c′, ω)(Qα) and Φ
′′(c, c′, ω)(Qα). Of course, the maps Φ
′(c, c′, ω) and
Φ′′(c, c′, ω) are far from unique because of the many possible systems of bases of
the FLp+q.
Recall that we defined
F (aab) = ⊕p+q≥0(FLp⊗FLq⊗FLp+q)Sp×Sq , F
(abb) = ⊕p+q≥0(FLn⊗FLp⊗FLq)Sp×Sq
Lemma B.4. The natural inclusions of FLk in FAk (k = p, q, p+ q) induce an
inclusion of F (aab) ⊕ F (abb) in F (3).
Proof. Each FLk is a Sk-submodule of FAk, therefore FLp ⊗ FLq ⊗ FLp+q is
a Sp ×Sq-submodule of FAp ⊗ FAq ⊗ FAp+q. The result now follows from the
fact that if Γ is any finite group and N ⊂ M is an inclusion of Γ-modules, then
the natural map NΓ → MΓ is injective. (This fact is proven as follows: the rep-
resentations of Γ are completely reducible, so MΓ identifies with the multiplicity
space of the trivial representation. Then N ⊂ M corresponds to embeddings of
the multiplicity spaces of each simple Γ-module, which shows that NΓ ⊂ MΓ.)
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Corollary B.1. Let p, q, r be integers > 0 and let P,Q,R be elements of FLq+r, FLp+q
and FLp+r. Then the element of F
(3) equal to
P (x
(2)
1 , . . . , x
(2)
q , x
(3)
1 , . . . , x
(3)
r )⊗Q(x
(1)
1 , . . . , x
(1)
p , y
(2)
1 , . . . , y
(2)
q )
⊗ R(y
(1)
1 , . . . , y
(1)
p , y
(3)
1 , . . . , y
(3)
r )
of µ(Gpqr) belongs to F
(aab) ⊕ F (abb).
Proof. If P and R are Lie polynomials, then the expressions in the first and
third tensor factors of the right side of (45) are also Lie polynomials.
µp,q,rLie (P ⊗Q⊗ R) is then defined as this element.
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Appendix C. Construction and properties of δ
(F )
4 (proof of Props.
3.3 and 3.4)
In this Section, we first generalize the construction and the properties of the al-
gebra F (3) to integers n ≥ 2. The statements on δ
(F )
4 will be immediate corollaries
of these constructions.
C.1. Definition of F (n). If n is an integer ≥ 2, let us define
Pn = {p = (pij)1≤i<j≤n|pij ≥ 0}.
When p belongs to Pn, let us set
F (n)p =
( n⊗
i=1
(FA∑
j|j<i pji
⊗ FA∑
j|j>i pij
)
)∏
1≤i<j≤nSpij
.
Here the generators of the first part of the ith factor are denoted x
(ji)
α , where
(j, α) are such that j < i and 1 ≤ α ≤ pji, and the generators of the second
part of the ith factor are denoted y
(ij)
α , where (j, α) are such that j > i and
1 ≤ α ≤ pij. There are therefore n(n − 1) sets of generators, indexed by the
pairs (i, j) such that (i, j) ∈ {1, . . . , n}2 and i 6= j. Let us put Sij = {y
(ij)
α |α =
1, . . . , pij} when i < j and Sij = {x
(ji)
α |α = 1, . . . , pji} when i > j. If i < j,
there is a bijection between Sij and Sji, sending each y
(ij)
α to x
(ij)
α . Then Spij
acts by simultaneaous permutation of the sets Sij and Sji and therefore also on⊗n
i=1(FA
∑
j|j<i pji
⊗FA∑
j|j>i pij
). F
(n)
p is then defined as the space of coinvariants
of this action. We set
F (n) =
⊕
p∈Pn
F (n)p .
C.2. Basis of F (n). When s ∈ Nn, let us set Is = {(i, α)|1 ≤ i ≤ n, 1 ≤ α ≤ si}.
Let us denote by ind the map from Is to {1, . . . , n} such that ind(i, α) = i. We
set Is,i = ind
−1({i}).
Let us define Φn as the set of all triples (s, t, φ), where s and t belong to N
n
and φ is a bijection from Is to It, such that for any (i, α) ∈ Is, ind(φ(i, α)) > i.
(If (s, t, φ) ∈ Φn, we have therefore
∑n
i=1 si =
∑n
i=1 ti and s1 = tn = 0.)
There is a unique map πn from Φn to Pn, such that for any (s, t, φ) in Φn,
πn(s, t, φ) is the element p = (pij)1≤i<j≤n of Pn such that pij = card(φ(Is,i)∩ It,j).
In particular, if p = πn(s, t, φ), then we have si =
∑
j|j>i pij and ti =
∑
j|j<i pji.
If (s, t, φ) ∈ Φn, let us set
Aij = Is,i ∩ φ
−1(It,j), Bij = φ(Is,i) ∩ It,j.
Then Aij and Bij) are empty when j ≤ i; (Aiα)α|α>iis a partition of Is,i and
(Bαi)α|α<i is a partition of It,i.
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If (s, t, φ) ∈ Pn, define z(s, t, φ) in F
(n)
πn(s,t,φ)
as
z(s, t, φ) =
n⊗
i=1
(z
(i)
1 · · · z
(i)
si
)⊗ (w
(i)
1 · · ·w
(i)
ti ),
where if (aij,α)α=1,... ,pij is the increasing sequence such that Aij = {aij,1, . . . , aij,pij},
then
z(i)aij,α = x
(ij)
α and w
(j)
φ(aij,α)
= y(ij)α .
Lemma C.1. The family (z(s, t, φ))(s,t,φ)∈Pn is a basis of F
(n).
The families (z
(i)
α ) and (w
(i)
β ) may also be defined as follows. Let (bij,α)α=1,... ,pij
be the increasing sequence such that Bij = {bij,1, . . . , bij,pij}, then
z
(i)
φ−1(bij,α)
= x
(α)
ij and w
(j)
bij,α
= y(ij)α .
C.3. Product in F (n). If (s, t, φ) and (s′, t′, φ′) are elements of Pn, and if for each
α = 1, . . . , n, (cα, c
′
α) is an element ofMtα ,s′α let us define p((s, t, φ), (s
′, t′, φ′), (cα, c
′
α)α=1,... ,n)
as the element of Pn such that if 1 ≤ i < j ≤ n, then
p((s, t, φ), (s′, t′, φ′), (cα, c
′
α)α=1,... ,n)
= card(c−1i (−∞) ∩ A
′
ij) + card(c
′−1
j (∞) ∩Bij)
+
j−1∑
k=i+1
card(c′−1k (A
′
kj) ∩Bik) + card(c
−1
k (Bik) ∩ A
′
kj)
where (A′ij)j|j>i and (B
′
ij)j|j<i denote the partitions of Is′,i and It′,i associated to
(s′, t′, φ′). Let us define now z((s, t, φ), (s′, t′, φ′), (cα, c
′
α)α=1,... ,n) as the element
of F
(n)
p((s,t,φ),(s′,t′,φ′),(c1,c′1),... ,(cn,c
′
n))
equal to
z((s, t, φ), (s′, t′, φ′), (cα, c
′
α)α=1,... ,n) (46)
=
n⊗
i=1
( ր∏
α∈c−1ji,1
(φ(i,1))
ad′(z′(ji,1)α )(z
(i)
1 ) · · ·
ր∏
α∈c−1ji,si
(φ(i,si))
ad′(z
′(ji,si)
α )(z
(i)
si
)
ր∏
α∈c−1i (−∞)
z′(i)α
)
⊗
( ր∏
α∈c′−1i (∞)
w(i)α
ց∏
α∈c′−1ki,1
(φ−1(i,1))
ad′(w(ki,1)α )(w
′(i)
1 ) · · ·
ց∏
α∈c′−1ki,ti
(φ−1(i,ti))
ad′(w
(ki,ti)
α )(w
′(i)
ti )
)
,
where we set ji,1 = ind(φ(i, 1)), . . . , ji,si = ind(φ(i, si)) and ki,1 = ind(φ
−1(i, 1)), . . . ,
ki,ti = ind(φ
−1(i, ti)).
In the right side of (46), the sets of generators of F
(n)
p((s,t,φ),(s′,t′,φ′),(c1,c′1),... ,(cn,c
′
n))
are the following:
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– if i < j, Sij consists of the z
′(i)
α , α ∈ c
−1
i (−∞) ∩ A
′
ij , the z
(i)
β , where (i, β)
belongs to φ−1(c′−1j (∞) ∩ Bij), the z
′(k)
γ , where γ ∈ c
−1
k (Bik) ∩ A
′
kj and the z
(i)
δ ,
where (i, δ) ∈ φ−1
(
(c′k)
−1(A′kj ∩ Bik)
)
– if i < j, Sji consists of the w
′(j)
β , where β ∈ φ(c
−1
i (∞) ∩A
′
ij), the w
(j)
α , where
α ∈ (c′j)
−1(∞) ∩ Bij , the w
′(j)
δ , where (j, δ) ∈ φ
(
c−1k (Bik) ∩ A
′
kj
)
, and the w
(k)
γ ,
where γ ∈ (c′k)
−1(A′kj) ∩Bik.
The bijection from Sij to Sji maps each z
′(i)
α to w
′(j)
β , where (j, β) = φ(i, α),
each z
(i)
β to w
(j)
α , where (j, α) = φ(i, β), each z
′(k)
γ to w
′(j)
δ , where (j, δ) = φ(k, γ)
and each z
(i)
δ to w
(k)
γ , where (k, γ) = φ(i, δ).
Define mF (n) as the unique linear map from F
(n) ⊗ F (n) to F (n), such that for
any (s, t, φ) and (s′, t′, φ′) in Pn, we have
mF (n)(z(s, t, φ)⊗ z(s
′, t′, φ′)) =
∑
(c1,c′1)∈Mt1,s′1
,... ,(cn,c′n)∈Mtn,s′n
A construction analogous to that of Appendix B shows
Proposition C.1. (F (n), mF (n)) is an associative algebra.
Remark 12. When n = 3, the connection between this presentation of F (3) and
that of Appendix B relies on the identification (p12, p13, p23) = (q, r, p).
On the other hand, F (2) coincides with the direct sum ⊕n≥0KSn, where the
product is the linear extension of the concatenation of permutations.
C.4. Universal property of F (n). Let (a, ra) be the pair of a Lie algebra a and
a solution ra =
∑
i∈I ai ⊗ bi ∈ A⊗ A of CYBE. Then there is a unique map
κ(n)a,ra : F
(n) → Ta⊗ Ua⊗ Ta
such that for any (s, t, φ) ∈ Pn,
κ(n)a,ra(z(s, t, φ)) =
∑
α∈Map(Is,I)
n⊗
i=1
( ∏
γ∈Is,i
a(α(i, γ))
∏
δ∈It,i
b(α(φ−1(i, δ)))
)
;
we denote by Map(Is, I) the set of all maps from Is to I.
Proposition C.2. κ
(n)
a,ra is a morphism of algebras.
C.5. The normal ordering map. When p ∈ Pn, let us set
G(n)p =
( n⊗
i=1
FA∑
j|j<i pji+
∑
j|j>i pij
)∏
1≤i<j≤n Spij
.
The generators of the ith factor of the tensor product are u
(i)
1 , . . . , u
(i)∑
j|j<i pji+
∑
j|j>i pij
.
Let us denote by Si this set of generators. We have a partition Si = ∪j|j 6=iSij,
where
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– if j < i, Sij consists of the u
(i)∑
j′|j′<j pj′i+1
, . . . , u
(i)∑
j′|j′≤j pj′i
– if j > i, Sij consists of the u
(i)∑
j′|j′<i pj′i+
∑
j′|i<j′<j pij′+1
, . . . , u
(i)∑
j′|j′<i pj′i+
∑
j′|i<j′≤j pij′
.
When i < j, there is a bijection from Sij to Sji, sending each u
(i)∑
j′|j′<i pj′i+
∑
j′|i<j′<j pij′+α
to u
(j)∑
k′|k′<j pk′j+α
, for α = 1, . . . , pij. Then Spij acts by simultaneously permuting
the elements of Sij and of Sji.
When (σi)i=1,... ,n is a collection of permutations of
∏n
i=1S
∑
j|j<i pji+
∑
j|j>i pij
, let
us set
u
(
(σi)i=1,... ,n
)
=
n⊗
i=1
(
u
(i)
σi(1)
· · ·u
(i)∑
j|j<i pji+
∑
j|j>i pij
)
.
Then for any p ∈ Pn, the family {u
(
(σi)i=1,... ,n
)
|(σi)i=1,... ,n ∈
∏n
i=1S
∑
j|j<i pji+
∑
j|j>i pij
}
is a generating family of G
(n)
p .
When p ∈ Pn, let us set S(p) =
∏n
i=1S
∑
j|j<i pji+
∑
j|j>i pij
. If p and q belong
to Pn and σ = (σi)i=1,... ,n (resp., τ = (τi)i=1,... ,n) belongs to S(p) (resp., to
S(q)), define σ ∗ τ as the element of S(p + q) such that for any i = 1, . . . , n,
((σ ∗ τ )i)(α) = σi(α) if α ≤
∑
j|j>i pij +
∑
j|j<i pji, and ((σ ∗ τ)i)(α) = τi(α −
(
∑
j|j>i pij +
∑
j|j<i pji)) +
∑
j|j>i pij +
∑
j|j<i pji if α ≤
∑
j|j>i pij +
∑
j|j<i pji.
Then there is a unique linear map concG(n) from G
(n)⊗G(n) to G(n), such that
if p, q ∈ Pn and σ ∈ S(p), τ ∈ S(q), then
concG(n)(u(σ)⊗ u(τ)) = u(σ ∗ τ).
When k = 1, . . . , n−1, define Gk,(n) as the subspace of G(n) spanned by all u(σ),
where σ is such that when k′ ≤ k, the generators of ∪k′|k′<kSkk′ occur before the
generators of ∪k′|k′>kSk′k in the kth factor. Then F
(n) and G(n) may be identified
with Gn−1,(n) and G1,(n). When k = 1, . . . , n−2, define µk as the following partial
ordering map. µk maps G
k,(n) to Gk+1,(n). If p ∈ Pn, set p(i, j) = pij if i < j
and p(i, j) = pji if i > j. Then if σ ∈ S(p), then one may find elements of free
algebras Pj, j ∈ {1, . . . , n}−{k} and partitions {1, . . . , p(k, k
′)} = ∪sr=1Irk′, such
that u(σ) has the form
⊗
j|j<k
Pj(u
(jj′)
α |j
′ 6= j, α = 1, . . . , p(j, j′))⊗
s∏
r=1
( ∏
i|i 6=k
(
∏
α∈Iri
u(ki)α )
)
⊗
⊗
j|j>k
Pj(u
(jj′)
α |j
′ 6= j, α = 1, . . . , p(j, j′)).
Let us set qt =
∑
t′<k card(Itt′) and pt =
∑
t′>k card(Itt′) for t = 1, . . . , s. When
u < t and α = 1, . . . , card(Itu), let us set w
′
q1+···+qt−1+card(It1)+···+card(It,u−1)+α
=
u
(ku)
nα , where nα is the αth element of Itu. When u > t and α = 1, . . . , card(Itu),
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let us set vp1+···+pt−1+card(It,k+1)+···+card(It,u−1)+α = u
(ku)
nα . Let us also set v
′
p = u
(uk)
ν
whenever w′p = u
(ku)
ν and wp = u
(ku)
ν whenever vp = u
(uk)
ν .
Let us set Ai = ∪
s
t=1(q1+· · ·+qt−1+card(It1)+· · ·+card(It,i−1)+{1, . . . , card(Iti)})
and Bj = ∪
s
t=1(p1+· · ·+pt−1+card(It,k+1)+· · ·+card(It,j−1)+{1, . . . , card(Itj)}).
Let us set p = (p1, . . . , ps) and p = (q1, . . . , qs). For (c, c
′) ∈Mq,p, let us define
(pij(c, c
′))1≤i<j≤n as follows. If i < j < k or k < i < j, then pij(c, c
′) = pij.
If i < k < j, then pij(c, c
′) = pij + card(Aj ∩ (c
′)−1(Bi)). If i < k, then pik =
card(c−1(−∞) ∩Ai). If k < j, then pkj = card((c
′)−1(∞) ∩ Bj).
When (c, c′) ∈Mq,p, define u(k, σ), c, c
′) as the element of G
(n)
(pij(c,c′))1≤i<j≤n
equal
to
⊗
j|j<k
Pj(u
(jj′)
α |j
′ 6= j, k;α = 1, . . . , p(j, j′);
ց∏
j∈(c′)−1(i′)
ad′(vj)(v
′
i′), i
′ ∈ Aj)
⊗
ր∏
i′∈c−1(−∞)
w′i′
ր∏
i∈(c′)−1(∞)
vi
⊗
⊗
j|j>k
Pj(u
(jj′)
α |j
′ 6= j, k;α = 1, . . . , p(j, j′);
ր∏
j′∈c−1(i)
ad′(w′j′)(wi), i ∈ Bj))
Then there is a unique map µk : G
k,(n) → Gk+1,(n) such that µk(u(σ)) =∑
(c,c′)∈Mq,p
u(k, σ), c, c′).
Define now the linear map µ(n) : F (n) → G(n) as the composition µn−2 ◦ · · ·◦µ2.
Then µ(n) is an algebra morphism from (F (n), mF (n)) to (G
(n), concG(n)). µ
(n) is
a normal ordering map is a sense generalizing Proposition B.2.
Moreover, normal ordering commutes with the operation of “mixing together”
elements of G(n). If N is an integer and (N1, . . . , Nn) is a partition of N , let us
define G(N)(N1, . . . , Nn) as the direct sum of all G
(N)
p , where p is such that for any
k = 1, . . . , n and any pair i, j of elements of N1+· · ·+Nk−1+{1, . . . , Nk}, pij = 0.
Assume that (N (β))β=1,... ,α is a family of integers and for each β = 1, . . . , α, (N
(β)
α )
is a partition ofN (β). Assume that for β = 1, . . . , α, xβ ∈ G
(N(β))(N
(β)
1 , . . . , N
(β)
n ),
and let us fix a sequence of bijections bk : {1, . . . ,
∑
β N
(β)
k } → IN(1)k ,... ,N
(β)
k
. To
the sequence b = (bk)k=1,... ,n, we associate a map
concb :
α⊗
β=1
G(N
(β))(N
(β)
1 , . . . , N
(β)
N )→ G
(n),
such that if (b′k, b
′′
k) are the components of the map bk, then the first factor of
concb(⊗
α
β=1xβ) is the concatenation of the b
′′
1(1)th factor of xb′(1), the b
′′
1(2)th factor
of xb′(2), etc, the ith factor of concb(⊗
α
β=1xβ) is the concatenation of N
(b′(i))
1 + · · ·+
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N
(b′(i))
i−1 + b
′′
i (1)th factor of xb′(i), the N
(b′(i))
1 + · · ·+N
(b′(i))
i−1 + b
′′
i (2)th factor of xb′(i),
etc.
Then we have
Proposition C.3. µ(n) ◦ concb = µ
(n) ◦ concb ◦(⊗
α
β=1µ
(N(β))).
Proof. We have seen that the image by µ(3) of an element of G(3) is not changed
if we apply the CYBE identity within in this element. Therefore the same is true
for any map µ(k). Now each map µ(N
(α)) consists of repeated applications of the
CYBE identity, so the image by µ(N) of concb(⊗
α
β=1xβ) and concb(⊗
α
β=1µ
(N(β))(xβ))
will be the same.
Using µ(n), one may prove in the same way as Corollary B.1:
Proposition C.4. Assume that for i = 1, . . . , n, Li is an element of FL∑j|j<i pji+∑j|j>i pij .
Then the element of F (n) equal to
µ(n)
( n⊗
i=1
Li(u
(i)
1 , . . . , u
(i)∑
j|j<i pji+
∑
j|j>i pij
)
)
belongs to
⊕
x2,... ,xn−2∈{a,b}
F (ax2···xn−2b).
As it happens in the case n = 3, the restriction on p (see equation (18)) comes
from the fact that the reorderings due to CYBE tranfer the x
(i)
α to the left and
the y
(i)
α to the right, so the fact that each x
(i)
α is at the left of the corresponding
y
(i)
α is not changed.
C.6. Construction and properties of δ
(F )
4 .
C.6.1. The maps x 7→ x(i1...ip). Let i1, . . . , ip be integers such that 1 ≤ i1 < · · · <
ip ≤ n. Then there is a unique linear map s 7→ s
(i1...ip) from Np to Nn, such that
s
(i1...ip)
i = 0 if i /∈ {i1, . . . , ip} and s
(i1...ip)
ij
= sj for j = 1, . . . , p. If (s, t, φ) belongs
to Φp, define φ
(i1...ip) as the map from Is(i1...ip) to It(i1...ip) such that if (k, α) ∈ Is
and (φ(k, α)) = (l, β), then φ(i1...ip)(ik, α) = (il, β). Denote also by x 7→ x
(i1...ip)
the map from Φp to Φn, such that (s, t, φ)
(i1...ip) = (s(i1...ip), t(i1...ip), φ(i1...ip)). Let
us also denote by x 7→ x(i1...xp) the linear map from F (p) to F (n), such that for any
(s, t, φ) ∈ Φp, z(s, t, φ)
(i1...ip) = z((s, t, φ)(i1...ip)). Then x 7→ x(i1...xp) is an algebra
morphism from (F (p), mF (p)) to (F
(n), mF (n)).
C.6.2. Let us denote by r the element of F
(2)
1 equal to x
(12)
1 ⊗ y
(12)
1 .
Lemma C.2. 1) Let ρ belong to
⊕
x1,... ,xn−3∈{a,b}
F (ax1...xn−3b). Then if i < j
(resp., if j < i), the commutators [r(ij), ρ1...i−1,i+1...n] (resp., [r(ji), ρ1...i−1,i+1...n])
belongs to
⊕
x1,... ,xn−3∈{a,b}
F (ax1...xn−2b).
2) If i < j < k, we have [r(ij), r(ik)]+ [r(ij), r(jk)]+ [r(ik), r(jk)] = 0 and if i, j, k, l
are all distinct and i < j, and k < l, then [r(ij), r(kl)] = 0.
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Proof. It suffices to prove 1) when x belongs to some F (ax1...xn−3b) and is the
tensor product of Lie polynomials. There is nothing to do when i < j and
xj−1 = b, or when i > j and xj = a. In the two other cases, one applies
Proposition C.4 to a suitable family of Lie polynomials.
The first part of 2) is a consequence of the fact that the map x 7→ x(ijk) from
F (3) to F (n) is an algebra morphism. The second part is immediate.
When x ∈ F (3) define δF
(3)→F (4)(x) as follows
δF
(3)→F (4)(x) = [r(12) + r(13) + r(14), x(234)]− [−r(12) + r(23) + r(24), x(134)]
+ [−r(13) − r(23) + r(34), x(124)]− [−r(14) − r(24) − r(34), x(123)].
δF
(3)→F (4) maps F (3) to F (4). It follows from Lemma C.2, 1) that if x ∈ F (aab) ⊕
F (abb), δF
(3)→F (4) maps maps F (aab) ⊕ F (abb) to ⊕x,y∈{a,b}F
(axyb). We define δ
(F )
4 as
the resulting map from F (aab) ⊕ F (abb) to ⊕x,y∈{a,b}F
(axyb).
Then it follows from Proposition C.2 that δ
(F )
4 satisfies the conclusion of 3.3.
Recall that δ
(F )
3 is the restriction to
∏
n≥0 Fn of the map δ
F (2)→F (3) : F (2) → F (3)
such that
δF
(2)→F (3)(x) = [r(12), x(13)]+[r(12), x(23)]+[r(13), x(23)]+[x(12), r(13)]+[x(12), r(23)]+[x(13), r(23)].
Then it follows from Lemma C.2, 2) that the composition δF
(3)→F (4) ◦ δF
(2)→F (3),
which is a map from F (2) to F (4), is zero. It follows that the composition δ
(F )
4 ◦δ
(F )
3
is also zero.
This proves Proposition 3.4, 2).
Remark 13. It is now clear how to define δ
(F )
n : ⊕x1,... ,xn−3∈{a,b}F
(ax1···xn−3b) →
⊕y1,... ,yn−2∈{a,b}F
(ay1···yn−2b), such that δ
(F )
n ◦ δ
(F )
n−1 = 0.
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Appendix D. Computation of cohomology groups
D.1. Computation of H2n. Clearly, Ker(δ
(F )
3 ) ∩ F1 = Kr. Let us assume now
that n > 1. We want to prove that Ker(δ
(F )
3 ) ∩ Fn = 0.
Let x belong to Ker(δ
(F )
3 )∩Fn. Since the family (x
(12)
1 · · ·x
(12)
n ⊗y
(12)
σ(1) · · · y
(12)
σ(n))σ∈Sn
is a basis of F
(2)
n = (FAn ⊗ FAn)Sn , there exists a unique family (Aσ)σ∈Sn in
KSn such that
x =
∑
σ∈Sn
Aσx
(12)
1 · · ·x
(12)
n ⊗ y
(12)
σ(1) · · · y
(12)
σ(n).
Moreover:
Lemma D.1. The condition that x belong to (FLn⊗FLn)Sn is equivalent to the
condition that
∑
σ∈Sn
Aσxσ(1) · · ·xσ(n) and
∑
σ∈Sn
Aσ−1xσ(1) · · ·xσ(n) are both Lie
polynomials in the free algebra with generators x1, . . . , xn.
Let π01n denote the projection of F
(3) on F01n parallel to
⊕
(p,q,r)|(p,q,r)6=(0,1,n)Fpqr.
Let us apply π01n to the identity δ
(F )
3 (x) = 0.
Since [x12, r13] ∈ F0n1, [r
13, x23] ∈ Fn01 and [x
13, r23] ∈ F10n and since n 6= 1,
π01n(δ
(F )
3 (x)) is the same as the image by π01n of [r
12, x23] + [x12, r13] + [r12, x13].
This is also the image by π01n of∑
σ∈Sn
Aσµ
(3)(x
(2)
1 ⊗ y
(2)
1 x
(1)
σ(1) · · ·x
(1)
σ(n) ⊗ y
(1)
1 · · · y
(1)
n ) (47)
+
∑
σ∈Sn
Aσµ
(3)(x
(2)
σ(1) · · ·x
(2)
σ(n) ⊗ y
(2)
1 · · · y
(2)
n x
(1)
1 ⊗ y
(1)
1 )
+
∑
σ∈Sn
Aσ[x
(2)
1 , x
(3)
σ(1) · · ·x
(3)
σ(n)]⊗ y
(2)
1 ⊗ y
(3)
1 · · · y
(3)
n ,
where the argument of the first (resp., second) expression in µ(3) belongs to G
(3)
n10
(resp., G
(3)
1n0).
The image of (47) by π01n is then equal to∑
σ∈Sn
Aσ[x
(3)
σ(1), · · · , [x
(3)
σ(n), x
(2)
1 ]]⊗ y
(2)
1 ⊗ y
(3)
1 · · · y
(3)
n (48)
+
∑
σ∈Sn
Aσx
(3)
σ(1) · · · [x
(3)
1 , x
(2)
1 ] · · ·x
(3)
σ(n) ⊗ y
(2)
1 ⊗ [[y
(3)
1 , y
(3)
2 ], · · · , y
(3)
n ]
+
∑
σ∈Sn
Aσ[x
(2)
1 , x
(3)
σ(1) · · ·x
(3)
σ(n)]⊗ y
(2)
1 ⊗ y
(3)
1 · · · y
(3)
n .
Lemma D.2. Let (Xσ)σ∈Sn belong to K
Sn and assume that X =
∑
σ∈Sn
Xσxσ(1) · · ·xσ(n)
is a Lie element of the free algebra with generators x, x1, . . . , xn. Then we have
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the identity
[X, x] =
∑
σ∈Sn
Xσ[xσ(1), · · · , [xσ(n), x]]. (49)
Proof of Lemma. Let us denote by ad the adjoint action of the free algebra with
n+ 1 generators on itself by the rule ad(a)(b) = [a, b]. Then we should show the
identity [X, x] = ad(X)(x). X is a linear combination of Lie polynomials of the
form [xτ(1), · · · , [xσ(n−1), xσ(n)]] (see e.g. [2]), so it suffices to check (49) when X is
such a polynomial. Moreover, we may assume after relabeling indices that τ is the
inversion τ(i) = n + 1− i. We have now to prove that if Xn = [xn, · · · , [x2, x1]],
then
[Xn, x] = ad(Xn)(x). (50)
Let us prove (50) by induction. The case n = 1 is obvious. Assume that (50)
holds at step n. Then
ad(Xn)(x) = ad([xn+1, Xn])(x) = (ad(xn+1) ad(Xn)− ad(Xn) ad(xn+1))(x)
= [xn+1, [Xn, x]]− [Xn, [xn+1, x]] = [Xn+1, x],
where the first equality of the second line uses the twice the induction hypothesis,
first with x, then with x replaced by [xn+1, x].
Lemma D.2 implies that the first and last terms of (48) cancel out, so that∑
σ∈Sn
Aσx
(3)
σ(1) · · ·x
(3)
σ(σ−1(1)−1)
(
x
(3)
1 x
(2)
1 − x
(2)
1 x
(3)
1
)
x
(3)
σ(σ−1(1)+1) · · ·x
(3)
σ(n)
(51)
⊗ y
(2)
1 ⊗ [[y
(3)
1 , y
(3)
2 ], · · · , y
(3)
n ]
is zero. Decompose (51) as a sum
∑n+1
i=1 Ai, where Ai contains x
(2)
1 at the ith
position. Then each Ai is zero. Replacing x
(2)
1 by 1 in each of these equalities,
we find the following set of equalities in (FAn ⊗ FAn)Sn∑
σ∈Sn|σ(1)=1
Aσx
(3)
σ(1) · · ·x
(3)
σ(n) ⊗ [[y
(3)
1 , y
(3)
2 ], · · · , y
(3)
n ] = 0,
∑
σ∈Sn|σ(k)=1
Aσx
(3)
σ(1) · · ·x
(3)
σ(n) ⊗ [[y
(3)
1 , y
(3)
2 ], · · · , y
(3)
n ]
=
∑
σ∈Sn|σ(k+1)=1
Aσx
(3)
σ(1) · · ·x
(3)
σ(n) ⊗ [[y
(3)
1 , y
(3)
2 ], · · · , y
(3)
n ],
for k = 1, . . . , n− 1∑
σ∈Sn|σ(n)=1
Aσx
(3)
σ(1) · · ·x
(3)
σ(n) ⊗ [[y
(3)
1 , y
(3)
2 ], · · · , y
(3)
n ] = 0.
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We have therefore for any k = 1, . . . , n∑
σ∈Sn|σ(k)=1
Aσx
(3)
σ(1) · · ·x
(3)
σ(n) ⊗ [[y
(3)
1 , y
(3)
2 ], · · · , y
(3)
n ] = 0.
Adding up these equalities, and using the identity x
(3)
σ(1) · · ·x
(3)
σ(n) ⊗ y
(1)
1 · · · y
(1)
n =
x
(3)
1 · · ·x
(3)
n ⊗ y
(1)
σ−1(1) · · · y
(1)
σ−1(n) in (FAn ⊗ FAn)Sn we get
x
(3)
1 · · ·x
(3)
n ⊗
∑
σ∈Sn
Aσ[[y
(3)
σ−1(1), y
(3)
σ−1(2)], · · · , y
(3)
σ−1(n)] = 0. (52)
Proposition D.1. (see [17]) If X =
∑
σ∈Sn
Xσxσ(1) · · ·xσ(n) is a Lie polynomial
in the free algebra with generators x1, . . . , xn, then∑
σ∈Sn
Xσ[[xσ(1), xσ(2)], · · · , xσ(n)] = nX.
We have seen that
∑
σ∈Sn
Aσxσ−1(1) · · ·xσ−1(n) is a Lie polynomial, therefore
(52) is equal to
n · x
(3)
1 · · ·x
(3)
n ⊗
∑
σ∈Sn
Aσy
(3)
σ−1(1) · · · y
(3)
σ−1(n) = nx.
Therefore x = 0.
D.2. Computation of H3n.
D.2.1. Form of the elements of Im(δ
(F )
3 ).
Proposition D.2. Let (Aσ)σ∈Sn ∈ K
Sn be such that
∑
σ∈Sn
Aσxσ(1) · · ·xσ(n) is
a Lie polynomial. Then for any k = 1, . . . , n, we have∑
σ∈Sn
Aσxσ(1) · · ·xσ(n) =
∑
σ∈Sn
Aσ[xσ(1), · · · [xσ(n−1), xσ(n)]].
Proof. We may assume that
∑
σ∈Sn
Aσxσ(1) · · ·xσ(n) = [x1, . . . , [xn−1, xn]]. Let
us then prove the result by induction on n. Assume that we proved the result up
to order n− 1 and let us treat the case of order n. Let us define (Aσ(n))σ∈Sn as
the elements of K such that∑
σ∈Sn
Aσ(n)xσ(1) · · ·xσ(n) = [x1, . . . , [xn−1, xn]].
Then if k = 2, . . . , n and if σ ∈ Sn is such that σ(n) = k and Aσ(n) 6= 0, then
σ(1) = 1.
For any σ ∈ Sn such that σ(1) = 1, let us denote by σ
′ the element of Sn−1
such that σ′(k) = σ(k + 1) − 1, for k = 1, . . . , n − 1. Then when σ ∈ Sn and
σ(1) = 1, we have Aσ(n) = Aσ′(n− 1).
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Then if k = 2, . . . , n,∑
σ∈Sn|σ(n)=k
Aσ(n)[xσ(1), . . . , [xσ(n−1), xσ(n)]] (53)
=
∑
τ∈Sn−1
Aτ (n− 1)[x1, [xσ′(1)+1, . . . , [xσ′(n−2)+1, xσ′(n−1)+1]]
= [x1, [x2, . . . , [xn−1, xn]]],
where the second equality follows from the induction hypothesis applied to vari-
ables x2, . . . , xn. This proves the result at order n, when k = 2, . . . , n. Then∑
σ∈Sn|σ(n)=1
Aσ(n)[xσ(1), . . . , [xσ(n−1), xσ(n)]]
=
∑
σ∈Sn
Aσ(n)[xσ(1), . . . , [xσ(n−1), xσ(n)]]−
n∑
k=2
∑
σ∈Sn|σ(n)=k
Aσ(n)[xσ(1), . . . , [xσ(n−1), xσ(n)]]
= n
∑
σ∈Sn
Aσ(n)xσ(1) · · ·xσ(n) − (n− 1)
∑
σ∈Sn
Aσ(n)xσ(1) · · ·xσ(n),
where the second equality follows from Proposition D.1 and from equalities (53).
So ∑
σ∈Sn|σ(n)=1
Aσ(n)[xσ(1), . . . , [xσ(n−1), xσ(n)]] =
∑
σ∈Sn
Aσ(n)xσ(1) · · ·xσ(n) = [x1, . . . , [xn−1, xn]],
which proves the remaining case of the result at order n.
Proposition D.3. Let n > 1 and y ∈ Fn. Set x = δ
(F )
3 (y), and let us decompose
x as
∑
p,q|p+q=n+1 x
(aab)
p,q,n+1 +
∑
p,q|p+q=n+1 x
(abb)
n+1,p,q, with
x
(aab)
p,q,n+1 ∈ (FLp⊗FLq⊗FLn+1)Sp×Sq and x
(abb)
n+1,p,q ∈ (FLn+1⊗FLp⊗FLq)Sp×Sq .
Then
1) x
(aab)
n,1,n+1 = [r
(23), y(13)] and x
(abb)
n+1,1,n = −[r
(12), y(13)].
2) x
(aab)
1,n,n+1 = 0 and x
(abb)
n+1,1,n = 0.
Proof. Proposition D.2 allows some simplifications in the computations of
the end of Section D.1, which imply the two first equalities. To prove the
two last equalities, let us proceed as in Section D.1. For example, if y =∑
σ∈Sn
Aσx
(12)
1 · · ·x
(12)
n ⊗ y
(12)
σ(1) · · · y
(12)
σ(n), then the nonzero contributions to x
(aab)
1,n,n+1
are those of [r(12), y(23)] and of [r(13), y(23)], which are respectively
n∑
k=1
∑
σ∈Sn
Aσx
(13)
1 · · ·x
(13)
n ⊗ x
(23)y
(13)
σ(1) · · · [y
(13)
σ(k), y
(23)] · · · y
(13)
σ(n)
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and
n∑
k=1
∑
σ∈Sn
Aσx
(13)
1 · · ·x
(13)
n ⊗ x
(23)[y(23), y
(13)
σ(1) · · · y
(13)
σ(n)]
and cancel out (here we do not use the fact that y belongs to (FLn ⊗ FLn)Sn).
D.2.2. Computation of H3n. The result is obvious in the case n = 2.
Let us assume that n > 2 and let x belong to F
Lie,(3)
n be such that δ
(F )
4 (x) = 0.
We want to show the existence of y ∈ F
Lie,(2)
n−1 such that x = δ
(F )
3 (y).
Proposition D.4. We have x
(aab)
1,n−1,n = 0 and x
(abb)
n,n−1,1 = 0.
Proof. When z ∈ F
Lie,(4)
n , x, y ∈ {a, b} and p, q, r, s are integers, we denote
by z
(axyb)
pqrs the projection of z on F
(axyb)
pqrs parallel to the direct sum of all other
F
(abx′y′b)
p′q′r′s′ . Then (δ
(F )
4 (x))
(aaab)
1,1,n−1,n+1 is equal to(
[r(12) + r(13) + r(14), (x
(aab)
1,n−1,n)
(234)]− [r(23) + r(24), (x
(aab)
1,n−1,n)
(134)]
)(aaab)
1,1,n−1,n+1
,
because all other summands of δ
(F )
4 (x) project to zero on F
(aaab)
1,1,n−1,n+1, either obvi-
ously, or in the case of [r(34), (x
(aab)
112 )
(123) + (x
(aab)
112 )
(124)], because we assumed that
n > 2.
Lemma D.3. (
[r(12) + r(13) + r(14), (x
(aab)
1,n−1,n)
(234)]
)(aaab)
1,1,n−1,n+1
= 0
Proof of Lemma. Let (Zk,σ)(k,σ)∈{0,... ,n−1}×Sn−1 be the elements of K such that
x
(aab)
1,n−1,n =
n−1∑
k=0
∑
σ∈Sn−1
Zk,σx
(3)
1 ⊗ x
(1)
1 · · ·x
(1)
n−1 ⊗ y
(1)
σ(1) · · · y
(1)
σ(k)y
(3)
1 y
(1)
σ(k+1) · · · y
(1)
σ(n−1).
Then
[r(12), (x
(aab)
1,n−1,n)
(234)]
=
n−1∑
k=0
∑
σ∈Sn−1
Zk,σx
(14)
1 ⊗ x
(24)
1 ⊗ x
(34)
1 · · ·x
(34)
n−1
⊗ y
(34)
σ(1) · · · y
(34)
σ(k)[y
(24)
1 , y
(14)
1 ]y
(34)
σ(k+1) · · · y
(34)
σ(n−1)
and
[r(13), (x
(aab)
1,n−1,n)
(234)]
=
n−1∑
k=0
∑
σ∈Sn−1
Zk,σ
n−1∑
s=1
x
(14)
1 ⊗ x
(24)
1 ⊗ x
(34)
1 · · ·x
(34)
n−1
⊗ y
(34)
σ(1) · · · [y
(34)
σ(s), y
(14)
1 ] · · · y
(34)
σ(k)y
(24)
1 y
(34)
σ(k+1) · · · y
(34)
σ(n−1),
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so that the sum of these terms is equal to −[r(14), (x
(aab)
1,n−1,n)
(234)].
End of proof of Proposition. In the same way, one proves
(
[r(23) + r(24), (x
(aab)
1,n−1,n)
(234)]
)(aaab)
1,1,n−1,n+1
=
n−1∑
k=0
∑
σ∈Sn−1
Zk,σx
(14)
1 ⊗ x
(24)
1 ⊗ x
(34)
1 · · ·x
(34)
n−1
⊗ y
(34)
σ(1) · · · y
(34)
σ(k)[y
(14)
1 , y
(24)
1 ]y
(34)
σ(k+1) · · · y
(34)
σ(n−1).
Therefore
∑n−1
k=0
∑
σ∈Sn−1
Zk,σy
(34)
σ(1) · · · y
(34)
σ(k)[y
(14)
1 , y
(24)
1 ]y
(34)
σ(k+1) · · · y
(34)
σ(n−1) = 0. For
any k, the sum of all the terms in this sum in which y
(14)
1 and y
(24)
1 appear in the kth
and (k+1)st position is also zero, so for any k we have
∑
σ∈Sn−1
Zk,σy
(34)
σ(1) · · · y
(34)
σ(n−1) =
0. So the Zk,σ are all zero and x
(aab)
1,n−1,n = 0.
The proof of x
(abb)
n,n−1,1 = 0 is similar.
Recall that FLie,(n) is the direct sum
⊕
x1,... ,xn−2∈{a,b}
F (ax1...xn−2b). If z ∈
FLie,(n), let us denote by x(ax1...xn−2b) the projection of z on F (ax1...xn−2b) parallel
to the direct sum of all other F (ax
′
1...x
′
n−2b).
Proposition D.5. If z belongs to ⊕x∈{a,b}F
(axb)
n , then
(δ4(z))
(aabb) = −[r(13), (z(aab))(124) + (z(aab))(214)]− [r(24), (z(abb))(134) + (z(abb))(314)].
Proof. If n is an integer ≥ 2, x1, . . . , xn−3 belong to {a, b}, and if 1 ≤ i < j ≤ n,
then
[r(ij), (F (ax1···xn−3b))1,... ,i−1,i+1,... ,n] ⊂ ⊕x∈{a,b}F
(ax1···xi−2axi−1···xj−3xxj−2···xn−3b)
and
[r(ij), (F (ax1···xn−3b))1,... ,j−1,j+1,... ,n] ⊂ ⊕x∈{a,b}F
(ax1···xi−2axi−1···xj−3xxj−2···xn−3b).
This implies that (δ
(F )
4 (z))
(aabb) is equal to(
[r(12) + r(13) + r(14), (z(abb))(234)] + [r(13), (z(aab))(234)]− [r(23), (z(aab))(134)]
(54)
− [r(23) + r(24), (z(abb))(134)]− [r(13) + r(23), (z(aab))(124)]− [r(23), (z(abb))124]
+ [r(14) + r(24) + r(34), (z(abb))(123)] + [r(14), (z(abb))(123)]
)(aabb)
.
The reasoning of Proposition D.3, 2) implies that
(
[r(12)+r(13)+r(14), (z(abb))(234)]
)(aabb)
and
(
[r(14)+r(24)+r(34), (z(abb))(123)]
)(aabb)
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are zero (here we no not use the fact that the components of z(aab) and z(abb) are
Lie polynomials) and the reasoning of Proposition D.3, 1) relying on Proposition
D.2 and the fact that the components of z(aab) and z(abb), shows that
([r(23), (z(aab))(134)])(aabb) = −[r(23), (z(aab))(124)]
and
([r(23), (z(abb))(124)])(aabb) = −[r(23), (z(abb))(134)].
Permuting the two first tensor factors of these relations, we find
([r(13), (z(aab))(134)])(aabb) = −[r(13), (z(aab))(214)]
and
([r(23), (z(abb))(123)])(aabb) = −[r(23), (z(abb))(143)].
Substituting these expressions in (54) gives the result.
Remark 14. One proves in the same way that (δ
(F )
4 (z))
(abab) is identically zero.
Corollary D.1. Recall that x belongs to F
Lie,(3)
n and is such that δ
(F )
4 (x) = 0.
Then there exists y ∈ Fn−1 such that
x
(aab)
n−1,1,n = [r
(23), y(13)] and x
(abb)
n,1,n−1 = −[r
(12), y(13)].
Moreover, for any integers p, q such that p+ q = n and p, q > 1, we have
x(aab)p,q,n + (x
(aab)
q,p,n)
(213) = 0, x(abb)n,p,q + (x
(abb)
n,q,p)
(132) = 0.
Proof. It follows from Proposition D.5 that
[r(13), (x(aab))(124) + (x(aab))(214)] + [r(24), (x(abb))(134) + (x(abb))(143)] = 0.
(55)
Let us project this equation on F
(aabb)
n,1,1,n parallel to the sum of all other F
(aabb)
pqrs .
Since x
(aab)
1,n−1,n = 0 and x
(abb)
n,n−1,1 = 0, we get
[r(13), (x
(aab)
n−1,1,n)
(124)] + [r(24), (x
(abb)
n,1,n−1)
(134)] = 0.
Let us set
x
(aab)
n−1,1,n =
n−1∑
k=0
∑
σ∈Sn−1
Ak,σx
(3)
1 · · ·x
(3)
n−1 ⊗ x
(1)
1 ⊗ y
(3)
σ(1) · · · y
(3)
σ(k)y
(1)
1 y
(3)
σ(k+1) · · · y
(3)
σ(n−1)
and
x
(abb)
n,1,n−1 =
n−1∑
k=0
∑
σ∈Sn−1
Bk,σx
(3)
σ(1) · · ·x
(3)
σ(k)x
(2)
1 x
(3)
σ(k+1) · · ·x
(3)
σ(n−1) ⊗ y
(2)
1 ⊗ y
(3)
1 · · · y
(3)
n−1.
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Then we find
n−1∑
k=0
∑
σ∈Sn−1
Ak,σ[x
(13)
1 , x
(14)
1 · · ·x
(14)
n−1]⊗ x
(24)
1 ⊗ y
(13)
1 ⊗ y
(14)
σ(1) · · · y
(14)
σ(k)y
(24)
1 y
(14)
σ(k+1) · · · y
(14)
σ(n−1)
+
n−1∑
k=0
∑
σ∈Sn−1
x
(14)
σ(1) · · ·x
(14)
σ(k)x
(13)
1 x
(14)
σ(k+1) · · ·x
(14)
σ(n−1) ⊗ x
(24)
1 ⊗ y
(13)
1 ⊗ [y
(24)
1 , y
(14)
1 · · · y
(14)
n−1] = 0.
Identifying terms, we find that Ak,σ = Bk,σ = 0 whenever k /∈ {0, n− 1}. More-
over, for any σ ∈ Sn−1, we get
A0,σ = −B0,σ−1 , An−1,σ = B0,σ−1 , A0,σ = Bn−1,σ−1 , −An−1,σ = −Bn−1,σ−1 .
Let us set Cσ = A0,σ, then A0,σ = −An−1,σ = Cσ and B0,σ−1 = −Bn−1,σ−1 = −Cσ,
so if we set
y =
∑
σ∈Sn−1
x
(12)
1 · · ·x
(12)
n−1 ⊗ y
(12)
σ(1) · · · y
(12)
σ(n−1),
y ∈ F (2) and we get
x
(aab)
n−1,1,n = [r
(23), y(13)] and x
(abb)
n,1,n−1 = −[r
(12), y(13)].
Let us show that y ∈ Fn−1 = (FLn−1⊗FLn−1)Sn−1 . Since x
(aab)
n−1,1,n and x
(abb)
n,1,n−1
belong to F
(aab)
n−1,n,1 and F
(abb)
1,n−1,n, the commutators [y
(23)
1 ,
∑
σ∈Sn−1
Cσy
(13)
σ(1) · · · y
(13)
σ(n−1)]
and [x
(12)
1 ,
∑
σ∈Sn−1
Cσ−1x
(13)
σ(1) · · ·x
(13)
σ(n−1)] are Lie polynomials. The first statement
implies that
∑
σ∈Sn−1
Cσy
(13)
σ(1) · · · y
(13)
σ(n−1) is a Lie polynomial, and the second state-
ment implies that
∑
σ∈Sn−1
Cσ−1x
(13)
σ(1) · · ·x
(13)
σ(n−1) is also a Lie polynomial; by virtue
of Lemma D.1, this implies that y belongs to Fn−1.
To prove the second part of the Proposition, let us now project equation (55)
on F
(aabb)
p+1,q,1,n. Since q 6= 1, the contribution of the second term of (55) is zero, so
that [r(13), (x(aab))
(124)
p,q,n + (x(aab))
(214)
p,q,n ] = 0, therefore
x(aab)p,q,n + (x
(aab))(213)p,q,n = 0.
Let us set now x′ = x− δ
(F )
3 (x).
Proposition D.6. We have x′ = 0.
Proof. Let us summarize the properties of x′. We have δ
(4)
F (x
′) = 0, (x′)
(aab)
n−1,1,n =
(x′)
(aab)
1,n−1,n = 0 , (x
′)
(abb)
n,1,n−1 = (x
′)
(abb)
n,n−1,1 = 0 and for any pair of integers p, q such
that p+ q = n, (x′)
(aab)
p,q,n + ((x′)(aab))
(213)
p,q,n = 0 and (x′)
(abb)
n,p,q + ((x′)(abb))
(132)
n,p,q = 0.
The first property follows from δ
(F )
4 ◦δ
(F )
3 = 0, the second property follows from
Proposition D.3, 1), and the third property is a consequence of the first property
and Proposition D.1.
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Let k be an integer such that 1 < k < n, and let us project the equality
δ
(F )
4 (x
′) = 0 to F
(aaab)
k,n−k,1,n+1 parallel to all other F
(axyb)
pqrs . We have
[r(12), (F (abb))(234)] ⊂ F (aabb) ⊕ F (abbb),
and
[r(12), (F (aab)pqn )
(234)] ⊂
p⊕
k=1
F
(aaab)
k,p+1−k,q,n+1 ⊕ F
(abab)
p+1,1,q,n,
so that for any z ∈ F
Lie,(4)
n ,
(δ
(F )
4 (z))
(aaab)
k,n−k,1,n+1 =
(
[r(12), (z
(aab)
n−1,1,n)
(234)] + [r(13), (z
(aab)
n−k,k,n)
(234)]− [r(23), (z
(aab)
k,n−k,n)
(134)]
+ [r(34), (z
(aab)
k,n−k,n)
(124)] + [r(34), (z
(aab)
k,n−k,n)
(123)]
)(aaab)
k,n−k,1,n+1
.
Lemma D.4. For any w ∈ F
(aab)
k,n−k,n, we have
(
[r(13), w(324)] + [r(23), w(134)]
)(aaab)
k,n−k,1,n+1
= [r(34), w(124)].
Proof. There exists a unique family (Aσ,τ,τ ′) in K
Sk,n−k×Sk×Sn−k , such that
w =
∑
(σ,τ,τ ′)∈Sk,n−k×Sk×Sn−k
Aσ,τ,τ ′x
(13)
τ(1) · · ·x
(13)
τ(k) ⊗ x
(23)
τ ′(1) · · ·x
(23)
τ ′(n−k) ⊗ yσ(1) · · · yσ(n),
where (y1, . . . , yn) = (y
(13)
1 , . . . , y
(13)
k , y
(23)
1 , . . . , y
(23)
n−k). Then for each (σ, τ
′) ∈
Sk,n−k×Sn−k,
∑
τ∈Sk
Aσ,τ,τ ′x
(13)
τ(1) · · ·x
(13)
τ(k) is a Lie polynomial, and for each (σ, τ) ∈
Sk,n−k ×Sk,
∑
τ ′∈Sk
Aσ,τ,τ ′x
(23)
τ ′(1) · · ·x
(23)
τ ′(n−k) is also a Lie polynomial. Then
([r(23), w(134)])
(aaab)
k,n−k,1,n+1
=
∑
(σ,τ,τ ′)∈Sk,n−k×Sk×Sn−k
Aσ,τ,τ ′µ
(4)
(
x
(14)
τ(1) · · ·x
(14)
τ(k) ⊗ x
(23)
1 ⊗ [y
(23)
1 , x
(34)
τ ′(1) · · ·x
(34)
τ ′(n−k)]
⊗ y′σ(1) · · · y
′
σ(n)
)(aaab)
k,n−k,1,n+1
=
∑
(σ,τ,τ ′)∈Sk,n−k×Sk×Sn−k
Aσ,τ,τ ′x
(14)
τ(1) · · ·x
(14)
τ(k) ⊗ [x
(24)
τ ′(1), · · · [x
(24)
τ ′(n−k−1), x
(24)
1 ]]⊗ y
(23)
1
⊗ y′′σ(1) · · · [y
′′
k+τ ′(n−k), y
(24)
1 ] · · · y
′′
σ(n),
where (y′1, . . . , y
′
n) = (y
(14)
1 , . . . , y
(14)
k , y
(34)
1 , . . . , y
(34)
n−k) and
(y′′1 , . . . , y
′′
n) = (y
(13)
1 , . . . , y
(13)
k , y
(23)
1 , . . . , y
(23)
n−k).
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Now Lemma D.2 and the fact that
∑
τ ′∈Sk
Aσ,τ,τ ′x
(23)
τ ′(1) · · ·x
(23)
τ ′(n−k) is a Lie poly-
nomial implies that
([r(23), w(134)])
(aaab)
k,n−k,1,n+1 (56)
=
∑
(σ,τ,τ ′)∈Sk,n−k×Sk×Sn−k
Aσ,τ,τ ′
∑
i|σ(i)∈{k+1,... ,n}
x
(14)
τ(1) · · ·x
(14)
τ(k) ⊗ x
(24)
τ ′(1) · · ·x
(24)
τ ′(n−k) ⊗ y
(23)
1
⊗ y′′σ(1) · · · [y
(24)
1 , y
′′
σ(i)] · · · y
′′
σ(n).
Applying x 7→ x(2134) to the equality (56), where k and w are replaced by n−k
and w(213) yields
([r(23), w(134)])
(aaab)
k,n−k,1,n+1 (57)
=
∑
(σ,τ,τ ′)∈Sk,n−k×Sk×Sn−k
Aσ,τ,τ ′
∑
i|σ(i)∈{1,... ,k}
x
(14)
τ(1) · · ·x
(14)
τ(k) ⊗ x
(24)
τ ′(1) · · ·x
(24)
τ ′(n−k) ⊗ y
(23)
1
⊗ y′′σ(1) · · · [y
(24)
1 , y
′′
σ(i)] · · · y
′′
σ(n).
The result now follows from the addition of (56) and (57).
Lemma D.5. For any w ∈ F
(aab)
k,n−k,n, we have(
[r(34), w(123) + w(124)]
)(aaab)
k,n−k,1,n+1
= 0.
Proof. There exists a unique family (Aσ)σ∈Sn ∈ K
Sn , such that
w =
∑
σ∈Sn
Aσx
(13)
1 · · ·x
(13)
k ⊗ x
(13)
k+1 · · ·x
(13)
n ⊗ yσ(1) · · · yσ(n),
where (y1, . . . , yn) = (y
(13)
1 , . . . , y
(13)
k , y
(23)
1 , . . . , y
(23)
n ). Then
∑
σ∈Sn
Aσyσ(1) · · · yσ(n)
is a Lie polynomial. We have
[r(34), w(123)] = µ(4)
( ∑
σ∈Sn
Aσx
(13)
1 · · ·x
(13)
k ⊗ x
(23)
k+1 · · ·x
(23)
n ⊗ [x
(34)
1 , yσ(1) · · · yσ(n)]⊗ y
(34)
1
)
= µ(4)
( ∑
σ∈Sn
Aσx
(13)
1 · · ·x
(13)
k ⊗ x
(23)
k+1 · · ·x
(23)
n ⊗ x
(34)
1 ⊗ [y
′
σ(1), · · · , [y
′
σ(n), y
(34)
1 ]]
)
= −[r(34), w(124)]
where (y′1, . . . , y
′
n) = (y
(14)
1 , . . . , y
(14)
k , y
(24)
1 , . . . , y
(24)
n ). The last equality follows
from Lemma D.2 and the fact that
∑
σ∈Sn
Aσyσ(1) · · · yσ(n) is a Lie polynomial.
End of proof of Proposition D.6. By virtue of the two Lemmas above, and
since (x′)
(aab)
n−1,1,n = 0, and (x
′)
(aab)
k,n−k,n+((x
′)
(aab)
n−k,k,n)
(213) = 0, (δ
(F )
4 (x
′))
(aaab)
k,n−k,1,n+1 = 0
yields
[r(34), (x′)
(aab)
k,n−k,n] = 0,
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which implies that (x′)
(aab)
k,n−k,n = 0, so (x
′)(aab) = 0. One shows in the same way
that (x′)(abb) = 0, so x′ = 0.
Remark 15. The projection of δ
(F )
4 (x
′) = 0 to F
(aaab)
k,1,n−k,n+1 also yields the result.
On the other hand, the projection of δ
(F )
4 (x) to F
(aaab)
1,k,n−k,n+1 is identically zero.
End of the computation of H3n. We have shown that for any n > 2 and x ∈
F
Lie,(3)
n such that δ
(F )
4 (x) = 0, there exists y ∈ Fn−1 such that x = δ
(F )
3 (y).
Therefore H3n = 0.
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Appendix E. Universal shuffle algebras (proof of Theorem 3.2)
In this Section, we define universal shuffle algebras Sh
(F )
k . These algebras have
universal properties with respect to the tensor powers Sh(a)⊗k, where a is a Lie
algebra endowed with a solution ra ∈ a⊗ a of CYBE.
E.1. Definition of Sh
(F )
k . Let k be an integer ≥ 0. We set Sh
(F )
k = K for
k = 0 and k = 1. When k ≥ 2, we put the following definitions. If α =
(α1, . . . , αk) ∈ N
k, we define X(α) as the set of all maps x : Iα → {a, b} (recall
that Iα = {(i, β)|i ∈ {1, . . . , n}, β ∈ {1, . . . , αi}}). If x ∈ X(α), let us denote
by P (x, α) the set of all maps p : x−1(a) × x−1(b) → N, such that for any
(i, β) ∈ x−1(a) and (i′, β ′) ∈ x−1(b), p((i, β), (i′, β ′)) = 0 whenever i = i′ or
(i, β) > (i′, β ′) in the lexicographical order.
We then set
Sh
(F )
k =
⊕
α∈Nk
( ⊕
x∈X(α)
( ⊕
p∈P (x,α)
F
(x(1,1)...x(1,α1)x(2,1)...x(k,αk))(
p((i,β),(i′,β′))
)
((i,β),(i′,β′))∈x−1(a)×x−1(b)
))
,
(58)
where the space F
(x1...xn)
(p(k,l))(k,l)∈K×L
is defined by (18). The summand corresponding
by α = 0 is K. (For each i, one should think of the tensor product of all the
tensor factors indexed by (i, α) as of the analogue of the ith factor of Sh(a)⊗k.)
We denote by Sh
(F )
k (α) (resp., Sh
(F )
k (α, x), Sh
(F )
k (α, x, p)) the graded component
of Sh
(F )
k corresponding to α (resp., to (α, x), (α, x, p)).
E.2. Operations of Sh
(F )
k .
E.2.1. The multiplication m
Sh
(F )
k
. Let us first define a bilinear map
ℓ : (⊗li=1FLαi+α′i)× (Sh
(F )
k (α)⊗ Sh
(F )
k (α
′))→ Sh
(F )
k (1),
where 1 is the element of Nk with all components equal to 1.
Assume that u and v are decomposed as u = ⊗ki=1(⊗
αi
β=1ui,β) and v = ⊗
k
i=1(⊗
α′i
β=1vi,β),
then we view ⊗ki=1Li(ui,1, . . . , ui,βi, vi,1, . . . , vi,β′i) as an element of G
(k). Then it
follows from Corollary C.4 that µ(k)(⊗ki=1Li(ui,1, . . . , ui,βi, vi,1, . . . , vi,β′i)) belongs
to ⊕x∈Map({1,... ,k},{a,b})F
(x(1)...x(k))
p . The latter space is exactly Sh
(F )
k (1), and we set
ℓ(⊗ki=1Li, u⊗ v) = µ
(k)(⊗ki=1Li(ui,1, . . . , ui,βi, vi,1, . . . , vi,β′i)).
Let us fix γ ∈ Nk>0 and for each i, let us fix γi-partitions of αi and α
′
i, namely
αi = αi1 + · · ·+ αiγi and α
′
i = α
′
i1 + · · ·+ α
′
iγi
. Then we define a bilinear map
ℓα,α′,γ,(αij ),(α′ij) :
(
⊗li=1 (⊗
γi
β=1FLαiβ+α′iβ)
)
× (Sh
(F )
k (α)⊗ Sh
(F )
k (α
′))→ Sh
(F )
k (γ)
as follows. Let us define ∆γ,(αij) as the linear map
∆γ,(αij) : Sh
(F )
k (α)→ Sh
(F )∑
i γi
(α11, . . . , α1,γ1 , α21, . . . , αkγk)
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defined as the canonical injection of Sh
(F )
k (α, x, p) into Sh
(F )∑
i γi
((αij)(i,j)|1≤i≤n,1≤j≤γi, x
′, p′),
where x′ is the composition of x with the lexicographical bijection Iα11,... ,αkγk →
Iα, and p
′ is the composition of p with the square of this bijection.
In the same way, ∆1,1 is an injection of Sh
(F )
k (γ) in Sh
(F )∑
i γi
(1), associated with
the partitions (1, . . . , 1) (γi times 1) of each γi.
Then if u ∈ Sh
(F )
k (α) and v ∈ Sh
(F )
k (α
′), and if for each (i, β) ∈ Iγ, Li,β ∈
FLαiβ+α′iβ , then
ℓ
(
⊗ki=1 (⊗
γi
β=1Liβ),∆γ,(αij)(u)⊗∆γ,(α′ij)(v)
)
is in the image of ∆1,1, and we denote by
ℓα,α′,γ,(αij),(α′ij)
(
⊗ki=1 (⊗
γi
β=1Liβ), u⊗ v
)
as the preimage of this element by ∆1,1.
Then there exists a unique linear map m
Sh
(F )
k
: Sh
(F )
k ⊗ Sh
(F )
k → Sh
(F )
k , such
that if α ∈ Nk and α′ ∈ Nk
′
, and if u ∈ Sh
(F )
k (α) and u
′ ∈ Sh
(F )
k (α
′),
m
Sh
(F )
k
(u⊗ v) =
∑
γ∈Nk
∑
(αij )∈P (α,γ),(α′ij )∈P (α
′,γ)
ℓα,α′,γ,(αij),(α′ij )
(
⊗ki=1 (⊗
γi
β=1Bαiβ ,α′iβ), u⊗ v
)
,
where P (α, γ) is the set of collections
(
(α1j)j=1,... ,γ1, . . . , (αkj)j=1,... ,γk
)
, where for
each i, (αij)j=1,... ,γi is a γi-partition of αi.
Proposition E.1. m
Sh
(F )
k
is associative.
Proof. This follows from the fact that the Bpq satisfy the identities (1), and
from Proposition C.3 with α = 3.
E.2.2. The maps x 7→ x(i1...ik). Let k and l be integers such that k ≤ l, and let
(i1, . . . , ik) be integers in {1, . . . , l} such that i1 < i2 . . . < ik. If α ∈ N
k, define
α(i1...ik) by (α(i1...ik))is = αs and (α
(i1...ik))t = 0 if t /∈ {i1, . . . , ik}. If x ∈ X(α),
define x(i1...ik) as the element of X(α(i1...ik)) equal to the composition of x with the
lexicographical bijection between Iα(i1...ik) and Iα. If p ∈ P (x, α), define p
(i1...il) as
the element of P (x(i1...ik), α(i1...ik)) given by the compisition of p with the square
of this bijection.
Let x 7→ x(i1...ik) be the linear map from Sh
(F )
k to Sh
(F )
l defined as the direct sum
of all canonical injections of Sh
(F )
k (α, x, p) into Sh
(F )
l (α
(i1...ik), x(i1...ik), p(i1...ik)).
Then x 7→ x(i1...ik) is an algebra morphism, and if j1, . . . , jk′ are such that
1 ≤ j1 < . . . < jk′ ≤ l and that {i1, . . . , ik} and {j1, . . . , jk′} are disjoint, then
[x(i1...ik), y(j1...jk′)] = 0 for any x ∈ Sh
(F )
k and y ∈ Sh
(F )
l .
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E.2.3. The morphisms ∆k,i. Assume that k is an integer and let i be an integer
such that 1 ≤ i ≤ k.
If α ∈ Nk and β = 1, . . . , αi, define α(i, β) as the element of N
k+1 equal to
(α1, . . . , αi−1, β, αi − β, αi+1, . . . , αk). If x ∈ X(α), define x(i, β) = x
′ as the
element of X(α(i, β)) such that x′(j, γ) = x(j, γ) if j ≤ i, x′(j, γ) = x(j − 1, γ)
if j ≥ i + 2, and x′(i + 1, γ) = x(i, β + γ); this is the composition of x with the
lexicographical bijection between Iα and Iα(i,β). If p ∈ P (x, α), define p(i, β) as
the composition of p with the square of this bijection.
Define ∆k,α,i,β as the canonical injection map from Sh
(F )
k (α, x, p) to
Sh
(F )
k+1(α(i, β), x(i, β), p(i, β))
and ∆k,i as ⊕α∈Nk,β=1,... ,αi∆k,α,i,β. Then ∆k,i is a linear map from Sh
(F )
k to Sh
(F )
k+1.
Moreover, ∆k,i is an algebra morphism, and the maps ∆k,i and x 7→ x
(i1...ik)
satisfy coassociativity and compatibility rules
∆k+1,j ◦∆k,i = ∆k+1,i+1 ◦∆k,j
if j ≤ i,
∆l,i(x
(i1...ik)) = x(i1,... ,is,is+1+1,...ik+1)
if s 6= 0, k and is < i < is+1, or if s = 0 and i < i1, or if s = k and i > ik, and
∆l,is(x
(i1...ik)) = (∆k,s(x))
(i1,... ,is,is+1,...ik+1).
E.3. Universal properties of Sh
(F )
k . Let (a, ra) be the pair of a Lie algebra
and a solution ra ∈ a ⊗ a of CYBE. If k is an integer ≥ 0, α ∈ N
k, x ∈ X(α),
let us denote by κa,ra(k, α, x) the linear map from Sh
(F )
k to Sh(a)
⊗k given by
the composition of κ
(x(1,1),... ,x(k,αk))
a,ra , the canonical isomorphism a
⊗(α1+···+αk) →
⊗ki=1a
⊗αi and the tensor product ⊗ki=1ιαi , where ιs is the canonical injection of
a⊗s in Sh(a) as its part of degree s.
Define κ
Sh
(F )
k
a,ra as the linear map from Sh
(F )
k to Sh(a)
⊗k equal to the sum∑
α∈Nk
∑
x∈X(α)
κa,ra(k, α, x).
Proposition E.2. κ
Sh
(F )
k
a,ra is an algebra morphism. Moreover, we have
κ
Sh
(F )
k+1
a,ra ◦∆k,i = id
⊗(i−1)
Sh(a) ⊗∆Sh(a) ⊗ id
⊗(k−i−1)
Sh(a) ◦κ
Sh
(F )
k
a,ra
and
κ
Sh
(F )
l
a,ra (x
(i1...ik)) = (κ
Sh
(F )
k
a,ra (x))
(i1...ik)
for any x ∈ Sh
(F )
k .
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The proof is straightforward. This Proposition explains why Sh
(F )
k , mk,∆k,i and
x 7→ x(i1...ik) should be viewed as universal versions of Sh(a)⊗k, m⊗kSh(a), id
⊗(i−1)
Sh(a) ⊗∆Sh(a)⊗
id
⊗(k−i−1)
Sh(a) and the map x 7→ x
(i1...ik).
E.4. Proof of Theorem 3.2. In the statement of Proposition 3.5, we may re-
place A⊗k (k = 2, 3, 4) by Sh
(F )
k and rA by the element rSh(F )2
∈ Sh
(F )
2 ((1, 1), (1 7→
a, 2 7→ b), (1, 2) 7→ 1) ⊂ Sh
(F )
2 equal to
r ∈ F1 = F
(ab)
1 .
The proof is a direct transposition of the proof of Proposition 3.5, which is in
Appendix A.
Then using the maps ∆k,i and x 7→ x
(i1...ik), we may reproduce step by step the
proof of Theorem 3.1. This proves Theorem 3.2.
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