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$=:B_{k}(\theta)$ , say, (1.1)
. , $g^{(i)}(\theta)=\dot{4}_{\dot{\wp}}^{\theta}\underline{)},$$W(d\theta)f\underline{f}:=\{w_{ij}(\theta)\}_{i,j=1,\ldots,k}$
$w_{ij}( \theta):=E_{\theta}\{f^{-2}(X, \theta)\frac{\partial^{i}f(X,\theta)}{\partial\theta^{i}}\frac{\partial^{j}f(X,\theta)}{\partial\theta^{j}}\}$ $(i,j=1, \ldots, k)$
. $B,(\theta)$ Cram\’er-Rao
, $\theta\in\Theta$ , $\mathrm{h}$. ,









. , $\mathrm{w}=\mathrm{w}(\theta, \phi_{1}, \ldots, \phi_{k}):=(g(\phi_{1})-g(\theta),$ $\ldots,$ $g(\phi_{k})-$
$g(\theta)),$ $\Sigma=\Sigma(\theta, \phi_{1}, \ldots, \phi_{k})=\{\sigma_{ij}\}_{i,j=1,\ldots,k}(\sigma_{ij}=\mathrm{c}\mathrm{o}\mathrm{v}_{\theta}(\psi_{i}, \psi_{j})(i,$ $j=$
$1,$
$\ldots,$
$k))$ , $S(\phi_{k})\subset S(\phi_{k-1})\subset\cdots\subset S(\phi_{1})\subset S(\theta)$ $\phi_{i}\in \mathrm{O}-$




, Chapman-Robbins , $[\mathrm{K}\mathrm{s}00]$
. , Akahira et al. [APT86], Akahira
and Takeuchi [AT87] , ,




$X$ , $\sigma$- $f(x, \theta)(\theta\in\Theta)$
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. , $\Theta$ $\mathbb{R}^{1}$ . $\Theta$ ,
, $g(\theta)$ . $S(\theta)$ $f(x, \theta)$
, $S(\theta)\supset S(\theta+i\delta)(i=1, \ldots, k)$ $\theta+i\delta\in\Theta$
$(i=1, \ldots, k)$ .
$\Psi_{i}=\Psi_{i}(x, \theta, \delta):=(\frac{-1}{\delta})^{i}\sum_{l=0}^{i}(\begin{array}{l}il\end{array})(-1)^{l}\frac{f(x,\theta+l\delta)}{f(x,\theta)}$
$(i=1, \ldots, k)$ , (2.1)
$G_{i}=G_{i}( \theta, \delta):=(\frac{-1}{\delta})^{i}\sum_{l=0}^{i}(\begin{array}{l}il\end{array})(-1)^{l}g(\theta+l\delta)$
$(i=1, \ldots, k)$ ,
$V=V(\theta, \delta)=\{v_{ij}(\theta, \delta)\}$ ,
$v_{ij}(\theta, \delta):=E_{\theta}(\Psi_{i}\Psi_{j})$ $(i,j=1, \ldots, k)$ (2.2)
, .
1. $\hat{g}(X)$ $g(\theta)$ ,
$\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}\geq\sup_{--}\mathrm{g}V^{-\mathrm{l}}\mathrm{g}’=:D_{k}(\theta)$ , say (2.3)
. , $\mathrm{g}=\mathrm{g}(\theta, \delta):=(G_{1}, \ldots, G_{k})$ $\Delta=\{\delta$ : $S(\theta)\supset$
$S(\theta+i\delta)$ $(i=1, \ldots, k),$ $|V(\theta, \delta)|\neq 0\}$ , $\Delta=\emptyset$ , $=$
$0$ .
. $\Delta\neq\emptyset$ . $\delta\in\Delta$ .
$S(\theta)\supset S(\theta+i\delta)(i=1, \ldots, k)$













. ( $\hat{g}(X),$ $\Psi_{1}(X,$ $\theta,$ $\delta),$ $\ldots$ , $k$ $(X,$ $\theta,$ $\delta)$ ) $U$
, $U$





. $\delta$ $\sup$ , .
. $D_{1}(\theta)=K_{1}(\theta)=H(\theta)$ .
(1.4) (2.3) .
2. $\delta\neq 0$ , $S(\theta+i\delta)\subset S(\theta)(i=1, \ldots, k)$
,
$\mathrm{w}(\theta, \theta+\delta, \ldots, \theta+k\delta)\{\Sigma(\theta, \theta+\delta, \ldots, \theta+k\delta)\}^{-1}$
. $\mathrm{w}(\theta, \theta+\delta, \ldots, \theta+k\delta)’$
$=\mathrm{g}(\theta, \delta)\{V(\theta, \delta)\}^{-\mathrm{l}}\mathrm{g}(\theta, \delta)’$
.
. (1.3) $\phi_{i}=\theta+i\delta(i=1, \ldots, k, \delta\neq 0)$ ,









$=(g(\theta+\delta)-g(\theta),\ldots$ ,g(\mbox{\boldmath $\theta$}+k\mbox{\boldmath $\delta$})-g( )
. (( )1 $(\begin{array}{l}11\end{array})(-1)^{1}00(\frac{\frac{-1}{-1\delta}}{\delta})^{2}(\begin{array}{l}22\end{array})(-1)^{2}()^{2}(\begin{array}{l}21\end{array})(-1)^{1}0.\cdot...\cdot...\cdot.\cdot(\frac{-1}{\delta})^{k}(\begin{array}{l}kk\end{array})(-1)^{k}(\frac{\frac{-1}{-1\delta}}{\delta})^{k}(\begin{array}{l}k2\end{array})(-1)^{2}$)
$()^{k}(\begin{array}{l}k1\end{array})(-1)^{1}$
$=\mathrm{w}$ (( )1 $(\begin{array}{l}\mathrm{l}\mathrm{l}\end{array})(-1)^{1}00(\frac{\frac{-\dot{1}}{-1\delta}}{\delta})^{2}(\begin{array}{l}22\end{array})(-1)^{2}()^{2}(\begin{array}{l}2\mathrm{l}\end{array})(-1)^{1}0.\cdot...\cdot...\cdot.\cdot(\frac{-1}{\delta})^{k}(\begin{array}{l}kk\end{array})(-1)^{k}(\frac{\frac{-1}{-1\delta}}{\delta})^{k}(\begin{array}{l}k2\end{array})(-1)^{2}$ )
$()^{k}(\begin{array}{l}k\mathrm{l}\end{array})(-1)^{1}$
$\mathrm{g}V^{-\mathrm{l}}\mathrm{g}’=\mathrm{w}FV^{-1}F’\mathrm{w}’=\mathrm{w}((F’)^{-1}VF^{-1})^{-1}\mathrm{w}’$
. . $F=$ {fijh,j=l?...}k
$f_{ij}=\{\begin{array}{l}(\frac{-1}{\delta})^{j}()(-1)^{i}(i\leq j)0(i>j)\end{array}$
. , , $(F’)^{-1}VF^{-1}=\Sigma$ ,
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V=F’\Sigma F . $F$ , $F’\Sigma F$ $(i, j)$
$( \frac{-1}{\delta})^{i+j}\sum_{m=1}^{i}\sum_{n=1}^{j}(-1)^{m+n}(\begin{array}{l}im\end{array})(\begin{array}{l}jn\end{array})\sigma_{mn}$ (2.5)
. $\sigma_{mn}=E_{\theta}\{f(X, \theta+m\delta)f(X, \theta+n\delta)/f^{2}(X, \theta)\}-1$ ,







. $V$ $(i, j)$ , .
, Kshirsagar (1.4) , $\varphi_{i}$
, 1 .
Bhattachar $\mathrm{a}$ (1.1) $R_{k}$
, , $S(\theta)$ $\theta$ , , $\theta$ $k$
, $k$ :
$\int_{S(\theta)}f(x, \theta)d\mu=1$ , $\int_{S(\theta)}\hat{g}(x)f(x, \theta)d\mu=g(\theta)$ .
.
3. $R_{k}$ .
$B_{k}(\theta)\leq D_{k}(\theta)\leq K_{k}(\theta)$ $(k\geq 1)$ .









$(i, j=1, \ldots, k)$
$\lim_{\deltaarrow 0}\mathrm{g}V^{-\mathrm{l}}\mathrm{g}’=\lim_{\deltaarrow 0}(G_{1}, \ldots, G_{k})V^{-1}(G_{1}, \ldots, G_{k})’$
$=(g^{(1)}(\theta), \ldots, g^{(k)}(\theta))W^{-1}(\theta)(g^{(1)}(\theta), \ldots, g^{(k)}(\theta))’$
. , $W=W(\theta)=\{w_{ij}(\theta)\}$
$w_{ij}( \theta):=E_{\theta}[..\frac{\frac{\partial}{\partial\theta}f(X,\theta)}{f(X,\theta)}$ . $\frac{\frac{\partial^{j}}{\partial\theta J}f(X,\theta)}{f(X,\theta)}]$
.
$\lim_{\deltaarrow 0}\mathrm{g}V^{-\mathrm{l}}\mathrm{g}’=(g^{(1)}(\theta), \ldots, g^{(k)}(\theta))W^{-1}(\theta)(g^{(1)}(\theta), \ldots, g^{(k)}(\theta))’$
$\leq\sup_{\delta\in\Delta}\mathrm{g}V^{-\mathrm{l}}\mathrm{g}’$





1. $X_{1},$ $X_{2}$ , 0, $\theta^{2}(\theta>0)$
. $s^{2}=(X_{1}^{2}+X_{2}^{2})/2$ $\theta$
, $\hat{g}(X_{1}, X_{2})=2s/\sqrt{\pi}$ , $\{(4/\pi)-1\}\theta^{2}\approx 0.2732\theta^{2}$
, $\theta$ UMVUE . , $B_{1}(\theta)=0.25\theta^{2}$ ,
$B_{2}(\theta)=17\theta^{2}/64\approx 0.2656\theta^{2}$ . , $[\mathrm{K}\mathrm{s}00]$ , $\phi_{i}=\theta+i\delta$
$(i=1, \ldots, k)$ $K_{k}(\theta)$ . , 2 ,
(2.3) $\mathrm{g}V^{-\mathrm{l}}\mathrm{g}’$ (1.2) $\mathrm{w}\Sigma^{-1}\mathrm{w}’$ $\text{ },$ $[\mathrm{K}\mathrm{s}00]$ Table
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1 . , $H(\theta)=K_{1}(\theta)=D_{1}(\theta)\approx 0.2698\theta^{2}>B_{2}(\theta)$
.
2. $X$ $(0, \theta)$ . (i) $g(\theta)=\theta$
, $X$ $\theta$ , $\hat{g}(X)=2X$ ,
$\theta^{2}/3\approx 0.333\theta^{2}$ $g(\theta)$ UMVUE . ,
$H(\theta)=K_{1}(\theta)=0.25\theta^{2}<K_{2}(\theta)=D_{2}(\theta)\approx 0.296\theta^{3}$
.
(ii) $g(\theta)=\theta^{2}$ , $\hat{g}(X)=3X^{2}$ , $0.8\theta^{4}$ , $g(\theta)$
UMVUE . .
$H(\theta)=K_{1}(\theta)\approx 0.620\theta^{4}<D_{2}(\theta)\approx 0.721\theta^{4}<K_{2}(\theta)\approx 0.723\theta^{4}$
.
4.
2 , Sen and Ghosh [SG76]
, . , 1 .
5. $\hat{g}(X)$ $g(\theta)$ , $\delta\in\Delta$
$\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}\geq \mathrm{g}V^{-\mathrm{l}}\mathrm{g}’=:D_{k}(\theta, \delta)$ , say (4.1)
$\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}\geq \mathrm{w}\sum^{-1_{\mathrm{W}’}}=:K_{k}(\theta,$ $\phi_{1},$
$\ldots,$
$\phi_{k})$ , say $(4.2)$




. $(\Psi_{1}, \ldots, \Psi_{k})’$ (4.3)
, (4.2) , , $S(\phi_{k})\subset S(\phi_{k-1})\subset\cdots\subset$
$S(\phi_{1})\subset S(\theta)$ $\phi_{i}\in \mathrm{O}-(i=1, \ldots, k)$
$\hat{g}(X)-g(\theta)=(g(\phi_{1})-g(\theta), \ldots, g(\phi_{k})-g(\theta))\Sigma^{-1}(\theta, \phi_{1}, \ldots, \phi_{k})$
. $(\psi_{1}, \ldots, \psi_{k})’$ (4.4)
.
(2.4) .
5 , 2 .
6. (4.3) $\delta=\delta^{*}(\theta)\in\Delta$ , $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=$
$D_{k}(\theta)$ , (2.3) $\sup$ $\delta=\delta\sim\theta$ ) , (4.4)
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( $\phi_{\mathrm{b}}\ldots,$ $\phi\ovalbox{\tt\small REJECT}=(\phi\ovalbox{\tt\small REJECT}(\ovalbox{\tt\small REJECT}_{>}\ovalbox{\tt\small REJECT}$ . , \phi ;( ) , $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{j(X)\}\ovalbox{\tt\small REJECT}$
Kk( , $(1\ovalbox{\tt\small REJECT})$ $\sup$ $(\phi_{\mathrm{b}}\ldots, \phi_{k})\ovalbox{\tt\small REJECT}(\phi\ovalbox{\tt\small REJECT}(\ovalbox{\tt\small REJECT},$ $\ldots$ , \phi {?}( )
.
1 $R_{k}$ , $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=D_{k}(\theta, 0)$ ,
(4.3) $\delta=0$ , (2.3) . , (4.3) $\delta=0$
, $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=D_{k}(\theta, 0)=D_{k}(\theta)$ .
, .
8. $k$ $\theta_{1},$ $\theta_{1}+k\delta\in\Theta(\delta\neq 0)$ , $S(\theta_{1})\supset$
$S(\theta_{1}+l\delta),$ $|\Sigma(\theta_{1}, \delta, \ldots, l\delta)|\neq 0(1\leq l\leq k)$ .
$\hat{g}(X)=f(X, \theta_{1}+l\delta)/f(X, \theta_{1})$ $g(\theta)=E_{\theta}\{f(X, \theta_{1}+l\delta)/f(X, \theta_{1})\}$
$\theta_{1}$ $(1\leq l\leq k)$ .
. $\hat{g}(X)=f(X, \theta_{1}+l\delta)/f(X, \theta_{1}),$ $g(\theta)=E_{\theta}\{\hat{g}(X)\}$ .
2 , $K_{l}(\theta_{1}, \theta_{1}+\delta, \ldots, \theta_{1}+l\delta)=D_{l}(\theta_{1}, \delta)$ ,
$K_{l}(\theta_{1}, \theta_{1}+\delta, \ldots, \theta_{1}+l\delta)$ .
$g( \theta_{1}+i\delta)=E_{\theta_{1}+i\delta}\{\frac{f(X,\theta_{1}+l\delta)}{f(X,\theta_{1})}\}$
$=E_{\theta_{1}} \{\frac{f(X,\theta_{1}+i\delta)}{f(X,\theta_{1})}\frac{f(X,\theta_{1}+l\delta)}{f(X,\theta_{1})}\}$




. $\Sigma^{-1}(\theta_{1}, \theta_{1}+\delta, \ldots, \theta_{1}+l\delta)$
. $(\{f(X, \theta_{1}+\delta)/f(X, \theta_{1})\}-1, \ldots, \{f(X, \theta_{1}+l\delta)/f(X, \theta_{1})\}-1))’$
$=(\sigma_{1l}, \ldots, \sigma_{ll})\Sigma^{-1}(\theta_{1}, \theta_{1}+\delta, \ldots, \theta_{1}+l\delta)$
. $(\{f(X, \theta_{1}+\delta)/f(X, \theta_{1})\}-1, \ldots, \{f(X, \theta_{1}+l\delta)/f(X, \theta_{1})\}-1))’$
$=(0, \ldots, 0,1)$
. $(\{f(X, \theta_{1}+\delta)/f(X, \theta_{1})\}-1, \ldots, \{f(X, \theta_{1}+l\delta)/f(X, \theta_{1})\}-1))’$
$=\{f(X, \theta_{1}+l\delta)/f(X, \theta_{1})\}-1$
$=\hat{g}(X)-g(\theta_{1})$




. , $\alpha(\theta)>0$ , $\gamma(\theta)$ $\theta$
, $\Gamma$ $\gamma$ . $k$ $\theta_{1},$ $\theta_{1}+k\delta\in \mathrm{O}-(\delta\neq 0)$
, $\theta\in \mathrm{O}-$ , $2\gamma(\theta_{1}+k\delta)-2\gamma(\theta_{1})+\gamma(\theta)\in\Gamma$
$\hat{g}(X)=\exp[\{\gamma(\theta_{1}+l\delta)-\gamma(\theta_{1})\}b(X)]$ (4.6)
$g(\theta)=\alpha(\theta)/\alpha[\gamma^{-1}\{\gamma(\theta_{1}+l\delta)-2\gamma(\theta_{1})-\gamma(\theta)\}]$ UMVUE ,
$\theta$ $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=D_{k}(\theta)$ $(1\leq l\leq k)$ .
. $\gamma$ $\Gamma$ , $\theta\in\Theta$ ,
$2\gamma(\theta_{1}+k\delta)-2\gamma(\theta_{1})+\gamma(\theta)\in\Gamma$ , $\gamma(\theta_{1}+k\delta)-\gamma(\theta_{1})+\gamma(\theta)\in\Gamma$





. $\theta\in\Theta$ , $\phi^{*}(\theta):=\gamma^{-1}\{\gamma(\theta_{1}+l\delta)-\gamma(\theta_{1})-\gamma(\theta)\}$
, 8 (4.4) . , 6
$\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=D_{k}(\theta)$
$\theta\in\Theta$ .
, $R_{k}$ . $D_{k}(\theta)$ $B_{k}(\theta)$ ,
2 , $\theta\in\Theta$ $D_{k}(\theta)\geq B_{k}(\theta)$ . ,
[F59] , $X$ (4.5) $\hat{g}(X)=b^{l}(x)$
, $\theta\in \mathrm{O}-$ $D_{k}(\theta)=B_{k}(\theta)$ .











+a(0200){a(1010)g’(\mbox{\boldmath $\theta$})-a(2000)g’’’(\mbox{\boldmath $\theta$}) $>0$
, $D_{2}(\theta)>B_{2}(\theta)$ . , $f(x, \theta)=f\mathrm{o}(x-\theta)$ , $f_{0}$ 0
, $-g”(\theta)\{a(1010)g’(\theta)-a(2000)g^{m}(\theta)\}>0$
, $D_{2}(\theta)>B_{2}(\theta)$ .
. , $g’=g’(\theta),$ $g”=g”(\theta)$ .
( ) $R_{5}$ , $|h|>0$
$G_{1}^{2}= \{\frac{g(\theta+h)-g(\theta)}{h}\}^{2}$
$=g^{\prime 2}+ \frac{h}{2}g’g’’+h^{2}(g^{\prime\prime 2}/4+g’g’’’/3)+o(h^{2})$ ,
$G_{2}^{2}= \{\frac{g(\theta+2h)+g(\theta)-2g(\theta+h)}{h^{2}}\}^{2}$

















$=B_{2}( \theta)+(*)\frac{h}{\{a(1100)^{2}-a(0200)a(2000)\}^{2}}$ (say) $(harrow 0)$
, $(*)>0$ $D_{2}(\theta)>B_{2}(\theta)$ .
( ) $f(x, \theta)=f_{0}$ ( $x$ $\theta$ ) $f_{0}$ 0 ,
$f_{0}(x)=f_{0}(-x),$ $f_{0}’(x)=-f_{0}’(-x),$ $f_{0}’’’(x)=f’’’(-x)$ ,
$a(1100)= \int f’f’’/fd\mu=0$ . , $a(0110)=0$ , .
11. (4.5), (4.6) , $k\geq 1$ $\theta\in\Theta$
$\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=D_{1}(\theta)>B_{k}(\theta)$ .
. (4.5), (4.6) , $\theta\in\Theta$
$E_{\theta}\{\hat{g}(X)\}=g(\theta)$ $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=D_{k}(\theta)$ . , $k=1$
, $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}=D_{1}(\theta)$ . , $\hat{g}(X)$ $b(X)$
, Fend [F59] $\mathrm{V}\mathrm{a}\mathrm{r}_{\theta}\{\hat{g}(X)\}>B_{k}(\theta)$ .
.
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