Independence screening is a variable selection method that uses a ranking criterion to select significant variables, particularly for statistical models with nonpolynomial dimensionality or "large p, small n" paradigms when p can be as large as an exponential of the sample size n. In this paper we propose a robust rank correlation screening (RRCS) method to deal with ultra-high dimensional data. The new procedure is based on the Kendall τ correlation coefficient between response and predictor variables rather than the Pearson correlation of existing methods. The new method has four desirable features compared with existing independence screening methods. First, the sure independence screening property can hold only under the existence of a second order moment of predictor variables, rather than exponential tails or alikeness, even when the number of predictor variables grows as fast as exponentially of the sample size. Second, it can be used to deal with semiparametric models such as transformation regression models and single-index models under monotonic constraint to the link function without involving nonparametric estimation even when there are nonparametric functions in the models. Third, the procedure can be largely used against outliers and influence points in 3 Supported in part by the NNSF (11101157) This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2012, Vol. 40, No. 3, 1846-1877. This reprint differs from the original in pagination and typographic detail. 1 2 LI, PENG, ZHANG AND ZHU the observations. Last, the use of indicator functions in rank correlation screening greatly simplifies the theoretical derivation due to the boundedness of the resulting statistics, compared with previous studies on variable screening. Simulations are carried out for comparisons with existing methods and a real data example is analyzed.
the sure screening method to more general statistical models such as Zhu et al. (2011) , more restrictive conditions, such as the normality assumption [Wang (2012) ] or the linearity and moment conditions ], need be imposed on the predictor variables. To further improve estimation efficiency, Fan and Lv (2008) suggested a two-stage procedure. First, SIS is used as a fast but crude method of reducing the ultra-high dimensionality to a relatively large scale that is smaller than or equal to the sample size n; then, a more sophisticated technique can be applied to perform the final variable selection and parameter estimation simultaneously. Note that for linear models, the SIS procedure also depends on the explicit relationship between the Pearson correlation and the least squares estimator [Fan and Lv (2008) ]. For generalized linear models, Fan, Samworth and Wu (2009) and Fan and Song (2010) selected significant predictors by sorting the corresponding marginal likelihood estimator or marginal likelihood. That method can be viewed as a likelihood ratio screening, as it builds on the increments of the log-likelihood. The rate of p also depends on the tails of predictors. The lighter the tails are, the faster the rate of p can be. Xu and Zhu (2010) also showed for longitudinal data that when only the moment condition is assumed, the rate of p cannot exponentially diverge to infinity unless moments of all orders exist.
For other semiparametric models such as transformation models and singleindex models, existing SIS procedures may involve nonparametric plug-in estimation for the unknown transformation or link function. This plug-in may deteriorate the estimation/selection efficiency for NP-dimensionality problems. Although the innovative sure screening method proposed by Zhu et al. (2011) can be applied to more general parametric or semiparametric models, as commented above, the much more restrictive conditions are required for the predictor variables. Zhu et al. (2011) imposed some requirements for the tail of the predictor variables which further satisfy the so-called linearity condition. This condition is only slightly weaker than elliptical symmetry of the distribution of the predictor vector [Li (1991) ]. It is obvious that their sure screening method does not have the robust properties as the proposed method in this paper has. Further, when the categorial variables do involve the ultra-high dimensional predictor vector, the restrictive conditions on the predictor variables hinder the model-free feature screening method to apply directly. On the other hand, such a model-free feature screening method is based on slice inverse regression [SIR, Li (1991) ]. It is well known that SIR is not workable to the model with symmetric regression function; see Cook and Weisberg (1991) .
We note that the idea of SIS is based on Pearson correlation learning. However, the Pearson correlation is not robust against heavy tailed distributions, outliers or influence points, and the nonlinear relationship between response and predictors cannot be discovered by the Pearson correlation. As suggested by Hall and Miller (2009) and Huang, Horowitz and Ma (2008) , independence screening could be conducted with other criteria. For correlation relationships, there are several measurements in the literature, and the Kendall τ [ Kendall (1938) ] is a very commonly used one that is a correlation coefficient in a nonparametric sense. Similar to the Pearson correlation, the Kendall τ also has wide applications in statistics. Kendall (1962) gave an overview of its applications in statistics and showed its advantages over the Pearson correlation. First, it is robust against heavy tailed distributions: see Sen (1968) for parameter estimation in the linear regression model. Second, the Kendall τ is invariant under monotonic transformation. This property allows us to discover the nonlinear relationship between the response and predictors. For example, Han (1987) suggested a maximum rank correlation estimator (MRC) for the transformation regression model with an unknown transformation link function. Third, the Kendall τ based estimation is a Ustatistic with a bounded kernel function, which provides us a chance to obtain sure screening properties with only a moment condition. Another rank correlation is the Spearman correlation [see, e.g., Wackerly, Mendenhall and Scheaffer (2002) ]. The Spearman rank correlation coefficient is equivalent to the traditional linear correlation coefficient computed on ranks of items [Wackerly, Mendenhall and Scheaffer (2002) ]. The Kendall τ distance between two ranked lists is proportional to the number of pairwise adjacent swaps needed to convert one ranking into the other. The Spearman rank correlation coefficient is the projection of the Kendall τ rank correlation to linear rank statistics. The Kendall τ has become a standard statistic with which to compare the correlation between two ranked lists. When various methods are proposed to rank items, the Kendall τ is often used to measure which method is better relative to a "gold standard." The higher the correlation between the output ranking of a method and the "gold standard," the better the method is. Thus, we focus on the Kendall τ only. More interestingly, the Kendall τ also has a close relationship with the Pearson correlation, particularly when the underlying distribution of two variables is a bivariate normal distribution (we will give the details in the next section). As such, we can expect that a Kendall τ based screening method will benefit from the above mentioned advantages to be more robust than the SIS.
The reminder of this paper is organized as follows. In Section 2 we give the details of the robust rank correlation screening method (RRCS) and present its extension to ultra-high dimensional transformation regression models. In Section 3 the screening properties of the RRCS are studied theoretically for linear regression models and transformation regression models. In Section 4 an iterative RRCS procedure is presented. We also discuss RRCSs application to generalized linear models with NP-dimensionality. Numerical studies are reported in Section 5 with a comparison with the SIS. Section 6 concludes the paper. A real example and the proofs of the main results can be found in the supplementary material for the paper [Li et al. (2012) ].
Robust rank correlation screening (RRCS).
2.1. Kendall τ and its relationship with the Pearson correlation. Consider the random vectors (X i , Y i ), i = 1, 2, . . . , n, and the Kendall τ rank correlation between X i and Y i is defined as
Given this definition, it is easy to know that |τ | is invariant against the monotonic transformation of X i or Y i . Furthermore, if (X i , Y i ) follows a bivariate normal distribution with mean zero and the Pearson correlation ρ, it can be shown that [Huber and Ronchetti (2009) 
In other words, when (X i , Y i ) follows bivariate normal distribution, the Pearson correlation and Kendall τ have a monotonic relationship in the following sense. If |ρ| > c 1 for a given positive constant c 1 , then there exists a positive constant c 2 such that |E(τ )| > c 2 , and if and only if ρ = 0, E(τ ) = 0. Such a relationship helps us to obtain the sure independence screening property for linear regression models under the assumption of Fan and Lv (2008) without any difficulties when the Kendall τ is used.
When (X i , Y i ) are not bivariate normal but ρ exists, according to an approximation of the Kendall τ [ Kendall (1949) ], using the first fourth-order cumulants and the bivariate Gram-Charlier series expansion yield that
where κ 40 = µ 40 − 3, κ 31 = µ 31 − 3ρ, κ 22 = µ 22 − 2ρ 2 − 1. If under some certain conditions that κ 31 and κ 13 have a monotonic relationship with ρ and when ρ = 0, κ 31 = 0 and κ 13 = 0, intuitively E(τ ) = 0 approximately when ρ = 0, and if |ρ| > c 1 , then there may exist c 2 such that |E(τ )| > c 2 . This means that the Kendall' τ based method may enjoy similar properties as the SIS enjoys without strong conditions.
2.2. Rank correlation screening. We start our procedure with the linear model as
where Y = (Y 1 , . . . , Y n ) T is an n-vector of response, X = (X 1 , . . . , X n ) T is an n × p random design matrix with independent and identically distributed 6 LI, PENG, ZHANG AND ZHU X 1 , . . . , X n , β = (β 1 , . . . , β p ) T is a p-vector of parameters and ε = (ε 1 , . . . , ε n ) T is an n-vector of i.i.d. random errors independent of X.
To motivate our approach, we briefly review the SIS first. Let
where each column of the n × p design matrix X has been standardized with mean zero and variance one. Then, for any given d n < n, take the selected submodel to be
This reduces the full model of size p ≫ n to a submodel with the size d n . By appropriately choosing d n , all significant predictors can be selected into the submodel indexed by M dn with probability tending to 1; see Fan and Lv (2008) .
Similar to Li, Peng and Zhu (2011) , let ω = (ω 1 , ω 2 , . . . , ω p ) T be a p-vector each being
where I(·) denotes the indictor function, and ω k is the marginal rank correlation coefficient between Y and X ·k , which is equal to a quarter of the Kendall τ between Y and X ·k . As a U-statistic, ω k is easy to compute. We can then sort the magnitudes of all the components of ω = (ω 1 , . . . , ω p ) T in a decreasing order and select a submodel
where d n or γ n is a predefined threshold value. Thus, it shrinks the full model indexed {1, . . . , p} down to a submodel indexed M dn or M γn with size | M dn | < n or | M γn | < n. Because of the robustness of the Kendall τ against heavy-tailed distributions, such a screening method is expected to be more robust than the SIS.
Consider a more general model as
where ε i , i = 1, . . . , n, are i.i.d. random errors independent of X i with mean zero and an unknown distribution F , and β = (β 1 , . . . , β p ) T is a p-vector of parameters, its norm constrained to 1 ( β = 1) for identifiability. H(·) is an unspecified strictly increasing function. Model (2.7) has been studied extensively in the econometric and bioinformatic literature and is commonly used to stabilize the variance of the error and to normalize/symmetrize the error distribution. With different forms of H and F , this model generates many different parametric families of models. For example, when H takes the form of a power function and F follows a normal distribution, model (2.7) reduces to the familiar Box-Cox transformation models [Box and Cox (1964) , Bickel and Doksum (1981)] . If H(y) = y or H(y) = log(y), model (2.7) reduces to the additive and multiplicative error models, respectively. More parametric transformation models can be found in the work of Carroll and Ruppert (1988) .
For model (2.7), the invariance against any strictly increasing transformation yields that
. . , p, can still be applicable for the model with unknown transformation function. Therefore, the RRCS method can also be applied to transformation regression models that establish the nonlinear relationship between the response and predictor variables.
3. Sure screening properties of RRCS. In this section we study the sure screening properties of RRCS for the linear regression model (2.2) and the transformation regression model (2.7). Without loss of generality, let (Y 1 , X 1k ), (Y 2 , X 2k ) be the independent copies of (Y, X k ), where EY = EX k = 0 and EY 2 = EX 2 k = 1, k = 1, . . . , p, and assume that
is the true sparse model with nonsparsity size s n = |M * |, recalling that β = (β 1 , . . . , β p ) T is the true parameter vector. The compliment of M * is
. Recall the definition of ω = {ω 1 , . . . , ω p } T in (2.4) for both (2.2) and (2.7).
The following marginal conditions on the models are needed to ensure the sure screening properties of RRCS.
Marginally symmetric condition and Multi-modal condition: For model (2.2):
1 |∆X k ) follows a symmetric finite mixture distribution where F 0 (t, σ 2 0 |∆X k ) follows a symmetric unimodal distribution with the conditional variance σ 2 0 related to ∆X k and F 1 (t, σ 2 1 |∆X k ) is a symmetric distribution function with the conditional variance σ 2 1 related to ∆X k when k ∈ M * . π 0k ≥ π * , where π * is a given positive constant in (0, 1] for any ∆X k and any k ∈ M * .
For model (2.7):
, where H(·) is the link function of the transformation regression model (2.7), and
, where H(·) is the link function of the transformation regression model (2.7), then the conditional distribution
1 |∆X k ) follows a symmetric finite mixture distribution where F 0 (t, σ 2 0 |∆X k ) follows a symmetric unimodal distribution with the conditional variance σ 2 0 related to ∆X k and F 1 (t, σ 2 1 |∆X k ) is a symmetric distribution function with the conditional variance σ 2 1 related to ∆X k when k ∈ M * . π 0k ≥ π * , where π * is a given positive constant in (0, 1] for any ∆X k and any k ∈ M * . Remark 1. According to the definition and symmetric form of ∆Y, ∆X k and ∆ǫ k , the marginally symmetric conditions (M2) and (M2 ′ ) are very mild. When π * is small enough, the distribution is close to F 1 which is naturally symmetric and has no stringent constraint.
A special case is that the conditional distribution of
, is homogeneous (not depending on X ik ) with a finite number of modes. Actually, when this condition holds, the conditional distribution of ǫ ik given X ik is identical to the corresponding unconditional marginal distribution. Note that ∆ǫ k = ǫ 1k − ǫ 2k . When ǫ ik , i = 1, 2, follows multimodal distribution F ǫ (t) with no more than K modes where K is not related to k and n, such a distribution function can be rewritten as a weighted sum of K unimodal distributions F i (·) as
where π i ≥ 0, i = 1, . . . , K, with
Then it is easy to see that the distribution of ∆ǫ k = ǫ 1k − ǫ 2k has the following form:
where F * ij (t), i, j = 1, . . . , K, are the distributions of the differences of two independent variables, that is, Z i − Z j where Z i follows the distribution of F i (t) and Z j follows the distribution of F j (t), respectively. Because F i (t), i = 1, . . . , K, are unimodal distributions, F * ii , i = 1, . . . , K, are then symmetric unimodal distributions. Hence, F * * 0 (t) is a symmetric unimodal distribution. It is also easy to see that F * * 1 (t) is a symmetric multimodal distribution function. On the other hand,
Other than the marginally symmetric conditions, we also need the following regularity conditions: (C1) As n → +∞, the dimensionality of X satisfies p = O(exp(n δ )) for some δ ∈ (0, 1), satisfying δ + 2κ < 1 for any κ ∈ (0, Remark 2. Condition (C1) guarantees that for the independence screening method, we can select significant predictors into a working submodel with probability tending to 1. SIS also needs this condition; see Fan and Lv (2008) and Fan and Song (2010) . Condition (C2) is a mild technical condition that ensures the sure screening property of the RRCS procedure. It is worth mentioning that we do not need to have a uniform bound for all EX 2 1k . If the size of M * goes to infinity with a relatively slow speed, we can relax this condition to c M * > cn −ι for some positive constant c and ι ∈ (0, 1) with a suitable choice of the threshold γ n . Precisely, γ n can be chosen as c ′ n −κ−ι for some positive constant c ′ where κ satisfies 2κ + 2ι < 1. From Theorem 1 below, we can see that |E(ω k )| > cn −κ−ι for k ∈ M * . To ensure the sure screening properties, (C1) needs to be changed to δ + 2κ + 2ι < 1.
Theorem 1. Under the regularity condition (C2) and the marginal symmetric conditions (M1) and (M2) for model (2.2), we have the following:
For model (2.7), replacing conditions (M1) and (M2) with (M1 ′ ) and (M2 ′ ), then:
Remark 3. As Fan and Song (2010) mentioned, the marginally symmetric condition (M1) is weaker than the partial orthogonality condition assumed by Huang, Horowitz and Ma (2008) , that is, {X k , k ∈ M c * } is independent of {X k , k ∈ M * }, which can lead to the model selection consistency for the linear model. Our results, together with the following Theorem 2, indicate that under weaker conditions, consistency can also be achieved even for transformation regression models. Furthermore, as in the discussion of Fan and Song (2010) , a necessary condition for the sure screening is that the significant predictors X k with β k = 0 are correlated with the response in the sense that ρ k = 0. The result (i) of Theorem 1 also shows that when the Kendall τ is used, this property can be held, which suggests that the insignificant predictors in M c * can be detected from E(ω k ) at the population level. Result (ii) indicates that under marginally symmetric conditions, a suitable threshold γ n can entail the sure screening in the sense of
Remark 4. As a by-product, Theorem 1 reveals the relationship between the Pearson correlation and the Kendall τ under general conditions, especially the multi-modal conditions (M2) or (M2 ′ ) which in itself is of interest. However, either condition (M2) or (M2 ′ ) is a sufficient condition to guarantee that the Kendall τ has either the property (ii) or (ii ′ ) of Theorem 1, and then has the sure screening property. As in the discussion in Section 2.1, following the high order bivariate Gram-Charlier series expansion to approximate the joint distribution of (X i , Y i ), under certain conditions such as either the condition or sub-Gaussian tail condition, we could also obtain similar results of Theorem 1. It would involve some high order of moments or cumulants. However, as shown in Theorem 1, either the multimodal condition (M2) or (M2 ′ ) is to ensure the robust properties of the proposed RRCS, and depicts those properties more clearly. Furthermore, we will show in the proposition below that the bivariate normal copula family also makes another sufficient condition for the following Theorem 1 to hold.
Bivariate normal copula family based marginal condition:
We give another sufficient condition for (X i , Y i ) for the results of Theorem 1 to hold. Consider the bivariate normal copula family which is defined as
where Φ θ is a bivariate standard normal distribution function with mean zero, variance one and correlation θ, Φ is the one-dimensional standard normal distribution function. Let F denote the collection of all distribution ROBUST RANK CORRELATION BASED SCREENING 11 functions on R. We then define the bivariate distribution family P as
Copula now is a popular tool to study the dependence among multivariate random variables. For details, see Nelsen (2006) . The normal copula family is an important copula family in practice. Particularly, the bivariate normal copula family can be used to approximate most of the distributions of bivariate continuous or discrete random vectors, for example, see Cario and Nelson (1997) , Ghosh and Henderson (2003) , Pitt, Chan and Kohn (2006) and Channouf and L'Ecuyer (2009) . Based on the results of Klaassen and Wellner (1997) and the monotonic relationship between the Kendall τ and the Pearson correlation, the multimodality can be replaced by the above copula distribution family. A proposition is stated below.
Proposition 1. Under the marginal symmetric condition (M1) for model (2.2), we have the following:
For model (2.7), replacing condition (M1) with (M1 ′ ), then:
Remark 5. If the joint distribution of (X, Y ) is in P with the formula
, the results of Klaassen and Wellner (1997) suggested that |θ| equals the maximum correlation coefficient between X and Y . As shown in the proof of the proposition, when we replace ρ by θ in the proposition, the results continue to hold. Hence, this proposition provides a bridge between our method and the generalized correlation proposed by Hall and Miller (2009) because, according to their definitions, the generalized correlation coefficient is an approximation of the maximum correlation coefficient.
Sure screening property of RRCS : Based on Theorem 1 or Proposition 1, the sure screening property and model selection consistency of RRCS are stated in the following results.
Theorem 2. Under the conditions (C1)-(C3), and the conditions of Theorem 1 or Proposition 1 corresponding to either model (2.2) or model (2.7)
, for some 0 < κ < 1/2 and c 3 > 0, there exists a positive constant
Furthermore, by taking γ n = c 5 n −κ with c 5 ≤ c 2 /2, if |ρ k | > c 1 n −κ for j ∈ M * , we have
Remark 6. Theorem 2 shows that RRCS can handle the NP-dimensionality problem for linear and semiparametric transformation regression models. It also permits log p = o(n 1−2κ ), which is identical to that in Fan and Lv (2008) for the linear model and is faster than log p = o(n (1−2κ)/A ) with A = max(α + 4, 3α + 2) for some positive α in Fan and Song (2010) when the likelihood ratio screening is used.
Remark 7. It is obvious when the joint distribution of (X T i , Y i ) follows a multivariate normal distribution, conditions (M1) and (M2) are automatically valid. The results of sure screening properties are equivalent to those of Fan and Lv (2008) under weaker conditions. This is because of the definition of the rank correlation Kendall τ and its monotonic relationship with the Pearson correlation as in the discussion in Section 2. The Kendall τ can be regarded as a U-statistic and uses the indicator function as the link function. As the indicator function is a bounded function, the exponential U-statistic inequality can be used to directly control the tail of the rank correlation Kendall τ rather than those of X i and Y i .
Under the conditions of Proposition 1, following similar steps, the same results of Theorem 2 and the following Theorem 3 can be obtained without any difficulties. Thus, we only present the relevant results without the detailed technical proofs.
The following theorem states that the size of M γn can be controlled by the RRCS procedure. 
where Σ = Cov(X i ) and X i = (X i1 , . . . , X ip ). For model (2.7) in addition to conditions (C1)-(C3) and the marginal symmetric conditions (M1 ′ ) and (M2 ′ ), when |ρ * k | > c 1 n −κ for some positive constant c 1 uniformly in k ∈ M * and Var(H(Y )) = O(1), for γ n = c 5 n −κ there exists a constant c 6 > 0 such that the above inequality (3.1) holds.
Remark 8. Compared with Theorem 5 of Fan and Song (2010) , the conditions of Theorem 3 are much weaker and the obtained inequalities are much simpler in form although the rates are similar. The number of selected predictors is of the order Σβ /γ 2 n , which is bounded by O{n 2κ λ max (Σ)} when Var(H(Y )) = O(1). Hence, when λ max (Σ) = O(n τ ), the size of the selected predictors is of the order O(n 2κ+τ ), which can be smaller than n when 2κ + τ < 1.
From Theorems 1-3, the rank correlation has sure screening properties and model selection consistency. However, it is also obvious that it does not sufficiently use all of the information from data, particularly the correlations of predictors. Hence, as most of the other sure screening methods, the rank sure screening can be only regarded as an initial model selection reducing the ultra-high dimension down to a dimension smaller than the sample size n without losing any important significant predictor variables. As the numerical results in Section 5 and the discussion of Fan and Lv (2008) show, the correlation of predictors could seriously affect the sure screening results, and thus more subtle sure screening methods, such as Iterative Sure Independence Screening (ISIS) [Fan and Lv (2008) ], are in need.
IRRCS:
Iterative robust rank correlation screening.
IRRCS.
With RRCS, the dimension can be brought down to a value smaller than the sample size with a probability tending to one. Thus, we can work on a smaller submodel. However, in most situations, RRCS can be only regarded as a crude model selection method, and the resulting model may still contain many superfluous predictors. It is partly because strong correlation always exists between predictors when too many predictors are involved [see Fan and Lv (2008) ], and the basic sure screening methods do not use this correlation information. We also face some other issues. First, in modeling high dimensional data, it is often a challenge to determine outliers. High dimensionality also increases the likelihood of extreme values of predictors. Second, even when the model dimension is smaller than the sample size, the design matrix may still be near singular when strong correlation exists between predictors. Third, the usual normal or sub-Gaussian distributional assumption on predictors/errors is not easy to substantiate. Fourth, it is also an unfortunate fact that the RRCS procedure may break down if a predictor is marginally unrelated but jointly related with the response, or if a predictor is jointly unrelated with the response but has higher marginal correlation with the response than some significant predictors. To deal with these issues, we develop a robust iterative RRCS (IRRCS) that is motivated by the concept of Iterative Sure Independence Screening (ISIS) in Fan and Lv (2008) .
To this end, we first briefly describe a penalized smoothing maximum rank correlation estimator (PSMRC) suggested by Lin and Peng (2013) . This estimation approach is applied to simultaneously further select and estimate a final working submodel through working on β.
For model (2.7), the monotonicity of H and the independence of X and ε ensure that
Hence, β can be estimated by maximizing
It is easy to see that G n (β) is another version of the Kendall τ between Y i and X T i β. The maximum rank correlation [MRC; Han (1987) ] estimatorβ n can be applied to estimate β. When p is fixed, the n 1/2 -consistency and the asymptotic normality ofβ n have been derived. However, because G n (β) is not a smooth function, the Newton-Raphson algorithm cannot be used directly, and the optimization of G n (β) requires an intensive search at heavy computational cost. We then consider PSMRC as follows. Define
where Φ(·) is the standard normal distribution function, a smooth function for the purpose of reducing computational burden, h is a small positive constant, and p λ (| · |) is a penalty function of L 1 type such as that in LASSO, SCAD or MCP. It is easy to see if
is a smoothing function of β, traditional optimal methods, such as the Newton Raphson algorithm or newly developed LARS [Efron et al. (2004) ] and LLA [Zou and Li (2008) ], can be used to obtain the maximizer of L n (β) to simultaneously achieve the selection and estimation of β. For model (2.2), the problem is easier and we do not repeatedly describe the estimation for it.
Next, we introduce our intuitive idea for the proposed IRRCS for the transformation regression model. Such an idea can be also applied to the linear model since it is a special transformation regression model. In fact, given the i.i.d. sequences Y i and X T i β, i = 1, . . . , n, define Y * ij = I(Y i < Y j ) and X * ij (β) = I(X i β < X j β). Then the Pearson correlation between Y * ij and X * ij (β) is the rank correlation Kendall τ between Y i and X i β. According to the idea of the maximum rank correlation [MRC; Han (1987) ] estimator, the estimate of β for the transformation regression model just maximizes the Pearson correlation between Y * ij and X * ij (β) or the rank correlation Kendall τ between Y i and X i β. If we do not care about the norm of β, the least squares estimate of β in the linear model just maximizes the Pearson correlation between Y i and X T i β. If we regard the transformation model as the following special linear model:
where ε ij = I(ε i < ε j ). Then it is easy to see that MRC for the transformation model and the least squares estimate for the linear model are based on a similar principle and, hence, the idea of Iterative Sure Independence Screening (ISIS) for the linear model in Fan and Lv (2008) can be used for the transformation model. Based on this intuitive insight, our proposed IRRCS procedure is as follows:
Step 1. First the RRCS procedure is used to reduce the original dimension to a value [n/ log n] smaller than n. Then, based on the joint information from the [n/ log n] predictors that survive after the RRCS, we select a subset of d 1 predictors M 1 = {X i 1 , . . . , X i d 1 } by a model selection method such as the nonconcave penalized M-estimation proposed by Li, Peng and Zhu (2011) for model (2.2) and the penalized smoothing maximum correlation estimator [Lin and Peng (2013) ] for model (2.7).
Step 2. Let X i,M 1 = (X i 1 , . . . , X i d 1 ) T be the d 1 × 1 vector selected in step 1, and l = 1, . . . , p − d 1 .
• For model (2.2), define 
whereβ M 1 is a vector estimator of the d 1 nonzero coefficients that are estimated by the nonconcave penalized M-estimate method in Li, Peng and Zhu (2011) . Sort the p − d 1 values of the |ω l | again and select another subset of [n/ log n] predictors from M − M 1 .
is an estimator of the d 1 nonzero coefficients, which are estimated with the penalized smoothing maximum correlation estimator of Lin and Peng (2013) . Then, compute the Kendall τ through the remaining p − d 1 predictors as Step 3. Replace Y i by Y * i in (2.2) and I(Y i , Y j ) with I(Y * i , Y * j ) in (4.2), and select a subset of d 2 predictors M 2 = {X i 1 , . . . , X i d 2 } from the joint information of the [n/ log n] predictors that survived in step 2 as in step 1.
Step 4. Iterate steps 2 and 3 until k disjoint subsets M 1 , . . . , M k are obtained whose union M = k i=1 M i has a size d less than sample size n. In the implementation, we can choose, for example, the largest k such that |M| < n.
Discussion on RRCS for generalized linear and single-index models.
Consider the generalized linear model
for known functions b(·) and c(·) and unknown function θ, where the dispersion parameter is not considered as the mean regression modeled. The function θ is usually called canonical or a natural parameter, and the following structure of the generalized linear model is often considered:
where x = (x 0 , . . . , x p ) T is a (p + 1)-dimensional predictor, x 0 = 1 represents the intercept, and θ(x) = p j=0 β j x j . In this case, g(·) should be a strictly increasing function. Thus, we may use ω of (2.8) with function g −1 to rank the importance of the predictors. Although the idea seems straightforward, the technical details are not easily handled, and we leave them to further study. In the simulations, we examine its performance; see the details in Section 5. In addition, after reducing the dimension, we consider estimating the parameters in the working submodel. Again, we can also see that Han's (1987) MRC estimator can be used. Fan and Song (2010) applied the idea of SIS to (4.4) with NP-dimensionality, and used the maximum marginal likelihood estimator (MMLE). They showed that the MMLE β M j = 0 if and only if Cov(b ′ (X T β), X j ) = Cov(Y, X j ) = 0. That is, MMLE is equivalent to the Pearson correlation in a certain sense when SIS is applied.
A further generalization is with unknown canonical link function g(·). In this case, the generalized linear model can be regarded as a special single index model with a strictly increasing restriction as the link function b ′ (·) or g(·). Based on the discussion in Section 2, we can also use the Kendall τ based method to select predictors and PSMRC to estimate the parameters. The selection and estimation could be more robust than with the MMLE based SIS.
Numerical studies and application.
5.1. Simulations. In the first 4 examples, we compare the performance of the five methods: SIS, ISIS, RRCS, IRRCS, and the generalized correlation rank method (gcorr) proposed by Hall and Miller (2009) by computing the frequencies with which the selected models include all of the variables in the true model, that is, their ability to correctly screen unimportant variables. The simulation examples cover the linear models used by Fan and Lv (2008) , the transformation models used by Lin and Peng (2013) , the Box-Cox transformation model used by Hall and Miller (2009) , and the generalized linear models used by Fan and Song (2010) . We also use a "semi-real" example as Example 5, in which a part of the data are from a real data set and the other part of the data are artificial. The difference from the other examples is that this data set contains categorical data.
Example 1. Consider the following linear model:
where β = (5, 5, 5, 0, . . . , 0) T , X i = (X 1i , . . . , X pi ) T is a p-dimensional predictor and the noise ε i is independent of the predictors, and is generated from three different distributions: the standard normal, the standard normal with 10% of the outliers following the Cauchy distribution and the standard t distribution with three degrees of freedom. The first k = 3 predictors are significant, but the others are not. X i are generated from a multivariate normal distribution N (0, Σ) with entries of Σ = (σ ij ) p×p being σ ii = 1, i = 1, . . . , p, and σ ij = ρ, i = j. For some combinations with p = 100, 1000, n = 20, 50, 70 and ρ = 0, 0.1, 0.5, 0.9, the experiment is repeated 200 times.
As different methods may select a working model with different sizes, to ensure a fair comparison, we select the same size of n − 1 predictors using the four methods. Then we check their selection accuracy in including the true model {X 1 , X 2 , X 3 }. The details of ISIS can be found in Section 4 of Fan and Lv (2008) . In Table 1 , we report the proportions of predictors containing the true model selected by RRCS, SIS, IRRCS and ISIS.
From Table 1 , we can draw the following conclusions:
(1) When noise ε is drawn from the standard normal, SIS and ISIS perform better than RRCS and IRRCS according to higher proportions of predictors containing the true model selected. The difference becomes smaller with a larger sample size and smaller ρ. ISIS and IRRCS can greatly improve the performance of SIS and RRCS. IRRCS can outperform ISIS.
(2) When ρ = 0.5 or 0.9, SIS and RRCS perform worse than in the cases with ρ = 0 or 0.1. This coincides with our intuition that high collinearity deteriorates the performance of SIS and RRCS.
(3) It is also worth mentioning that even when there are outliers or the heavy-tailed errors, RRCS is not necessarily better than SIS. This is an in- teresting observation. However, when we note the signal-to-noise ratio, we may have an answer. Regardless of outliers, model (5.1) has a large signalto-noise ratio by taking the nonzero coefficients (β 1 , β 2 , β 3 ) = (5, 5, 5). This means that the impact of the outliers on the results is relatively small and RRCS, a nonparametric method, may not be able to show its advantages. We have also tried other simulations with smaller signal-to-noise ratios or larger percentages of outliers. When data has larger percentages of outliers, the performance of RRCS was better than SIS. Especially when iteration is used, IRRCS can outperform the corresponding ISIS even in the case without outliers. When the data has smaller signal-to-noise ratios, for example, (β 1 , β 2 , β 3 , 0, . . . , 0) = (1, 2/3, 1/3, 0, . . . , 0), though the performance of SIS and RRCS are comparable and encouraging, all of the results are not as good as the results of SIS and RRCS in Table 1 . This is reasonable, as for all variable selection methods, the phenomenon is the same: when the signal-to-noise ratio becomes smaller, selecting significant predictors gets more difficult.
(4) When the data are contaminated with 10% outliers or are generated from the t(3) distribution, the IRRCS performs better than the ISIS procedure because we use the nonconcave penalized M-estimation in the iterative step for IRRCS.
Example 2. Consider Example III in Section 4.2.3 of Fan and Lv (2008) with the underlying model, for X = (X 1 , . . . , X p ) T ,
except that X 1 , X 2 , X 3 and noise ε are distributed identical to those in Example 1 above. For model (5.2), X 4 ∼ N (0, 1) has correlation coefficient √ ρ with all other p − 1 variables, whereas X 5 ∼ N (0, 1) is uncorrelated with all the other p − 1 variables. X 5 has the same proportion of contributions to the response as ε does, and has an even weaker marginal correlation with Y than X 6 , . . . , X p do. We take ρ = 0.5 for simplicity. We generate 200 data sets for this model and report in Table 2 the proportion of RRCS, SIS, IRRCS and ISIS that can include the true model. The results in Table 2 allow us to draw different conclusions than those from Example 1. Even in the case without outliers or the heavy-tailed errors, SIS and ISIS are not definitely better than RRCS and IRRCS, respectively, whereas in the cases with outliers or heavy-tailed errors there is no exception for IRRCS to work well and better than ISIS. However, the small proportions of RRCS and SIS show their bad performance. where the transformation functions are unknown. In the simulations, we consider the following forms:
, where λ = 0.25, 0.5, 0.75;
The linear regression model and the logarithm transformation model are special cases of the generalized Box-Cox transformation model with λ = 1 and λ = 0, respectively. Again, noise ε i follows the distributions as those in the above examples, β = (3, 1.5, 2, 0, . . . , 0) T and β/ β = (0.7682, 0.3841, 0.5121, 0, . . . , 0) T is a p × 1 vector, and a sample of (X 1 , . . . , X p ) T with size n is generated from a multivariate normal distribution N (0, Σ) whose covariance matrix Σ = (σ ij ) p×p has entries σ ii = 1, i = 1, . . . , p, and σ ij = ρ, i = j. The replication time is again 200, and p = 100, 1000, n = 20, 50, 70 and ρ = 0, 0.1, 0.5, 0.9, respectively. We also compare the proposed method with the generalized correlation rank method (gcorr) proposed by Hall and Miller (2009) for the logarithm transformation model (the results for the Box-Cox transformation model are similar).
From Tables 3 and 4 , we can see clearly that without exception RRCS outperforms SIS and gcorr significantly and IRRCS can greatly improve the performance of RRCS.
Example 4 (Logistic regression). In this example, the data (X T 1 , Y 1 ), . . . , (X T n , Y n ) are independent copies of a pair (X T , Y ), where the conditional distribution of the response Y given X is a binomial distribution with The predictors are generated in the same setting as that of Fan and Song (2010) , that is,
where ε and {ε j } are the same and chosen such that the correlation ρ = corr(X i , X j ) = 0, 0.2, 0.4, 0.6 and 0.8, among the first q predictors, and a j = 0 for j > q. Parameter q is also related to the overall correlation in the covariance matrix.
We vary the size of the nonsparse set of coefficients as s = 3, 6, 12, 15 and 24, and present the numerical results with q = 15 and q = 50. Every method is evaluated by summarizing the median minimum model size (MMMS) of the selected model and its associated RSD, which is the as- Tables 5-7 are cited from Fan and Song (2010) .
From Tables 5-7 , we can see that the RRCS procedure does a very reasonable job similar to the SIS proposed by Fan and Song (2010) in screening insignificant predictors, and similarly sometimes outperforms LASSO and SCAD for NP-dimensional generalized linear models.
Example 5 (Logistic regression). This example is based on a real data set from Example 11.3 of Albright, Winston and Zappe (1999) . This data set consists of 208 employees with complete information on 8 recorded variables. These variables include employee's annual salary in thousands of dollars (Salary); educational level (EduLev), a categorical variable with categories 1 (finished school), 2 (finished some college courses), 3 (obtained a bachelor's degree), 4 (took some graduate courses), 5 (obtained a graduate degree); job grade (JobGrade), a categorical variable indicating the current job level, the possible levels being 1-6 (6 the highest); year that an employee was hired (YrHired); year that an employee was born (YrBorn); a categorical variable with values "Female" and "Male" (Gender), 1 for female employee and 0 for male employee; number of years of work experience at another bank prior to working at the Fifth National Bank (YrsPrior); a dummy variable with value 1 if the employee's job is computer related and value 0 otherwise (PCJob). Such a data set had been analyzed by Fan and Peng −18.803, −13.859, −7.770, 0.193, 0) T .
For this data set, we consider a larger artificial model as a full model with additional predictors:
where we set (β 0 , β 1 , . . . , β 13 ) T = β 0 that is identical to that of (5.5) above by Fan and Peng (2004) , and set β i = 0, for i with 13 < i ≤ p. Hence, X 3j , X 6j , X 13j and X ij , 13 < i ≤ p, are insignificant covariates, whose corresponding coefficients are zero. The data are generated as follows. (X 1j , . . . , X 13j , j = 1, . . . , n) are corresponding to the covariates in (5.5) and resampled from those 199 real data without replacement. For each i, X ij , 14 ≤ i ≤ [2p/5], are generated independently from the Bernoulli distribution with success 28 LI, PENG, ZHANG AND ZHU probability p * i where p * i is independently random sampled from the uniform distribution under the interval [0.2, 0.8], and X ij , [2p/5] + 1 ≤ i ≤ p, are generated independently from the standard normal distribution. Further, the noises ε j , 1 ≤ j ≤ n, are, respectively, generated from the normal distribution with zero mean and the standard error σ = 1, 2, 3.
To compare the performance of different methods, we set the sample size n to be 180, and, respectively, consider the different dimensions p = 200, 400, 600 and 1000. Consider the different sizes of d n = 15, 30, 60, 120 and 179 predictors for the sure screening by the three different methods: RRCS, SIS and the generalized correlation rank method (gcorr) proposed by Hall and Miller (2009) . Then we compute the proportion of the models that include the true one, which are selected by RRCS, SIS and gcorr, respectively. The experiment is repeated 200 times and the results are reported in Table 8 for various combinations of p and d n .
From Table 8 , we can see that the RRCS procedure works well in screening out insignificant predictors when there are the categorical covariates. In contrast, the SIS and gcorr methods almost cannot choose the true model. In most of the repeated experiments, we find that there are always one or two significant predictors not being selected by the SIS and gcorr methods even when d n = n − 1 = 179 predictors are selected.
For SIS, such a result is consistent with the numerical study of Example 2 in Fan, Feng and Song (2011) . With complex correlation structure among predictors and the response, SIS cannot work well. As for the generalized correlation screening method, its computation is complicated, especially because it has to use different methods to, respectively, calculate the generalized coefficients between the response and both categorial and continuous predictors. The variation of those coefficient estimations would be different, and make that the final sure screening results are not as stable as RRCS and SIS are.
Application to cardiomyopathy microarray data.
Please see the supplementary material for the paper [Li et al. (2012) ].
6. Concluding remarks. This paper studies the sure screening properties of robust rank correlation screening (RRCS) for ultra-high dimensional linear regression models and transformation regression models. The method is based on the Kendall τ rank correlation, which is a robust correlation measurement between two random variables and is invariant to strictly monotonic transformation. Our results discover the relationship between the Pearson correlation and the Kendall τ rank correlation under certain conditions. It suggests that the Kendall τ rank correlation can be used to replace the Pearson correlation such that the sure screening is applicable not only to linear regression models but also to more general nonlinear regression models.
In both the theoretical analysis and the numerical study, RRCS has been shown to be capable of reducing the exponentially growing dimensionality of the model to a value smaller than the sample size. It is also robust against the error distribution. An iterative RRCS (IRRCS) has been also proposed to enhance the performance of RRCS for more complicated ultra-high dimensional data. Some issues deserve further study. From Fan and Song (2010) , it is easy to know that the sure screening properties of MMLE for generalized linear models really depend on Cov(X k , Y ), i = 1, 2, . . . , n. Hence, it is an interesting problem to determine whether the relationship between the Pearson correlation and the Kendall τ rank correlation can be identified for generalized linear models. If this can be done, the sure screening properties of RRCS for generalized linear models can also be studied theoretically. Note that the conditions required are much weaker than SIS needs. Thus, it would be of interest to determine whether robust LASSO, SCAD or other penalized methods can be defined when the idea described herein is applied.
APPENDIX: PROOFS OF THEOREMS
