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ПОСТРОЕНИЕ РЕШЕНИЯ ЗАДАЧИ УПРАВЛЕНИЯ ПО БЫСТРОДЕЙСТВИЮ ПРИ
НАРУШЕНИИ ГЛАДКОСТИ КРИВИЗНЫ ГРАНИЦЫ ЦЕЛЕВОГО МНОЖЕСТВА
В развитие аналитических и численных алгоритмов построения негладких решений задач оптимального
управления предложены процедуры конструирования рассеивающих кривых для одного класса задач управ-
ления по быстродействию. Рассматриваются задачи о приведении за минимальное время решений динами-
ческой системы с круговой вектограммой скоростей для случая, когда целевое множество, вообще говоря,
невыпуклое, при этом его граница имеет точки, в которых нарушается гладкость кривизны. Указанные точки
относят к псевдовершинам — характеристическим точкам целевого множества, отвечающим за возникновение
сингулярности функции оптимального результата. При формировании надлежащей (в данном случае учитыва-
ющей геометрию вектограммы скоростей управляемой системы) перепараметризации дуги границы целевого
множества, содержащей псевдовершину, рассеивающая кривая конструируется в виде интегральной кривой.
При этом начальные условия соответствующей задачи Коши определяются свойствами псевдовершины. Одна
из числовых характеристик псевдовершины, маркер псевдовершины, определяет начальную скорость мате-
риальной точки, описывающей гладкий участок рассеивающей кривой. Указанный подход к выявлению и
построению (в аналитическом или численном виде) сингулярных кривых ранее обоснован для ряда раз-
личных по порядку гладкости случаев границы цели. Следует подчеркнуть, что рассматриваемый в работе
случай является наиболее специфичным, в частности, из-за выявленной связи динамической задачи с задачей
алгебры многочленов. Доказано, что маркер псевдовершины является неположительным корнем некоторого
многочлена третьего порядка, коэффициенты которого определяются односторонними производными кривиз-
ны в псевдовершине границы целевого множества. Эффективность развиваемых теоретических методов и
численных процедур проиллюстрирована на конкретных примерах.
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Введение
Изучение задачи быстродействия с круговой вектограммой скоростей проводится на основе вы-
деления биссектрисы целевого множества. В плоском случае биссектриса [1, 2] цели совпадает с
объединением рассеивающих кривых. Исследуются свойства псевдовершин — характеристических
точек целевого множества, отвечающих за возникновение сингулярности функции оптимального ре-
зультата. Ранее подробно исследован ряд частных ситуаций. Рассмотрен случай, когда кривизна гра-
ницы цели в псевдовершине является гладкой функцией, а также случай, при котором классическая
кривизна в псевдовершине не определена, но при этом существуют ее односторонние не равные
друг другу предельные значения. Для указанных ситуаций выписаны соотношения, позволяющие
конструировать сингулярные множества и исходящие с него оптимальные траектории. Представляет
естественный интерес выявление структуры сингулярности решения задачи быстродействия в си-
туации, когда кривизна границы целевого множества определена в окрестности псевдовершины, но
при этом не является в этой точке гладкой функцией. В данной работе найдены предельные, диф-
ференциальные и алгебраические соотношения для координат точек, порождающих рассеивающие
кривые в окрестности псевдовершины с указанными свойствами кривизны. Предложены аналити-
ческие и численные процедуры построения сингулярных кривых.
§ 1. Постановка задачи и основные определения
Рассматривается задача управления по быстродействию на евклидовой плоскости R2 с целевым
множеством M ⊂ R2. В ней требуется привести решения системы с текущими координатами x =
(x, y) на M за кратчайшее время. Движение точки
x˙ = v (1.1)
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задается управлением v = (v1, v2), которое берется из круга единичного радиуса с центром в начале
координат, то есть v ∈ O(0, 1), где O(c, r) , {x ∈ R2 : ‖x− c‖ 6 r}, 0 , (0, 0).
Задача управления считается решенной, если удалось построить функцию оптимального резуль-
тата. Для рассматриваемого класса задач эта функция в случае невыпуклого целевого множества
является негладкой, ее линии уровня содержат изломы, поточечное объединение которых образует
совокупность рассеивающих кривых.
Задача быстродействия с динамикой (1.1) представляет самостоятельный интерес. Важно от-
метить, что разработка методов ее решение обогащает новыми подходами процедуры построения




〈Du(x),v〉 + 1 = 0 (1.2)
с краевым условием
u|∂M = 0. (1.3)
Здесь ∂M — граница множества M, Du(x) означает градиент функции u(x) в точке x; 〈·, ·〉 — ска-
лярное произведение векторов. Минимаксное решение задачи Дирихле (1.2), (1.3) (в определении,
введенном А.И. Субботиным [3]) совпадает с функцией оптимального результата u(x, y) задачи
быстродействия на множестве G = R2 \M (см. [1, теорема 1]).
В задаче быстродействия с динамикой (1.1) при x /∈ M оптимальным управлением v является
вектор единичной нормы, сонаправленный с вектором от точки x до ближайшей к ней в евклидовой
метрике точки y границы множества M. Функция оптимального результата u(x) = u(x, y) (равная
минимальному времени, за которое точка, двигаясь с заданным управлением, может достичь M )
совпадет с евклидовым расстоянием ρ(x,M) , min{‖x − y‖ : y ∈ M} от точки x = (x, y) ∈ R2 до
множества M.








которое описывает распространение излучения (в данном случае в изотропной среде). В задаче Ди-
рихле для уравнения (1.4) с краевым условием (1.3) С. Н. Кружков ввел так называемое фунда-




(подробнее см. [4]). Его смысл — это величина оптического пути между точкой x и множеством M.
В данной статье будем рассматривать случай множества M , граница которого Γ есть плоская
кривая, заданная параметрическим уравнением
Γ = {y ∈ R2 : y = y(t), t ∈ Ξ}. (1.5)
Здесь Ξ ⊆ R — замкнутое односвязное множество, а отображение y : Ξ→ R2 является непрерывным
на Ξ, дважды дифференцируемым во всех внутренних точках Ξ и трижды дифференцируемым во
всех внутренних точках Ξ за исключением, может быть, конечного числа точек.
§ 2. Рассеивающие кривые в задаче быстродействия
Если множества M выпукло, то функция u(x) = ρ(x,M) выпукла на всей плоскости R2 и диф-
ференцируема на множествах G и intM, единственной областью негладкости является кривая Γ
(см. [5, гл. II, § 8]). Если же множество M не выпукло, то у u(x) возникают сингулярные множе-
ства, на которых u(x) теряет гладкость на G.
О п р е д е л е н и е 2.1. Множеством ΩM (x) проекций точки x на множество M назовем объ-
единение всех точек y ∈M , ближайших в евклидовой метрике к x.
О п р е д е л е н и е 2.2. Биссектрисой L(M) замкнутого множества M ⊂ R2 назовем множество
всех точек, для которых множество ΩM(x) состоит из двух или более элементов:
L(M) =
{




По классификация Р. Айзекса [6, Пример 6.10.1] биссектриса есть объединение рассеивающих
кривых в задаче быстродействия. Из каждой точки этого множества выходит более одной опти-





таких, что ограничивающие их окружности касаются границы ∂M множе-
ства M в двух и более точках. Биссектриса является частным случаем так называемых множеств
симметрии [7, 8].
Будем далее обозначать t1 и t2 — параметры, задающие проекции одной точки x ∈ L(M) бис-
сектрисы множества M, а x = x(t1, t2) — данную точку. Введем также множество Π(Γ) всех пар
(t1, t2) параметров, которые задают проекции точек биссектрисы. В дальнейшем полагаем, что нам
известна (нами выявлена) связь между параметрами t1 и t2, и эта связь выражается гладким скаляр-
ным отображением t2(t1). Аналитические и вычислительные подходы к построению таких функций
приведены в работах [9, 10].
За зарождение рассеивающих кривых в задаче быстродействия отвечают характеристические
точки целевого — псевдовершины.
О п р е д е л е н и е 2.3. Будем называть точку y0 = y(t0) псевдовершиной множества M,
а x0 — соответствующей ей крайней точкой биссектрисы, если существует последовательность
{(yn, y˜n)}∞n=1 ⊂ M пар точек множества M и последовательность {xn}∞n=1 ⊂ L(M) точек бис-
сектрисы, для которых выполняются условия
lim
n→∞




∀n ∈ N (yn, y˜n) ⊂ ΩM(xn).





где (a1, a2) ∧ (b1, b2) = a1b2 − a2b1 означает псевдоскалярное произведение векторов.
Различные типы псевдовершин ранее классифицированы в работах [2,12]. В случае, если в псев-
довершине y0 определена кривизна k(t0) границы Γ, то соответствующая ей крайняя точка x0
есть центр кривизны [11, гл. III, § 25] кривой Γ в y0. При этом граница ∂O(x0, ‖x0 − y0‖) круга
O(x0, ‖x0 − y0‖) есть соприкасающаяся окружность к Γ в точке y0. В работе [2] показано, что
если кривизна k(t) определена в псевдовершине y0, то модуль |k(t)| достигает при t = t0 локаль-
ного максимума. Возможны принципиально другие случаи, когда в псевдовершине y0 определена
касательная к Γ, но не определена кривизна (см. [10]); или когда в псевдовершине y0 имеет место
нарушение гладкости кривой Γ (см. [12]). Но в рамках данной статьи ограничимся рассмотрением
участков границы целевого множества, которые имеют второй порядок гладкости.
При решении задачи быстродействия необходимо знать характер поведения координат проек-
ций точек биссектрисы в окрестности псевдовершины. Это позволяет конструировать фрагменты
рассеивающих кривых в виде дуг интегральных кривых для дифференциального уравнения
dt2
dt1
= g(t1, t2), (2.2)
связывающего параметры t1 и t2, а по ним строить точки x(t1, t2) ∈ L(M) [9]. Знание координат
псевдовершины дает возможность найти начальные условия для решения этого уравнения. Однако
поскольку сама псевдовершина в общем случае не является проекцией точки из L(M), то нужно
доопределить значение функции g(t2, t1) при t1 = t2 = t0 пределом lim
t1→t0−0
t2(t1)− t0
t1 − t0 . Его знание
позволяет корректно сформулировать задачу Коши для дифференциального уравнения (2.2), реше-
ние которой задает координаты точек гладкого участка рассеивающей кривой. Отдельной задачей
является выявление точек бифуркации, в которых сходятся три и более гладких ветвей множества
L(M). Они находятся как точки x ∈ L(M), имеющие более двух проекций на целевое множествоM.
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§ 3. Структура оптимальных траекторий в окрестности псевдоверши-
ны
В работе [14] показано, что в случае, если кривизна k(t) в псевдовершине y0 = y(t0) определена
и является гладкой функцией, то для параметров t1 < t0 < t2, где t2 = t2(t1), задающих координаты




t1 − t0 = −1. (3.1)
В развиваемой теории такие односторонние пределы дифференциальных отношений, которые бу-
дем называть маркерами соответствующих псевдовершин, играют особую роль. С помощью них, в
частности, корректным образом доопределяются правые части обыкновенных дифференциальных
уравнений, решения которых выделяют гладкие ветви сингулярного множества. Поскольку модуль
кривизны в псевдовершине достигает максимума, а значит k(t) имеет при t = t0 локальный экстре-
мум, то для ее производной справедливо равенство
k′(t0) = 0. (3.2)
Рассмотрим более сложный случай псевдовершины y0 = y(t0), в которой определена кривизна
k(t) кривой Γ, но ее односторонние производные слева и справа не совпадают. Это означает, что в
точке t0 имеет место разрыв производной третьего порядка y
′′′(t) вектор-функции y(t).
Т е о р е м а 3.1. Пусть y0 = y(t0) — псевдовершина множества M. При этом в точке t0 вы-
полняется ‖y′(t0)‖ 6= 0 и определены односторонние пределы k′(t0 − 0) и k′(t0 + 0) производной
кривизны, причем k′(t0 + 0) 6= 0. Тогда если для параметров t1 < t0 < t2, где t2 = t2(t1), задающих




t1 − t0 = c, (3.3)
то значение (3.3) (так называемый маркер псевдовершины c) равно отрицательному или равному
нулю корню уравнения
k′(t0 + 0)c
3 − 3k′(t0 + 0)c2 + 3k′(t0 − 0)c − k′(t0 − 0) = 0. (3.4)
Д о к а з а т е л ь с т в о. Покажем, что в некоторой окрестности псевдовершины параметры t1

















проекциями одной точки биссектриса x, а c — корень уравнения (3.4).
Без ограничения общности полагаем, что система координат выбрана так, чтобы кривая Γ в неко-
торой окрестности псевдовершины y0 совпадала с графиком функции y = y(x). В качестве парамет-





, i = 1, 2. При этом начало координат и направления осей выбраны так, чтобы
псевдовершина имела координаты (0, 0), а для первых и вторых производных выполнялись оценки
y′(0) = 0,
y′′(0) > 0.








где c — отрицательный или равный нулю корень уравнения
y′′′(+0)c3 − 3y′′′(+0)c2 + 3y′′′(−0)c − y′′′(−0) = 0. (3.7)





Значения односторонних производных кривизны
k′(x− 0) = y










Примем обозначения для значений функции y(x) и ее производных:






′′(xi), i = 1, 2.
Как показано в работе [9], в случае, если у точки биссектрисы ровно две проекции, то в их
окрестности для параметров, задающих проекции точки L(M), выполняется дифференциальное
уравнение (2.2), в котором правая часть равна
g(t1, t2) = −k(t1)− r
−1(t1, t2)
k(t2)− r−1(t1, t2) , (3.10)
где










— функция определенная на множестве Π(Γ), равная расстоянию от точки биссектрисы x(t1, t2) до
множества M, ∠(a,b) — угол между векторами a и b.
Рассмотрим в качестве параметра t абсциссу x и выполним линеаризацию функции (3.10) в
окрестности точки (0, 0). Из условий теоремы и формулы (3.8) и принятого допущения о располо-
жении псевдовершины следует
k(x1) = k(0) + k
′(−0)x1 + o(x1) = y′′(0) + y′′′(−0)x1 + o(x1), (3.11)






Из формулы (3.9) аналогично
k(x2) = k(0) + k
′(+0)x2 + o(x2) = y
′′(0) + y′′′(+0)x2 + o(x2).
Рассмотрим теперь функцию r(x1, x2) в окрестности точки (0, 0). Из свойств биссектрисы из-
вестно [13], что в ее точке прекращения x0, соответствующей псевдовершине y0, определена од-
носторонняя касательная γ, которая совпадает с нормалью к кривой Γ. При этом в случае дважды
гладкой кривой Γ точка x0 есть центр кривизны Γ в точке y0. Поскольку точки проекций при стрем-
лении x1 и x2 к 0 движутся по кривой, ортогональной к γ, то приращения первой степени по x1
и x2 будут зависеть только от ординаты y









r(x1, x2)− k−1(0) = y∗ − k−1(0) + o(x1) + o(x2).
Расписав по формуле Тейлора значения функции y(x) и ее производных, имеем
y∗−1 =
y′′(0)x2 + 0.5y
′′′(+0)x22 − y′′(0)x1 + 0.5y′′′(−0)x21(
x2 + (y′′(0)x2 + o(x2))o(x2)
)− (x1 + (y′′(0)x1 + o(x1))o(x1)) =
=
y′′(0)(x2 − x1) + 0.5y′′′(+0)x22 − 0.5y′′′(−0)x21




x2 − x1 + o(x1) + o(x2).
Соответственно, для величины, обратной к r(x1, x2) справедлива линеаризация
r−1(x1, x2) = y
∗−1 + o(x1) + o(x2) = y
′′(0) +
0.5y′′′(+0)x22 − 0.5y′′′(−0)x21
x2 − x1 + o(x1) + o(x2). (3.12)





k(x2)− r−1(x1, x2) =
= −y





















/(x2 − x1)) + o(x1) + o(x2)
. (3.13)














/(−cx1 − x1) + o(x1)
= − y
′′′(−0)− (0.5y′′′(+0)c2 − 0.5y′′′(−0))/(−c− 1) + o(x1)
y′′′(+0)c − (0.5y′′′(+0)c2 − 0.5y′′′(−0))/(−c− 1) + o(x1) =
= − 2y
′′′(−0)(−c − 1)− (y′′′(+0)c2 − y′′′(−0))+ o(x1)
2y′′′(+0)c(−c − 1)− (y′′′(+0)c2 − y′′′(−0)) + o(x1) . (3.14)




















поскольку значение производной в знаменателе правой части тождественно равно 1, а значит отлич-
но от нуля.
По правилу Лопиталя значение выражения (3.14) при x1 → −0 должно совпадать с пределом
(3.3). Получаем уравнение
c = − 2y
′′′(−0)(−c− 1)− (y′′′(+0)c2 − y′′′(−0))
2y′′′(+0)c(−c − 1)− (y′′′(+0)c2 − y′′′(−0)) .
Умножив обе части уравнения на знаменатель дроби в правой части, получим
c
(
2y′′′(+0)c(−c − 1)− (y′′′(+0)c2 − y′′′(−0))) = −2y′′′(−0)(−c− 1) + (y′′′(+0)c2 − y′′′(−0)).
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После приведения подобных членов оно преобразуется к уравнению (3.7).
Покажем, что значения пределов (3.3) и (3.6) совпадают. Если выразить приращения параметров









(t1 − t0)/‖y′(t0)‖ = limt1→t0−0
t2(t1)− t0
t1 − t0 .
Аналогично покажем, что уравнения (3.4) и (3.7) совпадают с точностью до умножения их частей
на ненулевую константу. Из тех же соображений, что и в предыдущем абзаце, имеет место
k′(t− 0) = k′(x− 0)/‖y′(t0)‖ = y′′′(x− 0)/‖y′(t0)‖,
k′(t+ 0) = k′(x+ 0)/‖y′(t0)‖ = y′′′(x+ 0)/‖y′(t0)‖.
Значит уравнение (3.4) получается из (3.7) умножением на ‖y′(t0)‖. 
С л е д с т в и е 3.1. Пусть y0 = y(t0) — псевдовершина множества M. При этом в точке t0
выполняется ‖y′(t0)‖ 6= 0 и определены односторонние пределы производной кривизны k′(t0−0) = 0
и k′(t0 + 0) 6= 0. Тогда для параметров t1 < t0 < t2, задающих координаты проекций точек




t1 − t0 = 0. (3.15)
Д о к а з а т е л ь с т в о. Уравнение (3.4) при данных условиях принимает вид
k′(t0 + 0)c
3 − 3k′(t0 + 0)c2 = 0. (3.16)
У него есть ровно два совпадающих корня c1,2 = 0 и один c3 = 3. Но поскольку t1 < t0 < t2,
значение предела (3.3) не может быть положительным. Значит c = 0, что и означает справедливость
равенства (3.15).
С л е д с т в и е 3.2. Пусть y0 = y(t0) — псевдовершина множества M. При этом в точке t0
выполняется ‖y′(t0)‖ 6= 0 и определены односторонние пределы производной кривизны k′(t0−0) 6= 0
и k′(t0+0) = 0. Тогда для параметров t1 < t0 < t2, где t2 = t2(t1), задающих координаты проекций




t2(t1)− t0 = 0. (3.17)




t2(t1)− t0 = c. (3.18)
По аналогии с результатом теоремы 3.1 можно показать, что значение (3.18) есть один из корней
уравнения
k′(t0 − 0)c3 − k′(t0 − 0)c2 + 3k′(t0 + 0)c − k′(t0 + 0) = 0.
При k′(t0 + 0) = 0 по аналогии с (3.16) оно принимает вид
k′(t0 − 0)c3 − k′(t0 − 0)c2 = 0.
Единственный его неотрицательный корень — это c = 0. Подставив значение c = 0 в (3.18), получаем
(3.17). 
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§ 4. Численные методы построения рассеивающих линий
Для решения задачи быстродействия возможно создание вычислительных алгоритмов построе-
ния рассеивающих кривых и оптимальных траекторий, выходящих из них. Ограничимся в дальней-
шем при численной реализации алгоритмов случаем, когда кривая Γ есть график функции y = y(x).
Можно получить оценку для предельного соотношения координат проекций точек биссектрисы че-
рез производные функции y(x).
У т в е р ж д е н и е 4.1. Пусть множество M — подграфик функции y = y(x) с замкнутой
областью определения X ⊆ R. Пусть функция y = y(x) дважды дифференцируема на своей об-
ласти определения, и трижды дифференцируема на ней, за исключением, может быть, конечного




есть псевдовершина множества M, то для абсцисс












)− 3y′′(x0)2y′(x0) 6= 0, (4.2)




x1 − x0 = c, (4.3)
где c — неположительный корень уравнения







y′′′(x0 + 0) (1 + y′(x0)2)− 3y′′(x0)2y′(x0) ;





)− 3y′′(x0)2y′(x0) = 0,




x2(x1)− x0 = 0; (4.5)





)− 3y′′(x0)2y′(x0) = 0,




x1 − x0 = 0. (4.6)
Д о к а з а т е л ь с т в о. В случае 1) согласно теореме 3.1 значение предела (4.3) равно неположи-
тельному корню уравнения (3.4). Покажем, что уравнения (3.4) и (4.4) эквивалентны. Если считать
параметром t абсциссу x точек, являющихся проекциями точек биссектрисы, то разделив обе части
уравнения (3.4) на k′(x0 + 0), получим







Для односторонних производных кривизны справедливы справедливы формулы (3.8) и (3.9). По













Оно означает, что правая часть уравнения (4.7) определена и совпадает с правой частью (4.4). Сле-
довательно, множества корней уравнения (3.4) и (4.4) совпадают.
Случай 2) означает ситуацию, при которой согласно формулам (3.8) и (3.9) имеет место, исходя
из (4.1), неравенство k′(x0 + 0) 6= 0 и (поскольку (4.2) не выполняется) равенство k′(x0 + 0) = 0.
Данный случай описан в следствии 3.1 из теоремы 3.1. Если в предельном соотношении (3.15) в
качестве параметра t взять абсциссу x точки кривой Γ, то оно принимает вид (4.5). Аналогично в
случае 3) можно показать, что равенство (4.6) следует из (3.15), поскольку в этом случае может быть
применено следствие 3.2 из теоремы 3.1. 
З а м е ч а н и е. В утверждении не рассматривается случай, при котором в псевдовершине
не выполняются ни неравенство (4.1), ни (4.2). Он был рассмотрен ранее в работе [14], и означает
что кривизна k(x) является дифференцируемой и для ее производной справедливо равенство (3.2).




x2(x1)− x0 = −1.
Ранее авторы разрабатывали алгоритмы построения рассеивающей кривой с помощью решения
дифференциального уравнения, связывающего координаты проекций ее точек. Для его реализации
необходимо найти координаты псевдовершины и соответствующей ей крайней точки биссектрисы.
При этом знание маркера дает возможность доопределить значение производных функции x2 =
x2(x1) (или x1 = x1(x2)) при x1 = x2 = x0.
Если в псевдовершине (x0, y(x0)) выполняются условия утверждения 4.1, то в некоторой ее
окрестности можно находить абсциссы точек, в которые приходят оптимальные траектории от рас-

























(x2 − x1)2 +
(
y(x2)− y(x1)
)2 − y′′(x2)1 + y′(x2)2
, x1 < x0 < x2;
c, x1 = x2 = x0;
(4.9)
c — неположительный корень уравнения (4.4), см. [2, 9].




— псевдовершина множества M, в которой выполняются
условия утверждения 4.1. Тогда среди решений уравнения (4.4) есть ровно один действительный
отрицательный корень.
Д о к а з а т е л ь с т в о. Обозначим P (c) правую часть уравнения (4.4). Заметим, что P (c) —
это полином степени 3 с действительными коэффициентами, значит у него может быть один или
три действительных корня. Обозначим C множество корней (4.4). Поскольку в псевдовершине мо-
дуль кривизны достигает локального максимума, то значения односторонних производных кривизны
k′(x0+0) и k
′(x0−0) должны иметь разный знак (иначе k(x) была бы в точке x0 монотонно возрас-
тающей или убывающей функцией). Значит, для их отношения выполняется оценка β < 0. Поэтому
для значения полинома P (c) справедлива оценка
P (0) = β > 0. (4.10)
При этом, поскольку коэффициент при старшем члене положительный,
lim
c→−∞
P (c) = −∞. (4.11)
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Поскольку полином P (c) — непрерывная функция, то из (4.10) и (4.11) вытекает, что у него есть как
минимум один корень на интервале (−∞, 0).
Обозначим элементы множества корней C как c1, c2, c3. Для их суммы справедливо по формуле
Виета (см. [15]) равенство
c1 + c2 + c3 = 3, (4.12)
значит все три они не могут быть отрицательными действительными. Для произведения элементов
C справедливо
c1c2c3 = β < 0.
Если все корни действительные, то отрицательных среди них может быть только нечетное число.
Либо три (что противоречит (4.12)), либо один. Поэтому уравнение (4.4) имеет ровно один действи-
тельный отрицательный корень, а остальные два либо положительные, либо комплексно сопряжен-
ные. 
Теорема 4.1 позволяет гарантировать, что значение функции (4.9) определяется единственным
образом при x1 = x2 = x0. Поэтому и решение задачи Коши (4.8), в которой начальное условие
имеет вид x2(x0) = x0, тоже является единственным (в некоторой окрестности точки x0).
§ 5. Примеры решения задач быстродействия
Разработанный авторами программный комплекс [16] модернизирован для решения задач быст-
родействия с границей целевого множества, имеющей псевдовершины, в которых кривизна опреде-
лена, но ее производная имеет разрыв. Разработаны процедуры вычисления предельного значения
отношения (3.5) для параметров, задающих координаты проекций точек биссектрисы в окрестности
псевдовершины. Рассеивающая кривая строится путем решения задачи Коши (4.8), а на ее основе
производится конструирование волновых фронтов — линий уровня функции оптимального результа-
та u(x, y). В свою очередь по ним конструируется график функции u(x, y) на заданной прямоуголь-
ной сетке.
П р и м е р 5.1. Рассматривается задача быстродействия с динамикой (1.1), в которой целевое
множество M есть подграфик функции
y(x) =
{
x2 + 0.5x3, x 6 0
x2 − x3, x > 0. (5.1)
Требуется построить функцию оптимального результата в виде линий уровня и графика в трехмер-
ном пространстве и выделить рассеивающую кривую.
Анализ границы Γ целевого множества показывает, что на ней содержится одна псевдовершина
(0, 0) — точка локального максимума кривизны. Соответствующая ей крайняя точка биссектрисы
имеет координаты (0, 0.5). При этом для производных функции (5.1) выполняются равенства при




)− 3y′′(0)2y′(0) = −6,
y′′′(−0)(1 + y′(0)2)− 3y′′(0)2y′(0) = 3.
Значит, имеют место условия (4.1) и (4.2) предложения 4.1. Поэтому предельное отношение для ко-
ординат проекций в точке x = 0 равно неположительному корню уравнения (4.4) при β = 3/(−6) =
−0.5:
c3 − 3c2 − 4.5c + 1.5 = 0. (5.2)
Массив приближенных корней уравнения (5.2) C = {3.3981,−0.6312, 0.2331}. В соответствии с ре-
зультатом теоремы 4.1 в C содержится ровно одно вещественное отрицательное число. Значение
маркера (4.3) c ≈ −0.6312. График зависимостей между абсциссами x1 и x2 в окрестности псев-
довершины представлен на рис. 1. В псевдовершине имеет место излом, обусловленный тем, что
c 6= −1. Предельное значение тангенса угла касательной к графику функции x2 = x2(x1), вычислен-
ное программным комплексом, равно c∗ ≈ −0.64, c∗ ≈ c. Граница Γ целевого множества, заданная
уравнением (5.1), рассеивающая кривая L(M) и линии уровня Φ функции оптимального результата
(с шагом hρ = 0.2) представлены на рис. 2. График функции u(x, y) оптимального результата на










Рис. 1. Непрерывная склейка графиков абсцисс x1 = x1(x2) и x2 = x2(x1) проекций точек




= (0, 0) в примере 5.1
П р и м е р 5.2. Рассматривается задача быстродействия с динамикой (1.1), в которой целевое
множество M есть подграфик функции
y(x) =
{
0.5(x − 2)2 + 0.5, x 6 1,
1− lnx, x > 1. (5.3)
Как и в предыдущем примере, на границе Γ целевого множества содержится одна псевдовершина
(1, 1). Соответствующая ей крайняя точка биссектрисы имеет координаты (1 + 2
√
2, 1 + 2
√
2). Для




)− 3y′′(0)2y′(0) = −2(1 + (−1)2)− 3 · 12 · (−1) = −1,
y′′′(−0)(1 + y′(0)2)− 3y′′(0)2y′(0) = 0− 3 · 12 · (−1) = 3.
Они означают выполнение условий утверждения 4.1, как и в предыдущем примере. Поэтому пре-
дельное отношение в точке x0 = 1 равно неположительному корню уравнения (4.4) при β = −3/1 =
−3:
c3 − 3c2 − 9c+ 3 = 0. (5.4)
Массив приближенных значений корней уравнения (5.4) C = {4.5446,−2.3776, 0.8329}. Мар-
кер (4.3) равен единственному отрицательному элементу C, c ≈ −2.3776. График зависимостей
между абсциссами x1 и x2 в окрестности псевдовершины представлен на рис. 4. В псевдовершине
имеет место излом, обусловленный тем, что c 6= −1. Предельное значение тангенса угла касательной
к графику функции x2 = x2(x1), вычисленное программным комплексом равно c
∗ ≈ −2.4, c∗ ≈ c.
Граница Γ целевого множества, заданная уравнением (5.3), рассеивающая кривая L(M) и линии
уровня Φ функции оптимального результата (с шагом hρ = 0.15) представлены на рис. 5. График
функции u(x, y) оптимального результата на сетке с ячейками 0.05× 0.05 представлен на рис. 6.
Примеры иллюстрируют справедливость доказанных теорем и утверждения и демонстрируют
возможности программного комплекса. Пример 5.1 является в большей степени иллюстративным,
в нем нарушение гладкости кривизны границы целевого множества обусловлено подбором склей-
ки графиков полиномов, коэффициенты которых выбраны так, чтобы в точке x0 была определена
производная y′′(x0), но предельные значения производной третьего порядка различались. Пример
5.2 показывает более общий случай, когда в псевдовершине склеиваются графики функций разной
















Рис. 2. Кривая Γ, сечения Φ множества управляемости и сингулярное множество L в при-
мере 5.1
§ 6. Заключение
В работе исследована задача быстродействия с круговой вектограммой скоростей и особенно-
стями кривизны границы Γ целевого множества. Они заключаются в том, что в характеристических
точках Γ, псевдовершинах y0 = y(t0), кривизна k(t) определена, но ее односторонние производные
слева k′(t0 − 0) и справа k′(t0 + 0) не совпадают. Данная ситуация является в некотором смысле
промежуточной между случаем псевдовершины, в которой кривизна определена и является диф-
ференцируемой, и случаем, когда определены односторонние пределы кривизны слева k(t0 − 0)
и справа k(t0 + 0) и они различаются (подробнее о последнем случае см. [17, теорема 3]). Уста-
новлена связь предельного соотношения (маркера) c для координат проекций точек биссектрисы
L(M) в окрестности y0 с решением кубического уравнения, коэффициенты которого зависят от од-
носторонних производных. Для случая, когда Γ есть график функции y = y(x) найдено значение
предельного соотношения абсцисс x1 и x2 точек, в которые приходят оптимальные траектории от
рассеивающей кривой, как решение кубического уравнения, коэффициенты которого зависят от про-
изводных функции y = y(x) первого и второго порядка, и от односторонних производных третьего





среди корней уравнения ровно один является отрицательным действительным числом. Предложен
алгоритм построения биссектрисы на базе решения задачи Коши для уравнения, связывающего абс-
циссы проекций точек биссектрисы. Проведено моделирование решения двух задач быстродействия
на базе отыскания псевдовершины и построения рассеивающей кривой. Выполнена визуализация
результатов в виде карт линий уровня функции оптимального результата с заданным шагом на плос-
кости и ее графика в трехмерном пространстве.
Финансирование. Исследование Лебедева П.Д. поддержано грантом Российского Научного Фонда,
проект №19–11–00105.
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Рис. 5. Кривая Γ, сечения Φ множества управляемости и сингулярное множество L в при-
мере 5.2
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For the development of analytical and numerical algorithms for constructing nonsmooth solutions of optimal control
problems, procedures are proposed for constructing scattering curves for a single class of control velocity problems.
We consider the reduction problems for a minimal time of solutions of a dynamical system with a circular velocity
vectogram for the case where the target set is generally nonconvex, and its boundary has points at which the
curvature smoothness is violated. These points are referred to as pseudovertices, the characteristic points of the
target set, which are responsible for the occurrence of the singularity of the optimal result function. When forming
a proper reparameterization (in this case, taking into account the geometry of the velocity vector diagram) of the
arc of the boundary of the target set containing a pseudovertex, the scattering curve is constructed as an integral
curve. Moreover, the initial conditions of the corresponding Cauchy problem are determined by the properties of
the pseudovertex. One of the numerical characteristics of the pseudovertex, the pseudovertex marker, determines
the initial velocity of the material point describing a smooth portion of the scattering curve. This approach to the
identification and construction (in analytical or numerical form) of singular curves was previously substantiated for
a number of cases of a target boundary that are different in the order of smoothness. It should be emphasized that
the case considered in this paper is the most specific, in particular, because of the revealed connection between the
dynamic problem and the problem of polynomial algebra. It is proved that the pseudovertex marker is the nonpositive
root of some third-order polynomial whose coefficients are determined by the one-sided derivatives of curvatures of
the pseudovertex of the target set. The effectiveness of the developed theoretical methods and numerical procedures
is illustrated by specific examples.
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