ABSTRACT
INTRODUCTION
Depending on the classification of functions into polynomial and exponential, we can divide computational problems into two types-tractable and intractable. So, the tractability of a problem depends on how difficult the problem is w.r.t. the amount of time it takes to successfully solve the problem. It has very close link with the time complexity of a problem. If a problem has given solution in a small amount of time, then it can be easily solved in polynomial time and named as tractable problem. But, there are some problems, which can only be solved by some algorithms, whose execution time grows very quickly in case of larger input size and these problems cannot be solved in polynomial time by a conventional algorithm. These problems are named as intractable [24, 29, 23] . The N Queens Problem is a classical intractable problem, which is often used in case of discussing about various types of searching problems. In general, the goal is to place N number of queens on the (N*N) matrix, so that no two queens can threaten one another. According to the rule of this problem, a queen can move in either along a row, or along a column, or along a diagonal. In an (N*N) matrix, each of the N queens will be located on exactly one row, one column, and two diagonals [4, 25] . The rest of the paper is organized as follows. The Overview of Genetic Algorithm is discussed in Section 2. The Overview of SA Algorithm is narrated in Section 3. The Overviews of Backtracking and Brute Force Search Algorithms are given in Section 4 and 5 respectively. A Theoretical Comparison among the Used Algorithms is made in Section 6. The Proposed Work and Algorithms are explained in Section 7. The Results are shown in Section 8 with Analysis and Discussion in Section 9 and ultimate Conclusion is made in Section 10, followed by Future Works in Section 11, Acknowledgement and finally, References. 
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OVERVIEW OF GENETIC ALGORITHM
Genetic Algorithm is an optimization algorithm, which follows the concept of natural selection. It is a probabilistic search method, based on the ideas of evolution. It follows the Darwinian's Survival of the Fittest Principle. Unlike the traditional techniques, it is suitable for many real world problems, in which the goal is to find optimal solution. It is a method, which completely works on chromosomes. It differs from classical search algorithms. It searches among a group of points, rather than a single point; and operates with a coding of parameter set, not the parameters themselves. The method of genetic algorithm is probabilistic; whereas, traditional algorithms use deterministic methods. Because of these characteristics of genetic algorithm, it is widely used as a very much general optimization algorithm. It also searches in irregular search areas and hence, it is applied to various function optimizations. In case of GA, a population of strings is used, and these strings are named as chromosomes. Genetic Algorithm can reach to a solution, close to the global optima. It has advantages over traditional algorithms, which cannot always achieve a global or close to global optima. But, it does not always guarantee optimal solution, because of its randomness [5, 19] . The steps of Genetic Algorithm are given in Fig. 2 . Step 1: Randomly generate an initial population of solutions having a pool size (Parent Pool).
Step 2: Evaluate each solution in the population and calculate its fitness value.
Step 3: Select better solutions (chromosomes) based on fitness values and reject the rest of the solutions (chromosomes).
Step 4: If suitable solution(s) is/are found in the current generation or maximum number of generations has been completed, then stop.
Step 5: Otherwise, Change the population using crossover and mutation to generate a new population of solutions, having a pool size (Child Pool).
Step 6: Copy the Child Pool to the Parent Pool.
Step 7: Go to step 2 and continue in this way, until reach the desired solution [27] . 
OVERVIEW OF SIMULATED ANNEALING ALGORITHM
Simulated Annealing (SA) is a probabilistic search and optimization method. It is very much used, when the search space is discrete. It follows "Annealing", which is a process, in which metals are cooled gradually to make them reach a state of less energy, where they are very much strong. Simulated Annealing technique is a meta-heuristic optimization algorithm. The random movement occurs at high temperature and at low temperature, there is very less randomness. Simulated Annealing, at each step, chooses a variable randomly; and then, it also chooses a value randomly. If giving that value to the variable does an improvement or keeps the conflicts in same number as earlier, then this algorithm accepts the allotment and there comes a new current allotment. Otherwise, it allows the allotment with some probability, depending on temperature and how much bad the allotment is than the current allotment. If the change to the system is unaccepted, then the current allotment is totally unaltered [3, 15] . It is better than Hill Climbing Algorithm, where bad states are not accepted at any cost and global optima may not be reached in case of most of the problems. The steps of SA Algorithm are given in Fig. 3 . 
OVERVIEW OF BACKTRACKING
It is a very general algorithm for searching and finding the solutions of some problem, which use the concept of partial candidate solution and does a quick test to check, if it can be ended to a proper solution or not. When it is applicable, backtracking is very much quicker than brute force search, as it can eliminate large number of candidates with just a single test. It is a very much important tool for solving problems like Crosswords, Sudoku and many kinds of puzzles etc. It is often a very much effective process for solving the knapsack problem and some other optimization problems. It depends on the user-defined procedures, those defining the problem; the partial candidates' nature and how they are ended into complete solution. It is, therefore, not a specific algorithm -although, unlike many other non-specific algorithms, it is guaranteed to find all possible solutions of a problem in a comparatively less amount of time [20] .
OVERVIEW OF BRUTE FORCE SEARCH
Brute Force Search, which is also known as Generate and Test, is a very well known algorithm, which examines all possible candidates for the solution and checks, whether each candidate fulfils the problem's criteria or not. A brute force search algorithm for the n queen's problem will examine all the possible placements of n number of queens on the (n*n) matrix, and, for each placement, check, whether each queen can threaten another queen or not. The basic idea of the
Step 1: Start with a random initial placement. Initialize a high temperature.
Step 2: Modify the placement through a defined change.
Step 3: Calculate the difference in the energy due to the change made.
Step 4: Depending on the difference in energy, accept or reject the change.
Step 5: Update the temperature value by reducing the temperature very slowly.
Step 6: Go back to Step 2 [16, 18] . brute force search algorithm for n queen's problem is to place each of the n queens on all possible positions and check regularly, whether the queens threaten each other or not. If this does not occur, then it has reached a proper solution. It is very much simple to implement, and it always finds a solution, if the solution has proper existence. Its complexity grows very quickly, as increment occurs in the problem size. So, it is mostly used, when the problem size is relatively small. It can also be used, when simplicity is more crucial than speed [21, 30].
THEORITICAL COMPARISON AMONG THE USED ALGORITHMS
Genetic Algorithm (GA) and Simulated Annealing (SA) Algorithm are both Optimization Algorithms, while Backtracking (BT) and Brute Force (BF) Search Algorithms are both not at all Optimization Algorithms. Their methodology is quite different. Let us make a brief comparison among GA, SA, BT and BF Algorithms. In SA, we discuss about solutions, temperature, neighbours, moves etc. But with GA, we discuss about chromosomes, fitness, selection, crossover, mutation, elitism etc. SA makes a new solution by modifying a solution by making a move. But, GA makes solutions using the combination of two or three different solutions [22] . GA is a heuristic Algorithm, while SA is a meta-heuristic Algorithm. In GA, a few probabilities like crossover probability, mutation probability are there; while in SA, there is only one probability used; i.e., probability to accept a bad state. Unlike GA, a term Entropy is used in SA. It is an extremely important term in SA. Both GA and SA have some randomness. In case of BT and BF Algorithms, there is no randomness. They are very much similar, but little bit different in their methodologies. BF Algorithm uses the concept Generate and Test. It generates a solution and then tests that solution to check, whether it is correct or not. But, BT Algorithm builds and checks each and every partial solution and discards wrong partial solutions. BT Algorithm takes less time to solve problems than BF Algorithm. But, both these two algorithms are not at all efficient and effective to solve problems, when the input size becomes large. These algorithms are good for solving problems, when the input size is relatively small [20, 21] .
PROPOSED WORK AND ALGORITHMS
In both of the Proposed Genetic Algorithm (GA) and Proposed Simulated Annealing (SA) Algorithm using GA, our entire concentration was focused on the fitness of the solutions; as in case of Genetic Algorithm, fitness is the most important factor, which signifies the goodness and optimality of the solution. We also had a good and conscious look on the execution time. Here, some modified approaches were applied in the conventional algorithms, to make both of the proposed algorithms. The proposed algorithms have both-some conventional steps and some modified approaches. The brief descriptions of the two algorithms are as follows. Firstly, in both algorithms, the initial population (Parent Pool) of chromosomes was randomly generated and therefore, some duplicate valued chromosomes may be present in that population. So, initially, there may be column conflicts in that population, which are completely eliminated, when mutation was done on the child population (Child Pool), which was generated after the two point crossover operation in the Proposed GA, which was performed after the tournament selection operation and this crossover may also increase the column conflicts in the population of chromosomes. Also, the same mutation operation was done on the parent population (Parent Pool), after the evaluation operation in the Proposed SA using GA. The temperature loop operation was also used as the generation loop operation; in the Proposed SA Algorithm using GA. Most important of all; as mentioned earlier, our concentration was always hard on the fitness of the solutions. Hence, in the Proposed GA, just copying the Child Pool to the Parent Pool was not only done, but also; the best fitness of the Parent Pool and the Child Pool was taken and comparison was made between them. Then, copying the corresponding best fitness' chromosome (between the two best fitness' chromosomes) to the 0 th location of the New Parent Pool and showing the corresponding fitness as the "GA Fitness" in the Result (8) Section was performed. In both the proposed algorithms, the solutions were evaluated by using the formula ( n c 2 -the no. of diagonal conflicts), where n c 2 is the maximum number of non-attacking queen pairs. The Proposed Genetic Algorithm (GA) and the Proposed Simulated Annealing (SA) Algorithm using GA are given in Fig. 4 and Fig. 5 respectively. Step 1: Randomly generate the Initial Population of Queens (Parent Pool).
ALGORITHM N_QUEEN_SOLUTION BY PROPOSED GA
Step 2 Step 3: Find the best fitness' chromosome of the Parent Pool.
Loop (generation) Step 4: Perform Tournament Selection as the selection procedure.
Step 5: Now, generate offsprings (Child Pool) by performing Two Point Crossover Operation.
Step 6: Mutate the offsprings by replacing the duplicate bits of the Child Pool chromosomes by the unused ones. Output: The Number of Solutions (Placements) of that very number of Queens' Problem, according to the rule of the problem. Step 4: Mutate the Parent Chromosome by replacing the duplicate bit(s) of it by the unused one(s), to generate the Child Chromosome.
Step 5: Compute the fitness of the Child Chromosome.
Step 6: Perform Elitism operation as: 6.1: If fitness of the Child is better than or equal to that of the Parent, make it Parent for the next generation.
6.2: If Child fitness is not better than Parent fitness, calculate the probability of accepting the Child as-p=e^ ((-delta E)/T) -where-delta E is the change of energy (Parent fitness-Child fitness)
. Then, make the Child as the Parent for the next generation, depending upon this probability p. End Loop (temperature T)
Step 1: Firstly, place a queen in the top row and take a note of the column and diagonals it occupies.
Step 2: Now, place another queen in the next row, such that, it is not in the same column or diagonal with the first one. Keep note of the occupied columns and diagonals and proceed to the next row to place the next queen.
Step 3: If no position is available open in the next row, get back to the previous row and place that queen to the next available position in its row and the process starts over again, until finding the correct arrangements for all the queens [28].
ALGORITHM N_QUEEN_SOLUTION BY BRUTE FORCE SEARCH
Input: The number of Queens (N).
Output:
The Number of Solutions (Placements) of that very number of Queens' Problem, according to the rule of the problem. 
RESULTS
For experiment, some different numbers of queens have been taken as input in the implementations of the four algorithms. The Fitness and Execution Time obtained by implementing the Proposed GA and the Proposed SA using GA techniques are given in Table II Fig. 6, Fig. 7 , Fig. 8 and Fig. 9 respectively. And, the System Specification is given in Table I . Step 1: At first, place a queen in the top row.
Step 2: Then, place a queen in the next row down
Step 3: Check, if it is sharing the same column or same diagonal with the first one. If yes, then place the queen in the next available position in that row. Otherwise, move on to the next row to place the next one.
Step 4: If no position is open in the next row, move back to the previous row and move the queen over to the next available place in its row and the process starts over again and it will continue, until having the proper solution [28] . 
ANALYSIS AND DISCUSSION
The Proposed Simulated Annealing Algorithm using GA takes less time than the Proposed Genetic Algorithm, as it works on only one chromosome (solution) at a time and processes it to get the result. The Proposed Genetic Algorithm (GA) gives better solution than the Proposed Simulated Annealing (SA) Algorithm by GA, as it works on a population of chromosomes (solutions) and processes them to get the result. Thus, it explores the search space, which helps to get the solution close to the global optima. But, it is a very important and noticeable fact that, Genetic and SA using GA Algorithms do not guarantee global optima, as these are random search and optimization algorithms. Brute Force Search algorithm for N Queens Problem will examine all possible placements of N number of Queens on the (N*N) matrix, and, for each placement, check, whether each Queen can attack another Queen or not. It is very much simple to implement. It is mostly used, when the problem size is comparatively less. This algorithm can also be used, when the simplicity is more crucial than speed. It should not be confused with Backtracking Algorithm, where large sets of solutions can be eradicated without enumeration. Backtracking Algorithm will take less time than Brute Force Search Algorithm to solve N Queens Problem. Also, Brute Force (BF) Search and Backtracking (BT) Algorithms can provide exact result for N Queens Problem [20, 21] . But, these two algorithms cannot provide solutions in ample time, when N values are high. Therefore, these two algorithms are not at all efficient and effective to solve N Queens Problem; whereas, Genetic Algorithm (GA) and Simulated Annealing (SA) Algorithm by GA can provide good solutions to higher valued Queens.
CONCLUSION
In this paper, the performance of the Proposed Genetic Algorithm in terms of Fitness is enhanced, except for some larger values of queens. The Proposed Genetic Algorithm has of score of improvements over the Proposed Simulated Annealing Algorithm using GA and the other two algorithms; i.e., Backtracking and Brute Force Search. Therefore, it can undoubtedly be concluded that, the Proposed Genetic Algorithm is very much better than the Proposed Simulated Annealing Algorithm by GA, w.r.t. Fitness of the Solutions obtained in the Result (8) Section, in which our entire concentration was focused upon. But, as per Execution Time is concerned, the Proposed Simulated Annealing by GA performed better than the Proposed Genetic Algorithm. Also, there is no confusion to conclude that, the Proposed Genetic Algorithm (GA) and the Proposed Simulated Annealing (SA) Algorithm using GA are very much better than the Brute Force Search (BF) and Backtracking (BT) Algorithms. Finally, one thing we must say that, this paper is entirely nothing but a review based work.
FUTURE WORKS
This paper work can be extended by adding a few algorithms like Dynamic Programming, Greedy, Hill Climbing, Tabu Search, Ant Colony Optimization, Swarm Optimization etc. to solve N Queens Problem and make a comparative study of these algorithms and thus, making the whole task more efficient and effective. Also, the Proposed Genetic Algorithm can be well modified, so that, it can provide solution to higher values of N. Besides these, in the Proposed Genetic Algorithm, some other selection/crossover/mutation methods can also be applied and comparative analysis can be made among those methods to check, which method is better and this also will be an efficient and effective work. Finally, although several modifications will have to be made, yet this approach can be tried to be applied to solve 3D Queens Problem also.
