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Resumo
A partir de alguns aspectos dos fundamentos da identificação no espaço de estado apre-
sentamos a teoria de realização estocástica de Akaike baseada na análise de correlação
canônica e a aplicamos na modelagem computacional de dados de series temporais estocás-
ticas multivariáveis. Então tratamos do método CCA (Canonical Correlation Analysis)
para sistemas estocásticos multivariáveis com entradas exógenas em malha aberta que
aplicamos na identificação de uma bancada de vibração torcional. Para a validação dos
métodos de Akaike e CCA utilizamos o Filtro de Kalman, bem como os parâmetros de
Markov. Finalmente apresentamos o problema de identificação de sistemas de malha fe-
chada no espaço de estado para sistemas estocásticos multivariáveis pelo método CCA e
o aplicamos a “Benchmarks”.
Palavras-chaves: CCA (Canonical Correlation Analysis); MIMO(Multi-Input, Multi-
Output); Sistemas Estocásticos; Espaço de Estados; Identificação de Sistemas; Serie Tem-
poral; Sistemas em Malha Fechada; Sistemas Multivariáveis; Teoria de Realização.
Abstract
From some fundamentals of state space identification we present the Akaike’s stochastic
realization theory based in canonical correlation analysis that we apply to the computa-
tional modeling of multivariate stochastic time series data. Then we deal with the CCA
(Canonical Correlation Analysis) method for multivariate stochastic systems with exoge-
nous inputs that we apply to the identification of a torsional vibration system. For the
Akaike’s and CCA method validation, we use the Kalman Filter as well as the Markov Pa-
rameters. Finally the closed-loop identification problem in the state space for multivariate
stochastic systems by the CCA method is presented and applied to benchmarks.
Keywords: CCA (Canonical Correlation Analysis); MIMO(Multi-Input, Multi-Output);
Stochastic Systems; State Space; Systems Identification; Time Series; Closed-loop Sys-
tems; Multivariate Systems; Realization Theory.
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Diversos sistemas de controle de processos incluem múltiplos conjuntos de entradas
e saídas, assim como diferentes tipos de perturbações agindo sobre o mesmo: sistemas de
controle multivariável. Para tal controle a obtenção do modelo matemático que descreve
a dinâmica do processo é essencial. Na obtenção do modelo matemático existem múlti-
plos métodos os quais são chamados de métodos de identificação. Dentre estes métodos
podem-se salientar os clássicos como o método de predição do erro (PEM) amplamente
desenvolvido por (LJUNG, 1987), e visões mas modernas que incluem os métodos de iden-
tificação no espaço de estado como o N4SID (Numerical algorithms for Subspace State
Space System Identification) (VAN OVERSCHEE; DE MOOR, 1994), MOESP (Multiva-
riable Output Error State Space) (VERHAEGEN; DEWILDE, 1992a), (VERHAEGEN;
DEWILDE, 1992b), (VERHAEGEN, 1993b), (VERHAEGEN, 1994), CVA (Canonical
Variate Analysis) (LARIMORE, 1990), entre outros.
Os processos que estão sujeitos a perturbações, são modelados, usando métodos
de identificação estocástica, que apresentam maior complexidade de modelagem e de aná-
lise. Se os métodos clássicos de identificação, fazem ainda mais complexo o processo de
identificação multivariável, os métodos de espaço de estado simplificam a manipulação de
múltiplas variáveis de forma simultânea, (HO; KALMAN, 1966), (FAURRE, 1976)
No Laboratório de Controle e Sistemas Inteligentes -LCSI- UNICAMP tem sido
desenvolvidos muitos trabalhos relacionados com a modelagem de séries temporais e a
identificação de sistemas no espaço de estado; alguns desses trabalhos podem ser vis-
tos em (TORRICO, 2005), (TAMARIZ, 2005), (BARRETO, 2002), (GIESBRECHT,
2013), (GIESBRECHT, 2007), (ALEGRIA, 2015),(LOPEZ, 2016),(CHARAGUA, 2015), (AL-
MEIDA, 2005), (GODOY, 2005), (TRESPALACIOS, 2012).
Neste trabalho primeiramente são discutidos os fundamentos aportados por Kal-
man e Faurre. Kalman foi um contribuinte fundamental na area de modelagem e iden-
tificação no espaço de estado. Ho e Kalman, desenvolveram uma solução ao problema
de realização determinística, na qual a partir dos dados de entrada-saída é construída a
matriz bloco de Hankel da resposta ao impulso do sistema, que contem os parâmetros
de Markov determinísticos dos quais se derivam as matrizes (𝐴,𝐵,𝐶,𝐷) do modelo no
espaço de estado.
A partir do trabalho de Kalman, Faurre, dá uma solução ao problema de realização
estocástica, propondo uma teoria para encontrar uma representação Markoviana da cova-
riância de uma série temporal estacionária, nesta teoria a covariância da série temporal é
expressa mediante os parâmetros de Markov, com os quais constroe-se a matriz bloco de
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Hankel do processo.
A seguir discutimos uma nova abordagem do problema de realização estocástica
proposta por (AKAIKE, 1974), onde baseado nos trabalhos de Kalman e Faurre, Akaike
propõe uma visão geométrica, através de subespaços. Nas teorias de Akaike, o espaço
de estado é visto como um espaço preditor, construído a partir dos conjuntos de dados
do futuro e do passado da entrada e da saída. Através do espaço preditor é construído
um preditor ótimo do futuro dado o passado, com o qual obtém-se o vetor de estado e a
realização estocástica do sistema.
Baseado na representação Markoviana de Faurre, Akaike aplica o conceito estatís-
tico de análise de correlação canônica ao problema de realização estocástica. A teoria de
variáveis e correlações canônicas foi desenvolvida por (HOTELLING, 1936), inicialmente
esta teoria era aplicada para o cálculo da correlação entre dois conjuntos de variáveis
aleatórias; a idéia foi aproveitada por Akaike que estendeu tal teoria para calcular a cor-
relação canônica entre o futuro e o passado do processo (AKAIKE, 1975), e com a ajuda
dos coeficientes de correlação canônica obteve uma realização de dimensão mínima de
um processo estocástico. Disto surge um método para a modelagem de séries temporais
mediante análise de correlação canônica (CCA) (AKAIKE, 1976).
As teorias de modelagem de processos estocásticos pelo método CCA de Akaike,
foram estendidas ao caso de sistemas com entradas exógenas (KATAYAMA; PICCI,
1999), (LINDQUIST; PICCI, 1996), (LARIMORE, 2013). Isto é desenvolvido no Ca-
pitulo 4. A idéia básica do método CCA estendido, é derivar um preditor ótimo do futuro
das saídas em termos das entradas e saídas passadas dadas as entradas futuras. Para o cál-
culo do preditor ótimo usam-se projeções oblíquas e posteriormente calcula-se a correlação
canônica conforme às teorias de Akaike.
Finalmente tratamos o problema de identificação de sistemas estocásticos multi-
variáveis em malha fechada. No caso geral de identificação de sistemas em malha fechada
existem diversas abordagens; dentre as quais, tem-se: a abordagem que não considera
a realimentação e portanto faz uma identificação em malha aberta (SÖDERSTRÖM;
STOICA, 1989), (LJUNG, 1987) ; a abordagem na qual considera-se conhecido o modelo
do controlador, e é feita a identificação em malha fechada, tendo os modelos de malha
fechada e o modelo do controlador calcula-se o modelo da planta, (LJUNG, 1987), (VAN
DENHOF; CALLAFON, 1996); finalmente tem-se a abordagem do conjunto entrada-
saída chamada neste trabalho de abordagem do conjunto controle-saída como será expli-
cado no Capitulo 5. A abordagem do conjunto controle-saída mistura as duas primeiras
abordagens apresentadas anteriormente, primeiro faz uma identificação da malha aberta
(omitindo a realimentação) para estimar alguns parâmetros desconhecidos do sistema;
com esses parâmetros identifica a malha fechada e a função de sensibilidade. Trabalhos
com esta abordagem podem ser vistos em (GUSTAVSSON I. LJUNG; SÖDERSTRÖM,
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1977), (VAN DENHOF; SCHRAMA, 1993), (FORSELL; LJUNG, 1999)).
Neste trabalho foi escolhida a abordagem do conjunto controle-saída. Nesta abor-
dagem trata-se primeiramente o problema de identificação em malha aberta com o método
CCA, já que este é um método para sistemas multivariáveis e puramente estocásticos.
O objetivo deste trabalho é o estudo aprofundado e a aplicação das importan-
tes e inovadoras teorias de realização estocástica minima de Akaike, de representações
Markovianas mediante variáveis canônicas e de identificação no espaço de estado pelo
método CCA, para séries temporais multivariáveis, sistemas multivariáveis estocásticos
com entradas exógenas em malha aberta e em malha fechada.
No desenvolvimento desta dissertação foram implementados os algoritmos das te-
orias anteriormente relacionadas, em séries temporais, sistemas em malha aberta com
entradas exógenas e sistemas em malha fechada, multivariáveis e estocásticas. Ditas im-
plementações foram aplicadas em sistemas reais e "benchmarks", além disso, fizeram-se
comparações com outros métodos e validações com uma proposta de validação usando o
filtro de Kalman.
17
2 FUNDAMENTOS DE IDENTIFICAÇÃO
NO ESPAÇO DE ESTADO DE SISTEMAS
LINEARES INVARIANTES NO TEMPO
(LTI)
Neste capitulo são apresentados os fundamentos teóricos básicos da identificação
no espaço de estado necessários para o desenvolvimento dos capítulos posteriores. Pri-
meiro mostra-se o problema geral de identificação, o conceito do modelo no espaço de
estado, a sua aplicação e as vantagens, depois apresenta-se a teoria de realização a qual
é fundamental na identificação no espaço de estado. Nesta ultima seção apresentam-se: a
teoria de realização generalizada para o caso determinístico, as definições das matrizes de
Hankel, Toeplitz, observabilidade e controlabilidade e com isto a relação entre entradas e
saídas e a forma de construir o modelo no espaço de estado a partir destes dados; a teoria
de realização estocástica; o modelo inovativo baseado na teoria de Kalman e por ultimo
o caso de realização estocástica com a inclusão do sinal de entrada exógena.
2.1 IDENTIFICAÇÃO DE SISTEMAS
Considerando um sistema no qual os sinais de entrada e saída podem ser obtidos
mediante observações e/ou medições, porém o comportamento ou a estrutura do sistema
não é conhecido, é possível obter um modelo que descreva o seu comportamento a partir
dos dados de entrada e saída, usando a identificação de sistemas.
Um sistema é dinâmico quando algumas de suas partes variam com o tempo (BOT-
TURA, 1981a). As saídas dos sistemas dinâmicos onde os sinais de entrada não são ob-
servados são chamados de series temporais (LJUNG, 1987).
Na figura 2.1 é mostrada a representação gráfica de um sistema dinâmico; na
gráfica tem-se o sinal de estimulo externo (sinal de entrada) 𝑢, o sinal produzido pelo
sistema (sinal de saída) 𝑦, e as perturbações 𝜂 e 𝜈, onde 𝜂 pode ser medida diretamente
e 𝜈 é observada através do efeito na saída.
Muitos tipos de modelos podem ser obtidos com os métodos de identificação, entre
eles estão os modelos paramétricos, não paramétricos, determinísticos, estocásticos, con-
tínuos ou discretos, lineares, não lineares, variantes ou invariantes no tempo, etc. Neste
trabalho aborda-se os modelos no espaço de estado para sistemas lineares invariantes no
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Figura 2.1 – Esquema geral do problema de identificação.
tempo.
2.2 MODELOS NO ESPAÇO DE ESTADO
Um modelo no espaço de estado é um modelo matemático que representa um
sistema físico descrito através de equações diferenciais de primeira ordem. Essas equações
diferenciais relacionam os sinais de entrada, saída, perturbação e as variáveis de estado.
O termo espaço de estado refere-se ao espaço 𝑛-dimensional cujos eixos são as variáveis
de estado.
Uma vantagem na representação no espaço de estado é que é possível mode-
lar sistemas contínuos e discretos, lineares e não lineares, variantes ou invariantes no
tempo, e geralmente é expresso na forma matricial, o qual facilita o cálculo para sistemas
MIMO (Multi-Input Multi-Output). Já que neste trabalho aborda-se os sistemas MIMO,
escolheu-se a modelagem no espaço de estado.
Na Figura 2.2 mostra-se uma representação gráfica do modelo geral no espaço de










Figura 2.2 – Diagrama de blocos geral de um sistema linear.
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𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵𝑢(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) +𝐷𝑢(𝑘)
(2.1)
No modelo no espaço de estado em (2.1) tem-se o vetor de estado 𝑥(𝑘) ∈ 𝑅𝑛, a
entrada 𝑢(𝑘) ∈ 𝑅𝑚, a saída 𝑦(𝑘) ∈ 𝑅𝑝, a matriz de estado 𝐴 ∈ 𝑅𝑛×𝑛, a matriz de entradas
𝐵 ∈ 𝑅𝑛×𝑚, a matriz de saída 𝐶 ∈ 𝑅𝑝×𝑛 e a matriz de transmissão direta 𝐷 ∈ 𝑅𝑝×𝑚.
A relação entre a representação no espaço de estado e a função de transferência é
dada a partir da resposta ao impulso, da seguinte forma:
Considerando 𝑥(0) = 0 e 𝑢(𝑘) como o impulso unitário que estimula o sistema, da
forma:
𝑢(𝑘) =
⎧⎨⎩ 1 𝑘 = 00 𝑘 > 0
então a resposta ao impulso para o sistema seria dada por:
𝑥(0) = 0
𝑦(0) = 𝑐𝑥(0) +𝐷𝑢(0) = 𝐷
𝑥(1) = 𝐴𝑥(0) +𝐵𝑢(0) = 𝐵
𝑦(1) = 𝐶𝑥(1) = 𝐶𝐵
𝑥(2) = 𝐴𝑥(1) +𝐵𝑢(1) = 𝐴𝐵
𝑦(2) = 𝐶𝑥(2) = 𝐶𝐴𝐵
𝑥(3) = 𝐴𝑥(2) +𝐵𝑢(2) = 𝐴2𝐵
𝑦(3) = 𝐶𝑥(3) = 𝐶𝐴2𝐵
𝑥(4) = 𝐴𝑥(3) +𝐵𝑢(3) = 𝐴3𝐵
𝑦(4) = 𝐶𝑥(4) = 𝐶𝐴3𝐵
...
(2.2)
do anterior tem-se que a resposta ao impulso é dada por:
𝑌 (𝑘) =
⎧⎨⎩𝐶𝐴
𝑘−1𝐵 𝑘 > 0
𝐷 𝑘 = 0
(2.3)
as matrizes 𝐶𝐴𝑘−1𝐵 constituem os parâmetros de Markov do sistema.
A matriz função de transferência 𝐺(𝑧) é definida pelos coeficientes da resposta ao




𝑌 (𝑘)𝑧−𝑘 = 𝐷 +
∞∑︁
𝑘=1
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usando a soma de uma série geométrica matricial obtém-se:
𝐺(𝑧) = 𝐷 + 𝐶(𝑧𝐼 − 𝐴)−1𝐵 (2.5)
2.3 TEORIA DE REALIZAÇÃO
A teoria de realização de um sistema ou de uma série temporal diz respeito à
determinação do modelo no espaço de estado que representa dito sistema ou série usando
os parâmetros de Markov de (2.3) (BARRETO, 2002); já que os parâmetros de Markov
contém toda a informação da relação entre as saídas e as entradas, é possível obter um
modelo representativo do sistema com estes parâmetros.
Com as equações:
𝑦(𝑘) = 𝐶𝑥(𝑘) +𝐷𝑢(𝑘) 𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵𝑢(𝑘)
𝑦(𝑘 + 1) = 𝐶𝑥(𝑘 + 1) +𝐷𝑢(𝑘 + 1) 𝑥(𝑘 + 2) = 𝐴𝑥(𝑘 + 1) +𝐵𝑢(𝑘 + 1)
𝑦(𝑘 + 2) = 𝐶𝑥(𝑘 + 2) +𝐷𝑢(𝑘 + 2) 𝑥(𝑘 + 3) = 𝐴𝑥(𝑘 + 2) +𝐵𝑢(𝑘 + 2)
𝑦(𝑘 + 3) = 𝐶𝑥(𝑘 + 3) +𝐷𝑢(𝑘 + 3) 𝑥(𝑘 + 4) = 𝐴𝑥(𝑘 + 3) +𝐵𝑢(𝑘 + 3)
...
(2.6)
substituindo os valores de 𝑥(𝑘) em 𝑦(𝑘) com 𝑘 = 0, 1, 2, . . . tem-se
𝑦(𝑘) = 𝐶𝑥(𝑘) +𝐷𝑢(𝑘)
𝑦(𝑘 + 1) = 𝐶𝑥(𝑘 + 1) +𝐷𝑢(𝑘 + 1)
= 𝐶(𝐴𝑥(𝑘) +𝐵𝑢(𝑘)) +𝐷𝑢(𝑘 + 1)
= 𝐶𝐴𝑥(𝑘) + 𝐶𝐵𝑢(𝑘) +𝐷𝑢(𝑘 + 1)
𝑦(𝑘 + 2) = 𝐶𝑥(𝑘 + 2) +𝐷𝑢(𝑘 + 2)
= 𝐶(𝐴𝑥(𝑘 + 1) +𝐵𝑢(𝑘 + 1)) +𝐷𝑢(𝑘 + 2)
= 𝐶(𝐴(𝐴𝑥(𝑘) +𝐵𝑢(𝑘)) +𝐵𝑢(𝑘 + 1)) +𝐷𝑢(𝑘 + 2)
= 𝐶(𝐴2𝑥(𝑘) + 𝐴𝐵𝑢(𝑘) +𝐵𝑢(𝑘 + 1)) +𝐷𝑢(𝑘 + 2)
= 𝐶𝐴2𝑥(𝑘) + 𝐶𝐴𝐵𝑢(𝑘) + 𝐶𝐵𝑢(𝑘 + 1) +𝐷𝑢(𝑘 + 2)
𝑦(𝑘 + 3) = 𝐶𝑥(𝑘 + 3) +𝐷𝑢(𝑘 + 3)
= 𝐶[𝐴𝑥(𝑘 + 2) +𝐵𝑢(𝑘 + 2)] +𝐷𝑢(𝑘 + 3)
= 𝐶 {[𝐴(𝐴𝑥(𝑘 + 1) +𝐵𝑢(𝑘 + 1))] +𝐵𝑢(𝑘 + 2)} +𝐷𝑢(𝑘 + 3)
= 𝐶 {𝐴[𝐴(𝐴𝑥(𝑘) +𝐵𝑢(𝑘)) +𝐵𝑢(𝑘 + 1)] +𝐵𝑢(𝑘 + 2)} +𝐷𝑢(𝑘 + 3)
= 𝐶 {𝐴[𝐴2𝑥(𝑘) + 𝐴𝐵𝑢(𝑘) +𝐵𝑢(𝑘 + 1)] +𝐵𝑢(𝑘 + 2)} +𝐷𝑢(𝑘 + 3)
= 𝐶 {𝐴3𝑥(𝑘) + 𝐴2𝐵𝑢(𝑘) + 𝐴𝐵𝑢(𝑘 + 1) +𝐵𝑢(𝑘 + 2)} +𝐷𝑢(𝑘 + 3)
= 𝐶𝐴3𝑥(𝑘) + 𝐶𝐴2𝐵𝑢(𝑘) + 𝐶𝐴𝐵𝑢(𝑘 + 1) + 𝐶𝐵𝑢(𝑘 + 2) +𝐷𝑢(𝑘 + 3)
(2.7)
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𝐷 0 0 0
𝐶𝐵 𝐷 0 0
𝐶𝐴𝐵 · · · 𝐷 0
𝐶𝐴2𝐵 · · · · · · 𝐷










a equação acima pode-se escrever de forma generalizada como:
𝑦(𝑘) = 𝒪𝑥(𝑘) + 𝒯 𝑢(𝑘) 𝑐𝑜𝑚 𝑘 = 0, 1, 2, · · · (2.9)
onde 𝒪 é definida como a matriz de observabilidade estendida e 𝒯 e definida como a
matriz de Toeplitz.
Da equação (2.1) o vetor de estado é dado por:
𝑥(𝑘) = 𝐴𝑥(𝑘 − 1) +𝐵𝑢(𝑘 − 1)
= 𝐴[𝐴𝑥(𝑘 − 2) +𝐵𝑢(𝑘 − 2)] +𝐵𝑢(𝑘 − 1)
= 𝐴2𝑥(𝑘 − 2) + 𝐴𝐵𝑢(𝑘 − 2) +𝐵𝑢(𝑘 − 1)
= 𝐴2[𝐴𝑥(𝑘 − 3) +𝐵𝑢(𝑘 − 3)] + 𝐴𝐵𝑢(𝑘 − 2) +𝐵𝑢(𝑘 − 1)
= 𝐴3𝑥(𝑘 − 3) + 𝐴2𝐵𝑢(𝑘 − 3) + 𝐴𝐵𝑢(𝑘 − 2) +𝐵𝑢(𝑘 − 1)
...
Considerando os estados desde o instante 𝑥(0), 𝑥(𝑘) pode ser expresso como:
𝑥(𝑘) = 𝐴𝑘𝑥(0) + 𝐴𝑘−1𝐵𝑢(0) + . . .+ 𝐴𝐵𝑢(𝑘 − 2) +𝐵𝑢(𝑘 − 1) (2.10)
se 𝑥(0) = 0 então tem-se:
𝑥(𝑘) =
[︁








Do anterior define-se a matriz de controlabilidade estendida como:
𝒞 =
[︁
𝐵 𝐴𝐵 𝐴2𝐵 𝐴3𝐵 · · ·
]︁
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𝐶𝐵 𝐶𝐴𝐵 𝐶𝐴2𝐵 · · · 𝐶𝐴𝑘−1𝐵
𝐶𝐴𝐵 𝐶𝐴2𝐵 · · · · · · 𝐶𝐴𝑘𝐵
𝐶𝐴2𝐵 · · · · · · ...
... · · · · · · ...










Assim a matriz que relaciona as entradas passadas com as saídas futuras é definida
como a matriz de Hankel ℋ, com o qual pode-se reescrever a equação (2.13) como:
𝑦+ = ℋ𝑢−
Com as definições de (2.8) e (2.11) vemos que a matriz de Hankel é o produto da
matriz de observabilidade e controlabilidade estendidas:












𝐶𝐵 𝐶𝐴𝐵 𝐶𝐴2𝐵 · · · 𝐶𝐴𝑘−1𝐵
𝐶𝐴𝐵 𝐶𝐴2𝐵 · · · · · · 𝐶𝐴𝑘𝐵
𝐶𝐴2𝐵 · · · · · · ...
... · · · · · · ...
𝐶𝐴𝑘−1𝐵 · · · · · · 𝐶𝐴2𝑘−2𝐵
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.14)
vemos que os elementos da matriz de Hankel são os parâmetros de Markov de (2.3), pelo




𝑌1 𝑌2 𝑌3 · · ·
𝑌2 𝑌3 𝑌4 · · ·
𝑌3 𝑌4 𝑌5 · · ·
... · · · · · · . . .
⎤⎥⎥⎥⎥⎥⎥⎦ (2.15)
Assim, se as matrizes (𝐴,𝐵,𝐶) satisfazem a equação (2.3), ditas matrizes são chamadas
a realização de ℋ. Uma realização é chamada de mínima se o posto da matriz de Hankel
satisfaz:
𝑝𝑜𝑠𝑡𝑜(ℋ) = 𝑛
onde 𝑛 é a dimensão do vetor de estado 𝑥 ∈ 𝑅𝑛.
Uma realização mínima de 𝐺(𝑧) é a realização (𝐴,𝐵,𝐶,𝐷) cuja dimensão do vetor
de estado seja mínima. As matrizes (𝐴,𝐵,𝐶) são mínimas se o par (𝐴,𝐵) é controlável e
o par (𝐶,𝐴) é observável.
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2.3.1 Realização Estocástica
Considere um sistema estocástico linear invariante no tempo representado no es-
paço de estado:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝑤(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) + 𝑣(𝑘)
(2.16)
onde 𝑦 ∈ 𝑅𝑝 é a saída do sistema, 𝑥 ∈ 𝑅𝑛 é o vetor de estado 𝑛−dimensional, 𝑤 ∈ 𝑅𝑛 é
uma perturbação da planta e 𝑣 ∈ 𝑅𝑝 é uma perturbação de observação. Consideramos as









⎤⎦ 𝛿𝑘𝑠 ≥ 0
𝛿𝑘𝑠 =
⎧⎨⎩𝐼 𝑘 = 𝑠0 𝑘 ̸= 𝑠
(2.17)






considerando que a matriz 𝐴 é estável, (𝐶,𝐴) é observável e (𝐴,𝑄 12 ) controlável; então o
modelo de (2.16) é chamado modelo de Markov estacionário, pelo qual temos que Π é a
solução única da equação de Lyapunov:
Π = 𝐴Π𝐴𝑇 +𝑄 (2.19)
Considerando que os ruidos 𝑣(𝑘) e 𝑤(𝑘) são descorrelacionados com o estado 𝑥(𝑘),
as matrizes do modelo de (2.16) podem ser expressas em termos de covariâncias, da forma:
𝐴 = 𝐸
{︁










𝑦(𝑘)𝑥𝑇 (𝑘 + 1)
}︁ (2.20)
A matriz de covariância do processo estacionário 𝑦 é dada por:
Λ𝑦𝑦(𝑙) = 𝐸
{︁
𝑦(𝑘 + 𝑙)𝑦𝑇 (𝑘)
}︁
𝑐𝑜𝑚 𝑙 = 0,±1, . . . (2.21)
considerando que a matriz de covariância Λ𝑦𝑦(𝑙) satisfaz a condição:
∞∑︁
𝑙=−∞
‖Λ𝑦𝑦(𝑙)‖ < ∞ (2.22)
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sendo Φ𝑦𝑦(𝑧) a função de densidade espectral do processo estocástico 𝑦.
Assim o problema de realização estocástica é encontrar o modelo de Markov que
produza as covariâncias de (2.21) e a matriz de densidade espectral de (2.23) (KA-
TAYAMA, 2005).




𝑙−1𝐶𝑇 𝑙 = 1, 2, . . .
𝐶Π𝐶𝑇 +𝑅 𝑙 = 0
(2.24)
onde
𝐶 = 𝐴Π𝐶𝑇 + 𝑆 (2.25)
e
Λ(0) = 𝐶Π𝐶𝑇 +𝑅 (2.26)
de (2.19), (2.25) e (2.26) temos que:
𝑄 = Π − 𝐴Π𝐴𝑇
𝑆 = 𝐶 − 𝐴Π𝐶𝑇
𝑅 = Λ(0) − 𝐶Π𝐶𝑇
(2.27)
e existe uma realização mínima (𝐴,𝐶,𝐶,Λ(0)) que satisfaz (2.24):
Λ𝑦𝑦(𝑙) =
⎧⎨⎩Λ(0) 𝑙 = 0𝐶𝐴𝑙−1𝐶𝑇 𝑙 = 1, 2, . . . (2.28)
Assim por semelhança com a matriz de transferência 𝐺(𝑧) mostrada em (2.3)
e (2.4) para o caso determinístico, podemos heuristicamente escrever para o caso estocás-
tico a respectiva matriz de transferência:
𝐺(𝑧) = Λ(0) + 𝐶(𝑧𝐼 − 𝐴)−1𝐶𝑇 (2.29)
com base em (2.28). (TORRICO, 2005).
Como foi explicado na seção 2.3 a matriz de Hankel contem as matrizes resposta








Λ(1) Λ(2) Λ(3) · · ·
Λ(2) Λ(3) Λ(4) · · ·
Λ(3) Λ(4) Λ(5) · · ·
... · · · · · · . . .
⎤⎥⎥⎥⎥⎥⎥⎦ (2.30)
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𝑓(𝑘) e 𝑝(𝑘) expressam o futuro e o passado da saída 𝑦 respectivamente.
As autocovariâncias do futuro e do passado são dadas respectivamente pelas ma-







Λ(0) Λ𝑇 (1) Λ𝑇 (2) · · ·
Λ(1) Λ(0) Λ𝑇 (1) · · ·
Λ(2) Λ(1) Λ(0) · · ·








Λ(0) Λ(1) Λ(2) · · ·
Λ𝑇 (1) Λ(0) Λ(1) · · ·
Λ𝑇 (2) Λ𝑇 (1) Λ(0) · · ·




O modelo Markoviano no espaço de estado na forma inovativa baseia-se na teo-
ria proposta por Kalman (KALMAN, 1960), onde propõe uma solução recursiva para o
problema de filtragem linear de dados discretos.
O modelo no espaço de estado na forma inovativa, é dado por:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐾𝑒(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) + 𝑒(𝑘)
(2.33)
onde 𝐾 ∈ 𝑅𝑛×𝑝 é o ganho de Kalman, 𝑒 ∈ 𝑅𝑝 é o processo de inovação e as demais
variáveis são as mesmas definidas nas seções anteriores.
Da definição de covariância apresentada em (2.17) para o modelo em (2.16) da teo-
ria de realização estocástica da seção 2.3.1, obtém-se de forma equivalente as covariâncias
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Isolando os termos 𝐾𝑒(𝑘) e 𝑒(𝑘) de (2.33), tem-se:
𝐾𝑒(𝑘) = 𝑥(𝑘 + 1) − 𝐴𝑥(𝑘)
𝑒(𝑘) = 𝑦(𝑘) − 𝐶𝑥(𝑘)
(2.37)
substituindo (2.37) em (2.36) e usando as expressões de (2.20), tem-se:
𝑄 = 𝐸
{︁
[𝑥(𝑘 + 1) − 𝐴𝑥(𝑘)][𝑥(𝑘 + 1) − 𝐴𝑥(𝑘)]𝑇
}︁
𝑄 = 𝐸{𝑥(𝑘 + 1)𝑥𝑇 (𝑘 + 1)} − 𝐸{𝑥(𝑘 + 1)𝑥𝑇 (𝑘)}𝐴𝑇 − 𝐴𝐸{𝑥(𝑘)𝑥𝑇 (𝑘 + 1)} + 𝐴𝐸{𝑥(𝑘)𝑥𝑇 (𝑘)}𝐴𝑇
𝑄 = Π − 𝐴Π𝐴𝑇 − 𝐴Π𝐴𝑇 + 𝐴Π𝐴𝑇
𝑄 = Π − 𝐴Π𝐴𝑇
(2.38)
onde Π é a matriz de covariância do estado definida em (2.18).
𝑅 = 𝐸
{︁
[𝑦(𝑘) − 𝐶𝑥(𝑘)][𝑦(𝑘) − 𝐶𝑥(𝑘)]𝑇
}︁
𝑅 = 𝐸{𝑦(𝑘)𝑦𝑇 (𝑘)} − 𝐸{𝑦(𝑘)𝑥𝑇 (𝑘)}𝐶𝑇 − 𝐶𝐸{𝑥(𝑘)𝑦𝑇 (𝑘)} + 𝐶𝐸{𝑥(𝑘)𝑥𝑇 (𝑘)}𝐶𝑇
𝑅 = Λ(0) − 𝐶Π𝐶𝑇 − 𝐶Π𝐶𝑇 + 𝐶Π𝐶𝑇
𝑅 = Λ(0) − 𝐶Π𝐶𝑇
(2.39)
𝑅 é a matriz de covariância da inovação e Λ(0) é definida em (2.21).
𝑆 = 𝐸
{︁
[𝑥(𝑘 + 1) − 𝐴𝑥(𝑘)][𝑦(𝑘) − 𝐶𝑥(𝑘)]𝑇
}︁
𝑆 = 𝐸{𝑥(𝑘 + 1)𝑦𝑇 (𝑘)} − 𝐸{𝑥(𝑘 + 1)𝑥𝑇 (𝑘)}𝐶𝑇 − 𝐴𝐸{𝑥(𝑘)𝑦𝑇 (𝑘)} + 𝐴𝐸{𝑥(𝑘)𝑥𝑇 (𝑘)}𝐶𝑇
(2.40)
usando a definição de 𝐶 de (2.20), tem-se:
𝑆 = 𝐶𝑇 − 𝐴Π𝐶𝑇 − 𝐴Π𝐶𝑇 + 𝐴Π𝐶𝑇
𝑆 = 𝐶𝑇 − 𝐴Π𝐶𝑇
(2.41)
das demonstrações anteriores vemos que as matrizes de covariâncias do modelo na forma
inovativa (2.33) são equivalentes às matrizes de covariâncias de (2.27).
O ganho de Kalman 𝐾, é expresso como:
𝐾(𝑘) = 𝐸
{︁
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considerando 𝑥(𝑘) ortogonal a 𝑒(𝑘), ou seja:
𝑥(𝑘)⊥𝑒(𝑘) ⇒ 𝑥(𝑘) · 𝑒(𝑘) = 0
do qual temos em (2.40) que:
𝑆 = 𝐸
{︁




𝑥(𝑘 + 1)𝑒𝑇 (𝑘)
}︁
com o anterior e (2.39), tem-se que o ganho de Kalman é dado por:
𝐾(𝑘) = 𝑆𝑅−1
= (𝐶𝑇 − 𝐴Π𝐶𝑇 )(Λ(0) − 𝐶Π𝐶𝑇 )−1
(2.42)
2.3.3 Realização Estocástica com Entradas Exógenas
Para o problema de realização estocástica com a inclusão de um sinal externo
(exógeno) que estimula o sistema, o modelo inovativo respectivo é:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵𝑢(𝑘) +𝐾𝑒(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) +𝐷𝑢(𝑘) + 𝑒(𝑘)
(2.43)
onde 𝑢 ∈ 𝑅𝑚 é a variável de entrada, e 𝐵 e 𝐷 são matrizes compatíveis.
Para a abordagem de realização estocástica deste caso, redefinem-se a matriz de
densidade espectral Φ(𝑧) e a matriz de covariância do processo, levando em conta tanto





onde 𝑑 = 𝑝+𝑚, ou seja, a soma da dimensão da entrada 𝑚 e da saída 𝑝.





e a matriz de covariâncias de 𝜛 é:
Λ𝜛𝜛(𝑙) = 𝐸
{︁






𝑐𝑜𝑚 𝑙 = 0,±1, . . .
(2.45)
As matrizes de covariância (𝑄,𝑆,𝑅) são definidas de forma análoga que para o
modelo inovativo da seção 2.3.2, apresentadas em (2.38), (2.39) e (2.41).
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3 TEORIA DE ANÁLISE DE CORRELAÇÃO
CANÔNICA DE AKAIKE PARA PROCES-
SOS ESTOCÁSTICOS
Neste capitulo apresenta-se a teoria desenvolvida por Akaike para sistemas estocás-
ticos. Na primeira seção mostra-se a teoria de realização estocástica desde o ponto de vista
de espaços e subespaços elaborada por Akaike e apresentada no seu trabalho (AKAIKE,
1974), mostra-se também o conceito do espaço preditor como o espaço de estado de uma
realização Markoviana mínima, as definições das covariâncias do processo e a matriz de
Hankel a partir do espaço preditor. Na segunda seção apresentam-se as teorias de re-
presentações Markovianas e do conjunto de soluções da matriz de covariância do estado
para o caso discreto dadas por (FAURRE, 1976), seguida do conceito de análise de cor-
relação canônica aplicado num processo estocástico (AKAIKE, 1975), (AKAIKE, 1976).
Por último é mostrada a aplicação do método de Akaike com o algoritmo e um exemplo
numérico.
3.1 TEORIA DE REALIZAÇÃO ESTOCÁSTICA MÍNIMA DE AKAIKE
Na teoria de realização estocástica mínima apresentada por Akaike (AKAIKE,
1974), considera-se um sistema estocástico como uma transformação de uma seqüência
de entrada numa seqüência de saída; com essa consideração toda a informação necessária
para representar o sistema, encontra-se contida na informação das saídas futuras em
relação às entradas presentes e passadas. A representação matemática de dita informação
é definida por Akaike como o espaço preditor. O espaço de estado é definido como o
espaço que contem toda a informação da dinâmica do sistema da mesma forma que o
espaço preditor; portanto o espaço preditor é finalmente definido como o espaço de estado
de uma realização Markoviana mínima.
Sendo o espaço de estado o espaço gerado por todos os componentes do estado
𝑥𝑘 e considerando o espaço preditor como o espaço de estado de uma realização mínima,
pode-se tomar qualquer base do espaço preditor como o estado 𝑥𝑘 da representação Mar-
koviana de (2.16). Desta forma os diferentes métodos para determinar a realização de um
sistema são diferentes formas de escolher ou determinar uma base do espaço preditor,
segundo (AKAIKE, 1974).
Escolhendo uma base do espaço preditor pode-se construir a representação Mar-
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koviana de (2.16), fazendo uma transformação linear da forma:
𝑦𝑘 = 𝐶𝑥𝑘 (3.1)
e o estado no passo a frente é determinado pela relação:
𝑥𝑘+1 = 𝐴𝑥𝑘 (3.2)
(3.1) e (3.2) constituem o modelo no espaço de estado sem a consideração dos ruídos
aditivos.
3.1.1 Espaço Preditor
O espaço preditor é o espaço gerado pelos preditores ótimos das saídas futuras
{𝑦(𝑘 + 1), 𝑦(𝑘 + 2), . . .}, baseado nas entradas presentes e passadas {𝑢(𝑘), 𝑢(𝑘 − 1), 𝑢(𝑘 − 2), . . .}.
Assim o preditor ótimo 𝑦𝑓 |𝑝 é construído através da projeção ortogonal do vetor do
futuro 𝑦(𝑘+ 𝑙) sobre o espaço gerado pelas entradas passadas 𝒰−𝑘 ou o espaço gerado pelas







Figura 3.1 – Preditores
onde, o vetor do futuro é expresso por:






o espaço gerado pelas entradas passadas e o espaço gerado pelas saídas passadas são dados
por:
𝒰−𝑘 = 𝑠𝑝𝑎𝑛 {𝑢(𝑘), 𝑢(𝑘 − 1), 𝑢(𝑘 − 2), . . .}
𝒴−𝑘 = 𝑠𝑝𝑎𝑛 {𝑦(𝑘), 𝑦(𝑘 − 1), 𝑦(𝑘 − 2), . . .}
(3.4)
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onde 𝑠𝑝𝑎𝑛 {. . .} representa o espaço fechado de Hilbert gerado pelos elementos infinitos
{. . .}.














o qual é calculado como a diferença entre o vetor de saída de dados e o vetor de saída
estimado:
𝑦𝑓 |𝑝(𝑘 + 𝑙) = 𝑦(𝑘 + 𝑙) − 𝑦𝑓 |𝑝(𝑘 + 𝑙) 𝑙 = 0, 1, 2, . . .
A condição de ótimalidade do preditor 𝑦𝑓 |𝑝 é que o erro de estimação seja ortogonal
ao espaço de dados, ou seja:
𝑦𝑓 |𝑝⊥𝒴−,𝒰− (3.7)
isto já que a condição de otimalidade é a minimização da função de custo:
𝐽 = 𝐸
{︁






Os conceitos e demonstrações de ortogonalidade, produto interno e normas, podem ser
vistos em (BARRETO, 2002)
O espaço preditor gerado pelos preditores ótimos é dado por:
𝒳 := 𝑠𝑝𝑎𝑛
{︁
𝑦𝑓 |𝑝(𝑘 + 𝑙)|𝑙 = 0, 1, . . .
}︁
(3.9)
3.1.2 Matriz de Hankel a partir do Preditor Ótimo
Considerando o principio de ortogonalidade entre o erro de estimação e o espaço
de dados da expressão (3.7), temos que a esperança entre o erro de estimação e o espaço
de dados de entrada do passado é zero, ou seja:
𝐸
{︁
(𝑦(𝑘 + 𝑙) − 𝑦𝑓 |𝑝(𝑘 + 𝑙))𝑢𝑇 (𝑘 −𝑚)
}︁
= 0 𝑙,𝑚 = 0, 1, . . .
da expressão anterior pode-se ver que 𝐸{𝑦(𝑘 + 𝑙)𝑢𝑇 (𝑘 −𝑚)} = 𝐸{𝑦𝑓 |𝑝(𝑘 + 𝑙)𝑢𝑇 (𝑘 −𝑚)},
portanto pode-se usar tanto o vetor estimado como o vetor de dados para obter a matriz
de covariância do sistema, pelo qual tem-se que:
Λ𝑙+𝑚 = 𝐸
{︁
𝑦𝑓 |𝑝(𝑘 + 𝑙)𝑢𝑇 (𝑘 −𝑚)
}︁
𝑙,𝑚 = 0, 1, . . . (3.10)
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Supondo que um conjunto de dados de entrada-saída está disponível:
{𝑢(𝑘), 𝑢(𝑘 − 1), 𝑢(𝑘 − 2), 𝑢(𝑘 − 3), . . .}
{𝑦(𝑘 + 1), 𝑦(𝑘 + 2), 𝑦(𝑘 + 3), 𝑦(𝑘 + 4), . . .}
a matriz de covariâncias entre as pilhas de vetores de dados do sistema tem a estrutura
de uma matriz de Hankel:
ℋ =
⎡⎢⎢⎢⎢⎢⎢⎣
Λ0 Λ1 Λ2 · · ·
Λ1 Λ2 Λ2 · · ·
Λ2 Λ3 Λ4 · · ·
... · · · · · · . . .
⎤⎥⎥⎥⎥⎥⎥⎦ (3.11)
De (2.29) e (2.28), por semelhança com (2.4) e (2.3) podemos observar o paralelismo entre







e as matrizes de covariâncias das amostras para o caso estocástico:
Λ(𝑙) = 𝐶𝐴𝑙−1𝐶
donde
𝑦𝑓 |𝑝(𝑘 + 𝑙) =
∞∑︁
𝑚=0
Λ(𝑙 +𝑚)𝑢(𝑘 −𝑚) 𝑙 = 0, 1, . . . (3.12)
Da expressão (3.12), vemos que a matriz de Hankel de covariâncias (3.11) é construída
com o preditor ótimo do futuro dado o passado 𝑦𝑓 |𝑝(𝑘+𝑙) e as entradas passadas 𝑢(𝑘−𝑚).
Assim a busca por uma base do espaço preditor pode-se realizar por uma busca
de uma base do espaço linear gerado pelos vetores linha da matriz de Hankel de (3.11), já
que estes vetores linha são construídos com os preditores como se mostrou anteriormente.
Tendo o sistema uma dinâmica 𝑛-dimensional, a busca limita-se ao primeiro 𝑛−bloco
linhas da matriz ℋ𝑛, definida por:
ℋ𝑛 =
⎡⎢⎢⎢⎢⎢⎢⎣
Λ0 Λ1 · · · Λ𝑛−1
Λ1 Λ2 · · · Λ𝑛
... ... ... ...
Λ𝑛−1 Λ𝑛 · · · Λ2𝑛−2
⎤⎥⎥⎥⎥⎥⎥⎦ (3.13)
limitando a matriz de Hankel à dimensão 𝑛 obtemos uma base de dimensão 𝑛 com o qual
chega-se a uma realização estocástica mínima.
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𝑦(𝑘)𝑥𝑇 (𝑘 + 1)
}︁
3.2 ANÁLISE DE CORRELAÇÃO CANÔNICA DE SÉRIES TEM-
PORAIS
3.2.1 Representações Markovianas extremas
No trabalho de Faurre (FAURRE, 1976) são apresentadas uma solução mínima e
uma solução máxima do conjunto de soluções da matriz de covariância do estado Π, como
se mostra a seguir:
Da teoria de realização estocástica da seção 2.3.1 tínhamos que uma representação
Markoviana de um processo estocástico satisfaz:
𝑄 = Π − 𝐴Π𝐴𝑇
𝑆 = 𝐶𝑇 − 𝐴Π𝐶𝑇




⎤⎦ ≥ 0 (3.15)
e Π é definido positivo:
Π > 0
(𝐴,𝐶,𝐶,Λ(0)) são parâmetros conhecidos, (𝑄,𝑆,𝑅,Π) são desconhecidos e devem ser
calculados. Das equações acima vemos que as variáveis (𝑄,𝑆,𝑅) são todas dependentes
de Π. Pelo calculo de Π é possível obter os demais parâmetros desconhecidos.
Substituindo os termos de (𝑄,𝑆,𝑅) de (3.14) na desigualdade (3.15) obtem-se:
𝑀(Π) =
⎡⎣Π − 𝐴Π𝐴𝑇 𝐶𝑇 − 𝐴Π𝐶𝑇
𝐶 − 𝐶Π𝐴𝑇 Λ(0) − 𝐶Π𝐶𝑇
⎤⎦ ≥ 0 (3.16)
Esta LMI(desigualdade matricial linear) pode ser resolvida com a desigualdade
algébrica de Riccati (ARI):
𝐴Π𝐴𝑇 − Π + (𝐶 − 𝐴Π𝐶𝑇 )(Λ(0) − 𝐶Π𝐶𝑇 )−1(𝐶 − 𝐶Π𝐴𝑇 ) ≤ 0 (3.17)
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Sendo 𝒫 o conjunto de soluções de (3.16), um conjunto convexo fechado limitado, é
demonstrada, com o teorema de Faurre (FAURRE, 1976) de positividade real, a existência
de uma solução máxima Π* e de uma solução mínima Π*, tal que:
Π* ≤ Π ≤ Π*
Segundo Faurre, invertendo o tempo de 𝑦(𝑘) ou seja, tomando os valores dos dados no
sentido contrário, por exemplo tomando os dados do presente ao passado:
𝑦(𝑘) = 𝑦(−𝑘) 𝑐𝑜𝑚 𝑘 = 0,±1, . . . (3.18)
com 𝒫 como o conjunto de soluções da covariância Π para o caso de (3.18), tem-se que
𝒫 e 𝒫 correspondem um ao outro por inversão de matriz, ou seja:
Π ∈ 𝒫 ⇔ Π−1 ∈ 𝒫
3.2.2 Análise de Correlação Canônica para Modelagem de Séries Temporais
Na seção 3.1 discutiu-se sobre a escolha de uma base do espaço preditor como o
estado 𝑥𝑘 para a representação Markoviana; nesta seção mostra-se uma seleção da base
mediante o uso de variáveis canônicas para o caso de séries temporais:















e os correspondentes espaços do futuro e do passado, definidos por:
𝒴+ := 𝑠𝑝𝑎𝑛 {𝑦(𝑘), 𝑦(𝑘 + 1), . . .} (3.20)
e
𝒴− := 𝑠𝑝𝑎𝑛 {𝑦(𝑘 − 1), 𝑦(𝑘 − 2), . . .} (3.21)
O preditor do futuro dado o passado 𝑦𝑓 |𝑝, é obtido fazendo-se a projeção ortogonal
do vetor do futuro 𝑓(𝑘) sobre o espaço do passado 𝒴−𝑘 ; e o preditor do passado dado o
futuro 𝑦𝑝|𝑓 , é obtido fazendo-se a projeção ortogonal do vetor do passado 𝑝(𝑘) sobre o
espaço do futuro 𝒴+𝑘 ; as duas representações são mostradas nas Figuras 3.2 e 3.3.
Os espaços preditores do futuro 𝒳𝑓 |𝑝 e do passado 𝒳𝑝|𝑓 são construídos com os
preditores 𝑦𝑓 |𝑝 e 𝑦𝑝|𝑓 , da forma:
𝒳𝑓 |𝑝 := 𝑠𝑝𝑎𝑛
{︁




𝑦𝑝|𝑓 (𝑘 − 𝑙)|𝑙 = 1, 2, . . .
}︁ (3.22)











Figura 3.3 – Projeção ortogonal do passado no futuro
Na teoria de Akaike mostra-se que a análise da correlação (ou da dependência)
entre duas variáveis é a análise da correlação entre os dois espaços gerados por todas as
combinações lineares das variáveis. Então a análise da correlação entre os preditores 𝑦𝑓 |𝑝 e
𝑦𝑝|𝑓 é equivalente à análise da correlação entre os espaços preditores 𝒳𝑓 |𝑝 e 𝒳𝑝|𝑓 , portanto
a informação da correlação entre o futuro e o passado da série temporal encontra-se na
informação da correlação entre os espaços preditores.
Na teoria de correlação canônica tem-se que os espaços 𝒳𝑓 |𝑝 e 𝒳𝑝|𝑓 têm bases
ortonormais ?̄?𝑓 e ?̄?𝑝 respectivamente, tais que:
?̄?𝑓 = (?̄?𝑓1 , ?̄?𝑓2 , . . . , ?̄?𝑓𝑟 )𝑇
?̄?𝑝 = (?̄?𝑝1, ?̄?𝑝2, . . . , ?̄?𝑝𝑟)𝑇
(3.23)
































⎧⎨⎩ 1 𝑖 = 𝑗0 𝑖 ̸= 𝑗
e
𝑟𝑖𝑗 = 0 𝑖 ̸= 𝑗
?̄?𝑓𝑖 e ?̄?
𝑝
𝑖 são chamadas de variáveis canônicas e 𝑟𝑖𝑗 é o coeficiente de correlação
canônica das variáveis e 𝛿𝑖𝑗 representa o delta de kronecker. Se unicamente os primeiros
𝑑 componentes de ?̄?𝑓 e ?̄?𝑝 têm coeficientes de correlação canônica não zero, significa que
toda a informação da correlação entre os dois espaços 𝒳𝑓 |𝑝 e 𝒳𝑝|𝑓 esta completamente
contida nos componentes dos vetores de variáveis canônicas (AKAIKE, 1975), dados por:
?̂? = (?̄?𝑓1 , ?̄?𝑓2 , . . . , ?̄?𝑓𝑑)𝑇
?̆? = (?̄?𝑝1, ?̄?𝑝2, . . . , ?̄?𝑝𝑑)𝑇
(3.25)
Da seção 3.2.1 podemos ver que é possível ter duas soluções para a matriz de
covariância do estado Π, e que uma das soluções pode ser expressa como a inversa no
tempo da outra, com o qual fica claro que tanto ?̂? como ?̆? podem ser usados como vetor
de estado para a representação Markoviana; onde ?̆? contem a informação do passado ao
futuro e ?̂? contem a informação do futuro ao passado, pelo qual ?̆? tem o sentido contrário
do tempo de ?̂?.





, e a representação Markoviana:
?̂?(𝑘 + 1) = 𝐴?̂?(𝑘) + 𝑤(𝑘)
𝑦(𝑘) = 𝐶?̂?(𝑘)
com matriz de covariância entre o estado e a saída dada por:
𝐸
{︁
𝑥(𝑘)𝑦𝑇 (𝑘 − 1)
}︁
= 𝐴𝑙Π𝐶𝑇 𝑙 = 0, 1, 2, . . .





, e a representação Markoviana:
Π−1?̆?(𝑘 − 1) = 𝐴𝑇 Π−1?̆?(𝑘) + 𝑧(𝑘)
𝑦(𝑘) = 𝐶ΠΠ−1?̆?(𝑘)
onde 𝑧(𝑘) = Π−1?̆?(𝑘 − 1) − 𝐴𝑇 Π−1?̆?(𝑘).
Para ver a demonstração da obtenção da representação Markoviana com a solução
máxima Π* e a representação Markoviana com a solução mínima Π*, ver (AKAIKE,
1975), (FAURRE, 1976).
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O critério de seleção da base do espaço preditor, baseia-se na representação canô-
nica de um sistema linear estocastico, a qual é obtida escolhendo o primeiro conjunto
máximo de elementos linearmente independentes entre os componentes do preditor 𝑦𝑓𝑝,
isto é testando cada um dos elementos do vetor com seus antecessores até encontrar todo
o conjunto de elementos linearmente independentes. Esse conjunto vai ser escolhido como
o vetor de estado 𝑥𝑘, (AKAIKE, 1976).
Uma forma de calcular o conjunto de elementos linearmente independentes é atra-















onde 𝑝(𝑘) e 𝑓(𝑘) são o passado e o futuro da série temporal respectivamente,










As matrizes 𝑆 e 𝑇 não são únicas. Segundo a teoria de decomposição em valores singulares,




, existem matrizes ortogonais





𝑉 = Σ =
⎡⎢⎢⎢⎢⎢⎢⎣
𝜎1 0 0 0
0 𝜎2 0 0
0 0 𝜎3 0
... ... ... . . .
⎤⎥⎥⎥⎥⎥⎥⎦ (3.28)
onde 𝜎1, 𝜎2, . . . são os valores singulares que correspondem aos coeficientes de correlação
canônica entre o futuro e o passado da série temporal e os componentes de 𝑈𝑆𝑝 e 𝑉 𝑇𝑓
são chamados de variáveis canônicas.
O numero de componentes linearmente independentes da projeção do vetor do fu-
turo 𝑓(𝑘) sobre o espaço gerado pelas saídas passadas 𝒴−𝑘 é igual ao numero de coeficientes
de correlação canônica não zero entre o passado 𝑝(𝑘) e o futuro 𝑓(𝑘) da série temporal.
Assim, a base ortonormal para a representação canônica é escolhida tomando o
conjunto de coeficientes de correlação canônica não nulos, ou seja, os valores singulares
não nulos da matriz Σ da equação (3.28) obtida da decomposição em valores singulares.
Das definições da matriz de Hankel ℋ de (2.30) e das matrizes de Toeplitz do
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Fazendo uma decomposição das matrizes Σ𝑓𝑓 e Σ𝑝𝑝 nas correspondentes raízes quadradas,
tem-se:
Σ𝑓𝑓 = Σ1/2𝑓𝑓 Σ
𝑇/2





= Σ−1/2𝑓𝑓 Σ𝑓𝑝Σ−𝑇/2𝑝𝑝 , a equação (3.28) pode ser
reescrita como:
𝑈𝑇 Σ−1/2𝑓𝑓 Σ𝑓𝑝Σ−𝑇/2𝑝𝑝 𝑉 = Σ =
⎡⎢⎢⎢⎢⎢⎢⎣
𝜎1 0 0 0
0 𝜎2 0 0
0 0 𝜎3 0
... ... ... . . .
⎤⎥⎥⎥⎥⎥⎥⎦ (3.31)
ou seja:
𝐿−1Σ𝑓𝑝𝑀−𝑇 = 𝑈Σ𝑉 𝑇 (3.32)
Lembrando que a matriz de Hankel é a matriz de covariância cruzada do futuro e do
passado como é mostrado em (3.29), então:
𝐿−1ℋ𝑀−𝑇 = 𝑈Σ𝑉 𝑇 (3.33)
A demonstração da obtenção da matriz de covariância Σ−1/2𝑓𝑓 Σ𝑓𝑝Σ−𝑇/2𝑝𝑝 é apresentada
em (KATAYAMA, 2005).
Isolando a matriz de Hankel ℋ da equação (3.33), e sendo 𝑈 e 𝑉 matrizes ortogo-
nais, donde 𝑈−1 = 𝑈𝑇 e 𝑉 −1 = 𝑉 𝑇 , tem-se:
ℋ = (𝐿𝑈Σ1/2)(Σ1/2𝑉 𝑇𝑀𝑇 ) (3.34)
Das definições da matriz de Hankel da seção 2.3, tem-se que a matriz de Hankel é
dada pelo produto entre a matriz de observabilidade 𝒪 e a matriz de controlabilidade 𝒞
em (2.14), portanto da equação (3.34) tem-se que:
𝒪 = (𝐿𝑈Σ1/2) 𝒞 = (Σ1/2𝑉 𝑇𝑀𝑇 ) (3.35)
Com as variáveis 𝑉,𝑀,𝑈, 𝐿 obtidas nas equações (3.26) até (3.35), calculam-se as bases
ortonormais, da forma:
base ortonormal do espaço preditor do futuro dado o passado 𝑦𝑓 |𝑝:
?̂? = 𝑉 𝑇𝑀−1𝑝(𝑘) (3.36)
base ortonormal do espaço preditor do passado dado o futuro 𝑦𝑝|𝑓 :
?̆? = 𝑈𝑇𝐿−1𝑓(𝑘) (3.37)




1. Cálculo das projeções ortogonais:





























= Σ𝑝𝑓 (Σ𝑓𝑓 )−1𝑓(𝑘)
(3.38)
Assim calculando as covariâncias obtemos as projeções ortogonais. Para calcular as




















com matrizes 𝑄 ortogonais tais que 𝑄𝑇𝑖 𝑄𝑗 = 𝐼𝛿𝑖𝑗 e 𝑌𝑝 e 𝑌𝑓 são as matrizes de dados
do passado e do futuro respectivamente, e são construídas da forma:
𝑌𝑝 :=
⎡⎢⎢⎢⎢⎢⎢⎣
𝑦(0) 𝑦(1) . . . 𝑦(𝑁 − 1)
𝑦(1) 𝑦(2) . . . 𝑦(𝑁)
... ... ...





𝑦(𝑘) 𝑦(𝑘 + 1) . . . 𝑦(𝑘 +𝑁 − 1)
𝑦(𝑘 + 1) 𝑦(𝑘 + 2) . . . 𝑦(𝑘 +𝑁)
. . . . . . . . . . . .
𝑦(2𝑘 − 1) 𝑦(2𝑘) . . . 𝑦(𝑁 + 2𝑘 − 2)
⎤⎥⎥⎥⎥⎥⎥⎦
𝑁 é o número de dados.
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Da equação acima vemos que as covariâncias podem ser calculadas em função das
componentes da matriz 𝐿 como:
Σ𝑓𝑝 = 𝐿21𝐿𝑇11,
Σ𝑓𝑓 = 𝐿21𝐿𝑇21 + 𝐿22𝐿𝑇22,
Σ𝑝𝑝 = 𝐿11𝐿𝑇11
Σ𝑝𝑓 = 𝐿11𝐿𝑇21
2. Cálculo das correlações canônicas:
Aplicando a decomposição em valores singulares SVD, obtém-se as correlações canô-
nicas do futuro e do passado da série temporal, como se mostra a seguir:
Σ−1/2𝑓𝑓 Σ𝑓𝑝Σ𝑇/2𝑝𝑝 = 𝑈Σ𝑉 𝑇 ≃ ?̂?Σ̂𝑉 𝑇 (3.42)
onde Σ̂ é uma aproximação da matriz diagonal Σ mantendo apenas os seus maiores
valores singulares, que são coeficientes de correlação canônica do futuro e do passado
do processo estacionário 𝑦(𝑡).
3. Cálculo do vetor de estado:
?̄?(𝑘) = Σ̂1/2𝑉 𝑇𝑀−1𝑌0|𝑘−1 ∈ ℛ𝑛×𝑁 (3.43)
e
?̂?(𝑘 + 1) = ?̄?𝑘(:, 2 : 𝑁), ?̂?(𝑘) = ?̄?𝑘(:, 1 : 𝑁 − 1)









5. Cálculo das matrizes de covariâncias (𝑄,𝑅, 𝑆):
Na seção 2.3.2 do modelo inovativo mostramos como calcular as matrizes (𝑄,𝑅, 𝑆)
a partir de 𝐾𝑒 e 𝑒, assim usando as equações (2.35) e (2.36), calculam-se as matrizes
(𝑄,𝑅, 𝑆) com as variáveis encontradas em (3.44).
6. Construção do modelo inovativo com as variáveis estimadas:
?̂?(𝑘 + 1) = 𝐴?̂?(𝑘) +𝐾𝑒(𝑘)
𝑦(𝑘) = 𝐶?̂?(𝑘) + 𝑒(𝑘)
(3.45)
onde K é o ganho de Kalman e é calculado como:
𝐾 = (𝐴Σ̂𝐶𝑇 + 𝑆)(𝐶Σ̂𝐶𝑇 +𝑅)−1 (3.46)
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3.3.2 Aplicação do Método de Akaike
Para a implementação do método de análise de correlação canônica na modela-
gem de séries temporais multivariáveis utilizou-se um "Benchmark" de (AOKI, 1987) que
corresponde a três séries temporais macroeconômicas:
𝐴 =
⎡⎢⎢⎢⎣
0, 7470 0, 6400 −0, 0100
−0, 0750 0, 8480 −0, 6460
−0, 0370 0, 6700 0, 4250
⎤⎥⎥⎥⎦ 𝐾 =
⎡⎢⎢⎢⎣
0, 5370 0, 4580 0, 0090
0, 1590 0, 0180 0, 2300




2, 0950 −0, 1090 0, 0190
0, 2550 0, 0370 −0, 0150
0, 0448 −0, 5990 −1, 0360
⎤⎥⎥⎥⎦






⎤⎥⎥⎥⎦ , 𝑘 = 1 , 2, 3 . . . 100000
com período de amostragem de 1 × 10−2𝑠.
Aplicando o algoritmo descrito na seção 3.3.1 obteve-se os seguintes resultados:
∙ Representações gráficas das estimações:
A estimação da dimensão do vetor de estado é mostrada na Figura 3.4; nesta figura
mostram-se em barras os valores singulares da matriz Σ̂ ou seja os coeficientes de
correlação canônica estimados entre o futuro e o passado da série temporal; na figura
observa-se que os três primeiros valores singulares são muito maiores que os demais
e que portanto a ordem estimada do sistema e a dimensão estimada do vetor de
estado 3, descrevem os dados de forma adequada.












Figura 3.4 – Estimação da dimensão do vetor de estado.
Nas Figuras 3.5, 3.6 e 3.7 mostra-se a comparação das saídas de dados 𝑦1, 𝑦2, 𝑦3 com
as saídas estimadas 𝑦1𝑒𝑠𝑡, 𝑦2𝑒𝑠𝑡, 𝑦3𝑒𝑠𝑡, respectivamente:
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Série temporal 𝑦1 em azul e série temporal estimada 𝑦1𝑒𝑠𝑡 em vermelho:















Figura 3.5 – Estimação pelo Metodo de Akaike (Saída y1(t)).
Série temporal 𝑦2 em azul e série temporal estimada 𝑦2𝑒𝑠𝑡 em vermelho:
















Figura 3.6 – Estimação pelo Metodo de Akaike (Saída y2(t)).
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Série temporal 𝑦3 em azul e série temporal estimada 𝑦3𝑒𝑠𝑡 em vermelho:

















Figura 3.7 – Estimação pelo Metodo de Akaike (Saída y3(t)).
∙ Parâmetros de Markov








Assim, o primeiro bloco coluna da matriz de Hankel de covariâncias calculado é:
𝐻𝑓𝑝 =
⎡⎢⎢⎣
4, 5914 0, 9656 −0, 9644 2, 8009 0, 6671 −0, 5921 1, 1583 0, 2214
0, 5389 0, 1077 −0, 1041 0, 3151 0, 0691 −0, 0514 0, 1276 0, 0200
0, 2169 −0, 1696 0, 3458 0, 8160 0, 1020 −0, 1631 0, 9749 0, 2814
⎤⎥⎥⎦
(3.48)
A partir das matrizes estimadas (𝐴,𝐶,𝐶𝑇 ) calculam-se os parâmetros de Markov
usando a equação (2.28) como foi explicado na seção 2.3.1. O primeiro bloco coluna
da matriz de covariâncias estimada 𝐻𝑒𝑠𝑡𝑓𝑝 = [Λ(1),Λ(2),Λ(3) . . .], obtido é:
𝐻𝑒𝑠𝑡𝑓𝑝 =
⎡⎢⎢⎣
4.5924 0.9649 −0.9646 2.7966 0.6694 −0.5901 1.1563 0.2233
0.5370 0.1114 −0.1024 0.3171 0.0705 −0.0491 0.1343 0.0188
0.2162 −0.1667 0.3498 0.8263 0.0990 −0.1645 0.9893 0.2815
⎤⎥⎥⎦
(3.49)
Os parâmetros de Markov obtidos com as matrizes estimadas são muito próximos
dos parâmetros de Markov da matriz de Hankel calculada da covariância do futuro e
do passado da série temporal. Os parâmetros de Markov são de grande importância
na validação pois eles mostram quão próximos são o modelo obtido e o modelo real,
validando diretamente as matrizes estimadas. Com os parâmetros de Markov obtidos
mostra-se que o modelo estocástico estimado pelo método de Akaike reproduz com
fidelidade as covariâncias do processo.
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4 MÉTODO DE ANÁLISE DE CORRE-
LAÇÃO CANÔNICA PARA IDENTIFICA-
ÇÃO DE SISTEMAS ESTOCÁSTICOS
MULTIVARIÁVEIS EM MALHA ABERTA
Neste capitulo apresenta-se o método de análise de correlação canônica (CCA)
para processos estocásticos de Akaike estendido a sistemas com entradas exógenas. O
método baseado em CCA para sistemas com entradas exógenas (KATAYAMA; PICCI,
1999), foca-se em calcular a correlação canônica condicional entre o futuro e o passado
das saídas dadas as entradas futuras. Para mostrar isto apresentam-se: o problema de
realização estocástica para um sistema com entradas exógenas, o preditor ótimo calculado
mediante projeções oblíquas e covariâncias condicionais, a análise de correlação canônica
para encontrar a base ortonormal do espaço preditor para a representação Markoviana e
por último as aplicações dos métodos CCA e MOESP na identificação de uma bancada de
vibração torcional. Os resultados obtidos com cada método são comparados. Finalmente
aplicações do método CCA são apresentadas
4.1 PRELIMINARES
No capitulo 2 na seção 2.3.3 apresentou-se o problema de realização estocástica
com entradas exógenas, o qual é descrito pelo modelo:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵𝑢(𝑘) +𝐾𝑒(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) +𝐷𝑢(𝑘) + 𝑒(𝑘)
(4.1)
Neste capitulo mostra-se a teoria de análise de correlação canônica para processos es-
tocásticos de Akaike, aplicada a um sistema de malha aberta com entradas exógenas,
com o objetivo de identificar o sistema e chegar no modelo estimado de (4.1); para isto
definem-se:
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Os correspondentes espaços são dados por:
Espaço do futuro das entradas:
𝒰+𝑘 = 𝑠𝑝𝑎𝑛 {𝑢(𝑘), 𝑢(𝑘 + 1), . . .} (4.6)
Espaço do passado das saídas:
𝒴−𝑘 = 𝑠𝑝𝑎𝑛 {𝑦(𝑘 − 1), 𝑦(𝑘 − 2), . . .} (4.7)
Espaço do conjunto de entradas e saídas passadas:
𝒫−𝑘 = 𝑠𝑝𝑎𝑛 {𝜛(𝑘 − 1), 𝜛(𝑘 − 2), . . .} (4.8)
4.2 PREDITOR ÓTIMO
O preditor ótimo para um sistema com entradas exógenas 𝑓(𝑘) é obtido fazendo a
projeção ortogonal do vetor do futuro das saídas 𝑓(𝑘) no subespaço resultante da união dos
subespaços do conjunto de entradas e saídas passadas 𝒫−𝑘 com o subespaço das entradas






onde ?̂? {} representa a projeção ortogonal e 𝒫−𝑘 ∨ 𝒰+𝑘 representa a união dos subespaços
𝒫−𝑘 e 𝒰+𝑘 .
A projeção ortogonal de um vetor sobre um subespaço gerado pela união de dois
subespaços é obtida mediante a soma direta de projeções oblíquas como é explicado na
seguinte seção.
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4.2.1 Projeções Oblíquas
Tendo três vetores 𝑎, 𝑐, 𝑑 e os espaços 𝒞,𝒟 gerados pelas combinações lineares dos
vetores 𝑐 e 𝑑 respectivamente, e considerando o vetor 𝑎 como a soma entre os vetores 𝑐 e
𝑑, da forma:
𝑎 = 𝑐+ 𝑑 𝑐 ∈ 𝒞 𝑒 𝑑 ∈ 𝒟 (4.10)






Figura 4.1 – Projeção oblíqua de a
Os vetores 𝑐 e 𝑑 podem ser expressos como projeções oblíquas, sendo 𝑐 a projeção
de 𝑎 sobre 𝒞 ao longo de 𝒟, e 𝑑 a projeção de 𝑎 sobre 𝒟 ao longo de 𝒞, ou seja:
𝑐 = ?̂?‖𝒟 {𝑎|𝒞} 𝑒 𝑑 = ?̂?‖𝒞 {𝑎|𝒟} (4.11)
Então a equação (4.10) pode ser expressa como:
𝑎 = ?̂?‖𝒟 {𝑎|𝒞} + ?̂?‖𝒞 {𝑎|𝒟} (4.12)
donde:
?̂? {𝑎|𝒞 ∨ 𝒟} = ?̂?‖𝒟 {𝑎|𝒞} + ?̂?‖𝒞 {𝑎|𝒟} (4.13)
















A representação gráfica do preditor ótimo para um sistema con entradas exógenas é mos-





é a projeção do vetor do futuro 𝑓(𝑘) sobre





é a projeção do vetor
do futuro 𝑓(𝑘) sobre o subespaço 𝒰+𝑘 ao longo do subespaço 𝒫−𝑘
Na equação (2.9) da seção 2.3 tinha-se a forma generalizada da equação da saída 𝑦
em termos da matriz de observabilidade e da matriz de Toeplitz, que na forma matricial
seria:
𝑌𝑓 = 𝒪𝑘𝑋𝑓 + 𝒯𝑘𝑈𝑓 (4.15)
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Figura 4.2 – Projeção oblíqua de 𝑓(𝑘)






Figura 4.3 – Projeção oblíqua de 𝑌𝑓
Relacionando a Figura 4.2 com a Figura 4.3 pode-se ver facilmente que:
𝜉 = 𝒪𝑘𝑋𝑓 𝑒 𝛽 = 𝒯𝑘𝑈𝑘 (4.16)
Portanto pode-se concluir que sendo o preditor ótimo 𝑓(𝑘) uma estimativa do vetor
do futuro da saída 𝑓(𝑘) e considerando que a saída 𝑓(𝑘) pode ser expressa pela soma de
𝒪𝑘𝑥(𝑘) e 𝒯𝑘𝑢𝑓 (𝑘), então o vetor do futuro da saída estimado, também pode ser expresso
como a soma de 𝒪𝑘𝑥(𝑘) e 𝒯𝑘𝑢𝑓 (𝑘). Na Figura 4.4 mostra-se tal resultado.
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Figura 4.4 – Projeção oblíqua de 𝑓(𝑘)
As projeções são calculadas mediante a esperança matemática como se mostrou





































onde a notação Σ𝑎𝑏|𝑐 representa a matriz de covariância condicional entre 𝑎 e 𝑏 dado 𝑐.
Para simplificar a notação da equação (4.17) definem-se os termos:
Γ𝑘 = Σ𝑓𝑝|𝑢Σ−1𝑝𝑝|𝑢 Ψ𝑘 = Σ𝑓𝑢|𝑝Σ
−1
𝑢𝑢|𝑝 (4.18)





= Γ𝑘𝑝(𝑘) + Ψ𝑘𝑢𝑓 (𝑘) (4.19)





= 𝒪𝑘𝑥(𝑘) + 𝒯𝑘𝑢𝑓 (𝑘)
= Γ𝑘𝑝(𝑘) + Ψ𝑘𝑢𝑓 (𝑘)
(4.20)
donde
Γ𝑘𝑝(𝑘) = 𝒪𝑘𝑥(𝑘) 𝒯𝑘𝑢𝑓 (𝑘) = Ψ𝑘𝑢𝑓 (𝑘) (4.21)
Finalmente, na equação (4.20), vemos que o preditor ótimo das saídas futuras 𝑓(𝑘)
é obtido a partir do vetor de estado 𝑥(𝑘) e das entradas futuras 𝑢𝑓 (𝑘)
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Com o preditor ótimo 𝑓(𝑘) gera-se o espaço preditor 𝒳𝑓 |𝑝, da forma:
𝒳𝑓 |𝑝 := 𝑠𝑝𝑎𝑛
{︁







O espaço preditor 𝒳𝑓 |𝑝 contem toda a informação da dinâmica do sistema e repre-
senta o espaço de estado da realização Markoviana mínima para o sistema com entradas
exógenas, pelo qual tendo o espaço preditor é possível através da busca de uma base
ortonormal, obter o vetor de estado 𝑥𝑘 para a representação canônica do sistema.
4.3 ANÁLISE DE CORRELAÇÃO CANÔNICA CONDICIONAL
Na seção anterior discutiu-se sobre a análise de correlação canônica para o caso de
um sistema com entradas exógenas no qual precisa-se ter em conta o efeito das entradas
agindo no sistema. Isto é calculado mediante a análise de correlação canônica condicional.
Nesta seção explica-se como calcular a correlação canônica condicional entre o futuro e o
passado das saídas dadas as entradas futuras.





= Σ𝑓𝑝|𝑢Σ−1𝑝𝑝|𝑢𝑝(𝑘) + Σ𝑓𝑢|𝑝Σ
−1
𝑢𝑢|𝑝𝑢𝑓 (𝑘) (4.23)
As matrizes Σ𝑓𝑝|𝑢,Σ𝑝𝑝|𝑢,Σ𝑓𝑢|𝑝,Σ𝑢𝑢|𝑝 são matrizes de covariâncias condicionais e são calcu-
ladas da seguinte forma:
Covariância do futuro dada a entrada futura 𝑢+:





onde ?̂?(𝑓 |𝑢⊥+) indica a projeção ortogonal do futuro sobre o complemento ortogonal de
𝑢+.
A projeção ortogonal no complemento ortogonal de 𝑢+ é dada por:
?̂?(𝑓 |𝑢⊥+) = 𝑓 − ?̂?(𝑓 |𝑢+) (4.25)
e a projeção ortogonal de 𝑓 em 𝑢+ é dada por:











onde † representa a pseudoinversa da matriz.
Então, a covariância condicional do futuro dada a entrada futura é:




= Σ𝑓𝑓 − Σ𝑓𝑢(Σ𝑢𝑢)†Σ𝑢𝑓
(4.27)
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A projeção ortogonal do passado no complemento ortogonal de 𝑢+ é dada por:
?̂?(𝑝|𝑢⊥+) = 𝑝− ?̂?(𝑝|𝑢+) (4.29)

















= Σ𝑝𝑝 − Σ𝑝𝑢(Σ𝑢𝑢)†Σ𝑢𝑝
(4.31)






A projeção ortogonal da entrada no complemento ortogonal de 𝑝 é dada por:
?̂?(𝑢+|𝑝⊥) = 𝑢+ − ?̂?(𝑢+|𝑝) (4.33)

















= Σ𝑢𝑢 − Σ𝑢𝑝(Σ𝑝𝑝)†Σ𝑝𝑢
(4.35)















?̂?(𝑓 |𝑢⊥𝑓 )(𝑘)(?̂?(𝑝|𝑢⊥𝑓 )(𝑘))𝑇
}︁ (4.36)
A projeção ortogonal do futuro no complemento ortogonal de 𝑢+ e a projeção ortogonal
do passado no complemento ortogonal de 𝑢+ são dadas por:
?̂?(𝑓 |𝑢⊥) = 𝑓 − ?̂?(𝑓 |𝑢) (4.37)
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e
?̂?(𝑝|𝑢⊥) = 𝑝− ?̂?(𝑝|𝑢) (4.38)
e a projeção ortogonal de 𝑓 em 𝑢+ e de 𝑝 em 𝑢+ são dadas por:




























= Σ𝑓𝑝 − Σ𝑓𝑢(Σ𝑢𝑢)†Σ𝑢𝑝
(4.41)

















A projeção ortogonal do futuro no complemento ortogonal de 𝑝 e a projeção ortogonal da
entrada no complemento ortogonal de 𝑝 são dadas por:
?̂?(𝑓 |𝑝⊥) = 𝑓 − ?̂?(𝑓 |𝑝) (4.43)
e
?̂?(𝑢|𝑝⊥) = 𝑢− ?̂?(𝑢|𝑝) (4.44)
e a projeção ortogonal de 𝑓 em 𝑝 e de 𝑢+ em 𝑝 são dadas por:




























= Σ𝑓𝑢 − Σ𝑓𝑝(Σ𝑝𝑝)†Σ𝑝𝑢
(4.47)
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Com as matrizes de covariâncias condicionais de (4.31), (4.35), (4.41) e (4.47),
calcula-se o preditor ótimo de (4.23).
Na seção 3.2.2 analisou-se a correlação canônica para uma série temporal, obtida fa-





onde 𝑓(𝑘) e 𝑝(𝑘) são o futuro e o passado da série temporal. Com a SVD obtinha-se uma
matriz Σ contendo os coeficientes de correlação canônica entre o futuro e o passado da
série temporal.
Para o caso de um sistema com entradas exógenas precisa-se encontrar a correlação
canônica condicional entre o futuro e o passado dada a entrada. A correlação canônica
condicional é calculada com o seguinte procedimento:







e fazendo a decomposição das matrizes Σ𝑓𝑓 |𝑢 e Σ𝑝𝑝|𝑢 nas matrizes raízes quadradas cor-
respondentes, tem-se:
Σ𝑓𝑓 |𝑢 = Σ1/2𝑓𝑓 |𝑢Σ
𝑇/2
𝑓𝑓 |𝑢 = 𝐿𝐿





𝜀+(𝑘) := 𝐿−1?̂?(𝑓 |𝑢⊥+)(𝑘) 𝜀−(𝑘) := 𝑀−1?̂?(𝑝|𝑢⊥+)(𝑘) (4.50)
então a matriz Σ com os coeficientes de correlação canônica condicional é obtida aplicando











então a SVD é dada por:
𝐿−1Σ𝑓𝑝|𝑢𝑀−𝑇 = 𝑈
⎡⎢⎢⎢⎢⎢⎢⎣
𝜎1 0 0 0
0 𝜎2 0 0
0 0 𝜎3 0
... ... ... . . .
⎤⎥⎥⎥⎥⎥⎥⎦𝑉
𝑇 (4.52)
onde (𝜎1, . . . , 𝜎𝑛) são os valores singulares da matriz Σ que correspondem aos coe-
ficientes de correlação canônica condicionais entre o futuro e o passado dadas as entradas
futuras.
Como foi explicado no Capitulo 3, calculando o primeiro conjunto máximo de ele-
mentos linearmente independentes entre os componentes do preditor, mediante a seleção
dos valores singulares não nulos da decomposição em valores singulares, obtém-se a base
ortonormal do espaço preditor, para a representação canônica.
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Portanto com (4.52) definem-se os vetores canônicos condicionais como:
𝛼 := 𝑉 𝑇𝑀−1?̂?(𝑝|𝑢⊥𝑓 )(𝑘) 𝑒 𝜓 := 𝑈𝑇𝐿−1?̂?(𝑓 |𝑢⊥𝑓 )(𝑘) (4.53)















Tomando 𝛼 como o vetor base ou seja o vetor de estado 𝑥𝑘, tem-se:
?̂?(𝑘) = Σ1/2𝑉 𝑇𝑀−1𝑝(𝑘) (4.55)






que é a solução da equação algébrica de Riccati (ARE):
Σ = 𝐴Σ𝐴𝑇 + (𝐶𝑇 − 𝐴Σ𝐶𝑇 ) × (Λ(0) − 𝐶Σ𝐶𝑇 ) × (𝐶𝑇 − 𝐴Σ𝐶𝑇 )𝑇 (4.57)
Σ corresponde neste caso à solução máxima da matriz de covariância de estado Π*; como
foi explicado no Capitulo 3, é possível ter duas soluções para a matriz de covariância de
estado, e duas representações Markovianas, porém neste caso calculou-se unicamente a
solução máxima de Π que contem a informação do futuro dado o passado.
4.4 APLICAÇÕES
4.4.1 Algoritmo do Método CCA
Com os vetores de entrada 𝑢(𝑘) e de saída 𝑦(𝑘) são construídas as matrizes de
Hankel de dados, da seguinte forma:
𝑈𝑘|2𝑘−1 =
⎡⎢⎢⎢⎢⎢⎣
𝑢(𝑘) · · · 𝑢(𝑘 + 𝑁 − 1)
𝑢(𝑘 + 1) · · · 𝑢(𝑘 + 𝑁)
...
...
𝑢(2𝑘 − 1) · · · 𝑢(𝑁 + 2𝑘 − 2)




𝑦(𝑘) · · · 𝑦(𝑘 + 𝑁 − 1)
𝑦(𝑘 + 1) · · · 𝑦(𝑘 + 𝑁)
...
...
𝑦(2𝑘 − 1) · · · 𝑦(𝑁 + 2𝑘 − 2)
⎤⎥⎥⎥⎥⎥⎦ ∈ ℛ𝑘𝑝×𝑁 (4.59)
As notações 𝑈𝑘|2𝑘−1 e 𝑌𝑘|2𝑘−1 representam os dados futuros da entrada 𝑢(𝑘) e da saída
𝑦(𝑘) respectivamente, entre os instantes 𝑘 e o instante 2𝑘 − 1.
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𝜛(𝑘 − 1) · · · 𝜛(𝑘 +𝑁 − 2)
𝜛(𝑘 − 2) · · · 𝜛(𝑘 +𝑁 − 3)
... ...
𝜛(0) · · · 𝜛(𝑁 − 1)
⎤⎥⎥⎥⎥⎥⎥⎦ ∈ ℛ
𝑘𝑑×𝑁 (4.60)
A notação ?̌?0|𝑘−1 representa os dados de entrada-saída do passado, desde o instante 0 até
o instante 𝑘 − 1


















onde ?̄? representa a matriz bloco triangular inferior. Dita matriz é obtida através da
decomposição LQ da matriz conjunta das matrizes bloco de Hankel e Toeplitz, como é




















De acordo com a teoria da decomposição LQ, obtém-se matrizes triangulares inferiores ?̄?
com um bloco zero na parte superior direita, e matrizes𝑄 ortogonais tais que𝑄𝑇𝑖 𝑄𝑗 = 𝐼𝛿𝑖𝑗.





















De (4.63) pode-se obter cada uma das matrizes de covariância de Σ, como:
Σ𝑢𝑢 = 𝐿11𝐿𝑇11, Σ𝑝𝑢 = 𝐿21𝐿𝑇11, Σ𝑓𝑢 = 𝐿31𝐿𝑇11,
Σ𝑝𝑝 = 𝐿21𝐿𝑇21 + 𝐿22𝐿𝑇22, Σ𝑓𝑝 = 𝐿31𝐿𝑇21 + 𝐿32𝐿𝑇22,
Σ𝑓𝑓 = 𝐿31𝐿𝑇31 + 𝐿32𝐿𝑇32 + 𝐿33𝐿𝑇33
(4.64)
Com as equações (4.30),(4.34),(4.38),(4.44),(4.53) e (4.64) calculam-se as matrizes
de covariância condicionais, como:
Σ𝑓𝑓 |𝑢 = Σ𝑓𝑓 − Σ𝑓𝑢Σ−1𝑢𝑢 Σ𝑢𝑓 = 𝐿32𝐿𝑇32 + 𝐿33𝐿𝑇33 (4.65)
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Σ𝑝𝑝|𝑢 = Σ𝑝𝑝 − Σ𝑝𝑢Σ−1𝑢𝑢 Σ𝑢𝑝 = 𝐿22𝐿𝑇22 (4.66)
Σ𝑓𝑝|𝑢 = Σ𝑓𝑝 − Σ𝑓𝑢Σ−1𝑢𝑢 Σ𝑢𝑝 = 𝐿32𝐿𝑇22 (4.67)
As matrizes com os autovetores canônicos são obtidas mediante os cálculos das
raízes quadradas inversas das matrizes de covariâncias condicionais Σ𝑓𝑓 |𝑢 e Σ𝑝𝑝|𝑢, da forma:
Σ𝑓𝑓 |𝑢 = 𝐿𝐿𝑇 Σ𝑝𝑝|𝑢 = 𝑀𝑀𝑇 (4.68)
Mediante a decomposição em valores singulares das matrizes 𝐿 e 𝑀 e da matriz de
covariância condicional do futuro e do passado dadas as entradas futuras Σ𝑓𝑝|𝑢, obtém-se
a correlação canônica condicional, usando a equação (4.52):
𝐿−1Σ𝑓𝑝|𝑢𝑀−𝑇 = 𝑈Σ𝑉 𝑇 (4.69)
Nas equações (3.36) e (3.37) tinham-se as equações da Matriz de Hankel em termos das
matrizes obtidas da decomposição em valores singulares e as matrizes de observabilidade
e de controlabilidade calculadas a partir da matriz de Hankel. Analogamente temos que:
𝐿−1𝐻𝑀−𝑇 = 𝑈Σ𝑉 𝑇
𝐻 = 𝐿𝑈Σ𝑉 𝑇𝑀𝑇
𝐻 = (𝐿𝑈Σ1/2)(Σ1/2𝑉 𝑇𝑀𝑇 ) = 𝒪𝒞
(4.70)
Então, pode se calcular as matrizes de observabilidade e controlabilidade como:
𝒪 = 𝐿𝑈Σ1/2 𝒞 = Σ1/2𝑉 𝑇𝑀𝑇 (4.71)
O vetor base ortonormal é calculado como:
?̄?𝑘 = 𝒞𝑘Σ−1𝑝𝑝|𝑢?̌?0|𝑘−1 (4.72)
De ?̄?𝑘 obtém-se o vetor de estado estimado no instante 𝑘 e o vetor de estado estimado
no instante 𝑘 + 1, da seguinte forma:
?̂?𝑘 = ?̄?𝑘(:, 1 : 𝑁 − 1) ?̂?𝑘+1 = ?̄?𝑘(:, 2 : 𝑁) (4.73)
A obtenção das matrizes (𝐴,𝐵,𝐶,𝐷) é feita através da abordagem de regressão linear,











Na seção 2.3.2 mostramos como calcular as matrizes (𝑄,𝑅, 𝑆) a partir de 𝐾𝑒 e
𝑒. Assim, usando as equações (2.35) e (2.36), calculam-se as matrizes (𝑄,𝑅, 𝑆) com as
variáveis encontradas em (4.74).
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O ganho de Kalman𝐾 e a solução da equação algébrica de Riccati Σ, são calculados
como segue:
𝐾 = (𝐴Σ𝐶𝑇 + 𝑆)(𝐶Σ𝐶𝑇 +𝑅)−1 (4.75)
onde a ARE é dada por:
Σ = 𝐴Σ𝐴𝑇 − (𝐴Σ𝐶𝑇 + 𝑆)(𝐶Σ𝐶𝑇 +𝑅)−1(𝐴Σ𝐶𝑇 + 𝑆)𝑇 +𝑄 (4.76)
Portanto, determinando as matrizes do sistema (𝐴,𝐵,𝐶,𝐷,𝐾) chegamos no modelo ino-
vativo (4.1).
4.4.2 Método MOESP (Multivariable Output Error State Space)
O Método MOESP (Erro de Saída Multivariável no espaço de estado “𝑀𝑂𝐸𝑆𝑃
Multivariable Output Error State Space” ) apresentado em Verhaegen e Dewilde (1992a,1992b),
utiliza os dados de entrada-saída e um conjunto restrito de parâmetros de Markov esti-
mados para determinar um subespaço estruturado.
O método começa com a construção das matrizes de Hankel do passado e do futuro,
a partir dos dados de entrada-saída do processo. Mediante uma projeção ortogonal do
espaço linha da matriz Hankel dos dados de saída sobre o espaço linha da matriz Hankel
dos dados de entrada e uma decomposição em valores singulares SVD obtém-se a matriz
de observabilidade estendida e a ordem do sistema, com o qual encontra-se a realização
determinística (A,B,C,D) do sistema.
A continuação é descrito o algoritmo do MOESP ordinário, para a identificação
de sistemas no espaço de estado:











𝑈0|𝑘−1 = 𝐿11𝑄𝑇1 (4.78)
𝑌0|𝑘−1 = 𝐿21𝑄𝑇1 + 𝐿22𝑄𝑇2 (4.79)
∙ Assim a projeção ortogonal do espaço linha de 𝑌0|𝑘−1 no espaço linha de 𝑈0|𝑘=1 é
dada por
?̂?{𝑌0|𝑘−1|𝑈0|𝑘−1} = 𝐿21𝑄𝑇1 = 𝑙21𝐿−111 𝑈0|𝑘−1
Lembrando que 𝑌0|𝑘−1 pode ser expressa como
𝑌0|𝑘−1 = 𝑂𝑘𝑋0 + Ψ𝑈0|𝑘−1 (4.80)
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Substituindo (4.80) em (4.79) tem-se
𝑂𝑘𝑋0 + Ψ𝐿11𝑄𝑇1 = 𝐿21𝑄𝑇1 + 𝐿22𝑄𝑇2 (4.81)
Pós multiplicando (4.81) por 𝑄2 tem-se
𝑂𝑘𝑋0𝑄2 = 𝐿22 (4.82)
∙ Aplicando a SVD de 𝐿22 pode se obter a matriz de observabilidade estendida 𝑂𝑘 e








⎤⎦ = 𝑈1Σ1𝑉 𝑇1 (4.83)
Substituindo (4.83) em (4.82),tem-se
𝑂𝑘𝑋0𝑄2 = 𝑈1Σ1𝑉 𝑇1
Então a matriz de observabilidade estendida é dada por
𝑂𝑘 = 𝑈1Σ1/21 (4.84)
e a dimensão 𝑛 é calculada como :
𝑛 = 𝑑𝑖𝑚Σ1.
∙ As matrizes 𝐴 e 𝐶 calculam-se por deslocamento da matriz de observabilidade es-
tendida da forma:
𝐶 = 𝑂𝑘(1 : 𝑝, 1 : 𝑛) (4.85)
𝑂𝑘(1 : 𝑝(𝑘 − 1), 1 : 𝑛)𝐴 = 𝑂𝑘(𝑝+ 1 : 𝑘𝑝, 1 : 𝑛) (4.86)
















onde ℒ e ℳ correspondem a
𝑈𝑇2 :=
[︁







ℳ1 ℳ2 · · · ℳ𝑘
]︁ (4.88)
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4.4.3 Sistema eletromecânico de Vibração Torcional
Para a aplicação do método CCA na identificação de um sistema em malha aberta
usa-se um sistema eletromecânico rotacional. Os dados obtidos do sistema e o modelo
analítico do sistema aqui apresentados são baseados no trabalho de (PUERTO, 2013).
Esta aplicação também é apresentada em (FORERO A. PUERTO; BOTTURA, 2015b)
e (FORERO A. PUERTO; BOTTURA, 2015a).
O sistema eletromecânico rotacional sera chamado de bancada de vibração torcio-
nal, a qual está composta de um servo motor, um acoplamento, um disco, um encoder e
dois freios eletromagnéticos. Na Figura 4.5 é apresentada uma foto da bancada. Na figura
pode-se observar que o eixo do motor está ligado com um disco de 3 𝑚𝑚 de espessura,
através de um acoplamento. O motor fornece um torque no eixo do disco e o torque
aplicado gera uma mudança na posição angular e na velocidade no disco.
Figura 4.5 – Bancada de vibração torcional.
Para ampliar as informações da bancada e da instrumentação usada para a aqui-
sição de dados ver (PUERTO, 2013).
Na Figura 4.6 apresenta-se a representação esquemática da bancada de vibração
torcional da Figura 4.5.
Acoplamento
DiscoServo Motor
Figura 4.6 – Representação esquemática do sistema eletromecânico de um grau de liber-
dade.
∙ Sinais de excitação e de saída.
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O sinal de excitação é um sinal seno-chirp de 320 × 10−3 𝑁.𝑚 de amplitude e um
período de 20𝑠, na faixa de freqüência de 500×10−3 𝐻𝑧 até 15 𝐻𝑧. O sinal de torque
de referência é chamado de 𝑇𝑟𝑒𝑓 , e é adquirido com a placa de captura da dSpace,
modelo DS1104. O sinal de saída é um sinal de velocidade angular denominado
𝑉 𝑒𝑛𝑐1. Os sinais de entrada-saída tem freqüência de amostragem de 1×103 𝐻𝑧 e
sete períodos de 20𝑠 de duração cada um.
4.4.3.1 Resultados da Identificação da Bancada de Vibração Torcional utilizando os métodos
CCA e MOESP
∙ Modelos estimados.
Na identificação usando o algoritmo do CCA foi obtido um modelo discreto de
primeira ordem, dado por:
?̂?(𝑘 + 1) = (0, 9992)?̂?(𝑘) + (−2, 5576)𝑢(𝑘) + (−2, 8851)𝑒(𝑘)
𝑦(𝑘) = (−3, 1050)?̂?(𝑘) + (3, 3264)𝑢(𝑘) + 𝑒(𝑘)
Na identificação usando o algoritmo MOESP foi obtido um modelo discreto de
primeira ordem dado por:
?̂?(𝑘 + 1) = (0.9989)?̂?(𝑘) + (−0.2245)𝑢(𝑘)
𝑦(𝑘) = (−2.1434)?̂?(𝑘) + (−0.5330)𝑢(𝑘)
∙ Validação e comparação de resultados.
O processo de validação de dados no tempo consiste em dividir o vetor de dados
adquiridos em dois conjuntos de 60000 amostras cada um; o primeiro conjunto é
usado na identificação dos modelos e o segundo conjunto é usado na validação. Na
Figura 4.7 são mostradas as saídas estimadas pelos métodos CCA (em vermelho),
MOESP (em azul) e os dados de validação (em preto).
∙ Ajuste dos Sinais.
A percentagem do ajuste do sinal gerado pelo modelo em comparação com os dados
de validação é calculado com a seguinte equação:
%𝐴𝑗𝑢𝑠𝑡𝑒 = 100
(︃




sendo 𝑦 os dados medidos experimentalmente, 𝑦 o estimado e 𝑚𝑒𝑑𝑖𝑎(𝑦) a média de
𝑦.
Na Tabela 1 mostra-se o ajuste do modelo de acordo com a Equação (4.89)
Nas Figuras 4.8 e 4.9 mostra-se os sinais de validação e estimados com cada um dos
respectivos métodos e a correspondente percentagem de ajuste do sinal estimado vs
o sinal medido.
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Figura 4.7 – Comparação da Identificação dos Métodos CCA e MOESP.
Tabela 1 – Ajuste dos Modelos.




Para este exemplo tomaram-se os dados disponibilizados em DaISy (Database for
the identification of Systems), para a identificação de um processo químico: um evapo-
rador industrial. O processo consiste em um evaporador de quatro etapas para reduzir o
conteúdo de agua de um produto, por exemplo o leite. O processo tem 3 entradas: o fluxo
de alimentação, o fluxo de vapor para a primeira fase de evaporação e o fluxo de agua de
refrigeração; e 3 saídas as quais são o conteúdo de matéria seca, o fluxo e a temperatura
do produto resultante.
Os parâmetros estabelecidos para a identificação são:
𝑁 = 6305, numero de dados utilizados na identificação.
𝑘 = 15, numero de linhas das matrizes.
∙ Dados experimentais para a identificação.
Nas Figuras 4.10 e 4.11 são apresentadas graficamente os dados experimentais das
entradas e das saídas do sistema respectivamente:
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Figura 4.8 – Identificação pelo Método CCA.































Figura 4.9 – Identificação pelo Método MOESP.
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Figura 4.10 – Entradas do Evaporador Industrial.

































Figura 4.11 – Saídas do Evaporador industrial.
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∙ Modelo Estimado
Mediante a identificação pelo método CCA obtivemos um modelo no espaço de
estado de quarta ordem dado por:
?̂?(𝑘 + 1) =
⎡⎢⎢⎣
0.9685 −0.0055 0.0190 −0.0070
0.0028 0.9846 0.0790 0.0491
−0.0079 −0.114 0.9257 0.1333
−0.0036 −0.0510 −0.2472 0.8756
⎤⎥⎥⎦ ?̂?(𝑘) +
⎡⎢⎢⎣













⎡⎣−31.62 −65.66 15.69 −3.7569.44 47.41 48.67 −20.25
76.47 −3.046 1.819 −0.7808
⎤⎦ ?̂?(𝑘) +
⎡⎣ 0.0001 0.0057 0.0112−0.0010 −0.027 −0.0922
0.0001 0.00015 −0.129
⎤⎦𝑢 + 𝑒
∙ Sinais de Resposta Estimados pelo Método CCA
Os gráficos das saídas estimadas obtidas do modelo identificado pelo método CCA
e das saídas reais, são apresentados nas Figuras 4.12, 4.13 e 4.14.


















Figura 4.12 – Saída 1 Estimada Vs Saída Real Evaporador Industrial.
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Figura 4.13 – Saída 2 Estimada Vs Saída Real Evaporador Industrial.


















Figura 4.14 – Saída 3 Estimada Vs Saída Real Evaporador Industrial.
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∙ Coeficientes de Correlação Canônica
Os coeficientes de correlação canônica estimados pelo método CCA são apresentados
na Figura 4.15.












Figura 4.15 – Coeficientes de Correlação Canônica Evaporador industrial.
Na Figura 4.15 observa-se que os maiores coeficientes de correlação canônica são
os quatro primeiros, com valores de 0.99, 0.98, 0.96 e 0.91 respectivamente, sendo
estes os valores predominantes. Entre os coeficientes de correlação canônica 1,2,3,4
e 5 tem-se uma diferença maior pois o coeficiente 5 é de 0.69, pelo qual o valor de
𝑛 escolhido é 𝑛 = 4.
4.4.5 Processo de Enrolamento Industrial
Para este exemplo tomaram-se os dados disponibilizados em DaISy (Database for
the identification of Systems), para a identificação de um processo químico. O processo é
uma configuração de teste de um processo de enrolamento industrial. A principal parte
da planta é composta por uma malha de plástico que é desenrolada do primeiro carre-
tel(carretel de desenrolamento), passa por cima de um carretel de tração e finalmente é
enrolada no carretel de rebobinagem. Os carretéis 1 e 3 são acoplados com um motor-DC
que é controlado com entradas nominais L1 e L3. A velocidade angular de cada carretel
(S1,S2 e S3) e as tensões na malha entre o carretel 1 e 2 (T1) e entre o carretel 2 e 3 (T3)
são medidas por tacômetros dínamo e medidores de tensão.
Os parâmetros estabelecidos para a identificação são:
𝑁 = 2500, numero de dados utilizados na identificação.
𝑘 = 15, numero de linhas das matrizes.
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∙ Dados experimentais para a identificação.
Nas Figuras 4.16 e 4.17 são apresentadas graficamente os dados experimentais das
entradas e das saídas do sistema respectivamente:




Velocidade angular do carrete 1




Velocidade angular do carrete 2




Velocidade angular do carrete 3




Valor Nominal atual no Motor 1




Valor Nominal atual no Motor 2
Figura 4.16 – Entradas do Processo de Enrolamento Industrial.




Tensão na teia entre o carretel 1 e 2




Tensão na teia entre o carretel  2 e 3
Figura 4.17 – Saídas do Processo de Enrolamento industrial.
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∙ Modelo Estimado
Mediante a identificação pelo método CCA obtivemos um modelo no espaço de
estado de segunda ordem dado por:




⎡⎣ 0.0013 −0.00097 0.0014 0.0060 −0.0012










⎡⎣ 0.25 0.10 0.19 0.11 −0.03
−0.11 −0.098 −0.17 −0.40 0.59
⎤⎦𝑢 + 𝑒
∙ Sinais de Resposta Estimados pelo Método CCA
Os gráficos das saídas estimadas obtidas do modelo identificado pelo método CCA
e das saídas reais,são apresentadas nas Figuras 4.18, e 4.19.




















Figura 4.18 – Saída 1 Estimada Vs Saída Real Enrolamento Industrial.
∙ Ajuste dos Sinais.
A percentagem do ajuste do sinal gerado pelo modelo em comparação com os dados
de validação é calculada com a seguinte equação:
%𝐴𝑗𝑢𝑠𝑡𝑒 = 100
(︃




sendo 𝑦 os dados medidos experimentalmente, 𝑦 os estimados e 𝑚é𝑑𝑖𝑎(𝑦) a média
de 𝑦.
Assim as percentagens de ajuste calculadas para as saídas estimadas são apresenta-
das na Tabela 2:
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Figura 4.19 – Saída 2 Estimada Vs Saída Real Enrolamento Industrial.




∙ Coeficientes de Correlação Canônica
Os coeficientes de correlação canônica estimados pelo método CCA são apresentados
na Figura 4.20
Na Figura 4.20 observa-se que os maiores coeficientes de correlação canônica são
os dois primeiros, com valores de 1 e 0.92 respectivamente, sendo estes os valores predo-
minantes. Entre os coeficientes de correlação canônica 1,2 e 3 tem-se uma diferença maior
pois o coeficiente 3 é de 0.65, pelo qual o valor de 𝑛 escolhido é 𝑛 = 2.
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Figura 4.20 – Coeficientes de Correlação Canônica Processo de enrolamento industrial.
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5 MÉTODO DE ANALISE DE CORRE-
LAÇÃO CANÔNICA PARA IDENTIFI-
CAÇÃO DE SISTEMAS ESTOCÁSTI-
COS MULTIVARIÁVEIS EM MALHA FE-
CHADA
Neste capitulo é abordado o problema de identificação de sistemas estocásticos
em malha fechada MIMO. Para isto primeiramente é apresentado o problema de malha
fechada generalizado para um sistema LTI SISO. Para este são obtidas as corresponden-
tes funções de transferência, e as funções de sensibilidade. As principais abordagens para
identificação de sistemas em malha fechada são apresentadas a seguir. Para a identifi-
cação de sistemas estocásticos multivariáveis em malha fechada adotamos a abordagem
do conjunto controle-saída. Para tanto faz-se a análise do sistema de malha fechada, o
cálculo das matrizes de transferência de cada uma das entradas vetoriais para cada uma
das saídas vetoriais e das matrizes função de sensibilidade, com as quais são obtidas as
equações para o cálculo do modelo MIMO da planta e do controlador. O problema de
realização estocástica em malha fechada é então abordado. A seguir trata-se o método
de análise de correlação canônica para identificação de sistemas em malha fechada. Fi-
nalmente aplicações do método CCA à identificação de sistemas estocásticos em malha
fechada são apresentadas.
5.1 Sistemas em Malha Fechada
Para analisar o caso de sistemas em malha fechada primeiro apresentamos concei-
tos gerais do tratamento de sistemas em malha fechada usando um sistema SISO (Single-
Input, Single-Output) de malha fechada, apresentado na Figura 5.1. Considera-se o sis-
tema: discreto, causal, linear, invariante no tempo e estável.
Na Figura 5.1 tem-se que 𝑃 (𝑧) é a função de transferência do processo ou planta
que desejamos controlar, 𝐶(𝑧) é a função de transferência do controlador que é considerado
linear e invariante no tempo, (𝑧) denota a transformada 𝑍; 𝑈 é o sinal de controle do
processo, 𝑅 é um sinal de referência ou uma entrada exógena, 𝑌 é o sinal de saída e 𝑉 é
uma perturbação, que é considerada não correlacionada com 𝑅.
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Figura 5.1 – Sistema em Malha Fechada
A saída do processo a ser controlado é descrita por:
𝑌 (𝑧) = 𝑃 (𝑧)𝑈(𝑧) + 𝑉 (𝑧) (5.1)
De acordo com a Figura 5.1, tem-se que o sinal de controle 𝑢 é descrito por:
𝑈(𝑧) = 𝑅(𝑧) − 𝐶(𝑧)𝑌 (𝑧) (5.2)
A função de transferência do sistema de malha fechada é a relação entre a saída e
a entrada de referência obtida da forma seguinte:
Substituindo (5.2) em (5.1) e considerando a perturbação nula, ou seja 𝜈 = 0,
tem-se:
𝑌 (𝑧) = 𝑃 (𝑧)[𝑅(𝑧) − 𝐶(𝑧)𝑌 (𝑧)]
𝑌 (𝑧) = 𝑃 (𝑧)𝑅(𝑧) − 𝑃 (𝑧)𝐶(𝑧)𝑌 (𝑧)
𝑌 (𝑧) + 𝑃 (𝑧)𝐶(𝑧)𝑌 (𝑧) = 𝑃 (𝑧)𝑅(𝑧)
𝑌 (𝑧)(1 + 𝑃 (𝑧)𝐶(𝑧)) = 𝑃 (𝑧)𝑅(𝑧)
𝑌 (𝑧) = (1 + 𝑃 (𝑧)𝐶(𝑧))−1𝑃 (𝑧)𝑅(𝑧)
(5.3)
Da equação (5.3) tem-se a função de transferência de malha fechada da saída para
a entrada:
𝑇𝑦𝑟 = (1 + 𝑃 (𝑧)𝐶(𝑧))−1𝑃 (𝑧) (5.4)
A sensibilidade de um sistema ao parâmetro 𝑝 é definida como a sensibilidade da
sua saída (conseqüência) em relação ao parâmetro 𝑝 (BOTTURA, 1981b).
Por simplicidade ela é melhor descrita pela definição da sensibilidade logarít-
mica (BOTTURA, 1981b):
𝑆 = 𝑉 𝑎𝑟𝑖𝑎çã𝑜 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑢𝑎𝑙 𝑑𝑎 𝑠𝑎í𝑑𝑎 𝑑𝑒𝑣𝑖𝑑𝑎 à 𝑣𝑎𝑟𝑖𝑎çã𝑜 𝑒𝑚 𝑝





à qual nos referimos meramente como a sensibilidade a partir deste ponto.
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(1 + 𝑃 (𝑧)𝐶(𝑧))2 ·
𝑃 (𝑧)
𝑃 (𝑧)/1 + 𝑃 (𝑧)𝐶(𝑧)
𝑆𝑦(𝑧) = (1 + 𝑃 (𝑧)𝐶(𝑧))−1
(5.5)
Analogamente a sensibilidade do controle com relação à planta, é:
𝑆𝑢(𝑧) = (1 + 𝐶(𝑧)𝑃 (𝑧))−1 (5.6)
Substituindo as funções de sensibilidade de (5.5) e (5.6) nas equações de saída (5.1)
e de controle (5.2), tem-se:
𝑌 (𝑧) = 𝑆𝑦(𝑧)𝑃 (𝑧)𝑅(𝑧) + 𝑆𝑦(𝑧)𝑉 (𝑧) (5.7)
𝑈(𝑧) = 𝑆𝑢(𝑧)𝑅(𝑧) − 𝑆𝑢(𝑧)𝐶(𝑧)𝑉 (𝑧) (5.8)
5.2 Identificação de Sistemas em Malha Fechada
No trabalho de Ljung (FORSELL; LJUNG, 1999) apresentam-se três grupos prin-
cipais de abordagens dos métodos de identificação de sistemas em malha fechada:
1. Abordagem direta: nesta abordagem a realimentação não é considerada, e é feita
uma identificação de malha aberta da planta 𝑃 (𝑧) usando as entradas e as saídas
medidas (𝑢, 𝑦).
As desvantagens desta abordagem são que as estimações têm viés (bias) devido a não
considerar a realimentação na identificação, e que necessita ter um modelo correto
do ruido para poder calcular uma entrada 𝑢 adequada na planta, para evitar o bias
na função de transferência de malha fechada.
2. Abordagem Indireta: nesta abordagem é necessário conhecer o controlador e alguma
entrada exógena; assim primeiro é identificada a função de transferência do sistema
em malha fechada e depois com as funções de transferência da malha fechada e do
controlador é calculada a função de transferência da planta do sistema em malha
aberta, resolvendo a equação:
𝑇𝑦𝑟 = (𝐼 + 𝑃 (𝑧)𝐶(𝑧))−1𝑃 (𝑧)
Portanto, na abordagem indireta o problema de identificação de um sistema em
malha fechada é transformado em um problema de identificação em malha aberta.
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Isto é possível desde que o ruído e a entrada exógena sejam não correlacionados,
assim, pode-se aplicar qualquer método de identificação de sistemas em malha aberta
para encontrar um modelo do sistema em malha fechada.
As desvantagens da abordagem indireta são que é necessário o conhecimento do
controlador, e o modelo estimado da planta 𝑃 (𝑧) é de ordem aumentada, pois esta
é a soma das ordens de 𝑇𝑦𝑟 e de 𝐶(𝑧). Então é necessário aplicar um método de
redução de modelo.
3. Abordagem do conjunto controle-saída: nesta abordagem a saída e o controle são
tratadas como uma única variável, sendo essa variável considerada a saída de um
sistema comandado por entrada exógena e ruído.
A idéia básica desta abordagem é calcular os modelos estimados de planta, contro-
lador e ruído em malha aberta usando as estimativas das funções de transferência
de (5.7) e de (5.8); com elas pode-se identificar o modelo do sistema em malha fe-
chada e os modelos das funções de sensibilidade do controle e da saída e calcular a
estimativa do modelo da planta fazendo 𝑃 (𝑧) = 𝑇𝑦𝑟𝑇−1𝑢𝑟 . Essa idéia sera desenvolvida
na seguinte seção.
Na abordagem do conjunto controle-saída tem-se a vantagem de que não é necessário
conhecer o controlador, e as estimativas não tem viés (bias) como no caso da abor-
dagem direta, porém, a estimativa dada pela abordagem do conjunto controle-saída
é de ordem aumentada como no caso da abordagem indireta, portanto também é
necessário aplicar um método de redução de modelo.
Cabe salientar que a abordagem do conjunto controle-saída necessariamente implica
em um processo vetorial, razão pela qual os métodos de subespaços são os mais
indicados para esta abordagem.
5.2.1 Abordagem do Conjunto Controle-Saída
Para apresentar a abordagem do conjunto controle-saída para a identificação de
sistemas em malha fechada tomamos o sistema MIMO representado na Figura 5.2,
onde 𝑃 (𝑧) é a matriz de transferência da planta ou processo, 𝐶(𝑧) é a matriz de
transferência do controlador o qual supomos ser linear e invariante no tempo, (𝑧) denota
a transformada 𝑍; 𝑢 é o vetor de controle da planta, 𝑟1 e 𝑟2 são sinais vetoriais de
referência ou entradas exógenas, 𝑦 é o vetor de saída e 𝜈 é uma perturbação vetorial que
é considerada não correlacionada com as entradas exógenas (𝑟1, 𝑟2).
Neste caso para à abordagem do conjunto controle-saída, os vetores (𝑟1, 𝑟2) são
considerados como as entradas exógenas do sistema e os vetores (𝑢, 𝑦) são considerados
como as saídas do sistema. Assim o objetivo da abordagem é encontrar o modelo de espaço
de estado global para estes novos pares de entrada-saída. (VERHAEGEN, 1993a).
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Figura 5.2 – Sistema em Malha Fechada MIMO







onde 𝑌 (𝑧) = 𝑍 {𝑦(𝑘)} , 𝑈(𝑧) = 𝑍 {𝑢(𝑘)} , 𝑅1(𝑧) = 𝑍 {𝑟1(𝑘)} , 𝑅2(𝑧) = 𝑍 {𝑟2(𝑘)} , 𝜈(𝑧) =
𝑍 {𝜈(𝑘)}.








As matrizes função de transferência da saída 𝑦 com relação às entradas (𝑟1, 𝑟2) e
à perturbação 𝜈, para o sistema da Figura 5.2, são dadas por:
𝑇𝑦𝑟1 = (𝑃 (𝑧)𝐶(𝑧))(𝐼 + 𝐶(𝑧)𝑃 (𝑧))−1
𝑇𝑦𝑟2 = 𝑃 (𝑧)(𝐼 + 𝐶(𝑧)𝑃 (𝑧))−1
𝑇𝑦𝜈 = 𝐻(𝑧)(𝐼 + 𝑃 (𝑧)𝐶(𝑧))−1
(5.10)
considera-se que as inversas das matrizes 𝑃 (𝑧) e 𝐶(𝑧) existem.
As matrizes função de sensibilidade da saída e do controle com relação à planta
para o caso multivariável são:
𝑆𝑦(𝑧) = (𝐼 + 𝑃 (𝑧)𝐶(𝑧))−1 𝑆𝑢(𝑧) = (𝐼 + 𝐶(𝑧)𝑃 (𝑧))−1 (5.11)
então substituindo as matrizes função de sensibilidade de (5.11) na equação (5.10), tem-se:
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𝑇𝑦𝑟1 = 𝑃 (𝑧)𝑆𝑢(𝑧)𝐶(𝑧)
𝑇𝑦𝑟2 = 𝑃 (𝑧)𝑆𝑢(𝑧)
𝑇𝑦𝜈 = 𝑆𝑦(𝑧)𝐻(𝑧)
(5.12)
Da mesma forma são calculadas as matrizes funções de transferência das entradas de refe-
rência (𝑟1, 𝑟2) e da entrada de perturbação 𝜈 ao controle 𝑢, para o sistema da Figura 5.2:
𝑇𝑢𝑟1 = 𝐶(𝑧)(𝐼 + 𝐶(𝑧)𝑃 (𝑧))−1
𝑇𝑢𝑟2 = (𝐼 + 𝐶(𝑧)𝑃 (𝑧))−1
𝑇𝑢𝜈 = (𝐶(𝑧)𝐻(𝑧))(𝐼 + 𝑃 (𝑧)𝐶(𝑧))−1
(5.13)





Das equações (5.12) e (5.14) pode-se calcular a planta 𝑃 (𝑧) e o controlador 𝐶(𝑧) fazendo:
𝑃 (𝑧) = 𝑇𝑦𝑟2𝑇−1𝑢𝑟2 = 𝑃 (𝑧)𝑆𝑢(𝑆𝑢)−1 (5.15)
e
𝐶(𝑧) = 𝑇−1𝑢𝑟2𝑇𝑢𝑟1 = (𝑆𝑢)−1𝑆𝑢𝐶(𝑧) (5.16)
onde por propriedades matriciais 𝑆𝑢(𝑆𝑢)−1 = 𝐼 e 𝑆𝑦(𝑆𝑦)−1 = 𝐼.
5.3 Realização Estocástica de um Sistema em Malha Fechada
O modelo no espaço de estado na forma inovativa para o sistema em malha fechada
da Figura 5.2, é dado por:
























onde 𝐷11 e 𝐷12 são consideradas nulas e a dimensão de vetor de estado é a soma das
dimensões da planta e do controlador (𝑛 = 𝑛𝑝 + 𝑛𝑐).
Capítulo 5. MÉTODO DE ANALISE DE CORRELAÇÃO CANÔNICA PARA IDENTIFICAÇÃO DE
SISTEMAS ESTOCÁSTICOS MULTIVARIÁVEIS EM MALHA FECHADA 75
As representações no espaço de estado das matrizes função de transferência são
obtidas por superposição, a partir do modelo no espaço de estado (5.17). Assim a matriz
função de transferência 𝑇𝑦𝑟1 refere-se ao modelo no espaço de estado:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵1𝑟1(𝑘)
𝑦(𝑘) = 𝐶1𝑥(𝑘) + 0




⎤⎦ = 𝐶1(𝑧𝐼 − 𝐴)−1𝐵1 (5.18)
Da mesma forma a matriz função de transferência 𝑇𝑦𝑟2 refere-se a:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵2𝑟2(𝑘)





⎤⎦ = 𝐶1(𝑧𝐼 − 𝐴)−1𝐵2 (5.19)
A matriz função de transferência 𝑇𝑢𝑟1 refere-se a:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵1𝑟1(𝑘)





⎤⎦ = 𝐷21 + 𝐶2(𝑧𝐼 − 𝐴)−1𝐵1 (5.20)
e a matriz função de transferência 𝑇𝑢𝑟2 refere-se a:
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵2𝑟2(𝑘)





⎤⎦ = 𝐷22 + 𝐶2(𝑧𝐼 − 𝐴)−1𝐵2 (5.21)
Lembrando que as equações da planta e do controlador são dadas respectivamente por:
𝑃 (𝑧) = 𝑇𝑦𝑟2𝑇−1𝑢𝑟2
𝐶(𝑧) = 𝑇−1𝑢𝑟2𝑇𝑢𝑟1
(5.22)





⎤⎦ ⎡⎣ 𝐴 𝐵2
𝐶2 𝐷22
⎤⎦−1
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𝑃 (𝑧) =
















5.4 Método de Análise de Correlação Canônica para identificação
de Sistemas em Malha Fechada
Para o caso de identificação de sistemas em malha fechada com o método CCA
consideram-se os seguintes vetores e subespaços: 𝑟1 ∈ R𝑗, 𝑟2 ∈ R𝑚, 𝑢 ∈ R𝑚 e 𝑦 ∈ R𝑗, para
o sistema mostrado na Figura 5.2. Para tal sistema definem-se:









⎤⎦ ∈ R𝑑 𝑐𝑜𝑚 𝑙 = 0, 1, 2, . . . (5.27)




⎤⎦ ∈ R𝑑 𝑐𝑜𝑚 𝑙 = 0, 1, 2, . . . (5.28)
onde 𝑑 = 𝑗 +𝑚.




⎤⎦ 𝑐𝑜𝑚 𝑙 = 1, 2, 3, . . . (5.29)
Os correspondentes espaços são dados por:
Espaço das saídas futuras:
ℱ+𝑚𝑓 = 𝑠𝑝𝑎𝑛 {𝑓𝑚(𝑘), 𝑓𝑚(𝑘 + 1), . . .} (5.30)
Espaço das entradas futuras:
ℛ+𝑚𝑓 = 𝑠𝑝𝑎𝑛 {𝑟𝑚(𝑘), 𝑟𝑚(𝑘 + 1), . . .} (5.31)
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Espaço do passado do conjunto do controle-saída e da entrada exógena:
𝒫−𝑚𝑓 = 𝑠𝑝𝑎𝑛 {𝑝𝑚(𝑘 − 1), 𝑝𝑚(𝑘 − 2), . . .} (5.32)
Com estes vetores e subespaços calcula-se o preditor ótimo para a malha fechada 𝑓𝑚𝑓 (𝑘),
o qual é definido de forma equivalente ao preditor ótimo para o caso de sistema com
entrada exógena em malha aberta (4.9), fazendo-se a projeção ortogonal do vetor do
futuro 𝑓𝑚(𝑘) (neste caso o futuro do conjunto (𝑢, 𝑦)) sobre a união dos subespaços do
passado do conjunto do controle-saída e da entrada exógena 𝒫−𝑚𝑓 com o subespaço das
entradas futuras ℛ+𝑚𝑓 , ou seja:





Na Figura 5.3 é mostrada a representação gráfica do preditor ótimo para malha
fechada 𝑓𝑚𝑓 (𝑘); na figura pode-se ver que o vetor preditor 𝑓𝑚𝑓 (𝑘) é resultado da soma
vetorial dos vetores 𝛾 e 𝜙; sendo que os vetores 𝛾 e 𝜙 são respectivamente a projeção
oblíqua do vetor do futuro 𝑓𝑚(𝑘) sobre o subespaço 𝒰+𝑚𝑓 ao longo do subespaço 𝒫−𝑚𝑓





, e a projeção oblíqua do vetor do futuro 𝑓𝑚(𝑘) sobre o











Figura 5.3 – Projeção Oblíqua Malha Fechada
Na seção 4.2, mostrou-se que a projeção ortogonal de um vetor sobre a união de
dois subespaços pode ser calculada mediante as covariâncias condicionais; assim da equa-






= Σ𝑓𝑝|𝑟Σ−1𝑝𝑝|𝑟𝑝𝑚(𝑘) + Σ𝑓𝑟|𝑝Σ
−1
𝑟𝑟|𝑝𝑟𝑚(𝑘) (5.34)
As matrizes de covariância condicional são calculadas mediante a decomposição LQ, da
mesma forma que na seção 4.2.1, com o seguinte procedimento:
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Tendo 𝑁 dados medidos, constroem-se as matrizes bloco de Toeplitz e de Hankel
a partir dos vetores de (5.26) e (5.28), da seguinte forma:
𝑃0|𝑘−1 :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜛(𝑘 − 1) 𝜛(𝑘) . . . 𝜛(𝑘 +𝑁 − 2)
𝑟(𝑘 − 1) 𝑟(𝑘) . . . 𝑟(𝑘 +𝑁 − 2)
... ... . . . ...
𝜛(0) 𝜛(1) . . . 𝜛(𝑁 − 1)
𝑟(0) 𝑟(1) . . . 𝑟(𝑁 − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2𝑘𝑑×𝑁 (5.35)
𝑃0|𝑘−1 é definida como a matriz bloco de Toeplitz do passado, e a notação 𝑃0|𝑘−1 representa
os dados entre os instantes 0 e 𝑘 − 1.
𝑅𝑘|2𝑘−1 :=
⎡⎢⎢⎢⎢⎢⎢⎣
𝑟(𝑘) 𝑟(𝑘 + 1) . . . 𝑟(𝑘 +𝑁 − 1)
𝑟(𝑘 + 1) 𝑟(𝑘 + 2) . . . 𝑟(𝑘 +𝑁)
... ... . . . ...






𝜛(𝑘) 𝜛(𝑘 + 1) . . . 𝜛(𝑘 +𝑁 − 1)
𝜛(𝑘 + 1) 𝜛(𝑘 + 2) . . . 𝜛(𝑘 +𝑁)
... ... . . . ...
𝜛(2𝑘 − 1) 𝜛(2𝑘) . . . 𝜛(𝑁 + 2𝑘 − 2)
⎤⎥⎥⎥⎥⎥⎥⎦ ∈ R
𝑘𝑑×𝑁 (5.37)
𝑅𝑘|2𝑘−1 e 𝐹𝑘|2𝑘−1 são definidas como as matrizes bloco de Hankel do futuro de 𝑟𝑚 e 𝑓𝑚.
As notações 𝑅𝑘|2𝑘−1 e 𝐹𝑘|2𝑘−1 representam os dados entre os instantes 𝑘 e 2𝑘 − 1.


















⎤⎥⎥⎥⎦ =: ?̄?𝑄𝑇 (5.38)
As matrizes de covariância condicionais são dadas por:
Σ𝑓𝑓 |𝑟 = 𝑅32𝑅𝑇32 +𝑅33𝑅𝑇33, Σ𝑝𝑝|𝑟 = 𝑅22𝑅𝑇22, Σ𝑓𝑝|𝑟 = 𝑅32𝑅𝑇22 (5.39)
Para calcular os vetores canônicos de acordo com a equação (4.50) e (4.52), calculam-
se as matrizes raízes quadradas como:
Σ𝑓𝑓 |𝑟 = 𝐿𝐿𝑇 ,Σ𝑝𝑝|𝑟 = 𝑀𝑀𝑇 (5.40)
Os coeficientes de correlação canônica são calculados fazendo a decomposição em valores
singulares da forma:
𝐿−1Σ𝑓𝑝|𝑟𝑀−𝑇 = 𝑈Σ𝑉 𝑇 (5.41)
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lembrando que Σ é a solução da equação algébrica de Riccati, e que os valores singulares de
Σ são os coeficientes de correlação canônica entre o futuro e o passado dadas as entradas.
As matrizes de observabilidade e controlabilidade estendidas são calculadas com
as variáveis obtidas através da decomposição em valores singulares de (5.41), como:
𝒪𝑘 = 𝐿𝑈Σ1/2, 𝒞𝑘 = Σ1/2𝑉 𝑇𝑀𝑇 (5.42)
A base ortonormal ou seja o vetor de estado estimado é dado por:
?̄?𝑘 = 𝒞𝑘Σ−1𝑝𝑝|𝑟𝑃0|𝑘−1 = Σ
1/2𝑉 𝑇𝑀−𝑇𝑃0|𝑘−1 (5.43)
De (5.43) obtém-se as seguintes matrizes:
?̂?𝑘+1 = ?̄?𝑘(:, 2 : 𝑁), ?̂?𝑘 = ?̄?𝑘(:, 1 : 𝑁 − 1)
𝐹𝑘|𝑘 = 𝑊𝑘|𝑘(:, 1 : 𝑁 − 1)
(5.44)
As matrizes (𝐴,𝐵,𝐶,𝐷) são calculadas pela aplicação do método de mínimos quadrados























Tendo as matrizes (𝐴,𝐵,𝐶,𝐷) é possível calcular os modelos de maior ordem da planta
𝑃 (𝑧) e do controlador 𝐶(𝑧), substituindo as variáveis nas equações:
𝑃 (𝑧) =
⎡⎣ 𝐴−𝐵2𝐷−122 𝐶2 𝐵2𝐷−122
𝐶1 0
⎤⎦ , 𝐶(𝑧) =






5.5 Implementações do Método CCA em Malha Fechada
Para a implementação do método CCA em malha fechada utilizou-se um ’Bench-
mark’ de (KATAYAMA, 2005). No sistema tem-se uma planta de segunda ordem, e um
controlador de primeira ordem, dados por:
𝑃 (𝑧) = 𝑧
−1
1 − 1.6𝑧−1 + 0.89𝑧−2 𝐶(𝑧) =
𝑧 − 0.8
𝑧
A função de transferência da perturbação é dado por:
𝐻(𝑧) = 1 − 1.56𝑧
−1 + 1.045𝑧−2 − 0.3338𝑧−3
1 − 2.35𝑧−1 + 2.09𝑧−2 − 0.6675𝑧−3
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Os parâmetros estabelecidos são:
N=10000, numero de dados para a identificação.
k=30, numero de filas das matrizes bloco.
As entradas utilizadas são ruídos brancos Gaussianos com médias e covariâncias:
𝐸 {𝑟1} = 0.0017, (𝑀𝑒𝑑𝑖𝑎 𝑑𝑎 𝑒𝑛𝑡𝑟𝑎𝑑𝑎 𝑟1)
𝑐𝑜𝑣 {𝑟1} = 0.9830, (𝐶𝑜𝑣𝑎𝑟𝑖â𝑛𝑐𝑖𝑎 𝑑𝑎 𝑒𝑛𝑡𝑟𝑎𝑑𝑎 𝑟1)
𝐸 {𝑟2} = 0.0020, (𝑀𝑒𝑑𝑖𝑎 𝑑𝑎 𝑒𝑛𝑡𝑟𝑎𝑑𝑎 𝑟2)
𝑐𝑜𝑣 {𝑟2} = 0.9798, (𝐶𝑜𝑣𝑎𝑟𝑖â𝑛𝑐𝑖𝑎 𝑑𝑎 𝑒𝑛𝑡𝑟𝑎𝑑𝑎 𝑟2)
𝐸 {𝜈} = 0.0038, (𝑀𝑒𝑑𝑖𝑎 𝑑𝑎 𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎çã𝑜 𝜈)
𝑐𝑜𝑣 {𝜈} = 0.9990, (𝐶𝑜𝑣𝑎𝑟𝑖â𝑛𝑐𝑖𝑎 𝑑𝑎 𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎çã𝑜 𝜈)
Os gráficos das entradas exógenas (𝑟1, 𝑟2) e da perturbação 𝜈, são mostrados nas
Figuras 5.4, 5.5 e 5.6, respectivamente.
















Figura 5.4 – Entrada r1.
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Figura 5.5 – Entrada r2.
















Figura 5.6 – Perturbação v.
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∙ Modelo Obtido.
De acordo com a equação (5.47) os modelos no espaço de estado da planta e do
controlador são dados por:
?̂?𝑝(𝑘 + 1) = 𝐴𝑝?̂?𝑝(𝑘) +𝐵𝑝𝑢(𝑘)
𝑦 = 𝐶𝑝?̂?𝑝(𝑘)
𝑒
?̂?𝑐(𝑘 + 1) = 𝐴𝑐?̂?𝑐(𝑘) +𝐵𝑐[𝑟1(𝑘) − 𝑦(𝑘)]
𝑢(𝑘) = 𝑟2(𝑘) + 𝐶𝑐?̂?𝑐(𝑘) +𝐷𝑐[𝑟1(𝑘) − 𝑦(𝑘)]
onde da equação (5.47) tem-se que 𝐴𝑝 = 𝐴 − 𝐵2𝐷−122 𝐶2, 𝐵𝑝 = 𝐵2𝐷−122 , 𝐶𝑝 = 𝐶1 e
𝐷 = 0; e 𝐴𝑐 = 𝐴−𝐵2𝐷−122 𝐶2, 𝐵𝑐 = 𝐴−𝐵2𝐷−122 𝐷21, 𝐶𝑐 = 𝐷−122 𝐶2 e 𝐷 = 𝐷−122 𝐷21.
Da equação anterior os modelos no espaço de estado estimados mediante o método
CCA para a planta 𝑃 (𝑧) e para o controlador 𝐶(𝑧) são dados por:



























⎤⎥⎥⎥⎦ [𝑟1(𝑘) − 𝑦(𝑘)]




?̂?𝑐(𝑘) + (1.0018)[𝑟1(𝑘) − 𝑦(𝑘)]
∙ Validação da Saída estimada
As saídas estimada pelo método CCA em Malha fechada e a real são mostradas na
Figura 5.7 (saída real em vermelho e saída estimada em azul).
O ajuste do sinal é calculado por:
%𝐴𝑗𝑢𝑠𝑡𝑒 = 100
(︃




e vale: %𝐴𝑗𝑢𝑠𝑡𝑒 = 93.78.
∙ Resposta em Freqüência
Os polos das funções de transferência da Planta estimada pelo método CCA e da
função de transferência da Planta real são apresentados na Figura 5.8. Os polos das
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Figura 5.7 – Saída Estimada pelo Método CCA em Malha Fechada.

























Figura 5.8 – Polos das Plantas Real e Estimada.
funções de transferência do Controlador estimado pelo método CCA e das funções
de transferência do Controlador real são apresentados na Figura 5.9 Os ganhos e
fases das funções de transferência da planta e do controlador reais e estimados são
mostrados nas Figuras 5.10 e 5.11.
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Figura 5.9 – Polos dos Controladores Real e Estimado.
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Figura 5.10 – Ganho e Fase das Plantas Real e Estimada.
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Figura 5.11 – Ganho e Fase dos Controladores Real e Estimado.
87
6 VALIDAÇÃO DE MODELOS USANDO O
FILTRO DE KALMAN
Nesta seção aplicamos um método de validação usando o filtro de Kalman inspirado
em (BARRETO, 2002).






𝑢(𝑘) ?̂?(𝑘 + 1) ?̂?(𝑘) 𝑦(𝑘)
+
Figura 6.1 – Filtro de Kalman
Uma das aplicações do filtro de Kalman é estimar recursivamente o estado em um
passo a frente baseado no estado anterior, aplicando uma correção proporcional ao fator
de predição, para aprofundar no funcionamento do filtro ver (KALMAN, 1960).
Para o método de validação com o filtro de Kalman dividimos os vetores de da-
dos em 𝑚 subconjuntos e para cada subconjunto é aplicado o processo apresentado na
Figura 6.2.
Na Figura 6.2 mostra-se que, tendo os dados medidos experimentalmente, 𝑢(𝑘), 𝑦(𝑘)
no caso de sistemas e 𝑦(𝑘) no caso de série temporal, o primeiro passo é a obtenção das
matrizes do modelo no espaço de estado mediante o método de identificação no espaço de
estado CCA apresentado nos Capitulos 3 e 4.
Com a identificação no espaço de estado são obtidas as matrizes (𝐴,𝐵,𝐶,𝐷) e as
matrizes (𝑄,𝑆,𝑅); cabe salientar que a matriz 𝑅 corresponde à matriz de covariância da





O filtro de Kalman é configurado com as matrizes 𝑄,𝑆,𝑅 obtidas do método CCA
















Figura 6.2 – Processo de Validação
como valores inicias das matrizes do filtro (𝑄𝑓 , 𝑆𝑓 , 𝑅𝑓 ). O estado inicial 𝑥(0) é estabelecido
como o primeiro bloco linha do vetor ?̂?(𝑘) estimado mediante o método CCA.
Depois é aplicado o filtro de Kalman para calcular a saída estimada 𝑦(𝑘), com as
seguintes equações:
?̂?(𝑘 + 1) = 𝐴?̂?(𝑘) +𝐵𝑢(𝑘) +𝐾𝑒(𝑘)
?̂?(𝑘 | 𝑘) = ?̂?(𝑘) +𝐾𝑓𝑒(𝑘)
𝑒(𝑘) = 𝑦(𝑘) − 𝐶?̂?(𝑘)
matrizes de covariância do erro do filtro:
𝑃 (𝑘 + 1) = 𝐴𝑃 (𝑘)𝐴𝑇 −𝐾(𝐶𝑃 (𝑘)𝐶𝑇 +𝑅𝑓 )𝐾𝑇 +𝑄𝑓
𝑃 (𝑘 | 𝑘) = 𝑃 (𝑘) − 𝑃 (𝑘)𝐶𝑇 [𝐶𝑃 (𝑘)𝐶𝑇 +𝑅𝑓 ]−1𝐶𝑃 (𝑘)
ganhos do filtro:
𝐾 = (𝐴𝑃𝐶𝑇 + 𝑆𝑓 )(𝐶𝑃𝐶𝑇 +𝑅𝑓 )−1
𝐾𝑓 = 𝑃𝐶𝑇 (𝐶𝑃𝐶𝑇 +𝑅𝑓 )−1
Com a saída estimada do filtro calcula-se:
o erro de predição
𝑦 = 𝑦(𝑘) − 𝑦(𝑘)
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Se o estimador é correto a matriz de covariância do erro de predição será próxima da
matriz de covariância da inovação obtida no método CCA:
𝜙 ≃ 𝑅
6.1 Validação com o Filtro de Kalman do Método CCA para Séries
Temporais.
As series temporais estimadas com o filtro de Kalman 𝑦(𝑘) e as series temporais
medidas 𝑦(𝑘), para o conjunto total de dados (𝑦(𝑘)|𝑘 = 1 . . . 𝑁 𝑠𝑒𝑛𝑑𝑜 𝑁 = 100000) são
apresentadas nas Figuras 6.3, 6.4 e 6.5:


















Figura 6.3 – Saída 1 Estimada do Filtro de Kalman e Saida de Dados Série Temporal.
Nas Figuras 6.3, 6.4 e 6.5, mostra-se de forma gráfica a comparação entre as series
temporais estimadas (em vermelho) e as series temporais medidas (em azul).
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Figura 6.4 – Saída 2 Estimada do Filtro de Kalman e Saida de Dados Série Temporal.


















Figura 6.5 – Saída 3 Estimada do Filtro de Kalman e Saida de Dados Série Temporal.
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A matriz de covariância de inovação 𝑅 obtida com o método CCA para o conjunto







O traço da matriz 𝑅 é 1.7040.
Para a validação, os dados foram divididos em 4 subconjuntos de 2500 dados,
a cada um destes subconjuntos aplicou-se o processo descrito na Figura 6.2. Para cada
subconjunto calculou-se os traços das matrizes de covariância de inovação 𝑅 e os traços
das matrizes de covariância do erro de predição 𝜙 que são apresentados na tabela 3.
Tabela 3 – Comparação dos traços das matrizes de covariâncias.





Na Figura 6.6 mostra-se o gráfico dos traços das matrizes de covariância do erro
de predição calculados para cada subconjunto de dados.
















Figura 6.6 – Traços das matrizes de covariância do erro de predição series temporais.
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6.2 Validação com o Filtro de Kalman do Método CCA para Sis-
temas em Malha Aberta
6.2.1 Validação para o Sistema Eletromecânico de Vibração Torcional
A saída do sistema eletromecânico estimada com o filtro de Kalman 𝑦(𝑘) e a
saída do sistema eletromecânico medida 𝑦(𝑘), para o conjunto total de dados (𝑦(𝑘)|𝑘 =
1 . . . 𝑁 𝑠𝑒𝑛𝑑𝑜 𝑁 = 120000), são apresentadas na Figura 6.7:


























Figura 6.7 – Saída Estimada do Filtro de Kalman e Saida de Dados Sistema Eletromecâ-
nico.
A covariância de inovação 𝑅 obtida com o método CCA para o conjunto total de
dados, é:
𝑅 = 0.0829
O conjunto de dados tem 120000 amostras, as quais foram divididas em 60000
amostras para identificação e uma quantidade igual para validação. O conjunto de vali-
dação foi dividido em 6 subconjuntos aos quais é aplicado o método de validação com o
filtro. Assim obteve-se 6 subconjuntos de realizações (𝐴,𝐵,𝐶,𝐷,𝐾) e suas respectivas
matrizes de covariâncias.
Na Tabela 4, apresentam-se os traços 𝑇𝑟{.}, das matrizes 𝑅 e 𝜙, para cada sub-
conjunto de realizações (𝐴𝑚, 𝐵𝑚, 𝐶𝑚, 𝐷𝑚, 𝐾𝑚).
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Tabela 4 – Comparação dos traços das matrizes de covariâncias.







Na Figura 6.8 mostra-se o gráfico dos traços das matrizes de covariância do erro
de predição calculados para cada subconjunto de dados.

















Figura 6.8 – Traços das matrizes de covariância do erro de predição Sistema Eletromecâ-
nico.
6.2.2 Validação para o Evaporador Industrial
As saídas do processo do evaporador industrial estimadas com o filtro de Kalman
𝑦(𝑘) e as saídas do processo do evaporador industrial medidas 𝑦(𝑘), para o conjunto total
de dados (𝑦(𝑘)|𝑘 = 1 . . . 𝑁 𝑠𝑒𝑛𝑑𝑜 𝑁 = 6305), são apresentadas nas Figuras 6.9, 6.10
e 6.11.
Nas Figuras 6.9, 6.10 e 6.11, mostra-se de forma gráfica a comparação entre as
series temporais estimadas (em vermelho) e as series temporais medidas (em azul).
A matriz de covariância de inovação 𝑅 obtida com o método CCA para o conjunto
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Figura 6.9 – Saída 1 Estimada do Filtro de Kalman e Saida de Dados Evaporador Indus-
trial.
















Figura 6.10 – Saída 2 Estimada do Filtro de Kalman e Saida de Dados Evaporador In-
dustrial.
O traço da matriz 𝑅 é 0.2501.
Para a validação dividiu-se o conjunto de dados em 3 subconjuntos de 2101 dados
cada um.
Na Tabela 5, apresentam-se os traços 𝑇𝑟{.}, das matrizes 𝑅 e 𝜙, para cada sub-
conjunto de de dados.
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Figura 6.11 – Saída 3 Estimada do Filtro de Kalman e Saida de Dados Evaporador In-
dustrial.
Tabela 5 – Comparação dos traços das matrizes de covariâncias do Evaporador Industrial.




Na Figura 6.12 mostra-se o gráfico dos traços das matrizes de covariância do erro













Figura 6.12 – Traços das matrizes de covariância do erro de predição Evaporador Indus-
trial.
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6.2.3 Validação para o Processo de Enrolamento Industrial
As saídas do processo de enrolamento industrial estimadas com o filtro de Kalman
𝑦(𝑘) e as saídas do processo de enrolamento industrial medidas 𝑦(𝑘), para o conjunto total
de dados (𝑦(𝑘)|𝑘 = 1 . . . 𝑁 𝑠𝑒𝑛𝑑𝑜 𝑁 = 2500), são apresentadas nas Figuras 6.13 e 6.14.


















Figura 6.13 – Saída 1 Estimada do Filtro de Kalman e Saida de Dados Enrolamento
Industrial.


















Figura 6.14 – Saída 2 Estimada do Filtro de Kalman e Saida de Dados Enrolamento
Industrial.
Nas Figuras 6.13,e 6.14, mostra-se de forma gráfica a comparação entre as series
temporais estimadas (em vermelho) e as series temporais medidas (em azul).
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A matriz de covariância de inovação 𝑅 obtida com o método CCA para o conjunto





O traço da matriz 𝑅 é 0.0909.
Para a validação dividiu-se o conjunto de dados em 2 subconjuntos de 1250 dados
cada um.
Na Tabela 6, apresentam-se os traços 𝑇𝑟{.}, das matrizes 𝑅 e 𝜙, para cada sub-
conjunto de de dados.
Tabela 6 – Comparação dos traços das matrizes de covariâncias do Evaporador Industrial.
# do subconjunto 𝑇𝑟{𝜙} 𝑇𝑟{𝑅}
1 0.3446 0.0326
2 0.5473 0.1023
Na Figura 6.15 mostra-se o gráfico dos traços das matrizes de covariância do erro

















Nos estudos e análises apresentados neste trabalho cabe salientar que: o método
de Akaike é inovador no âmbito da teoria de realização estocástica mínima, conseguindo
trazer uma solução de estatística para o campo da identificação e modelagem. A inter-
pretação geométrica por subespaços e cálculos matricias de Akaike facilita os algebrismos
pois, o problema do cálculo de um preditor ótimo do futuro é resolvido por um simples
cálculo de projeção ortogonal (expresso em covariâncias) sobre o espaço de dados, com
o qual garante a otimalidade do preditor; sendo o preditor um preditor ótimo, o cálculo
da matriz de Hankel de covariâncias é realizado diretamente com o preditor do futuro,
e sendo o espaço de estado considerado o espaço preditor, o problema limita-se à busca
de uma base dentro de dito espaço como vetor de estado do modelo no espaço de estado.
Como se mostrou nos algoritmos e na análise teórica, tendo o vetor de estado, o pro-
blema reduz-se a uma resolução básica de regressão linear para a obtenção das matrizes
do modelo no espaço de estado na forma inovativa (𝐴,𝐵,𝐶,𝐷,𝐾).
Nas aplicações demonstrou-se como o vetor de estado estimado, a ordem do sis-
tema e o modelo no espaço de estado obtido pelo método CCA, descrevem os processos
adequadamente. Isto é validado com os parâmetros de Markov e os sinais obtidos dos mo-
delos estimados. Os sinais estimados são comparados com os sinais do processo, de forma
gráfica através da resposta temporal e quantitativamente calculando a percentagem de
ajuste dos sinais.
A finalidade da estimação é predizer o futuro a partir dos dados do passado;
aplicando à análise de correlação canônica como método de escolha do vetor base, garante-
se a melhor estimação do vetor de estado, já que o método CCA calcula o vetor base que
contem as maiores correlações entre os dados do futuro e do passado, o que permite ter
uma melhor predição do futuro.
Durante esta dissertação mostrou-se como o método de análise de correlação canô-
nica é uma potente ferramenta capaz de calcular modelos ótimos tanto para séries tem-
porais como para sistemas com entradas exógenas em malha aberta e em malha fechada.
A metodologia de Akaike permite calcular os estados diretamente dos dados de entrada-
saída sem necessidade de variáveis ou cálculos adicionais; estas estimações são obtidas
de preditores ótimizados; com a análise de correlação canônica escolhe-se a melhor base
dentro do espaço preditor como estado do sistema; todos estes cálculos são computacio-
nalmente simplificados com os métodos de decomposição LQ e decomposição em valores
singulares. Tudo isto mostra a genialidade e efetividade dos métodos apresentados neste
trabalho e devidos a Kalman e a Akaike.
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Na comparação feita entre o método CCA e o método MOESP para o caso da
identificação de sistemas em malha aberta mostra-se que o método CCA permite en-
contrar um modelo estocástico no espaço de estado na forma inovativa que é superior
ao modelo obtido pelo método MOESP o qual não considera o ruído e é essencialmente
deterministico.
O método de malha fechada com abordagem do conjunto controle-saída permite
uma melhor identificação no sentido de tratar o problema considerando a análise de ma-
lha fechada, diferentemente de outras abordagens onde a realimentação é omitida; ele
também faz a análise de malha aberta para o cálculo direito da planta e do controlador,
simplificando o problema de identificação de malha fechada. Essa abordagem conjunta de
análise de malha fechada e de malha aberta torna possível o uso de métodos de malha
aberta como o CCA para a identificação de sistemas de malha fechada.
O método CCA aporta ao problema de malha fechada a simplificação do trata-
mento de multiplas entradas e multiplas saídas dos métodos de espaço de estado que
facilitam a identificação de sistemas mais complexos.
De acordo com a teoria e as identificações feitas encontrou-se que o método CCA
de identificação em malha fechada estima modelos de ordem aumentada tanto para a
planta como para o controlador, isto, devido a que estima uma dimensão que é a soma
da ordem da planta com a do controlador. Sugerimos uma nova pesquisa que inclua no
método um processo de redução de modelo ou que modele a planta e o controlador de
forma independente.
Nas diferentes implementações encontrou-se que as variáveis 𝑘(numero de linhas
das matrizes bloco) e 𝑁(numero de amostras para a identificação) são fundamentais no
resultado das estimações; é necessário garantir uma quantidade de amostras suficiente-
mente grande e o 𝑘 deve ser ajustado com respeito ao número de dados utilizados na
identificação; 𝑘 deve ser sempre maior que a ordem do sistema e pode ser aumentado
conforme o aumento de 𝑁 . Pesquisas futuras podem ser feitas em métodos para estimar
um 𝑘 ótimo para cada caso.
Outras pesquisas futuras interessantes seriam o desenvolvimento das teorias e os
algoritmos para aplicar o método de identificação por CCA a sinais e sistemas não lineares,
variantes no tempo, assim como uma forma recursiva do método CCA para identificação
on-line (em tempo real).
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