Abstract-In -ray detectors, monolithic scintillation crystals offer the possibility of preserving the scintillation light distribution especially when painted black. The statistical moments of this distribution provide accurate information on the three photon impact coordinates, including their depth of interaction (DOI). Digital SiPMs (dSiPMs) return digital information based on pixels about the collected light distribution, since the signal is a digital sum of the trigger bins. In this work we present, for the first time, an accurate analysis of the statistical moments of the light distribution using monolithic painted black crystals and state-of-the-art dSiPMs. Two mm monolithic LYSO crystals covering the entire photodetectors area have been used in coincidence with 10 mm in thickness. The photosensor tiles were kept at a stable temperature of C. Energy resolution of about 18% was reached in relation to the zeroth moment. The first moment, related to the impact position, determined a spatial resolution of about 3 mm near the crystal center, but quadratically degrading towards the crystal borders. The DOI resolution, measured by means of the second moment, was found to be nearing 4 mm in the crystal center region. The third order moment, the so-called skewness, is related to the degree of truncation and once calibrated minimizes the compression effects. A corrected spatial resolution of about 3 mm was then measured for the entire crystal surface. DOI resolution improved at the crystal's center, reaching 3.5 mm, but a degradation towards the borders remained due to truncation of the scintillation light distribution.
I. INTRODUCTION

I
N POSITRON emission tomography (PET) the detector blocks are primarily made up of scintillation crystals and photosensors. The 511 keV -photons are commonly converted into scintillation light in order to be photodetected. There are basically two types of crystal configurations used for this purpose, namely pixelated and monolithic.
The pixelated crystal configuration is based in an array of scintillator crystals. In this configuration the scintillation light is channeled towards the photosensors with minimal spatial spread. Here, well-defined light distribution is generated at the exit face of the scintillator, typically covering a small number of photosensor units. A linear positioning scheme, usually based on the center of gravity (CoG) algorithm can be used to determine the impacted pixel [1] . The spatial resolution is defined by the crystal pixel size, although light spread and crystal Compton scattering also play an important role. Due to the large number of internal reflections within a single crystal pixel, providing depth of interaction (DOI) information is very complex. The crystal segments can be significantly thicker, which increases the stopping power, while maintaining good spatial resolution. Nearly all commercial scanners use the segmented crystal approach [2] . However, there are a number of drawbacks when compared to the monolithic crystal design. As one aims to improve the spatial resolution, the cross-sectional area of the crystal segments needs to become smaller. This in turn leads to an augment in cost due to the increased complexity of manufacturing smaller crystal segments. The smaller the crystals are made the less light will be collected. Moreover, complicated and expensive detector modifications are necessary to enable DOI detection for pixellated crystals while monolithic crystals inherently can provide information about the DOI.
In detectors based on monolithic scintillators the position needs to be estimated from the light intensity distribution on the photosensor pixels. During the photoconversion process of the incident -ray, the scintillator transforms the deposited energy into visible light that is emitted isotropically from the excited scintillation centers. Since the range of the electrons inside the scintillator will be short, the excited scintillation centers are densely concentrated around this photoconversion position and act similarly to point-like source. Here, it should be noted that the 511 keV photon does not always interact in one unique point inside the crystal. Although a large fraction of photons undergoes Compton scattering in the crystal volume before being totally absorbed, typically about 38% of the -ray will deposit their energy via photo-electrical absorption at one single point, only few events are characterized by rather long distances between two subsequent Compton and/or photoelectric interactions [3] . The overall contribution of the spread caused by multiple inner crystal scattering to the total scintillation light spread is low for LYSO crystals. The two most distant interactions for a given -ray in the x-y plane is about 3 mm. [4] . That being said, some major drawbacks of using monolithic crystals 0018-9499 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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need to be noted. More data per event is typically needed, since the light distribution (LD) covers the entire photodetector surface, specially at the scintillator entrance. There is larger influence of dark counts because of larger area required for detecting one event. Monolithic crystals also requires the use of more complex positioning algorithms such as linear algorithms (CoG), statistical algorithms like Least Squares (LS), Chi-Square (Chi2) and Generalised Chi-Square (GenChi2), or more complex methods as the comparison with Nearest Neighbours distributions (kNNs) or supervised learning methods as Neural Networks (NNs) [5] . Simple positioning algorithms (CoG) are based on the preservation of light distribution, so inner reflections need to be avoided, often accomplished by black painting the crystal surfaces, thus reducing the light collection efficiency [6] . Due to the finite size of the scintillator volume, the light distribution is truncated everywhere except for the crystal center. This effect produces a worsening in the spatial response uniformity, especially at the crystal borders (image compression). Consequently, a poor estimation of the interaction positions at the edges is obtained. This situation is especially critical when linear algorithms such as CoG are used. The statistical methods (LS, Chi2 or GenChi2) could be enabled using a theoretical expression describing the LD. However, the accuracy in the determination of a theoretical expression might be the major limitation to this method. The kNNs method is an extension of the LS method where the input data can be transformed into a reduced representation set of features, thus reducing the size of the reference data set. Nevertheless, the extraction process is the major limitation of this method. The NNs method have been suggested to fit experimental data in a more efficient way when compared to other methods such as LS fitting. The advantage of NNs is the avoidance of iterative processes and that it does not require initialization parameters. However, the training process of the NN is critical in order to obtain an accurate estimation of the LD parameters. In this work we will study the determination of the 3-D impact coordinates of 511 keV photons with monolithic scintillators through the scintillation light distribution moments, using an array of digital Silicon Photomultipliers (dSiPM) as the photosensor device. A method to minimize the effects of compression using the third moment of scintillation light distribution will be proposed.
II. MATERIALS AND METHODS
A. Scintillation Light Distribution Model
The light distribution that is generated inside a monolithic crystal due to -photon interaction can be assumed to spread isotropically [4] . In that way, the amount of visible photons produced in the interaction that reach the surface , in the neighborhood of , can be described with the inverse square law (1) where is the number of scintillation photons produced at the interaction point, and are the coordinates of the interaction.
Since the geometry of the entry window of the photonsensors is constrained to the plane, only the optical photons of the projection over that plane will be transferred to the photodetectors. Taking into account that the position of the light source is always confined to the scintillator volume, the photons flux corresponding to the surface is covered by the surface of the sensitive area of the photosensors array (see Fig. 1 ). From this scheme, it can be deduced (2) In consequence, the light distribution detected at the plane can be written as (3) where is the distance from the photodetectors plane to the interaction point and , are the centered coordinates.
B. 3-D Impact Coordinates Estimation
In position sensitive photodetectors the impact coordinates can be well determined with the first three moments of the sampled distribution, when referring to monolithic crystals [7] (4) (5) Equation (4) shows the two dimensional expression for the statistical moments and equation (5) those for the two dimensional centered moments where , are the coordinates for each photodetector, i.e. SiPM. , are the measured coordinates of the CoG. The zeroth moment corresponds to the total charge released by a -event which is proportional to the detected photon energy. The first moments and are the mean of the light distribution, providing information about the 2-D (x and y) photon impact coordinates. One of the most important centered moment is the variance, and , that provides information about the width of the light distribution which are strongly correlate to the DOI. Note that for symmetric distributions, . In monolithic crystals the distribution symmetry is truncated everywhere except for the area near the crystal center due to the finite size of the scintillator. Thus, the estimation of moments results in a related error, as depicted in Fig. 2 . For the first moment, this error is called compression as it causes the impact position estimation near the edges to be shifted toward the crystal center [8] . This effect can be reduced with the geometry of the crystal, i.e. with a truncated pyramidal geometry [9] . The error in the determination of the centroid also affects the computation of the second centered moment, by resulting in a poor estimation of the DOI for -rays impacting near the crystal borders. The third centered moment, referred to as skewness, provides information about of asymmetry of a distribution and thus corresponding to the degree of truncation of the sampled light distribution. The third moment can be used for further corrections of the impact position estimation obtained with and (CoG algorithm).
C. dSiPMs
Digital Silicon Photomultipliers (dSiPM), manufactured by Philips Digital Photon Counting, are solid-state single-photon sensitive devices made of arrays of Geiger-mode avalanche photodiodes [10] . In contrast to analog SiPM, these devices integrate CMOS electronics into a silicon photomultiplier chip for early digitization of Geiger-cell output resulting in a fully digital readout [11] . This early digitizing minimizes the electronic readout noise avoiding parasitic capacitances of the on-chip interconnect, the bond wires or the external load. The dSiPM are currently manufactured in two different array configurations, the DPC-6400-22 and the DPC-3200-22. In this work we have used the DPC-3200-22 version. The DPC-3200-22 dSiPM array is composed of individual silicon dice covering an area of mm . On each die, four dSiPM pixels are arranged in a matrix. This grouping of pixels onto the dice is important since pixels that belong to the same die share a common controller and time-to-digital converter (TDC), i.e. a single timestamp is obtained per die for each event. Each pixel comprises 3200 cells. The discharged cells are summed up on a pixel basis to produce the photon count value. For the purpose of trigger handling, the pixels are further subdivided into quadrants, each of which comprises 800 cells. These four pixel quadrants are referred to as subpixels. Each cell comprises a single photon avalanche diode (SPAD) and additional control circuitry in 180 nm CMOS technology. This control circuitry facilitates active quenching of the SPAD after breakdown. Similar to analog SiPM, the breakdown of a SPAD can occur due to either photon or thermally generated charge carriers. The cell control circuitry includes functionality for active recharging of the diodes as well as selective enabling/disabling of individual cells [12] .
In summary, each DPC-3200-22 dSiPM array has 64 digital outputs providing the number of photons detected on each pixel and 16 outputs containing the timestamp information on a die basis [13] .
The acquisition sequence is fully digital. Trigger signals are generated by pixels when the configured trigger threshold is reached on a pixel. Four different trigger schemes are supported, which are based on the different boolean interconnection of the four sub-pixels of a pixel. In this work we use trigger scheme 4, where all sub-pixels are connected by AND-Gates, thus each sub-pixel has to detect a cell breakdown to cause a trigger generation by the pixel. In other words, the use of trigger scheme 4 entails that at least 4 avalanche photodiodes (APDs), one at each sub-pixel, must be fired simultaneously to produce a trigger. After the trigger generation, a validation phase of configurable length (here set to 40 ns) starts. The validation network of the digital photon sensors uses, similar to the trigger network, the amount of cell-discharges in considering whether an event is valid or invalid. The rows of a sub-pixel are grouped in row-trigger-lines (RTLs). For the DPC-3200-22 each single row makes up a RTL. Once the RTL of a group detects a cell-discharge within the validation interval, the corresponding input of the connected logic gate is set to logic high level. We used the highest validation threshold, which corresponds to setting all gates as AND, in order to minimize the effect of dark counts. This validation threshold means that one cell in each RTL group of a sub-pixel has to discharge to generate a valid-signal for the corresponding sub-pixel.
As the scintillation light is expected to cover the entire photodetector surface, the dice located far from the scintillation interaction will not pass the threshold and therefore will not be triggered. To avoid this effect, the array is configured to force an event acquisition cycle in all the dice, although most of them will not pass the validation threshold scheme to start their own acquisition sequence. This feature is termed neighbor logic (NL) [14] .
A major drawback with the NL is that when the dice which did not provide the primary trigger are in the recharge or holdoff period do not react to the external trigger. Depending on the dark-count rate this can be a considerable effect, significantly reducing the sensitivity of the detector [15] .
III. EXPERIMENTAL SETUP
Due to the fact that each die contains an individual TDC, the timestamp provided by each of them can be skewed by an offset factor. A skew time calibration between dice before performing measurements is needed [16] . For that purpose we coupled one tile with a single of mm LYSO crystal covering one die. The other tile was coupled to a pixelated mm crystal composed of pixels and 2 mm pitch. The crystal pixels were covered with m of reflective material. Once the time skew between dice is calibrated, the experimental setup for the rest of measurements is composed of two dSiPMs tiles in coincidence, separated by a fixed distance of 10 cm. Both photosensor modules were coupled with optical grease to a mm black-painted (TESTORS Enamel 1149TT, flat black) monolithic LYSO crystals (Proteus, Ohio, US) covering all surfaces except the one coupled and matching the photodetection area. A crystal thickness of 10 mm was used.
Each detector module was located on a opaque housing. In order to reduce the dark count rate, a custom made Peltier cooling based system was developed with a Peltier module coupled through thermal paste to a heatsink and fan block. Both modules were kept at a stable temperature of C. A picture of the detector module is shown in Fig. 4(a) .
It has been pointed out that the dark count rate can be significantly improved by disabling a relatively small amount of cells, e.g. in the order of (5 -10)% [17] . An inhibition map deactivating 10% of the cells with higher dark counts was created for each module.
A 30 mm thick Tungsten block with a drilled hole 1.2 mm in diameter was placed in between a detector module and a source mm in size to properly collimate the gamma rays. The assembly was sequentially moved along the X axis [ Fig. 4(b) ] using a digitally controlled stepper motor. The other detector module was used for coincidence purposes.
IV. EXPERIMENTAL RESULTS
A. Time Skew Calibration
The skew time calibration is performed by aligning the mean values of the time difference histograms between the detector with a single LYSO crystal and one selected LYSO crystal per die of the other detector. The pixellated crystal did not cover the whole photodetector area and thus it is necessary four measurements moving the crystal to the photodetectors quadrants [ Fig. 3(b) ]. The skew time calibration showed offset times varying from 7.8 ps to 1378 ps between dice (Fig. 5) . Since die 9 was present in all the measurements, it was used as a time origin.
B. Zeroth Moment -Energy Resolution
The zeroth moment corresponds to the total charge released in the photodetection area. It is measured by adding the number of detected photons for each pixel inside the integration time. Since the NL was activated, we expected to have photon counts from all the dice in the dSiPMs tiles for each event. However, as was mentioned in Section II, some dice can be in the recharge or holdoff period during an integration process, so the photon counts of those dice are missing. Fig. 6(a) depicts the difference between the recorded energy spectrum considering either all the events (blue line) or events where all the dice are triggered (red line). It can be seen that the low energy peak, mainly due to dark count contribution, is significantly reduced for a collection of valid events. Moreover, the overall spectrum is improved. The fraction of valid events is related to the dSiPMs temperature. In this work, at C, valid events represent a fraction of ( )% of the total events in coincidence mode.
At each measured position, we calculated the energy resolution for the entire photodetector area and the energy resolution in a region of interest (ROI) around the source position [ Fig. 6(b) ]. A mean energy resolution of ( )% and ( )% is found on average for the entire detector and ROI, respectively.
C. First Moment -Spatial Resolution
The histograms of the first moment for the collimated source along one axis were fitted to a Gaussian distribution, for which the mean value was taken as the impact coordinates of the -interaction. As depicted in Fig. 7 , the linearity between the real impact coordinates and measured coordinates, when these are determined using the CoG algorithm, is lost except for a small region near the crystal center. The spatial resolution is calculated as the FWHM of the histograms obtained after correcting the measured CoG values with the source locations, using the third order polynomial fit [18] (Fig. 7, top) . This procedure had been successfully applied by the authors to gamma ray detection devices based on continuous scintillators [19] - [21] . Fig. 7 shows a spatial resolution of mm near the crystal center. The spatial resolution quadratically degrades towards the crystal borders. A spatial resolution of mm is found near the edges.
D. Second Moment -DOI Resolution
The correlation between the DOI and the second centered moment of the scintillation light distribution in monolithic crystals is a direct consequence of the inverse square law. For a collimated -ray beam impinging normal on the detector, the measured DOIs are distributed following an exponentially decaying distribution. Therefore, the distribution of the measured second order moments is expected to be a superposition of the detector intrinsic DOI distributions at different depths, weighted by a decreasing exponential due to the -ray attenuation [ Fig. 8(a) ].
Making the assumption that the intrinsic DOI resolution is constant along the crystal depth, we can define an analytical expression for the DOIs distribution [22] ( 6) where is the linear attenuation coefficient of the crystal and remains constant. The fitting parameters are which is a normalization parameter, which are the limits of the scintillator thickness and that is the intrinsic DOI resolution. In Fig. 8(b) we show the experimental DOI distribution we have measured at the center of the crystal and the fitted function using equation (6) . For impact coordinates near crystal borders, the equation (6) approaches a Gaussian distribution. At this limit, the parameters a and b are too close to each other for a sensible prediction of the DOI resolution. Fig. 8(c) shows a DOI resolution ( ) degradation towards the crystal borders when measured using the second centered moment. This is a consequence of the truncation of light distribution. At the crystal center is mm and at the crystal borders it is about mm.
E. Third Moment -Skewness Correction
The third centered moment, namely skewness, can be used as a measure of the degree of truncation of the sampled light distribution for each event. Since our measurements were only carried out along one axis, we only measure the third moment related to that axis ( ). It should be noted that the skewness value is correlated to the DOI, but for simplicity we assume a mean value for all the measures. For calibration purposes, we fit the values of the skewness distribution measured at a given source position to a Gaussian distribution. The skewness coefficient at that calibration point is then determined as the centroid of the fitted Gaussian function. This procedure is repeated for all source positions considered in the calibration process. Once the skewness coefficient is calculated for all these positions, the measured position should be corrected by considering the value of this coefficient. We fitted the difference between the real positions and those measured to a first order polynomial by least squares (7) where varies between 1 and the number of source positions considered in the experiment, is the fitted parameter and . The fit to the calibration data is shown in Fig. 9 . A value of was obtained for the fitted data. With the fitted parameter, , and using equation (7), we correct the center estimation of every event. Fig. 10 shows the resulting density plot for CoG and includes the skewness correction.
A mean spatial resolution of mm for the entire crystal surface is measured when the impact coordinates are corrected by means of the third moment. In Fig. 11 (top) we have plotted the corrected spatial resolution, observing a linear trend of FWHM along the X-axis. This figure also shows (bottom) the profiles of three distributions near the crystal edge. The fitted curves (red lines) to the experimental data are also depicted. Using the coordinates of the corrected center, we further recalculated the second centered moment (see Fig. 12 ). As in the computation of the second moment, the impact coordinates near to the crystal borders showed a and b parameters too close to each other for a sensible prediction of the DOI resolution. The comparison of DOI with CoG and with skewness correction shows a slightly improved for the latter, especially near the crystal center region.
V. CONCLUSIONS AND OUTLOOK
In this work we have shown the capabilities of determining 3-D photon impact coordinates with monolithic scintillators by determining the first three statistical moments. The second moment is used to determine the DOI, while the third moment is used to correct the marked non-linearity observed in monolithic scintillator crystals, especially toward the crystal edges.
An average energy resolution of 18% is reached, with blackpainted monolithic crystals coupled to digital SiPMs, at a stable temperature of C. A spatial resolution (FWHM) of about 3 mm at the crystal center has been measured using the CoG algorithm. Due to border effects, the spatial resolution degrades quadratically towards the crystal borders. Calibrating the third moment of the measured light distribution minimized the border effects. Spatial resolution of about 3 mm for the entire crystal area is obtained using this method (see Fig. 11 ). Using the second moment of the scintillation light distribution, we measured a DOI resolution of 4.3 mm at the crystal center. When the correction of the third moment is applied to the centroids estimation, the DOI resolution improves to 3.5 mm.
These novel results have shown the capability of using monolithic block crystals in combination with digital SiPM, for innovative cost-effective PET systems developments. Since the NL is mandatory when monolithic crystals are used, the detector sensitivity is reduced near room temperature. However, further studies lowering the detector temperature are needed aiming to improve the detector sensitivity.
Due to the relatively small crystal thickness (10 mm) we have not been able to properly determine the DOI resolution for impacts far from the crystal center coordinates. Our current aim is to extend these studies to the use of non-black painted monolithic crystals in order to increase the light collection, as well as thicker scintillator crystals in order to obtain better DOI resolutions.
