Polyn\^omes quasi-invariants et super-coinvariants pour le groupe
  sym\'etrique g\'en\'eralis\'e by Aval, Jean-Christophe
ar
X
iv
:0
71
1.
09
09
v1
  [
ma
th.
CO
]  
6 N
ov
 20
07
POLYNOˆMES QUASI-INVARIANTS ET SUPER-COINVARIANTS
POUR LE GROUPE SYME´TRIQUE GE´NE´RALISE´
J.-C. AVAL
Re´sume´. Un re´sultat classique d’Artin affirme que l’ide´al engendre´ par les polynoˆ-
mes syme´triques sans terme constant en n variables est de codimension n!. L’auteur,
F. Bergeron et N. Bergeron ont re´cemment obtenu un analogue surprenant dans le
cas des polynoˆmes quasi-syme´triques. Dans ce cas, l’ide´al est de codimension Cn,
le n-ie`me nombre de Catalan. Les polynoˆmes quasi-syme´triques peuvent eˆtre vus
comme invariants d’une action du groupe syme´trique Sn, de´finie par F. Hivert. Le
but de ce travail est de ge´ne´raliser ces travaux au produit en couronne Sn ≀ Zm,
connu sous le nom de groupe syme´trique ge´ne´ralise´ Gn,m. Apre`s avoir de´fini une
action quasi-syme´trisante de Gn,m sur C[x1, . . . , xn], nous obtenons une description
des invariants, et la codimension de l’ide´al associe´, a` savoir mn Cn.
Abstract. A classical result of Artin states that the ideal generated by symmetric
polynomials in n variables is of codimension n!. The author, F. Bergeron and
N. Bergeron have recently obtained a surprising analogous in the case of quasi-
symmetric polynomials. In this case, the ideal is of codimension given by Cn, the
n-th Catalan number. Quasi-symmetric polynomials are the invariants of a certain
action of the symmetric group Sn defined by F. Hivert. The aim of this work is to
generalize these results to the wreath product Sn ≀Zm, also known as the generalized
symmetric group Gn,m. We first define a quasi-symmetrizing action of Gn,m on
C[x1, . . . , xn], then obtain a description of the invariants and the codimension of
the associated ideal, which is mn Cn.
1. Introduction
Conside´rons l’alphabet X en n variables (x1, . . . , xn). L’espace des polynoˆmes
prenant ses variables dans X et a` coefficients complexes est note´ C[X ]. Soit Gn,m =
Sn ≀Zm le produit en couronne du groupe syme´triques Sn par le groupe cyclique Zm.
Ce groupe est souvent applele´ groupe syme´trique ge´ne´ralise´ (cf. [18]). On peut se
repre´senter un e´le´ment de Gn,m comme une matrice carre´e de taille n dans laquelle
chaque ligne et chaque colonne comporte exactement une entre´e non nulle (matrice
de pseudo-permutation), et telle que ces entre´es non nulles sont des racines m-ie`me
de l’unite´. L’ordre du groupe Gn,m est par conse´quent m
n n!. Si m = 1, Gn,m se
re´duit au groupe syme´trique Sn, et si m = 2, Gn,m est le groupe hyperoctae`dral Bn,
i.e. le groupe des permutations signe´es ou groupe de Weil de type B (voir [15] pour
plus de de´tails). Le groupe Gn,m agit sur les polynoˆmes (action “classique”) de la
Date: 25 novembre 2003.
Recherche finance´e par le Programme IHRP de la Commission Europe´enne, Research Training
Network ”Algebraic Combinatorics in Europe,” grant HPRN-CT-2001-00272.
1
2 J.-C. AVAL
fac¸on suivante :
(1.1) ∀g ∈ Gn,m, ∀P ∈ C[X ], g.P (X) = P (X.
tg),
ou` tg est la transpose´e de la matrice g et X est vu comme vecteur ligne. Soit
Invn,m = {P ∈ C[X ] / ∀g ∈ Gn,m, g.P = P}
l’ensemble des invariants polynomiaux pour cette action Gn,m. Notons de plus Inv
+
n,m
l’ensemble des tels polynoˆmes sans terme constant. Nous conside´rons le produit
scalaire suivant sur C[X ] :
(1.2) 〈P,Q〉 = P (∂X)Q(X) |X=0
ou` ∂X repre´sente (∂x1, . . . , ∂xn) et X = 0 repre´sente x1 = · · · = xn = 0. Utilisons la
notation 〈S〉 pour l’ide´al engendre´ par une partie S de C[X ]. L’espace des polynoˆmes
Gn,m-coinvariants est alors de´fini par
Covn,m = {P ∈ C[X ] / ∀Q ∈ Inv
+
n,m, Q(∂X)P = 0}
= 〈Inv+n,m〉
⊥ ≃ C[X ]/〈Inv+n,m〉.
L’e´galite´ et l’isomorphisme pre´ce´dent ne sont pas triviaux, mais une re´fe´rence a` ce
sujet est [10].
Assez de de´finitions. Un re´sultat classique d’Artin [1] affirme que pour m = 1 (cas
du groupe syme´trique), la dimension de l’espace coinvariant Hn = Covn,1 (qualifie´
dans ce contexte d’harmonique) est e´gale a` n!. Chevalley [7] (voir aussi [19]) a
ge´ne´ralise´ ce re´sultat en montrant que :
(1.3) dimCovn,m = |Gn,m| = m
n n! .
Dans le cas du groupe syme´trique (m = 1), d’inte´ressants re´sultats ont e´te´ obtenus
re´cemment [2, 3] en e´tudiant les coinvariants correspondant, non plus aux polynoˆmes
syme´triques, mais aux polynoˆmes quasi-syme´triques. Notre but principal est ici
d’obtenir une description analogue dans le cas m quelconque.
L’anneau QSym des fonctions quasi-syme´triques a e´te´ introduit par Gessel [12]
dans le cadre du calcul des fonctions ge´ne´ratrices des P -partitions [20]. Ces fonc-
tions quasi-syme´triques sont la source de nombreux travaux re´cents dans plusieurs
domaines de la combinatoire [6, 17, 11, 21].
Dans [2, 3], Aval et. al. e´tudient l’espace SHn des polynoˆmes super-coinvariants,
defini comme l’orthogonal (par rapport a` (1.2)) de l’ide´al engendre´ par les polynoˆmes
quasi-syme´triques sans terme constant, et ont prouve´ que sa dimension en tant
qu’espace vectoriel est donne´e par le n-ie`me nombre de Catalan :
(1.4) dimSHn = Cn =
1
n+ 1
(
2n
n
)
.
Notre principal re´sultat est une ge´ne´ralisation de l’e´quation ci-dessus dans le cas du
groupe syme´trique ge´ne´ralise´ Gn,m.
Cet article est organise´ de la fac¸on suivante. Dans la section 2, nous de´finissons et
e´tudions une action quasi-syme´trisante du groupe Gn,m sur C[X ]. Les invariants cor-
respondant a` cette action sont appele´s quasi-invariants et correspondent aux fonctions
quasi-syme´triques pour m = 1. La Section 3 est consacre´e a` la preuve du the´ore`me
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central (The´ore`me 2.4), qui donne la dimension de l’espace SCovn,m des polynoˆmes
super-coinvariants pour Gn,m ; une utilisation (simple) des bases de Gro¨bner nous
permet de calculer une base explicite de SCovn,m (et sa se´rie de Hilbert).
2. Une action quasi-syme´trisante du groupe Gn,m
Nous utliserons la notation vectorielle pour les monoˆmes. Plus pre´cise´ment, pour
ν = (ν1, . . . , νn) ∈ N
n, nous noterons Xν le monoˆme
(2.1) xν11 x
ν2
2 · · ·x
νn
n .
Pour tout P ∈ Q[X ], nous noterons [Xν ]P (X) le coefficient du monoˆme Xν dans
P (X).
Notre premie`re taˆche est de de´finir une action quasi-syme´trisante du groupe Gn,m
sur C[X ]. Cette action doit re´pondre aux crite`res suivants : elle doit se re´duire a`
l’action de Hivert (cf. [13]) dans le cas m = 1 et fournir des polynoˆmes invariants
inte´ressants. Par inte´ressant, nous entendons que ces invariants jouissent d’une jolie
caracte´risation, de meˆme que les polynoˆmes coinvariants. Il s’ave`re que le choix
d’une telle action n’est pas unique. Celle que nous allons e´tudier est de´finie de
la fac¸on suivante. Soit A ⊂ X un sous-alphabet de X comportant l variables et
K = (k1, . . . , kl) un vecteur d’entiers strictement positifs. Nous ordonnerons un
vecteur B constitue´ de variables xi distinctes multiplie´es par des racines de l’unite´
selon l’ordre des variables et le re´sultat sera note´ (B)<. Voici maintenant comment
agit un e´le´ment g ∈ Gn,m :
(2.2) g • AK = w(g)c(K)(A.t|g|)<
K
ou` w(g) est le poids de g, i.e. le produit de ses entre´es non nulles, |g| est la matrice
obtenue en prenant le module des entre´es de g, et le coefficient c(K) est de´fini ainsi :
c(K) =
{
0 si ∀i, ki ≡ 0 [m]
1 sinon.
Exemple 2.1. Si m = 3 et n = 3, et nous notons ζ le nombre complexe ζ = e
2ipi
3 ,
alors par exemple 
 0 0 j1 0 0
0 j 0

 • (x21 x2)
= (j2)1



 0 0 11 0 0
0 1 0

 . (x1, x2)


(2,1)
<
= j2(x3, x1)<
(2,1)
= j2(x1, x3)
(2,1)
= j2 x21 x3.
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Un simple calcul permet de ve´rifier que ceci de´finit bien une action du groupe
Gn,m sur C[X ], qui se re´duit a` l’action de Hivert (cf. [13], Proposition 3.4) dans le
cas m = 1.
Il va de soit que toute de´finition du coefficient c(K) donne une action du groupe
Gn,m. Parmi cette famille d’actions, celle de´finie ici respecte les crite`res e´nonce´s plus
haut. Dans le cas particulier du groupe Bn, une action apparente´e a` celle de´finie
ci-dessus (et fournissant les meˆmes invariants) est e´tudie´e dans [4].
E´tudions a` pre´sent les polynoˆmes invariants et coinvariants de cette action. Nous
devons rappeler quelques de´finitions.
Une composition α = (α1, α2, . . . , αk) de l’entier positif d est une liste ordonne´e
d’entiers strictement positifs dont la somme vaut d. Pour un vecteur ν ∈ Nn, notons
c(ν) la composition obtenue en enlevant les e´ventuels ze´ros de ν. Un polynoˆme
P ∈ Q[X ] est dit quasi-syme´trique si et seulement si, pour tous ν et µ dans Nn, nous
avons l’e´galite´
[Xν ]P (X) = [Xµ]P (X)
de`s que c(ν) = c(µ). L’espace des polynoˆmes quasi-syme´triques en n variables est
note´e QSymn.
Les polynoˆmes invariants sous l’action (2.2) deGn,m sont qualifie´s de quasi-invariant
et l’espace des polynoˆmes quasi-invariants est note´ QInvn,m, i.e.
P ∈ QInvn,m ⇔ ∀g ∈ Gn,m, g • P = P.
Rappelons (cf. [13], Proposition 3.15) que QInvn,1 = QSymn. La proposition suiv-
ante donne une caracte´risation e´le´gante de QInvn,m.
Proposition 2.2. Nous avons
P ∈ QInvn,m ⇔ ∃Q ∈ QSymn / P (X) = Q(X
m)
ou` Q(Xm) = Q(xm1 , . . . , x
m
n ).
Preuve. Soit P un e´le´ment de QInvn,m. Notons ζ la racine m-ie`me de l’unite´ ζ = e
2ipi
m
et g l’e´le´ment de Gn,m dont la matrice est

ζ 0
1
0
. . .
1

 .
Nous observons que l’e´quation
1
m
(P + g • P + g2 • P + · · ·+ gm−1 • P ) = P
implique que tous les exposants apparaissant dans P doivent eˆtre des multiples de
m. Donc il existe un polynoˆme Q ∈ C[X ] tel que P (X) = Q(Xm). Pour conclure, il
suffit de noter que Sn ⊂ Gn,m implique que P est quasi-syme´trique, donc Q est aussi
quasi-syme´trique.
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La re´ciproque est e´vidente. 
De´finissons maintenant les polynoˆmes super-coinvariants :
SCovn,m = {P ∈ C[X ] / ∀Q ∈ QInv
+
n,m, Q(∂X)P = 0}
= 〈QInv+n,m〉
⊥ ≃ C[X ]/〈QInv+n,m〉
ou` le produit scalaire est de´finie dans (1.2). C’est l’analogue naturel de Covn dans le
cadre des actions quasi-syme´trisantes et SCovn,m se re´duit a` l’espace des polynoˆmes
super-harmoniques SHn (cf. [3]) quand m = 1.
Remarque 2.3. Il est clair que tout polynoˆme invariant sous l’action (2.2) est aussi
invariant sous (1.1), i.e. Invn,m ⊂ QInvn,m. En prenant l’orthogonal, on obtient
SCovn,m ⊂ Covn,m, ce qui justifie en un sens la terminologie.
Notre principal re´sultat est le suivant, qui est une ge´ne´ralisation de (1.4). On
notera aussi une grande similarite´ avec (1.3).
The´ore`me 2.4. La dimension de l’espace SCovn,m est donne´e par
(2.3) dimSCovn,m = m
n Cn = m
n 1
n+ 1
(
2n
n
)
.
Remarque 2.5. Dans le cas du groupe hyperoctae`dral Bn = Gn,2, C.-O. Chow
[8] a de´fini une classe BQSym(x0, X) de polynoˆmes quasi-syme´triques du type B
en l’alphabet (x0, X). Il est inte´ressant de comparer son approche a` la notre et de
constater qu’elle est bien diffe´rente. On observe en particulier que :
BQSym(x0, X) = QSym(X) +QSym(x0, X).
Il est alors assez simple de voir que le quotient C[x0, X ]/〈BQSym
+〉 est isomorphe
au quotient C[X ]/〈QSym+〉 e´tudie´ dans [3]. Expliquons cela en quelques mots pour
le lecteur inte´resse´ : si G est la base de Gro¨bner de 〈QSym+〉 construite dans [3] (on
pourra aussi se reporter a` la section suivante), alors l’ensemble {x0,G} est une base
de Gro¨bner de 〈BQSym+〉 (toute syzygie est re´ductible en vertu du premier principe
de Buchberger, cf. [9]).
La section suivante est consacre´e a` la preuve du The´ore`me 2.4.
3. Preuve du the´ore`me principal
Nous allons prouver le The´ore`me 2.4 en construisant une base explicite du quotient
C[X ]/〈QInv+n,m〉. Ceci repose en grande partie sur les travaux [2, 3]. Nous allons
cependant rappeler ici brie`vement les e´le´ments ne´cessaires.
Commenc¸ons par rappeler (cf. [3]) la bijection suivante qui associe a` tout vecteur
ν ∈ Nn un chemin pi(ν) dans le plan N × N. Ce chemin fait des pas Nord ou Est et
est de´fini ainsi : si ν = (ν1, . . . , νn), le chemin pi(ν) est
(0, 0)→ (ν1, 0)→ (ν1, 1)→ (ν1 + ν2, 1)→ (ν1 + ν2, 2)→ · · ·
→ (ν1 + · · ·+ νn, n− 1)→ (ν1 + · · ·+ νn, n).
Par exemple le chemin associe´ a` ν = (2, 1, 0, 3, 0, 1) est donne´e a` la Figure 1.
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pi(ν) = 
Figure 1.
Nous distinguons alors deux types de chemins, suivant leur comportement par
rapport a` la digonale y = x. Si le chemin reste au-dessus de la diagonale, nous
l’appelons un chemin de Dyck, et qualifions le vecteur correspondant de Dyck. Sinon,
nous disons que le chemin (et le vecteur associe´) est transdiagonal. Par exemple
η = (0, 0, 1, 2, 0, 1) est de Dyck et ε = (0, 3, 1, 1, 0, 2) est transdiagonal (cf. Figure 2).
ε
  
  η
Figure 2.
Nous avons alors le re´sultat suivant qui ge´ne´ralise le Theorem 4.1 de [3] et qui
implique de fac¸on e´vidente le The´ore`me 2.4.
The´ore`me 3.1. L’ensemble de monoˆmes
Bn,m = {(Xn)
mη+α/ pi(η) est un chemin de Dyck , 0 ≤ αi < m}
est une base du quotient C[Xn]/〈QInv
+
n,m〉.
Pour prouver ce re´sultat, le but est de construire une base de Gro¨bner pour l’ide´al
Jn,m = 〈QInv
+
n,m〉. Nous utiliserons les re´sultats de [2, 3].
L’ordre lexicographique sur les monoˆmes est de´fini par
(3.1) Xν >lex X
µ ssi ν >lex µ,
si et seulement si la premie`re composante non nulle du vecteur ν − µ est positive.
Pour toute partie S de Q[X ] et tout entier strictement positif m, introduisons
Sm = {P (Xm) , P ∈ S}. Nous noterons G(I) l’unique base de Gro¨bner re´duite
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(cf. [9]) d’un ide´al I. Le lemme suivant, en de´pit d’une preuve tre`s simple, est
non seulement crucial dans notre contexte mais peut e´galement fournir une preuve
instantane´e de l’e´galite´ (1.3).
Proposition 3.2. Avec les notations pre´ce´dentes,
(3.2) G(〈Sm〉) = G(〈S〉)m.
Preuve. C’est une application directe du crite`re de Buchberger (cf. [9] pour une
pre´sentation claire du sujet). En effet, si pour toute paire g, g′ d’e´le´ments de G(〈S〉),
la syzygie
S(g, g′)
se re´duit a` ze´ro (par hypothe`se G(〈S〉) est une base de Gro¨bner), alors la syzygie
S(g(Xm), g′(Xm))
se re´duit aussi a` ze´ro dans G(〈Sm〉) par exactement le meˆme calcul. 
Rappelons que dans [2] est construite une famille G de polynoˆmes Gε, indexe´s par
les vecteurs transdiagonaux ε, posse´dant les caracte´ristiques suivantes :
• le monoˆme dominant de Gε est LM(Gε) = X
ε ;
• G est une base de Gro¨bner de Jn,1.
Le re´sultat suivant est alors une conse´quence des Propositions 2.2 et 3.2.
Proposition 3.3. L’ensemble Gm est une base de Gro¨bner de l’ide´al Jn,m.
Pour conclure la preuve du The´ore`me 3.1, il est suffisant de remarquer que l’ensemble
des monoˆmes non divisibles par un monoˆme dominant d’un e´le´ment de Gm, i.e. par
un Xmε pour ε transdiagonal, sont pre´cise´ment les monoˆmes apparaissant dans Bn,m.
Comme corollaire du The´ore`me 3.1, nous obtenons une formule explicite pour la
se´rie de Hilbert de SCovn,m. Pour k ∈ N, notons SCov
(k)
n,m la projection
(3.3) SCov(k)n,m = SCovn,m ∩ Q
(k)[X ]
ou` Q(k)[X ] est l’espace des polynoˆmes homoge`nes de degre´ k (incluant le polynoˆme
nul).
Notons Fn,m(t) la se´rie de Hilbert de SCovn,m, i.e.
(3.4) Fn,m(t) =
∑
k≥0
dimSCov(k)n,m t
k.
Rappelons que dans [3] est calcule´e la se´rie de Hilbert Fn,1 :
(3.5) Fn,1(t) = Fn(t) =
n−1∑
k=0
n− k
n+ k
(
n+ k
k
)
tk
ou` apparaˆıt le nombre de chemins de Dyck ayant un nombre fixe´ (a` savoir n− k) de
facteurs (cf. [14]).
Le The´ore`me 3.1 implique alors le
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Corollaire 3.4. Avec les notations de (3.5), la se´rie de Hilbert de SCovn,m est donne´e
par
Fn,m(t) =
1− tm
1− t
Fn(t
m) =
1− tm
1− t
n−1∑
k=0
n− k
n+ k
(
n + k
k
)
tmk.
De cette formule, on peut de´duire la formule close suivante
∑
n
Fn,m(t) x
n =
(1−t)−
√
(1−t)(1− t− 4tmx(1− tm))− 2x(1−tm)
(1− t)(2tm − 1)− x(1− tm)
.
Extended abstract in English
In this extended abstract, the equations, propositions, . . . are numbered as in the
French part.
Let X denote the alphabet in n variables (x1, . . . , xn) and C[X ] denote the space of
polynomials with complex coefficients in the alphabet X . Let Gn,m = Sn ≀Zm denote
the wreath product of the symmetric group Sn by the cyclic group Zm, sometimes
known as the generalized symmetric group (cf. [18]). It may be seen as the group of
n × n matrices in which each row and each column has exactly one non-zero entry
(pseudo-permutation matrices), and such that the non-zero entries are m-th roots of
unity. The order of Gn,m is m
n n!. When m = 1, Gn,m reduces to the symmetric
group Sn, and when m = 2, Gn,m is the hyperoctahedral group Bn, i.e. the group
of signed permutations, which is the Weyl group of type B. The group Gn,m acts
classically on C[X ] by the rule
(1.1) ∀g ∈ Gn,m, ∀P ∈ C[X ], g.P (X) = P (X.
tg),
where tg is the transpose of the matrix g and X is considered as a row vector. Let
Invn,m = {P ∈ C[X ] / ∀g ∈ Gn,m, g.P = P}
denote the set of Gn,m-invariant polynomials. Let us denote by Inv
+
n,m the set of
such polynomials with no constant term. We consider the following scalar product
on C[X ]:
(1.2) 〈P,Q〉 = P (∂X)Q(X) |X=0
where ∂X stands for (∂x1, . . . , ∂xn) and X = 0 stands for x1 = · · · = xn = 0. Let
〈S〉 denote the ideal generated by a subset S of C[X ]. The space of Gn,m-coinvariant
polynomials is then defined by
Covn,m = {P ∈ C[X ] / ∀Q ∈ Inv
+
n,m, Q(∂X)P = 0}
= 〈Inv+n,m〉
⊥ ≃ C[X ]/〈Inv+n,m〉.
The previous equality and isomorphism are not obvious, and a reference on that topic
is [10].
A classical result of Chevalley [7] (see also [19]) states the following equality:
(1.3) dimCovn,m = |Gn,m| = m
n n!
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which reduces when m = 1 to the theorem of Artin [1] that the dimension of the
harmonic space Hn = Covn,1 (cf. [10]) is n!.
Our aim is to give an analogous result in the case of a quasi-symmetrizing action.
The ring QSym of quasi-symmetric functions was introduced by Gessel [12] as a
source of generating functions for P -partitions [20] and appears in more and more
combinatorial contexts [6, 21].
In [2, 3], Aval et. al. investigated the space SHn of super-coinvariant polynomials
for the symmetric group, defined as the orthogonal (with respect to (1.2)) of the ideal
generated by quasi-symmetric polynomials with no constant term, and proved that
its dimension as a vector space equals the n-th Catalan number:
(1.4) dimSHn = Cn =
1
n + 1
(
2n
n
)
.
Our main result is a generalization of the previous equation in the case of super-
coinvariant polynomials for the group Gn,m.
In Section 2, we define and study a quasi-symmetrizing action of Gn,m on C[X ].
We want this action to give Hivert’s action (cf. [13]) in the case m = 1 and to
give interesting invariants and coinvariants. Such an action is not unique and we
study the one defined as follows. Let A ⊂ X be a subset of X with l variables and
K = (k1, . . . , kl) a vector of positive (> 0) integers. We order a vector B consisting
of distinct variables xi multiplied by roots of unity with respect to the variable order
and the result is denoted by (B)<. Now the quasi-symmetrizing action of g ∈ Gn,m
is given by (see also Example 2.1):
(2.2) g • AK = w(g)c(K)(A.t|g|)<
K
where w(g) is the weight of g, i.e. the product of its non-zeero entries, |g| is the
matrix obtained by taking the module of the entries of g, and the coefficient c(K) is
defined as:
c(K) =
{
0 if ∀i, ki ≡ 0 [m]
1 if not.
We now study invariants and coinvariants relative to this action.
A composition α = (α1, α2, . . . , αk) of the positive integer d is an ordered list of
nonnegative integers whose sum equals d. For ν ∈ Nn, let c(ν) denote the composition
obtained by erasing the zero parts of ν. A polynomial P ∈ Q[X ] is quasi-symmetric
if and only if, for any ν, µ ∈ Nn, we have
[Xν ]P (X) = [Xµ]P (X)
as soon as c(ν) = c(µ). The space of quasi-symmetric polynomials in n variables is
denoted by QSymn.
The invariant of the action (2.2) are said quasi-invariant and their space is de-
noted by QInvn,m. Recall (cf. [13], Proposition 3.15) that QInvn,1 = QSymn. The
following proposition gives a characterization of quasi-invariant polynomials.
Proposition 2.2.
P ∈ QInvn,m ⇔ ∃Q ∈ QSymn / P (X) = Q(X
m) with Q(Xm) = Q(xm1 , . . . , x
m
n ).
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We now define super-coinvariant polynomials:
SCovn,m = {P ∈ C[X ] / ∀Q ∈ QInv
+
n,m, Q(∂X)P = 0}
= 〈QInv+n,m〉
⊥ ≃ C[X ]/〈QInv+n,m〉
Our main result is the following, which is a generalization of (1.4), but also shows
similarity to (1.3).
Theorem 2.4. The dimension of SCovn,m is given by
(2.3) dimSCovn,m = m
n Cn = m
n 1
n+ 1
(
2n
n
)
.
The Section 3 is devoted to the proof of this result. More precisely, we construct
an explicit basis of the quotient C[Xn]/〈QInv
+
n,m〉 (cf. Theorem 3.1) from which we
deduce its Hilbert series, given by Corollary 3.4.
To do this, we use the results of [2, 3] to construct a Gro¨bner basis of the ideal
〈QInv+n,m〉. The important point of this proof is the Proposition 3.2, so we shall say
a few words about it.
The lexicographic order on monomials is defined by
(3.1) Xν >lex X
µ iff ν >lex µ,
if and only if the first non-zero entry of ν − µ is positive.
For any S ⊆ Q[X ] and m ∈ N∗, we introduce Sm = {P (Xm) , P ∈ S}. We denote
by G(I) the unique reduced monic Gro¨bner basis (cf. [9]) of an ideal I. The following
lemma has a simple proof but is the crucial tool in our context. Furthermore, despite
its simplicity, it can provide a proof of (1.3) in a few lines.
Proposition 3.2. With the previous notations,
(3.2) G(〈Sm〉) = G(〈S〉)m.
Proof. This is a direct consequence of Buchberger’s criterion. Indeed, if for every pair
g, g′ in G(〈S〉), the syzygy S(g, g′) reduces to zero, then the syzygy S(g(Xm), g′(Xm))
also reduces to zero in G(〈Sm〉) by exactly the same computation. 
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