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Abstract
We discuss algebraic properties of the Weyl product acting on modulation spaces. For a certain class of
weight functions ω we prove that Mp,q
(ω)
is an algebra under the Weyl product if p ∈ [1,∞] and 1  q 
min(p,p′). For the remaining cases p ∈ [1,∞] and min(p,p′) < q ∞ we show that the unweighted
spaces Mp,q are not algebras under the Weyl product.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
The aim of this paper is to investigate algebraic properties of the Weyl product on modulation
spaces. As a consequence of these investigations we are able to present a general result, which
generalizes most of the existing results (cf. [19,25,31]), concerning conditions that are necessary
and sufficient for modulation spaces to be algebras under this product.
The (classical) modulation spaces Mp,q , p,q ∈ [1,∞], as introduced by Feichtinger in [4],
consist of all tempered distributions whose short-time Fourier transforms (STFT) have finite
mixed Lp,q norm. It follows that the parameters p and q to some extent quantify the degrees
of asymptotic decay and singularity of the distributions in Mp,q . The theory of modulation
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established the theory of coorbit spaces. In particular, the modulation space Mp,q(ω) , where ω de-
notes a weight function on phase (or time–frequency shift) space, appears as the set of tempered
(ultra-)distributions whose STFT belong to the weighted and mixed Lebesgue space Lp,q(ω) .
A major idea behind the design of these spaces was to find useful Banach spaces, which are
defined in a way similar to Besov spaces, in the sense of replacing the dyadic decomposition
on the Fourier transform side, characteristic to Besov spaces, with a uniform decomposition.
From the construction of these spaces, it turns out that modulation spaces and Besov spaces in
some sense are rather similar, and sharp embeddings between these spaces can be found in [33,
35], which are improvements of certain embeddings in [9]. (See also [27] for verification of the
sharpness.)
During the last 15 years many results have been proved which confirm the usefulness of
the modulation spaces in time–frequency analysis, where they occur naturally. For example, in
[7,11,16], it is shown that all modulation spaces admit reconstructible sequence space represen-
tations using Gabor frames.
Parallel to this development, modulation spaces have been incorporated into the calculus of
pseudo-differential operators, in the sense of (i) the study of continuity of pseudo-differential
operators acting on modulation spaces, and (ii) the use of modulation spaces as symbol classes.
Tachizawa pioneered topic (i) in [28] when he proved that any pseudo-differential operator, with
a symbol which belongs to L∞
(ω1/ω2)
together with all its derivatives, is continuous from Mp,q
(ω1)
to Mp,q(ω2) (with certain restrictions on the weights ω1 and ω2).
In [25], Sjöstrand founded topic (ii) and introduced the modulation space M∞,1, which
contains non-smooth functions, as a symbol class. He proved that the symbol class M∞,1 corre-
sponds to an algebra of operators which are bounded on L2, and later on he also proved in [26] the
Wiener property of M∞,1. This means that if an operator has symbol in M∞,1 and is invertible
on L2, then also the inverse operator has symbol in M∞,1.
Gröchenig and Heil thereafter proved in [11,13] that each operator with symbol in M∞,1 is
continuous on all modulation spaces Mp,q , p,q ∈ [1,∞]. This extends Sjöstrand’s result since
M2,2 = L2. Some generalizations to operators with symbols in general unweighted modula-
tion spaces were obtained in [14,33], and in [34,36] some further extensions involving weighted
modulation spaces are presented. Modulation spaces in pseudodifferential calculus is currently
an active field of research (see e.g. [12,14,15,17,19,20,22,27,29,31,33,36]).
In the Weyl calculus of pseudo-differential operators, operator composition corresponds on
the symbol level to the Weyl product, sometimes also called the twisted product, denoted by #.
A problem in this field is to find conditions on the weight functions ωj and pj , qj ∈ [1,∞], that
are necessary and sufficient for the map
S
(
R2d
)×S (R2d)  (a, b) → a # b ∈S (R2d) (0.1)
to be uniquely extendable to a map from Mp1,q1
(ω1)
(R2d) × Mp2,q2
(ω2)
(R2d) to Mp0,q0
(ω0)
(R2d), which is
continuous in the sense that for some constant C > 0 it holds
‖a # b‖
M
p0,q0
(ω0)
 C‖a‖
M
p1,q1
(ω1)
‖b‖
M
p2,q2
(ω2)
, (0.2)
when a ∈ Mp1,q1(R2d) and b ∈ Mp2,q2(R2d).(ω1) (ω2)
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to a continuous multiplication on M∞,1. Here and in what follows we use the convention that if
V is a topological vector space and if T is a continuous and bilinear map from V × V to V , then
T is called continuous on V . Sjöstrand’s result was refined in [31], where the inclusion
Mp,1 # Mq,1 ⊆ Mr,1, 1/p + 1/q  1/r, p, q, r ∈ [1,∞], (0.3)
was proved, showing that M∞,1 contains a family of subalgebras with respect to the Weyl prod-
uct. Further results on the algebraic properties of the modulation spaces considered as symbol
classes were obtained by Labate in [19], who proved that if p ∈ [1,2] and
ω0(X,Y ) = ω1(X,Y ) = ω2(X,Y ) =
(
1 + |X|2 + |Y |2)s/2, s  0, (0.4)
then the Weyl product on S extends uniquely to a continuous map from Mp(ω1) ×M
p
(ω2)
to Mp(ω0),
and from Mp
′
(ω1)
×Mp(ω2) to M
p′
(ω0)
, i.e.
M
p
(ω1)
# Mp(ω2) ⊆ M
p
(ω0)
, M
p′
(ω1)
# Mp(ω2) ⊆ M
p′
(ω0)
, p ∈ [1,2]. (0.5)
Here we set Mp
(ω)
= Mp,p
(ω)
for every weight function ω, and p′ ∈ [1,∞] denotes the conjugate
exponent of p ∈ [1,∞], i.e. 1/p + 1/p′ = 1.
In Section 2 we prove a general result, extending all these results, and present conditions on
the weight functions ωj and pj , qj ∈ [1,∞], which are sufficient for the Weyl product on S
to be uniquely extendable to a continuous map from Mp1,q1(ω1) × M
p2,q2
(ω2)
to Mp0,q0(ω0) . (See Theo-
rem 0.3′ in Section 2.) In this context, the conditions on the weight functions ωj for j = 0,1,2
in (0.4) are replaced by the weaker assumption (ω0,ω1,ω2) ∈ Dom(R2d), meaning that they are
polynomially moderated and fulfill
ω0(X,Y ) Cω1(X − Y +Z,Z)ω2(X +Z,Y −Z), X,Y,Z ∈ R2d , (0.6)
for some constant C > 0. Note here that our results do not cover the results in [12], since general
submultiplicative (possibly exponentially growing) weights are not permitted in our results. On
the other hand, it seems that the arguments used to prove Theorem 0.3′ also work in the context
of ultra-modulation spaces [21] with weight functions moderated by subexponential functions.
The proof of Theorem 0.3′ is based on interpolation between Propositions 0.1, 0.2 and Theo-
rem 0.3 below, which are proved in Section 2. These results comprise and generalize all previous
results in this context that we are aware of, and thus seem interesting in themselves. They also
confirm the generality of Theorem 0.3′, since they are special cases of the latter result.
The first proposition generalizes (0.3).
Proposition 0.1. Assume that (ω0,ω1,ω2) ∈ Dom(R2d), and that pj , qj ∈ [1,∞], j = 0,1,2,
satisfy
1 + 1 = 1 , 1 + 1 = 1 + 1 . (0.7)
p1 p2 p0 q1 q2 q0
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p2,q2
(ω2)
(R2d) to
M
p0,q0
(ω0)
(R2d), and for some constant C > 0, the bound (0.2) holds for every a ∈ Mp1,q1(ω1) (R2d)
and b ∈ Mp2,q2(ω2) (R2d).
In Section 2 we present some links between Proposition 0.1 and algebraic properties for the
Weyl product, acting on certain “classical” smooth symbols. (See Remark 2.18.)
The next proposition generalizes (0.5).
Proposition 0.2. Assume that (ω0,ω1,ω2) ∈ Dom(R2d), and that pj , qj ∈ [1,∞], j = 0,1,2,
satisfy
p1 = q1 = p0 = q0, p2 = max
(
p0,p
′
0
)
, q2 = min
(
p0,p
′
0
)
.
Then the map (0.1) extends uniquely to a continuous map from Mp1,q1(ω1) (R2d) × M
p2,q2
(ω2)
(R2d) to
M
p0,q0
(ω0)
(R2d), and for some constant C > 0, the bound (0.2) holds for every a ∈ Mp1,q1(ω1) (R2d)
and b ∈ Mp2,q2(ω2) (R2d).
The next result generalizes both (0.3) and (0.5).
Theorem 0.3. Assume that (ω0,ω1,ω2) ∈ Dom(R2d), and that pj , qj ∈ [1,∞], j = 0,1,2, sat-
isfy
1
p1
+ 1
p2
+ 1
q1
= 1 + 1
p0
, q2 = q0,
0 1
p1
+ 1
p2
− 1
p0
 1
pj
,
1
qj
 1
q1
, j = 0,1,2. (0.8)
Then the map (0.1) extends uniquely to a continuous map from Mp1,q1(ω1) (R2d) × M
p2,q2
(ω2)
(R2d) to
M
p0,q0
(ω0)
(R2d), and for some constant C > 0, the bound (0.2) holds for every a ∈ Mp1,q1(ω1) (R2d)
and b ∈ Mp2,q2(ω2) (R2d).
If p,q ∈ [1,∞], q  min(p,p′) and (ω,ω,ω) ∈ Dom(R2d) then it follows from Theo-
rem 0.3′ that Mp,q(ω) is an algebra under the Weyl product. In Section 3 we prove, in the unweighted
case ω ≡ 1, that q  min(p,p′) is also a necessary condition for Mp,q to be an algebra, and
thereby we obtain a classification of all modulation spaces Mp,q , p,q ∈ [1,∞], regarding the
algebra property. Moreover, we prove other conditions that are necessary for the map (0.1) to
be continuously extendable to certain unweighted modulation spaces, and in particular we state
some conditions that are necessary for Mp,q to be a Mr,s -module, where p,q, r, s ∈ [1,∞] and
s min(r, r ′).
Our necessity results are proved by construction of a sequence aN , bounded in an appropriate
modulation space, and an element b in another modulation space, such that the sequence aN # b
is unbounded in a certain modulation space norm. In this context we remark that the dilation
results in [27] might be useful to obtain related necessary conditions.
The last part of the paper is devoted to some remarks on the Wiener property and modulation
spaces. Recall that it was proved in [26] that M∞,1 is a Wiener algebra under the Weyl product.
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in [12].
1. Preliminaries
In this section we recall some basic facts about modulation spaces and pseudo-differential
operators.
We start by discussing some properties of the symplectic Fourier transform and related ob-
jects. The even-dimensional vector space R2d is a (real) symplectic vector space with the (stan-
dard) symplectic form
σ(X,Y ) = σ ((x, ξ); (y, η))= 〈y, ξ 〉 − 〈x,η〉
where 〈·,·〉 denotes the usual scalar product on Rd .
The symplectic Fourier transform for a ∈S (R2d) is defined by the formula
(Fσ a)(X) = aˆ(X) = π−d
∫
a(Y )e2iσ (X,Y ) dY.
Then F−1σ = Fσ is continuous on S (R2d), and extends as usual to a homeomorphism
on S ′(R2d), and to a unitary map on L2(R2d). The (symplectic) short-time Fourier transform
(STFT) of a ∈S ′(R2d) with respect to a window function χ ∈S (R2d) is defined by
Vχa(X,Y ) =Fσ
(
a τXχ
)
(Y ), X,Y ∈ R2d .
Here and in what follows τX is the translation operator, defined by τXf (Y ) = f (Y − X). Then
Vχa is smooth and polynomially bounded (cf. [11]). The STFT of a ∈ S ′(R2d) enjoys the or-
thogonality relation
(Vχ1a,Vχ2ϕ) = (a,ϕ)(χ1, χ2), ϕ,χ1, χ2 ∈S
(
R2d
)
, (1.1)
where (·,·) = (·,·)L2(R2d ) denotes the extension of the L2-product on C∞0 (R2d) to a product
between appropriate function and distribution spaces, and their duals (cf. [8]). We also set
〈a,ϕ〉 = (a,ϕ) for appropriate distributions a and ϕ on R2d .
Next we discuss appropriate conditions for the weight functions involved. Let ω,v ∈
L∞loc(R2d) be positive functions. Then ω is called v-moderate if
ω(X + Y)Cω(X)v(Y ), X,Y ∈ R2d, (1.2)
for some constant C > 0. If v in (1.2) can be chosen as a polynomial, then ω is called polyno-
mially moderated. Furthermore, v is called submultiplicative if (1.2) holds for ω = v. We denote
by P(R2d) the set of all polynomially moderated functions on R2d .
Next assume that p,q ∈ [1,∞], ω ∈ P(R2d ⊕ R2d), and that χ ∈ S (R2d) \ 0 is fixed (but
arbitrary). Then the modulation space Mp,q(ω) (R2d) is defined as the set of a ∈S ′(R2d) such that
‖a‖Mp,q
(ω)
≡
(∫ (∫ ∣∣Vχa(X,Y )ω(X,Y )∣∣p dX)q/pdY)1/q
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‖a‖M∞,q
(ω)
≡
(∫
ess sup
X∈R2d
∣∣Vχa(X,Y )ω(X,Y )∣∣q dY)1/q, q < ∞,
‖a‖Mp,∞
(ω)
≡ ess sup
Y∈R2d
(∫ ∣∣Vχa(X,Y )ω(X,Y )∣∣p dX)1/p, p < ∞,
‖a‖M∞,∞
(ω)
≡ ess sup
X,Y∈R2d
∣∣Vχa(X,Y )ω(X,Y )∣∣.
For simplicity we set Mp,q
(ω)
= Mp,q when ω ≡ 1, Mp,p
(ω)
= Mp
(ω)
and Mp,p = Mp . We also let
M
p,q
(ω) (R
2d) be the completion of S (R2d) in the norm ‖ · ‖Mp,q
(ω)
(R2d ).
The convention of using parentheses for weighted spaces is also used in other situations. For
example, if ω ∈ P(R2d), then Lp
(ω)
(R2d) denotes the set of all measurable functions f on R2d
such that f ·ω ∈ Lp(R2d).
In the following proposition we collect some properties of the weighted modulation spaces
that are important in this paper. We omit the proof, since it can be found in [2,4,11,33].
Proposition 1.1. Assume that ω,ω1,ω2 ∈ P(R2d ⊕ R2d), and that p,q ∈ [1,∞]. Then the
following statements are true:
(i) The space Mp,q(ω) (R2d) is a Banach space which is independent of χ ∈ S (R2d) \ 0, and
different χ give rise to equivalent norms;
(ii) if p1,p2, q1, q2 ∈ [1,∞], p1  p2, q1  q2 and ω2  Cω1 for some constant C > 0 then
S
(
R2d
)⊆ Mp1,q1(ω1) (R2d)⊆ Mp2,q2(ω2) (R2d)⊆S ′(R2d);
(iii) if ω(X,Y ) = ω(X) then M2(ω)(R2d) = L2(ω)(R2d), and if ω(X,Y ) = ω(Y ) then M2(ω)(R2d) =
FσL
2
(ω)(R
2d);
(iv) the L2-product (·,·) on C∞0 (R2d) extends to a continuous sesquilinear form on Mp,q(ω) (R2d)×
M
p′,q ′
(1/ω)(R
2d). Furthermore, ‖a‖ = sup |(a, b)|, with supremum taken over all b ∈ C∞0 (R2d)
such that ‖b‖
M
p′,q′
(1/ω)
 1, is a norm equivalent to ‖a‖Mp,q
(ω)
. If p,q < ∞, then the dual space
of Mp,q(ω) can be identified with Mp
′,q ′
(1/ω) through the form (·,·);
(v) if ω(X,Y ) Cω(Y,X) where C > 0, then the Fourier transform Fσ is a homeomorphism
on M
p
(ω)(R
2d);
(vi) it holds M p,q(ω) ⊆ Mp,q(ω) with equality if and only if p < ∞, q < ∞. Furthermore, S (R2d)
is weakly dense in Mp,q(ω) (R
2d) provided (p, q) = (1,∞) and (p, q) = (∞,1).
The next result concerns (complex) interpolation and modulation spaces. Again we omit the
proof, since it can be found in [6].
Proposition 1.2. Assume that 0 θ  1, p,q,p1,p2, q1, q2 ∈ [1,∞] and ω,ω1,ω2 ∈P(R2d ⊕
R2d) are such that
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p
= 1 − θ
p1
+ θ
p2
,
1
q
= 1 − θ
q1
+ θ
q2
, ω = ω1−θ1 ωθ2 .
Then it holds: (
M
p1,q1
(ω1)
,M
p2,q2
(ω2)
)
[θ] =M p,q(ω) .
Remark 1.3. There are other properties of modulation spaces available in the literature. For
example, in Section 3 we use distributions of the form∑
n∈I
αnτxng,
where (xn)n∈I is a lattice in Rd , g ∈ M1(Rd)∩E ′(Rd) and (αn)n∈I ∈ lp(I ) for some p ∈ [1,∞].
It follows from Theorem 12.2.4 in [11] that such a distribution belongs to Mp,1 with norm less
than a constant times ‖α‖lp . Note that the modulation spaces here contain distributions defined
on Rd instead of R2d . In this situation the symplectic Fourier transform in the definition of the
modulation space norm is replaced by the Fourier transform on S ′(Rd), defined by
fˆ (ξ) =Ff (ξ) ≡ (2π)−d/2
∫
f (x)e−i〈x,ξ〉 dx
when f ∈S (Rd).
In the literature it is common that the weight functions which are involved in the definition of
the modulation space norm are given by
σs(X,Y ) =
〈
(X,Y )
〉s
or σs,t (X,Y ) = 〈X〉t 〈Y 〉s .
Here and in what follows we let 〈X〉 = (1 + |X|2)1/2 as usual. (See e.g. [5,6,11].) We note that
any such weight function belongs to P(R2d ⊕R2d), since σs is σ|s|-moderate, and σs,t is σ|s|,|t |-
moderate.
We will also consider a convenient family of Banach spaces, related to the Wiener amalgam
spaces in [2,3]. More precisely, we let Wp,q(ω) (R2d) be the space which consists of all a ∈S ′(R2d)
such that
‖a‖Wp,q
(ω)
=
(∫ (∫ ∣∣Vχa(X,Y )ω(X,Y )∣∣p dY)q/p dX)1/q (1.3)
is finite (with obvious modifications when p = ∞ or q = ∞).
Remark 1.4. Assume that a ∈S ′(R2d) and χ ∈S (R2d). Then it follows by Parseval’s formula
that
Vχˆ aˆ(X,Y ) = e2iσ (Y,X)Vχˇa(Y,X), Vχa(X,Y ) = Vχa(X,−Y). (1.4)
Consequently, if p,q ∈ [1,∞], ω ∈ P(R2d ⊕ R2d), ω∗(X,Y ) = ω(Y,X) and ω′′(X,Y ) =
ω(X,−Y), then the following conditions are equivalent:
470 A. Holst et al. / Journal of Functional Analysis 251 (2007) 463–491(1) a ∈ Mp,q(ω) (R2d);
(2) a ∈ Mp,q
(ω′′)(R
2d);
(3) Fσ a ∈ Wp,q(ω∗)(R2d).
Next we recall some facts concerning pseudo-differential operators. Assume that t ∈ R and
a ∈ S (R2d). Then the pseudo-differential operator at (x,D) with symbol a is defined by the
formula
at (x,D)f (x) = (2π)−d
∫∫
a
(
(1 − t)x + ty, ξ)ei〈x−y,ξ〉f (y)dy dξ, (1.5)
where f ∈S (Rd). The definition (1.5) extends to any a ∈S ′(R2d), and then at (x,D) is contin-
uous from S (Rd) to S ′(Rd). Conversely, for a linear and continuous operator A from S (Rd)
to S ′(Rd), and any t ∈ R, there is a unique symbol a ∈ S ′(R2d) such that A = at (x,D). (See
e.g. [18].) If t = 0 we have the Kohn–Nirenberg (or normal) representation a0(x,D) = a(x,D),
and if t = 1/2 we have the Weyl quantization a1/2(x,D) = aw(x,D).
Remark 1.5. Assume that ω ∈P(R2d ⊕R2d), p,q ∈ [1,∞] and t ∈ R, and that a, b ∈S ′(R2d)
satisfy
aw(x,D) = bt (x,D).
Then for some ωt ∈ P(R2d ⊕ R2d) depending on t and ω only, it holds that a ∈ Mp,q(ω) if and
only if b ∈ Mp,q(ωt ). (See [36, Proposition 1.7].) In particular it follows that the algebra results for
modulation spaces under the Weyl product in Sections 2 and 3 can be used to obtain similar
results for modulation spaces under other pseudo-differential products.
As explained earlier we are especially concerned with the Weyl quantization, depending on
the fact that many convenient properties hold for this calculus. For example, assume that a ∈
S ′(R2d) and T is the continuous map from S to S ′ such that (aw(x,D)f,g) = (f,T g) holds
for every f,g ∈S (i.e. T is the Hilbert adjoint of aw(x,D)). Then T = cw(x,D), where c = a.
For the Weyl quantization we also have(
aw(x,D)f,g
)
L2(Rd ) = (2π)−d/2(a,Wg,f )L2(R2d ), f, g ∈S (Rd), (1.6)
where the (cross-)Wigner distribution of f and g is defined by
Wf,g(x, ξ) = (2π)−d/2
∫
f (x − y/2)g(x + y/2)ei〈y,ξ〉 dy. (1.7)
We recall that the map (f, g) → Wf,g is continuous from S (Rd) ×S (Rd) to S (R2d), and
extends uniquely to a continuous map from S ′(Rd)×S ′(Rd) to S ′(R2d), and from L2(Rd)×
L2(Rd) to L2(R2d). Furthermore, it holds
‖Wf,g‖L2 = ‖f ‖L2‖g‖L2 . (1.8)
(See e.g. [8].)
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from (1.6). The verifications are left for the reader.
Lemma 1.6. Assume that f0, g0 ∈S (Rd), f ∈S (Rd) and that a ∈S ′(R2d). Then
(Wf0,g0)
w(x,D)f = (2π)−d/2(f, g0)f0, a # Wf,g0 = Waw(x,D)f,g0 .
Next we recall some results for pseudo-differential operators with symbols in modulation
spaces. If t ∈ R and pj , qj ∈ [1,∞], j = 0,1,2, are such that
1
p1
− 1
p2
= 1
q1
− 1
q2
= 1 − 1
p0
− 1
q0
, q0  p2, q2  p0,
and a ∈ Mp0,q0(R2d), then it is proved in [14,33] that at (x,D) extends uniquely to a contin-
uous operator from Mp1,q1(Rd) to Mp2,q2(Rd). Some extensions of this result which involves
weighted modulation spaces can be found in [34,36]. Moreover, if a ∈ Mp,q(R2d) then at (x,D)
is bounded on L2 if and only if p ∈ [1,∞] and 1 q min(2,p′). (Cf. [15].) Some Schatten–
von Neumann properties for pseudo-differential operators with symbols in modulation spaces
can be found in [13,33,36].
Next assume that a, b ∈ S ′(R2d) are such that the composition aw(x,D) ◦ bw(x,D) makes
sense as a continuous operator from S (Rd) to S ′(Rd). Then by the Schwartz kernel theorem
and the Weyl quantization, there is a unique distribution c ∈ S ′(R2d) such that cw(x,D) =
aw(x,D) ◦ bw(x,D). In this case we define the Weyl product between a and b as a # b = c.
Hence, the Weyl product is the multiplication between symbol pairs defined by (a, b) → a # b,
and it follows that it is well defined if, for example, a ∈ S ′(R2d) and b ∈ S (R2d). The Weyl
product can also be defined for other pairs of tempered distributions a, b ∈S ′(R2d).
The Weyl product can also be expressed in terms of the twisted convolution, which we shall
discuss next. Assume that a, b ∈S (R2d). Then the twisted convolution of a and b is defined by
the formula
(a ∗σ b)(X) = (2/π)d/2
∫
a(X − Y)b(Y )e2iσ (X,Y ) dY. (1.9)
The definition of ∗σ extends in different ways. For example, it extends to a continuous mul-
tiplication on Lp(R2d) when p ∈ [1,2], and to a continuous map from S ′(R2d) × S (R2d)
to S ′(R2d). If a, b ∈ S ′(R2d), then a # b makes sense if and only if a ∗σ b̂ makes sense, and
then
a # b = (2π)−d/2a ∗σ bˆ, (1.10)
and
â # b = aˆ # b = aˇ # bˆ, a # b = b # a, (1.11)
where aˇ(X) = a(−X) (cf. [30–32]). The last equality in (1.11) follows from the definition and
the fact that the Hilbert adjoint of aw(x,D) is equal to aw(x,D).
We finish the section by recalling some facts concerning narrow convergence for modulation
spaces. For most modulation spaces, it is no problem to approximate their elements with elements
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tions can be done for elements in Mp,q
(ω)
when p = ∞ or q = ∞. The case q = p′ ∈ {1,∞} is
especially critical since there are some subtle problems with weak* approximation of elements
of M∞,1(ω) and M
1,∞
(ω) with Schwartz functions. In these “hard situations” it might be convenient
to use narrow convergence, which, in the most general case, is presented in [35]. (See also [25,
31,33].)
In order to define narrow convergence it is convenient to set
Ha,ω,p(Y ) = Ha,ω,χ,p(Y ) ≡
(∫ ∣∣Vχa(X,Y )ω(X,Y )∣∣p dX)1/p,
when a ∈S ′(R2d), ω ∈P(R2d ⊕ R2d), χ ∈S (R2d) and p ∈ [1,∞].
Definition 1.7. Let a, aj ∈ Mp,q(ω) (R2d), j = 1,2, . . . . Then aj is said to converge narrowly to a
(with respect to p,q ∈ [1,∞], χ ∈S (R2d) \ 0 and ω ∈P(R2d ⊕ R2d)), if the following condi-
tions are satisfied:
(1) aj → a in S ′(R2d) as j → ∞;
(2) Haj ,ω,p(Y ) → Ha,ω,p(Y ) in Lq(R2d) as j → ∞.
Remark 1.8. Assume that a, a1, a2, . . . ∈S ′(R2d) satisfy (1) in Definition 1.7, and assume that
Y ∈ R2d . Then it follows from Fatou’s lemma that
lim inf
j→∞ Haj ,ω,p(Y )Ha,ω,p(Y ) and lim infj→∞ ‖aj‖Mp,q(ω)  ‖a‖Mp,q(ω) .
The following result follows immediately from Proposition 2.3 in [35]. The proof is therefore
omitted.
Proposition 1.9. Assume that p,q ∈ [1,∞] are such that q < ∞, and that ω ∈P(R2d ⊕ R2d).
Then C∞0 (R2d) is dense in M
p,q
(ω) (R
2d) with respect to the narrow convergence.
2. Continuity of the Weyl product on modulation spaces
In this section we discuss algebraic properties of the Weyl product acting on modulation
spaces. In the first part we prove a general result which, to the best of our knowledge, contains
all results in the theory with restriction to polynomially moderated weights so far (see e.g. [12,
19,31]). Thereafter we present some consequences.
The following lemma is important in our investigations. The proof is omitted since the result
is an immediate consequence of Lemma 4.4 in [31], and its proof.
Lemma 2.1. Assume that a ∈S ′(R2d), b ∈S (R2d), χ1, χ2 ∈S (R2d) and let χ = πdχ1 #χ2 ∈
S (R2d). Then
Z → e2iσ (Z,Y )Vχ1a(X − Y +Z,Z)Vχ2b(X +Z,Y −Z)
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Vχ(a # b)(X,Y ) =
∫
e2iσ (Z,Y )Vχ1a(X − Y +Z,Z)Vχ2b(X +Z,Y −Z)dZ. (2.1)
In order to use this result to obtain estimates for weighted modulation spaces, we need to
put some appropriate conditions on the weight functions involved. Therefore assume that ωj for
j = 0,1,2 are positive functions on R2d ⊕ R2d . Then ω0 is said to be twisted dominated by ω1
and ω2 if there is a constant C > 0 such that (0.6) holds. If ω = ω0 = ω1 = ω2 satisfies (0.6),
then ω is called self-dominated. The set of all triples (ω0,ω1,ω2) such that ωj ∈P(R2d ⊕ R2d)
for j = 0,1,2 and ω0 is twisted dominated by ω1 and ω2 is denoted by Dom(R2d).
Remark 2.2. Assume that ω0,ω1,ω2 ∈P(R2d ⊕ R2d), and
ω∗(X,Y ) = ω(Y,X), ωˇ(X,Y ) = ω(−X,−Y),
ω′(X,Y ) = ω(−Y,−X), ω′′(X,Y ) = ω(X,−Y).
Then it follows by straightforward computations that the following conditions are equivalent:
(1) (ω0,ω1,ω2) ∈ Dom(R2d);
(2) (ω0,ω′1,ω∗2) ∈ Dom(R2d);
(3) (ω∗0,ω∗1,ω2) ∈ Dom(R2d);
(4) (ω∗0, ωˇ1,ω∗2) ∈ Dom(R2d);
(5) (ω′′0 ,ω′′2,ω′′1) ∈ Dom(R2d);
(6) (1/ω2,ω′′1,1/ω0) ∈ Dom(R2d);
(7) (1/ω1,1/ω0,ω′′2) ∈ Dom(R2d).
Example 2.3. We note that if ωj (X,Y ) = ωj (Y ) for j = 0,1,2, then (ω0,ω1,ω2) ∈ Dom(R2d)
is equivalent to that the submultiplicative property ω0(X + Y) Cω1(X)ω2(Y ) holds for some
constant C > 0 independently of X,Y ∈ R2d .
In the following example it is convenient to set
(Θsω)(X,Y ) ≡ ω(X)〈Y 〉s , s ∈ R, ω ∈P
(
R2d
)
. (2.2)
Example 2.4. Assume that ωj ∈P(R2d) for j = 0,1,2 are such that ω0  Cω1ω2 for some con-
stant C. We claim that for any s0 ∈ R, there exist s1, s2 ∈ R such that (Θs0ω0,Θs1ω1,Θs2ω2) ∈
Dom(R2d).
In fact, if 0 s ∈ R is large enough and vs(X) = 〈X〉s , then ωj is vs -moderate for j = 0,1,2.
This gives
(Θs0ω0)(X,Y )Cω1(X)ω2(X)〈Y 〉s0
C1ω1(X − Y +Z)ω2(X +Z)〈Y −Z〉s〈Z〉s〈Y 〉s0
C2ω1(X − Y +Z)ω2(X +Z)〈Y −Z〉s+|s0|〈Z〉s+|s0|,
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if s1 = s2 = s + |s0|, then the right-hand side equals
C(Θs1ω1)(X − Y +Z,Z)(Θs2ω2)(X +Z,Y −Z), C > 0,
which proves the assertion.
We note that a more general situation than Example 2.4 can be obtained by replacing 〈Y 〉sj
by other appropriate elements in P(R2d).
Example 2.5. Assume that νj ∈P(R2d), and let
ω0(X,Y ) = ν2(X − Y)
ν0(X + Y) , ω1(X,Y ) =
ν2(X − Y)
ν1(X + Y) ,
ω2(X,Y ) = ν1(X − Y)
ν0(X + Y) .
Then it follows by straightforward computations that (ω0,ω1,ω2) ∈ Dom(R2d).
Such weight functions are interesting in the discussion of continuity properties of pseudo-
differential operators and modulation space theory. (See e.g. [37, Theorem 1.5].)
Note here that the weights in Examples 2.3–2.5 need neither be increasing nor decreasing.
In the next proposition we present conditions on s, t ∈ R that are necessary and sufficient
for σs and σs,t to be self-dominated. (See Section 1 for notation.) Note that the self-domination
condition (0.6) for σs,t means that it exists a constant C > 0 such that
〈X〉t 〈Y 〉s C〈X − Y +Z〉t 〈X +Z〉t 〈Z〉s〈Y −Z〉s , X,Y,Z ∈ R2d . (2.3)
Proposition 2.6. Assume that s, t ∈ R. Then the following is true:
(i) σs,t is self-dominated if and only if 0 t  2s;
(ii) σs is self-dominated if and only if s  0.
Proof. (i) First we prove the necessity. Insertion of Y = Z = 0 into (2.3) gives C−1  〈X〉t , thus
t  0. By letting Z = −X = −Y it follows that C−1  〈2Z〉s , which implies that s  0.
Finally insertion of Z = −X into (2.3) gives
〈X〉t 〈Y 〉s C〈Y 〉t 〈X〉s〈X + Y 〉s  C〈Y 〉s+t 〈X〉2s
which implies t  2s, and the necessity follows.
To prove sufficiency we first use the submultiplicativity which implies
〈Y 〉〈X〉2  C〈X − Y +Z〉〈X +Z〉〈X〉2
 C2〈X − Y +Z〉2〈X +Z〉2〈Z〉〈Y −Z〉, (2.4)
for some constant C. If 〈X〉 〈X − Y +Z〉〈X +Z〉, then (2.4) and the assumption t  2s give
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〈X − Y +Z〉〈X +Z〉
)t( 〈Y 〉
〈Z〉〈Y −Z〉
)s

( 〈Y 〉〈X〉2
〈X − Y +Z〉2〈X +Z〉2〈Z〉〈Y −Z〉
)s
 C2s . (2.5)
Also if 〈X〉 < 〈X − Y +Z〉〈X +Z〉 the left-hand side of (2.5) is bounded by
( 〈Y 〉
〈Z〉〈Y −Z〉
)s
 C (2.6)
due to the submultiplicativity and s  0. Taken together (2.5) and (2.6) prove that (2.3) holds.
This proves (i).
(ii) As in the proof of (i), s  0 necessarily. For the sufficiency, we have by the submultiplica-
tivity
〈
(X − Y +Z,Z)〉〈(X +Z,Y −Z)〉 C〈(−Y,Y )〉,〈
(X − Y +Z,Z)〉〈(Y −Z,Z +X)〉 C〈(X,−X)〉 (2.7)
for all X,Y,Z ∈ R2d . Thus the result follows from 〈(X,Y )〉  〈X〉 + 〈Y 〉, addition of the in-
equalities (2.7), and raising both sides to the exponent s  0. 
Next we discuss algebraic properties of the Weyl product. The following result generalizes all
results (again with restriction to polynomially moderated weights), familiar to us, in this context.
Theorem 0.3′. Assume that (ω0,ω1,ω2) ∈ Dom(R2d), and that pj , qj ∈ [1,∞], j = 0,1,2,
satisfy
1
p1
+ 1
p2
+ 1
q1
+ 1
q2
= 1 + 1
p0
+ 1
q0
, q1, q2  q0,
0 1
p1
+ 1
p2
− 1
p0
 1
pj
,
1
qj
 1
q1
+ 1
q2
− 1
q0
, j = 0,1,2. (0.8)′
Then the map (0.1) extends uniquely to a continuous map from Mp1,q1(ω1) (R2d) × M
p2,q2
(ω2)
(R2d) to
M
p0,q0
(ω0)
(R2d), and for some constant C > 0, the bound (0.2) holds for every a ∈ Mp1,q1(ω1) (R2d)
and b ∈ Mp2,q2(ω2) (R2d).
We note that Theorem 0.3 (see Section 0) is the same as Theorem 0.3′ in the case q2 =
q0. In order to prove these results we shall, as explained in the introduction, start by proving
Proposition 0.1 and Proposition 0.2 from Section 0, and thereafter we interpolate these results in
suitable ways.
Proof of Proposition 0.1. First assume that p2, q2 < ∞, a ∈ Mp1,q1(ω1) and that b ∈S . Then a # b
is well defined as an element in S ′, and (2.1) holds. We estimate the mixed Lp0,q0(ω0) norm of the
right-hand side of (2.1).
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K1(X,Y ) =
∣∣(Vχ1a)(X,Y )∣∣ω1(X,Y ),
K2(X,Y ) =
∣∣(Vχ2b)(X,Y )∣∣ω2(X,Y ),
Ψ (X,Y ) =
∫
K1(X − Y +Z,Z)K2(X +Z,Y −Z)dZ.
Then it follows that ‖K1‖Lp,q = ‖a‖Mp,q
(ω1)
, ‖K2‖Lp,q = ‖b‖Mp,q
(ω2)
, and that
∥∥Ψ (·, Y )∥∥
Lp0 
∫ ∥∥K1(· − Y +Z,Z)K2(· +Z,Y −Z)∥∥Lp0 dZ

∫ ∥∥K1(·,Z)∥∥Lp1∥∥K2(·, Y −Z)∥∥Lp2 dZ
by Minkowski’s and Hölder’s inequalities. Hence (2.1), (0.6) and Young’s inequality give
‖a # b‖
M
p0,q0
(ω0)
= ∥∥Vχ(a # b)ω0∥∥Lp0,q0
 C
(∫ ∥∥Ψ (·, Y )∥∥q0
Lp0 dY
)1/q0
 C
(∫ (∫ ∥∥K1(·,Z)∥∥Lp1∥∥K2(·, Y −Z)∥∥Lp2 dZ
)q0
dY
)1/q0
 C‖K1‖Lp1,q1 ‖K2‖Lp2,q2 = C‖a‖Mp1,q1
(ω1)
‖b‖
M
p2,q2
(ω2)
. (2.8)
Since S is dense in Mp2,q2(ω2) , the result follows in this case.
By duality, Proposition 1.1(iv), Remark 2.2(6) and the fact that (a # b, c) = (b, a # c) = (a,
c # b) for admissible a, b, c, the result also follows for general p2, q2 ∈ [1,∞], except for the
cases when
p1 = q ′1 = ∞ and p2 = q ′2 ∈ {1,∞},
or
p2 = q ′2 = ∞ and p1 = q ′1 = 1,
which we need to consider separately.
Therefore assume that p1 = p2 = ∞ and q1 = q2 = 1, and that b ∈ M∞,1(ω2) ⊆ M
∞,2
(ω2)
. Then it
follows from above that a # b makes sense as an element in M∞,2(ω0) . Furthermore, the modulus of
the right-hand side of (2.1) times ω0(X,Y ) is less than or equal to
C
∫ ∣∣K1(X − Y +Z,Z)K2(X +Z,Y −Z)∣∣dZ, C > 0.
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∞,1
(ω2)
(cf. Proposition 1.9),
Lebesgue’s theorem shows that equality (2.1) holds also when a ∈ M∞,1(ω1) and b ∈ M
∞,1
(ω2)
. The
computations in (2.8) now show that a # b ∈ M∞,1(ω0) , and the result follows in this case.
By similar arguments the result also follows in the case p1 = p′2 = q ′1 = q2 ∈ {1,∞}. The
proof is complete. 
Remark 2.7. From Proposition 0.1 we recover the known result that Mp,1 for 1  p ∞ are
algebras under the Weyl product (see [31] in the general case and [25] in the case p = ∞).
Next we prove Proposition 0.2.
Proof of Proposition 0.2. Let K1 and K2 be the same as in the proof of Proposition 0.1. That
proposition, with p0 = p1 = p′2 = 1 and q0 = q1 = q2 = 1, gives
‖a # b‖M1
(ω0)
 C‖a‖M1
(ω1)
‖b‖
M
∞,1
(ω2)
. (2.9)
From this result and duality, the assertion follows in the case p0 = p1 = p2 = ∞ and q0 = q1 =
q ′2 = ∞.
Next assume that p0 = p < ∞. Then (2.1), (0.6) and Hölder’s inequality give
‖a # b‖p
M
p
(ω0)
 C
∫∫ (∫
K1(X − Y +Z,Z)K2(X +Z,Y −Z)dZ
)p
dXdY
 C
∫∫ (∫
K1(X − Y +Z,Z)p dZ
)
×
(∫
K2(X + Y −Z,Z)p′ dZ
)p/p′
dXdY
= C∥∥(Vχ1a)ω1∥∥pLp
∫ (∫ ∣∣(Vχ2b)ω2(X −Z,Z)∣∣p′ dZ
)p/p′
dX
= C‖a‖p
M
p
(ω1)
∫ (∫ ∣∣(Vχ2b)ω2(X −Z,Z)∣∣p′ dZ
)p/p′
dX. (2.10)
If p  2, i.e. p/p′  1, then Minkowski’s inequality applied to (2.10) gives
‖a # b‖Mp
(ω0)
 C‖a‖Mp
(ω1)
∥∥(Vχ2b)ω2∥∥Lp,p′ = C‖a‖Mp(ω1)‖b‖Mp,p′(ω2) . (2.11)
Hence the assertion holds in the case p ∈ [2,∞]. The result now follows for p ∈ [1,2] by dual-
ity. 
We note that if ω0, ω1 and ω2 are as in Proposition 0.2, then
‖a # b‖M2
(ω0)
 C‖a‖M2
(ω1)
‖b‖M2
(ω2)
. (2.12)
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consequence of (1.10), M2 = L2 =FσL2, and the fact that L2(R2d) is an algebra under twisted
convolution, i.e. ‖a ∗σ b‖L2  C‖a‖L2‖b‖L2 . (See e.g. [8,30].)
Remark 2.9. Labate states in [19] that if p ∈ [1,2] and ω(X,Y ) = 〈(X,Y )〉s with s  0, then
M
p
(ω) is an algebra, and ‖a#b‖Mp′
(ω)
 C‖a‖
M
p′
(ω)
‖b‖Mp
(ω)
. Proposition 0.2 generalizes these results,
since Mp(ω) ⊆ Mp
′,p
(ω) when 1 p  2, and since more general weight functions are permitted in
Proposition 0.2 in view of Proposition 2.6.
Next we prove Theorem 0.3.
Proof of Theorem 0.3. From Proposition 0.1 we have
‖a # b‖
M
r0,s
(ω0)
 C1‖a‖
M
r1,1
(ω1)
‖b‖
M
r2,s
(ω2)
, (2.13)
where C1 > 0, rj ∈ [1,∞], j = 0,1,2, 1/r1 +1/r2 = 1/r0, and s ∈ [1,∞]. From Proposition 0.2
we have
‖a # b‖
M
2,2
(ω0)
 C‖a‖
M
2,2
(ω1)
‖b‖
M
2,2
(ω2)
, (2.14)
for some constant C. By multilinear interpolation (cf. [1, Theorem 4.4.1]) and Proposition 1.2
we obtain from (2.13) and (2.14)
‖a # b‖
M
p0,q0
(ω0)
 C2‖a‖Mp1,q1
(ω1)
‖b‖
M
p2,q2
(ω2)
,
where C2 > 0, θ ∈ (0,1), and
1
p0
= 1 − θ
r0
+ θ
2
,
1
q0
= 1 − θ
s
+ θ
2
= 1
q2
,
1
p1
= 1 − θ
r1
+ θ
2
,
1
q1
= 1 − θ
1
+ θ
2
,
1
p2
= 1 − θ
r2
+ θ
2
.
The result follows from these expressions and the fact that 1/r1 + 1/r2 = 1/r0. 
Remark 2.10. In contrast to Proposition 0.1 and Theorem 0.3′, there is a lack of symmetry in the
hypotheses in Proposition 0.2 and Theorem 0.3, in the sense that the statements are not invariant
if the roles of the pairs (p1, q1) and (p2, q2) are interchanged. We note however that similar
arguments as in the proofs of Proposition 0.2 and Theorem 0.3 show that these results still hold
when the roles of (p1, q1) and (p2, q2) are interchanged.
Proof of Theorem 0.3′. By Theorem 0.3 and Remark 2.10 it holds
M
p1,r # Mp2,s ⊆ Mp0,s , Mp1,s # Mp2,r ⊆ Mp0,s(ω1) (ω2) (ω0) (ω1) (ω2) (ω0)
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1
p1
+ 1
p2
+ 1
r
= 1 + 1
p0
, 0 1
p1
+ 1
p2
− 1
p0
 1
pj
,
1
r
,
1
s
 1
r
.
Hence it follows by multi-linear interpolation (cf. [1, Theorem 4.4.1]) that
M
p1,q1
(ω1)
# Mp2,q2
(ω2)
⊆ Mp0,q0
(ω0)
,
where
1
q1
= 1 − θ
r
+ θ
s
,
1
q2
= 1 − θ
s
+ θ
r
, q0 = s.
The result now follows by combining these relations. We leave the details for the reader. 
Remark 2.11. Assume that pj , qj ∈ [1,∞]. Then it follows from Remark 1.4 and the right
equality of (1.11) that the map (0.1) is extendable to a continuous map from Mp1,q1(ω1) (R2d) ×
M
p2,q2
(ω2)
(R2d) to Mp0,q0(ω0) (R
2d) if and only if it is extendable to a continuous map from
M
p2,q2
(ω′′2 )
(R2d)×Mp1,q1
(ω′′1 )
(R2d) to Mp0,q0
(ω′′0 )
(R2d).
The following result extends Theorem 0.3′ to embeddings involving the spaces Wp,q(ω) .
Theorem 2.12. Assume that (ω0,ω1,ω2) ∈ Dom(R2d), and that pj , qj ∈ [1,∞], j = 0,1,2,
satisfy (0.8)′. Then the following embeddings hold:
M
p1,q1
(ω1)
# Mp2,q2(ω2) ⊆ M
p0,q0
(ω0)
, W
p1,q1
(ω1)
# Wp2,q2(ω2) ⊆ M
p0,q0
(ω0)
,
W
p1,q1
(ω1)
# Mp2,q2(ω2) ⊆ W
p0,q0
(ω0)
, M
p1,q1
(ω1)
# Wp2,q2(ω2) ⊆ W
p0,q0
(ω0)
. (2.15)
Proof. The first embedding is a restatement of Theorem 0.3′, and the other ones follow from
that theorem, Remarks 1.4 and 2.2 and (1.11). 
Next we list some immediate consequences of Proposition 1.1(ii), and Theorems 0.3′, 2.12.
Corollary 2.13. Assume that (ω0,ω1,ω2) ∈ Dom(R2d), and that p ∈ [1,∞] and 1  q 
min(p,p′). Then the Weyl product extends to a continuous multiplication from Mp,q(ω1) ×M
p,q
(ω2)
to
M
p,q
(ω0)
, and there exists C > 0 such that
‖a # b‖Mp,q
(ω0)
C‖a‖Mp,q
(ω1)
‖b‖Mp,q
(ω2)
(2.16)
holds for all a ∈ Mp,q(ω1) and b ∈ M
p,q
(ω2)
. In particular, if ω ∈P(R2d ⊕R2d) is self-dominated then
M
p,q
(ω) is an algebra under the Weyl product.
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then
M
p,q
(ω) # M
p,q
(ω) ⊆ Mp,q(ω) , Wp,q(ω) # Wp,q(ω) ⊆ Mp,q(ω) ,
W
p,q
(ω)
# Mp,q
(ω)
⊆ Wp,q
(ω)
, M
p,q
(ω)
# Wp,q
(ω)
⊆ Wp,q
(ω)
.
Remark 2.15. If ω is self-dominated we knew already from Proposition 0.1 that M∞,1(ω) is an
algebra, which in the unweighted case was first proved by Sjöstrand in [25]. The result has
been extended in [12] to submultiplicative weights which are constant in the first variable,
i.e. ω(X,Y ) = ω(Y ). Since (0.6) obviously is fulfilled for any submultiplicative weight which
is constant in the first variable, our formulation extends the class of weight functions ω in
P(R2d ⊕ R2d) such that M∞,1(ω) is an algebra.
Remark 2.16. Let ωj be as in Theorem 0.3′, and let Σ0 be the set of all elements
(1/p0,1/q0,1/p1,1/q1,1/p2,1/q2) ∈ [0,1]6,
where pj , qj ∈ [1,∞] are such that (0.8)′ is fulfilled. Also let Σ be the set of all (η0, θ0, η1, θ1,
η2, θ2) ∈ [0,1]6 such that
η0  η00, θ0  θ00 , η1  η01, θ1  θ01 , η2  η02, θ2  θ02 ,
for some (η00, θ
0
0 , η
0
1, θ
0
1 , η
0
2, θ
0
2 ) ∈ Σ0. Then it is straightforward to check that Σ is a convex
polygon in R6. Furthermore, by Proposition 1.1(ii) and Theorem 0.3′ it follows that if rj , sj ∈
[1,∞] for j = 0,1,2 are such that
(1/r0,1/s0,1/r1,1/s1,1/r2,1/s2) ∈ Σ,
then the map (0.1) extends uniquely to a continuous map from Mr1,s1(ω1) (R2d) × M
r2,s2
(ω2)
(R2d) to
M
r0,s0
(ω0)
(R2d).
Moreover, as a consequence of Remark 1.5 it follows that there are natural generalizations of
Theorems 0.3′, 2.12 and the properties stated in the first part of the remark to other types of prod-
ucts, which involve pseudo-differential operator representations of the form (1.5), parametrized
by t ∈ R.
Remark 2.17. Assume that p,q, r, s ∈ [1,∞] are such that s  2, r  s′ and (1/p,1/q) belongs
to the square with corners at
(1/s′,1/s′), (1/s′,1/s), (1/s,1/s′), and (1/s,1/s).
Then it follows from the convexity of the set Σ in Remark 2.16 that
Mp,q # Mr,s ⊆ Mp,q, Mr,s # Mp,q ⊆ Mp,q. (2.17)
If in addition s  r , then it follows in particular that Mr,s is a Banach algebra and Mp,q is an
Mr,s -module under the Weyl product.
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sense that (2.17) fails when s′ < r , and that Mr,s is not an algebra when r < s.
We finish this section by some remarks on links between certain algebras of “classical”
pseudo-differential operators with smooth symbols and Theorem 0.3′. Here we let P0(R2d)
denote the set of all ω ∈P(R2d)∩C∞(R2d) such that (∂αω)/ω ∈ L∞ for every α, and we note
that P0 is a subgroup of the group P under multiplication. (Cf. [34,36].)
Remark 2.18. Theorem 0.3′ can to some extent be used to recover well-known algebraic proper-
ties for certain “classical” symbol classes in pseudo-differential calculus. More precisely, assume
that ω ∈P(R2d), and let S(ω)(R2d) be the set of all smooth functions a on R2d such that ∂αa/ω
is bounded for every multi-index α. Also set S00 = S(ω) when ω = 1 everywhere. We recall that
for any ω ∈ P there is an element ω0 ∈ P0(R2d) such that C−1ω0  ω  Cω0, for some con-
stant C. (Cf. e.g. [34].) This implies that
a ∈ S(ω) = S(ω0) ⇐⇒ a/ω0 ∈ S00 . (2.18)
We recall that the calculus of S(ω) can also be considered as a particular case of the general
theory of pseudo-differential operators in Sections 18.4–18.6 in [18], where each symbol class
S(m,g) is parametrized by a weight function m and a Riemannian metric g on R2d . In fact, if
ω ∈P(R2d), then
S(ω)
(
R2d
)= S(ω,g), where g(x,ξ)(y, η) = |y|2 + |η|2.
The fact that ω ∈ P then implies that all conditions for applying the theory in [18] are fulfilled
(i.e. ω is g-continuous and σ ,g-temperate). In particular, Theorem 18.5.4 in [18] shows that
S(ω1) # S(ω2) ⊆ S(ω) when ω1ω2 Cω, (2.19)
and ω1,ω2 ∈P(R2d).
We shall now prove that Theorem 0.3′ in combination with some well-known facts about
modulation spaces also give (2.19). In order to do this we let vN(X,Y ) = 〈Y 〉N , and assume that
ωj and ω are as above. Then we have, using the notation (2.2),
a ∈ Mp,q(ΘNω) = M
p,q
(ΘNω0)
⇐⇒ ω0 ·
(〈D〉Na) ∈ Mp,q
⇐⇒ 〈D〉N(ω0a) ∈ Mp,q, (2.20)
and
S00 =
⋂
N0
M
∞,1
(vN )
.
(Cf. [36].) A combination of these relations and (2.18) gives
S(ω)(R2d) =
⋂
M
∞,1
(ΘN (ω
−1))
(
R2d
)
. (2.21)N0
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ΘN1(ω
−1
1 ),ΘN2(ω
−1
2 )) ∈ Dom(R2d), provided N1 and N2 are chosen large enough. Hence The-
orem 0.3′ and (2.21) give
S(ω1) # S(ω2) ⊆ M∞,1(ΘN1 (ω−11 )) # M
∞,1
(ΘN2 (ω
−1
2 ))
⊆ M∞,1
(ΘN (ω
−1)).
Taking the intersection of the right-hand side over all N and using (2.21) gives (2.19). This
proves the assertion.
We note that (2.19) implies that S(ω) is an algebra under the Weyl product when ω ∈P(R2d)
is bounded from above. On the other hand, if s0 ∈ R is fixed, then Example 2.4 shows that for
some s1, s2 ∈ R it holds
M
∞,1
(Θs1ω)
# M∞,1(Θs2ω) ⊆ M
∞,1
(Θs0ω)
,
when ω is bounded from below. The reason why the conditions on ω are different in those two
cases is simply that a family of modulation spaces which corresponds to S(ω) is not M∞,1(ΘNω) but
M
∞,1
(ΘN (ω
−1)) in view of (2.21).
Remark 2.19. We note that more recent results on continuity and algebraic properties of pseudo-
differential operators and Fourier integral operators can be found in [23,24]. In particular, com-
positions between Fourier integral operators with symbols belonging to certain S(ω) classes and
pseudo-differential operators are investigated.
3. Necessary and sufficient conditions for Weyl product algebras
In the previous section we presented conditions on modulation spaces that are sufficient for the
Weyl product to be continuous. In this section we are instead interested in necessary conditions.
We restrict our interest to unweighted modulation spaces.
An important tool in these investigations is the following negative result concerning the im-
possibility to extend the map (0.1) to act continuously on certain modulation spaces.
Proposition 3.1. Assume that p,q, r, s ∈ [1,∞] are such that
min(2, r ′) < s or 1/s < 1/p − 1/q.
Then the map (0.1) is not extendable to a continuous map from Mr,s(R2d) × Mp,q(R2d) to
Mp,q(R2d).
Here and in other situations it is convenient to use the following lemma. The proof is omitted
since the result follows from Remark 2.11 and duality.
Lemma 3.2. Assume that p,q, r, s ∈ [1,∞]. Then the following conditions are equivalent:
(1) Mr,s # Mp,q ⊆ Mp,q ;
(2) Mp,q # Mr,s ⊆ Mp,q ;
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(4) Mp′,q ′ # Mr,s ⊆ Mp′,q ′ .
Proof of Proposition 3.1. Assume first min(2, r ′) < s. The set of r, s ∈ [1,∞] such that
min(2, r ′) < s is exactly the set of all r and s such that Mr,s contains elements a such that
aw(x,D) is unbounded on L2. (See [15].)
Suppose, contrary to the statement, that min(2, r ′) < s, and that (0.1) is extendable to a con-
tinuous map from Mr,s ×Mp,q to Mp,q . Then we obtain by interpolation between (1) and (3) in
Lemma 3.2 that
Mr,s # M2 ⊆ M2. (3.1)
Now choose an element a ∈ Mr,s such that aw(x,D) is unbounded on L2, and let bn = Wϕn,g ,
where ϕn,g ∈ S (Rd) are chosen such that ‖ϕn‖L2 = ‖g‖L2 = 1 and ‖aw(x,D)ϕn‖L2 tends to
infinity as n tends to infinity. Then ‖Wϕn,g‖L2 = 1 in view of (1.8). Hence Lemma 1.6 gives
‖a # Wϕn,g‖M2 = ‖Waw(x,D)ϕn,g‖M2 = ‖Waw(x,D)ϕn,g‖L2
= ∥∥aw(x,D)ϕn∥∥L2‖g‖L2 → ∞
as n → ∞. This contradicts (3.1), and the result follows in the case min(2, r ′) < s.
To prove the result in the case 1/s < 1/p − 1/q we use Gauss functions. Without loss of
generality we may use the window function χ = π−de−|X|2 which satisfies χ # χ = (2π)−dχ .
Consider the family of functions aλ(X) = e−λ|X|2 , X ∈ R2d , λ > 0. By brute force calculation
‖aλ‖1/dMr,s = π1/r+1/s−1r−1/r s−1/sλ−1/r (1 + λ)1/r+1/s−1
and
aλ # aμ(X) = (1 + λμ)−d exp
(
−|X|2 λ+μ
1 + λμ
)
(cf. [31,33]), and hence
‖aλ # aμ‖1/dMr,s = π1/r+1/s−1r−1/r s−1/s
× (1 + λμ)−1
(
λ+μ
1 + λμ
)−1/r(
1 + λ+μ
1 + λμ
)1/r+1/s−1
.
Thus we have, with C > 0 denoting a constant which does not depend on λ or μ,
( ‖aμ # aμ‖Mp,q
‖aμ‖Mr,s‖aμ‖Mp,q
)1/d
= Cμ1/r(1 +μ2)−1/q(1 +μ)1/p+1/q−1/r−1/s
which behaves like μ1/p−1/q−1/s when μ is large. Thus 1/s < 1/p − 1/q implies that
Mr,s(R2d) # Mp,q(R2d) ⊆ Mp,q(R2d) is not true. 
In the next result we consider the situation when s is larger than q .
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not extend to a continuous map from Mr,s(R2d)×S (R2d) to Mp,q(R2d).
Proof. Since Mp1,q ⊆ Mp2,q when p1  p2, it is no restriction to assume that r = 1 and q  p.
Assume, contrary to the assertion, that (0.1) is continuously extendable, and let f1 ∈
S (Rd)\0, f2 ∈ M1,s (Rd)\Mp,q(Rd), a = Wf2,f1 and b = Wf1,f1 . Then (f1, f1) > 0, a ∈ M1,s
and b ∈ S in view of [33, Theorem 4.1]. Hence a # b ∈ Mp,q in view of the assumptions. This
implies that (a # b)w(x,D) is continuous from Mp′ to Mq by [33, Theorem 4.3].
On the other hand, by Lemma 1.6 the kernels of aw(x,D) and bw(x,D) are given by
(2π)−d/2f2 ⊗ f 1 and (2π)−d/2f1 ⊗ f 1 respectively, and it thus follows that
(a # b)w(x,D)f = (2π)−d‖f1‖2L2(f,f1) · f2 ∈ M1,s \Mp,q.
Consequently, (a # b)w(x,D) is not continuous from S to Mq ⊆ Mp,q , which contradicts the
fact that (a # b)w(x,D) is continuous from Mp′ to Mq . Hence the assertion follows. 
Corollary 3.4. Assume that pj , qj , r, s ∈ [1,∞] for j = 1,2 are such that q2 < s. Then the
map (0.1) does not extend to a continuous map from Mr,s(R2d)×Mp1,q1(R2d) to Mp2,q2(R2d),
nor to a continuous map from Mr,s(R2d)×Mp′2,q ′2(R2d) to Mp′1,q ′1(R2d).
Proof. By duality, it suffices to prove that (0.1) does not extend to a continuous map from
Mr,s × Mp1,q1 to Mp2,q2 . Then the result follows from Proposition 3.3 and the embedding
S ⊆ Mp1,q1 . 
Corollary 3.5. Assume that p,q, r, s ∈ [1,∞] satisfy s  min(r, r ′) and min(q, q ′) < s. Then
Mp,q is not an Mr,s -module under the Weyl product.
We shall next consider cases where s is smaller than in Propositions 3.1 and 3.3, and start
with the following result.
Theorem 3.6. Assume that p,q, r ∈ [1,∞] are such that r  p  2 or r = p > 2. Then the
following statements are true.
(1) The map (0.1) extends uniquely to a continuous map from Mr,q(R2d)×Mp,q(R2d) and from
Mp,q(R2d)×Mr,q(R2d) to Mp,q(R2d), if and only if q min(p,p′).
(2) The map (0.1) extends uniquely to a continuous map from Mr,q(R2d) × Mp′,q ′(R2d)
to Mp
′,q ′(R2d) and from Mp′,q ′(R2d) × Mr,q(R2d) to Mp′,q ′(R2d), if and only if q 
min(p,p′).
Proof. By duality it suffices to prove (1). From Theorem 0.3′ it follows that Mp,q is an algebra
when q min(p,p′). Hence by an application of the embedding
M1,q ⊆ Mr,q ⊆ Mp,q (3.2)
(cf. Proposition 1.1(ii)), it follows that (0.1) extends to a continuous map from Mr,q × Mp,q
to Mp,q . From Proposition 3.1 it follows that Mp,q is not an algebra when min(2,p′) < q .
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to Mp,q when p < q  2. In view of (3.2) it is no restriction to assume that r = 1.
First we consider the case when in addition p > 1, and assume, contrary to the statement, that
(0.1) extends to a continuous map from M1,q ×Mp,q to Mp,q . Then it follows from Lemma 3.2
and Theorem 0.3′ that
M1,q # Mp
′,q ′ ⊆ Mp′,q ′ , Mp,q # Mp′,q ′ ⊆ M1,∞,
the latter of which implies that M1,q # Mp′,q ′ ⊆ M1,∞, in view of (3.2). By interpolation it
follows that
M1,q # Mp
′,q ′ ⊆ Mr1, (3.3)
where r1 = 1 + q ′/p ∈ (q ′,p′), which in particular implies that 1/p′ + 1/r ′1 < 1. Hence we may
choose an ε > 0 such that
1/p′ + 1/r ′1 < 1 − 3ε/d. (3.4)
Next we let 0 g ∈ C∞0 (Rd)\0 be supported in a ball with center in the origin and radius 1/4.
For n ∈ Zd we set
dn = dn,ε =
{
1 n = 0,
|n|−(d+ε) n = 0, (3.5)
so that (dn) ∈ l1, and
αn = d1/p
′
n , βn = d1/qn , γn = d1/q
′
n , ηn = d1/r
′
1
n .
Our plan is to use the family of functions
f1 =
∑
n
αnτng, f2 = f2,N =
∑
|n|N
βnτng,
f3 =
∑
n
γnτng, f4 =
∑
n
ηnτng (3.6)
on Rd to construct an element b ∈ Mp′,q ′(R2d) and a sequence (aN) in S (R2d) such that (aN)
is uniformly bounded in M1,q but (aN # b) is not a bounded sequence in Mr1 . This leads to a
contradiction to (3.3).
By Remark 1.3 it follows that the sequence (f2,N ) ⊆ S (Rd) is uniformly bounded in Mq,1,
and that
f1 ∈ Mp′,1, fˆ3 ∈FMq ′,1 ⊆ M1,q ′ , f4 ∈ Mr ′1,1.
Hence Proposition 1.1(ii) gives
f1 ∈ Mp′,q ′ , fˆ3 ∈ Mp′,q ′ , f4 ∈ Mr ′1 .
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aN = Wϕ,f2 and bw(x,D)h = f1 · (f3 ∗ h), h ∈ C∞0 , (3.7)
then
‖aN‖M1,q C, b ∈ Mp
′,q ′ and bw(x,D)f4 =
∑
n
λnτng0,
where g0 = g · (g ∗ g), and λn  C|n|d(1/q−1/r ′1−1/p′)−ε(1/q ′+1/r ′1+1/p′), (3.8)
for some constant C > 0 which is independent of N . We note that g ∗ g is supported in a ball
with center at the origin and radius 1/2.
Assuming this for a while we may proceed as follows. From (3.3) and (3.8) we get that
(aN # b) is a bounded sequence in Mr1 , which implies that (aN # b)w(x,D) is a uniformly
bounded sequence of continuous operators from Mr ′1 to Mr1 (see e.g. [33, Theorem 4.3]). On
the other hand, since f4 ∈ Mr ′1 and bw(x,D)f4 = f1 · (f3 ∗ f4), we get
(aN # b)w(x,D)f4 = (Wϕ,f2)w(x,D)
(
f1 · (f3 ∗ f4)
)
,
which by Lemma 1.6 gives
(aN # b)w(x,D)f4 = (2π)−d/2
(
f1 · (f3 ∗ f4), f2
)
ϕ. (3.9)
Now (3.7), (3.8) and the fact that (g0, g) > 0 show that
(
f1 · (f3 ∗ f4), f2
)
 C
∑
|n|N
λnβn  C′
∑
|n|N
|n|−d(1/r ′1+1/p′)−ε(1+1/p′+1/r ′1),
which gives, using (3.4),
(
f1 · (f3 ∗ f4), f2
)
 C′
∑
|n|N
|n|−d . (3.10)
Consequently, since the right-hand side can be made arbitrarily large by increasing N , we have
obtained a contradiction to the uniformly boundedness of (aN # b)w(x,D) as a sequence of
operators from Mr ′1 to Mr1 . Hence our assumption, contrary to the statement, is wrong, and the
result follows in the case p > 1.
The remaining case M1,q , 1 < q  2, is settled with interpolation. Suppose M1,q is an algebra.
Then by interpolation and Proposition 0.2 there exists p1 and q1 such that 1 < p1 < q1  2, and
Mp1,q1 is an algebra, contradicting the result stated above. Thus M1,q is not an algebra when
1 < q  2.
It remains to prove (3.8). From the assumptions we have that ϕ ∈ C∞0 ⊆ M1 and f2 ∈ Mq,1.
From [33, Theorem 4.1] it follows that aN = Wϕ,f2 is uniformly bounded in M1,q . For b we
have that bw(x,D) agrees with the pseudo-differential operator c(x,D) of Kohn–Nirenberg
type, where c = f1 ⊗ fˆ3. Since f1, fˆ3 ∈ Mp′,q ′ , it follows that c ∈ Mp′,q ′ . Hence b ∈ Mp′,q ′
by Remark 1.5.
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f3 ∗ f4 =
∑
n
μnτng ∗ g,
where (μn) is the discrete convolution between (γn) and (ηn), i.e.
μn =
∑
k
γn−kηk.
By Young’s inequality it follows that (μn) ∈ lr0 , where 2 < r0 < ∞ and 1/q ′ + 1/r ′1 = 1 + 1/r0.
Furthermore, from the support properties of g and g ∗ g, it follows that
f1 · (f3 ∗ f4) =
∑
n
λnτng0,
where λn = αnμn. We have to estimate λn. We have
μn =
∑
k
γn−kηk 
∑
|n|/4|k|3|n|/4
|n− k|−(d+ε)/q ′ |k|−(d+ε)/r ′1
 C|n|d(1/q−1/r ′1)−ε(1/q ′+1/r ′1),
for some constant C > 0. Hence
λn = αnμn  C|n|−(d+ε)/p′ |n|d(1/q−1/r ′1)−ε(1/q ′+1/r ′1)
= C|n|d(1/q−1/r ′1−1/p′)−ε(1/q ′+1/r ′1+1/p′).
This proves (3.8) when 1 < p < q  2, and the result follows. 
Corollary 3.7. Assume that p,q ∈ [1,∞]. Then Mp,q is a Banach algebra with respect to the
product #, if and only if q min(p,p′).
Next we use a technique similar to the proof of Theorem 3.6 to prove that if s is large in
comparison with p or p′, then the map (0.1) is not extendable to a continuous map from Mr,s ×
Mp,q to Mp,q .
Proposition 3.8. Assume that p,q, r, s ∈ [1,∞] are such that 1 s min(r, r ′), s  q  s′ and
s′2 < max(p,p′). Then the map (0.1) is not extendable to a continuous map from Mr,s(R2d) ×
Mp,q(R2d) to Mp,q(R2d).
Proof. By assumption we have s  q ′  s′. Hence, by duality it suffices to consider the case
s′2 < p.
Suppose, contrary to the assumption, that Mr,s # Mp,q ⊆ Mp,q . From Theorem 0.3′ we know
that Mp′,q ′ # Mp,q ⊆ M1,∞, and by interpolation it follows that
Mp0,q0 # Mp,q ⊆ Mr0, (3.11)
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1
r0
= 1 − θ
q
= 1 − θ
p
+ θ, 1
p0
= 1 − θ
r
+ θ
p′
,
1
q0
= 1 − θ
s
+ θ
q ′
, (3.12)
which in turn implies that
r0 = 1 + q
p′
and θ =
(
1
q
− 1
p
)(
1
q
+ 1
p′
)−1
. (3.13)
In a moment we shall prove that
1
p
+ 1
q
+ 1
q0
− 1
r0
< 1 − 4ε
d
(3.14)
for some ε > 0.
Admitting this for a while we may proceed as follows. Again we consider the functions in (3.6)
and (3.7), where the sequences now are defined by
αn = d1/pn , βn = d1/q0n , γn = d1/qn , ηn = d1/r
′
0
n ,
where dn is given by (3.5). By arguments similar to those in the proof of Theorem 3.6 it follows
that
f1, fˆ3 ∈ Mp,q(Rd), f4 ∈ Mr ′0
(
Rd
)
, and b ∈ Mp,q(R2d).
Furthermore, f2,N ∈ S and aN ∈ S are bounded in Mq0,1(Rd) and Mp0,q0(R2d), respec-
tively, with respect to N . Hence by (3.11), aN # b is bounded in Mr0 which implies that
{(aN # b)w(x,D)} is an equi-continuous set of operators from Mr ′0(Rd) to Mr0(Rd).
On the other hand, by computations similar to those in the proof of Theorem 3.6, it follows that
(3.9) and (3.10) hold. Since the right-hand side of (3.10) is unbounded we obtain a contradiction
to the assumption that {(aN #b)w(x,D)} is an equi-continuous set of operators from Mr ′0 to Mr0 .
Hence the assumption Mr,s # Mp,q ⊆ Mp,q is wrong, and the result follows.
It remains to prove (3.14), and then it is no restriction to assume that ε = 0. From the assump-
tions we have
1
p
<
1
s′2
= 1 − 1
s
− 1
ss′
,
1
s′
 1
q
 1
s
,
which in particular implies that
1
ss′
<
1
p′
− 1
s
, 1 <
1
q
+ 1
p′
, and
1
q
− 1
p
 1
s
.
This gives
θ
′ =
1
′
(
1 − 1
)(
1 + 1′
)−1
<
1
′ <
1
′ −
1
.s s q p q p ss p s
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1
p
+ 1
q
+ 1
q0
− 1
r0
= 1
p
+ 1
q
+ 1 − θ
s
+ θ
q ′
− 1 − θ
q
= 1
p
+ 1
s
+ θ
s′
<
1
p
+ 1
s
+ 1
p′
− 1
s
= 1.
This proves (3.14), and the result follows. 
4. Some remarks on the Wiener property
In this section we make some remarks on the Wiener property and modulation spaces. We
recall that if a ∈ M∞,1(R2d), then it was proved by Sjöstrand in [25] that aw(x,D) is continuous
on L2(Rd). Furthermore, in [26] it was proved that M∞,1 is in fact a Wiener algebra under the
Weyl product, i.e. if aw(x,D) is invertible on L2 with continuous inverse T , then T = bw(x,D)
for some b ∈ M∞,1. Later on Gröchenig extended in [12] the Wiener property to modulation
spaces of the form M∞,1(ω) (R2d), where ω(X,Y ) = ω(Y ) is submultiplicative and satisfies some
appropriate conditions. It follows for example from this extension that the Wiener property holds
when ω(X,Y ) = ω(Y ) ∈P(R2d) is submultiplicative.
Here we show some consequences of the Wiener property of M∞,1(ω) for other types of modu-
lation spaces.
Proposition 4.1. Assume that ω ∈ P(R2d ⊕ R2d) is submultiplicative and satisfies ω(X,Y ) =
ω(Y ), that a ∈ Mp,1
(ω)
(R2d) for some p ∈ [1,∞], and that I + aw(x,D) is invertible on L2(Rd).
Then (I + aw(x,D))−1 = I + bw(x,D) where b ∈ Mp,1(ω) .
Proof. The conditions on ω implies that ω is self-dominated (see Section 2). Since 1+a ∈ M∞,1(ω)
we have by the Wiener property of M∞,1(ω) that (I + aw(x,D))−1 = bw1 (x,D), where b1 ∈ M∞,1(ω) .
Translated to symbol level this means that 1 = (1 + a) # b1 = b1 + a # b1. Since Mp,1(ω) is an
M
∞,1
(ω) -module, a # b1 ∈ Mp,1(ω) . Thus b = b1 − 1 ∈ Mp,1(ω) . 
The next result deals with sufficient conditions for using the Wiener property.
Proposition 4.2. Assume that ω is as in Proposition 4.1. Let p,q ∈ [1,∞], q ∈ [1,min(p,p′)],
and assume that a ∈ Mp,q(ω) (R2d) satisfies ‖a‖Mp,q(ω) < C
−1 where C is the algebra constant
of (2.16). Then I + aw(x,D) is invertible on L2(Rd).
Proof. Let aj = a # · · · # a (i.e. the Weyl products of a with itself j times), and recall that
‖aw(x,D)‖ C1‖a‖Mp,q
(ω)
, for some constant C1 which is independent of a (cf. [15, Theorem 5]).
By repeated use of (2.16) it follows that
‖aj‖Mp,q
(ω)
 Cj−1‖a‖j
M
p,q .
(ω)
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lim
j→∞
∥∥aw(x,D)j∥∥1/j = lim
j→∞
∥∥awj (x,D)∥∥1/j  C‖a‖Mp,q
(ω)
< 1
and, since
∥∥awj (x,D)∥∥ C1‖aj‖Mp,q
(ω)
,
it follows that the Neumann series
∞∑
j=0
(−aw(x,D))j
converges in norm. 
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