We prove that when the distribution of a stochastic process in C[0, 1] is in the domain of attraction of a max-stable process, then natural estimators for the extreme-value index (which is now a continuous function) and for the mean measure of the limiting Poisson process are consistent in the appropriate topologies. The ultimate goal, estimating probabilities of small (failure) sets, will be considered later.
1. Introduction. Multivariate extreme value theory and its statistical implications are by now well understood [Resnick (1987) , Smith (1990) and de Haan and de Ronde (1998) just to mention a few references]. Giné, Hahn and Vatan (1990) have characterized max-stable stochastic processes in C [0, 1] . This seems to be the most sensible extension of extreme-value theory to infinite-dimensional spaces. De Haan and Lin (2001) have characterized the domain of attraction of max-stable processes in C [0, 1] . The aim of the present paper is to initiate making these results useful for statistical application by proving consistency of natural estimators for the main "parameters" of the max-stable process based on observations from a process which is in its domain of attraction. The result is stated in Theorem 2.1.
Infinite-dimensional extreme-value theory seems to be useful in a problem of coast protection [cf. de Haan and Lin (2001) ].
Next we explain the framework of our results. Consider a sequence of i.i.d. random processes ξ 1 , ξ 2 , . . . in C [0, 1] . Suppose the sequence of processes max 1≤i≤n ξ i (t) − b t (n) a t (n) t∈ [0, 1] (1.1) converges in C[0, 1] to a stochastic process η with nondegenerate marginals. Here a t (n) > 0 and b t (n) are nonrandom normalizing constants chosen in such a way that the marginal limit distributions are standard extreme-value distributions of the form exp{−(1 + γ x) −1/γ } for some γ ∈ R, 1 + γ x > 0 and defined by continuity for γ = 0. We note the following structural property. The probability distribution of the limit process η is determined by the continuous function γ (the extreme-value index) plus a measure ν on the space C [0, 1] which is homogeneous; that is, for any Borel set A and a positive a,
For each function f ∈ C [0, 1] , f > 0, we have − log P 1 + γ (t)η (t) 1/γ (t) < f (t) for all t [Giné, Hahn and Vatan (1990) , Proposition 3.2, part (iv), where the measure ν is given in its "polar" representation].
We need the following result from de Haan and Lin (2001) Now we proceed as in the finite-dimensional case: we fit the appropriate limit distribution to the tail part of the distribution of the original process [cf. (1.9)]. Next this limit distribution enables us to extend the original probability distribution beyond the range of the available data as follows:
A failure region F defined, for example, by F = {ξ(t) ≥ f (t) for some 0 ≤ t ≤ 1} with f a continuous function which is extreme with respect to the sample in the sense thatξ i (t) < f (t) for i = 1, 2, . . . , n and 0 ≤ t ≤ 1, wherẽ ξ 1 ,ξ 2 , . . . ,ξ n are the observed realizations. Since this feature is essential to the problem, we want to keep it in our asymptotic approximation. This implies that f must depend on n, the sample size, that is, f = f n , and in fact we assume that
with h a fixed positive continuous function, c n a sequence of positive constants and Haan and Sinha (1999) , relation (1.5)].
We shall now attempt to explain the intuitive reasoning that leads to a way to estimate P (F ):
(1.9)
The approximate equation ( * ) follows from the convergence of (1.1) (see Proposition 1.1).
Since nP {ξ(t) ≥ f n (t) for some t ∈ [0, 1]} is the mean number of realizations that fall in the failure set and since we want this to go to zero (this is the "essential feature" mentioned above), we need to assume c n → ∞ and k(n) = o(c n ), n → ∞. Now to turn this into a useful statistics tool we need to estimate the measure ν. Moreover, we need to estimate the unknown function h which can be evaluated approximately as follows:
Hence we also need to estimate the functions γ (t), a t (n/k) and b t (n/k). The estimation of these four objects is the purpose of this paper. The actual estimation of P (F ) is the subject of future research.
Finally we remark that all our results still hold if the time parameter runs through an arbitrary compact set in
random elements of C[0, 1] and that F t (x), the marginal distribution function of ξ i (t), is a continuous and increasing function of x for each t.
Assume that
(this can be achieved by applying a shift).
Define, for x > 1,
We assume weak convergence of the maxima in C-space:
where a · (n) is positive and in C[0, 1] and η is a random element of C[0, 1] satisfying
We define the sample functions
Now we define estimators for γ (t), a t (n/k) and b t (n/k) as in Dekkers, Einmahl and de Haan (1989) 
(location and shift estimators).
For fixed t these are well-known one-dimensional estimators [cf., e.g., de Haan and Rootzén (1993)].
Next we denote, for i = 1, 2, . . . , n,
The latter estimator has been inspired by Huang (1992) , the former by de Haan and Resnick (1993) .
in the space of finite measures on C + [0, 1], with c > 0 and
REMARK 2.2. Relations (2.16) and (2.17) mean that
in probability, where E ⊂ S c is a Borel ν-continuous set (cf. proof of Lemma 3.1).
Proof.
We first prove some auxiliary results.
LEMMA 3.1. Define the random measures
in the space of finite measures on C + [0, 1].
PROOF. According to Daley and Vere-Jones [(1988) , Theorem 9.1.VI ], for (3.1) we only need to prove, for any Borel ν-continuous sets
probability. Since the limit is not random, this is equivalent to the following: for any Borel ν-continuous set E ⊂ S c ,
Using characteristic functions we know that this is equivalent to
which is the same as
This has been proved in Proposition 1.1(i).
Next we show the convergence of the tail empirical distribution functions.
LEMMA 3.2. For each t, let ζ 1,n (t) ≤ ζ 2,n (t) ≤ · · · ≤ ζ n,n (t) be the order statistics of ζ i (t), i = 1, 2, . . . , n, and define
Then, for any positive c,
Also, suppose µ and λ are continuous functions defined on [0, 1] with µ < 1, 
where
Next define the closed set
Note that in our situation the set E ε x,t is the same as E x−ε,t . Also ν(E x,t ) = 1/x [Giné, Hahn and Vatan (1990) , pages 150 and 151]. It follows that for x > c,
This proves (3.5). Statement (3.6) follows because the uniform convergence of the function 1 − G n,t (x) to 1/x is equivalent to the uniform convergence of its inverse (k/n)ξ n−kx,n (t) to the same function. For (3.7), observe that
From (3.5) and (3.6) the second part converge to 0. So we only need to prove
in distribution, where we know
for some c > 1. Let Y n−i,n , i = 1, 2, . . . , n, be the order statistics of Y i , i = 1, 2, . . . , n, and
We have
Hence for any y > 0 by one-dimensional results,
Moreover,
By letting y → ∞ we get (3.9). Hence we have proved (3.7). The proof of (3.8) is similar. 
PROOF. The proof is not much more complicated than, and has the same structure as, the proof of the same result with t fixed. We refer to de Haan and Pereira [(1999) , Appendix], which contains a simplification, applicable in this case, of a result of Drees [(1998) 
PROOF. For (3.15), we need to prove, for any t n → t 0 and s n → ∞, (3.17) (i) For γ (t 0 ) > 0, from Lemma 3.3 for any ε ∈ (0, γ (t 0 )), we can find s 0 > 0 such that for s n > s 0 we have
From Lemma 3.3 we get
From (3.18) and (3.19) we get the first part of (3.17).
(ii) For γ (t 0 ) ≤ 0, first define
Then we get
This implies, for any positive s 0 ,
From Lemma 3.3 we know for any ε ∈ (0, 1 − c) there exists a positive s 0 such that
Since the right-hand side is integrable on x ∈ [1, ∞), we get
.
This leads to (3.22). Now back to the proof of (3.17) for γ (t 0 ) ≤ 0. From (3.22) we get
Since g t (s) > 0, from (3.22), (3.21) and Lemma 3.3, we get, for any ε > 0,
Letting ε → 0 we get the second part of (3.17). The proof of the first part of the lemma is complete. For (3.16), according to (3.15) and Lemma 3.3 we only need to prove
locally uniformly in t and x. That is, for any
For γ (t 0 ) > 0, from (3.10)-(3.15), we get
This completes the proof of this lemma.
PROOF OF THEOREM 2.1. We first prove (2.14). Note
From (1.5) and Lemma 3.2 we get (2.14). Next we consider (2.11), (2.12) and (2.13). For any ε > 0,
Using Lemma 3.2 we get
From Lemma 3.4 we get
From (3.23) and (3.25) we get (2.11).
From (3.23)-(3.25) we get
n (t) (3.26) which implies (2.12). Hence (2.13) is obtained. Now we prove (2.15). Notê
from (3.12), (3.6), (3.23) and (2.12) we get (2.15). Finally we shall prove (2.16) and (2.17). A similar argument as in the proof of Lemma 3.1 shows we only need to prove that, for any ν-continuous set E ∈ S c with any a > 0,ν
For (3.28), we only need to prove that, for any ε > 0,
with d, a metric of finite measures, defined in the proof of Lemma 3.2.
Note k nζ 
n,k (E ε ).
These imply
n,k | S [c,b] 
n,k | S [c,b] , ν| S [c,b] ≤ d ν n,k | S [c,b] ,ν (2) n,k | S [c,b] + d ν n,k | S [c,b] , ν| S [c,b] ≤ 2ε. For the latter equality we use Lemma 3.1 and (3.38). This completes the proof of (3.29 (t) . From (2.13)-(2.15) and Proposition 1.1(ii) we get, for any 0 < c < b, The rest of the proof is similar to the proof of (3.28). The theorem has been proved.
