A 3-D numerical method is developed to investigate the spatial distribution of surface fluxes over heterogeneous surfaces in (semi-)arid regions. Quantifying the effects of changes in the momentum, thermal and moisture roughness lengths on the airflow and fluxes in the ABL is important for water resources management and local climate studies. The governing equations and turbulence models are modified to include the effects of atmospheric stability conditions on the airflow. The turbulent airflow in ABL is simulated based on the Unsteady Reynolds-Averaged Navier-Stokes (URANS) approach to understand the air flow over the non-homogeneous surfaces from dry land through the water surface and vice versa. The model can be used to study airflow in neutral and non-neutral ABL over complex and non-homogeneous surfaces. The model results were used to investigate the flow parameters and (heat) flux variations over small water surfaces considering its surrounding conditions.
Introduction
In regional hydrological cycles, small water bodies represent a significant part of the water budget. However, in most of the current mesoscale and global atmospheric models, the influences of small inland water bodies in the surface parametrization are neglected (Swayne et al., 2005) . The most important issue of inland water bodies is the lake-atmosphere exchange process which should be considered through water surface fluxes such as momentum, heat convection and evaporation of water (Vercauteren, 2011) . In comparison to land surfaces, inland water surfaces such as small lakes and reservoirs have different interactions with the atmospheric boundary layer above them with regards to evaporation, wind speed and heat exchanges over the water surfaces (Swayne et al., 2005) . However, implementing these effects in Atmospheric Boundary Layer (ABL) models introduces extra complexities in its simulations, especially in regions with huge numbers of small water surfaces. One complexity of the wateratmosphere interaction in regional climate model comes from the fact that the presence of lakes has significant effects on the atmosphere dynamics due to the change of roughness length, moisture contents and temperature of water versus that of land (Beniston, 1986) . The distribution of the sensible and latent heat fluxes can affect the flow on small, regional and global scales, where the exchanges of water vapor, heat and momentum over grid cells should be improved for water surface (Giorgi and Avissar, 1997; Avissar and Pielkea, 1989; Gao et al., 2008; Lyons and Halldin, 2004; Pielke and Uliasz, 1998; Wu et al., 2009) .
Understanding and modeling the correlation of the atmospheric boundary layer with its underlying water surface is crucial for a wide range of scientific research such as developing inland water surface evaporation models, atmosphere simulations, and investigating climate change influences on inland water bodies (Edson et al., 2007; Parlange et al., 1995) . Due to the logistical difficulties and economic issues in operating measurements over water surfaces, especially for small reservoirs, water-atmosphere interaction has been studied less than land-atmosphere interaction (DeCosmo et al., 1996; Heikinheimo et al., 1999; Sun et al., 2001; Vickers and Mahrt, 2010) .
The effect of roughness changes on the atmospheric boundary layer flow has been studied extensively by several researchers, especially in micro-meteorology. Some of these research examined the air flow and flux exchange in ABL by using theoretical analyses (e.g. Bradley (1968) ; Jackson (1976) ; Petersen and Taylor (1973) ; Raupach et al. (1980 Raupach et al. ( , 1996 ) and some of them used field measurements or wind tunnel studies (e.g. Cao and Tamura (2006) ; Nadeau et al. (2011); Rider et al. (1964) ; Dyer and Crawford (1965) ; Davenport and Hudson (1967) ; Lang et al. (1974 Lang et al. ( , 1983 ; Lettau and Zabransky (1968) ; Panofsky and Townsend (1964) ; Panofsky and Petersen (1972) ; Petersen and Taylor (1973) ; Munro and Oke (1975) ; Figuerola and Berliner (2005) ) to understand the problem of sharp changes in the roughness length. However, measurements of spatial variations in the ABL are challenging and require the use of several pieces of equipment (Mahrt et al., 1994) . Most of these research mainly focused on momentum and heat exchange above land.
Previous research works investigated airflow over heterogeneous surfaces such as complex terrains and rural and urban type environments which consist of different surfaces. Vercauteren (2011) investigated the lake-atmosphere process by using the Lake-Atmosphere Turbulent EXchange (LATEX) field measurement over Lake Geneva. Pendergrass and Arya (1984) simulated the effects of sharp roughness changes of rural and urban type surfaces on the development of the Internal Boundary Layer (IBL) under a neutral condition. Fesquet et al. (2009) investigated the influences of different atmospheric stability conditions and fetch effects on ABL turbulent airflow over heterogeneous terrains. They showed that the local turbulence variables such as momentum fluxes are significantly affected by the land surface complexity (Fesquet et al., 2009) . By using a three-dimensional Large Eddy Simulation (LES) model, Fesquet et al. (2009) studied the effects of surface inhomogeneities on the ABL flow structure.
A big challenge in simulations of atmospheric boundary layer over heterogeneous surfaces (for instance a surface consists of land and water surface) is that there are sharp changes of the surfaces properties from land to water surface and vice versa. In addition, small inland water bodies usually have a limited fetch and dependent on the fetch values, the airflow over the lakes has time or not to adjust to its underlying water surface. In these cases, the horizontal inhomogeneity can be very important and the effect of this limited fetch still needs to be assessed (Vercauteren, 2011; Brutsaert, 1982) . Such strong spatial differences in surface characteristics (temperature, wetness and the roughness) affect the airflow and transfer processes of heat and water vapor, specifically the evaporation rates. In response to these changes, an internal boundary layer develops that characterizes the region influenced by the wet surface.
Following rapid changes in surface properties from land to water or vice versa downwind of a step change location, an Internal Boundary Layer (IBL) develops which is strongly dependent on the surface below. In this situation, only the lowest parts of the atmosphere may be affected by the underlying surface conditions and the flow structure in higher levels is usually mainly dependent on the upwind surface conditions (Pendergrass and Arya, 1984) .
Measuring airflow parameters over the water surface usually is costly and time consuming. Hence, due to the lack of measurements over the water surface, especially for small and shallow lakes (which are rarely available or usually confined to a single point), modeling the atmospheric boundary layer (ABL) flow would be promising for spatial information of air flow passing over different surfaces. Computational Fluid Dynamics (CFD) simulations help to understand the interactions of inland water bodies with the surrounding atmosphere. CFD as a robust tool can provide the temporal and spatial distribution of airflow parameters in the computational domain, which is difficult to achieve using experimental measurements, to investigate the effects of the water surfaces on the above atmosphere.
The atmospheric boundary layer flow is usually turbulent and fully developed. Studying the turbulent flow in ABL alongside the size of atmospheric domains is an ongoing challenge to simulate realistic atmospheric flows. To simulate the turbulent flow dynamics in the lower atmosphere, the Reynolds-Averaged NavierStokes (RANS) approach has been widely utilized (e.g. Solazzo et al. (2009); Majdoubi et al. (2009); Milashuk and Crane (2011) ; Anagnostopoulos and Bergeles (1998); Foudhil et al. (2005) ; Pattanapol et al. (2008) ; Luna et al. (2003) ; Liu et al. (1996) ; Prospathopoulos et al. (2012) ; Hsieh et al. (2007); Huser et al. (1997) ). Although recently due to the significant growth in computing tools and consequently a decrease in simulation cost, more accurate methods with more computational needs, such as Large Eddy Simulation (LES) is becoming more applicable in ABL studies (e.g. Benjamin et al. (2011); Flores et al. (2013) ; Beyers et al. (2010) ; Hertwig et al. (2011); Chamecki et al. (2008) ; Albertson and Parlange (1999) ; Port e- Agel et al. (2014); Cancelli et al. (2014) ; Port e- Agel et al. (2011); Maronga et al. (2013) ; Esau and Lyons (2002); ; Vercauteren et al. (2008) ). The water surface and land fluxes of momentum, heat and water vapor determine the state of the atmosphere to a large extent. Their accurate parametrization has been recognized as a big challenge to make CFD a more reliable tool for simulation of airflow over heterogeneous surfaces which include small water surfaces (Cabot and Moin, 1999; Piomelli and Balaras, 2002; Piomelli, 2008) . A review of numerical studies of flow over wet surfaces can be found for example in Crosman and Horel (2010) .
Considering the dimensions of the computational domain, the global and mesoscale models of atmospheric flow are not applicable to study the small waters effects on airflow because of the hydrostatic pressure assumption and their inabilities in resolving the variations in topography in vertical direction and consequently roughness variations in the simulation . Fully 2-D and 3-D atmosphere models can be used to provide reliable predictions considering various conditions to investigate the airflow in the ABL. Although, adding the third dimension to the model usually makes the model more complex and expensive due to the high computational requirements, these three-dimensional models provide accurate airflow predictions over the complex terrain which is not possible with one-or two-dimensional simulations (Joubert et al., 2012) .
In the present research, the state of the airflow in the atmosphere as it passes from a dry land surface to a wet (water) surface is considered. The effect of a surface transition and sharp changes in surfaces properties (such as roughness length, wetness and temperature) on the flow are investigated. In addition, the atmospheric stability conditions are considered in the simulation to study the effect of stability conditions on the airflow over a nonhomogeneous surface. The RANS approach is used to study the airflow and heat fluxes above a small inland water surface surrounded by arid lands.
Model structure
In atmospheric boundary layer (ABL), the flow is represented by the conservation laws of mass, momentum and energy. Combining the airflow and heat transfer in the ABL introduces extra complexities to the simulation. Even though the thermodynamic properties of air are assumed to be constant, the buoyancy body force term in the momentum equation is added allowing one to relate density changes to temperature in ABL. In the model developed in this study, it is assumed that the ABL airflow is incompressible and fully three-dimensional.
The RANS approach has been applied to simulate the ABL flow due to its computational feasibility Although using other approaches such as Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) methods would generate more precise results, they are not applicable in most of ABL airflow modeling because applying these approaches for real-life complex geometries needs a very fine computational grid and consequently high computational resources (Wakes et al., 2010) . Based on the turbulence model used, the numerical scheme, and the discretization technique, wide range of RANS models with different complexity levels have been developed in ABL modeling. In using the RANS approach to resolve the turbulence of the airflow, some (zero, one, two or even more) additional equations must be solved alongside the flow equations (Prospathopoulos et al., 2012; Tsanis et al., 2006; Tritton, 2007) .
The different phases of the ABL modeling framework developed in this study are illustrated in Fig. 1 .
Governing equations
The Navier-Stokes equations, as a widely used approach, are solved to model the airflow, heat (temperature) and water vapor (specific humidity) transfer over an inland water surface and its surrounding lands. With the assumption of the pressure work being negligible, the following conservation equations can be derived for mass, momentum and energy respectively (Defraeye et al., 2012; Ferziger and Peri c, 2002; White, 1991; Massel, 1999; Zhang et al., 2005) :
where u i is the velocity component in x i direction (ms À1 ), p is pressure (Pa), T is temperature (K ), q is specific humidity (g kg À1 ), Boussinesq approximation is valid under the assumption that density differences are sufficiently small (as this study) to be neglected, except where they appear in the term multiplied by g i (Fredriksson, 2011; Corzo et al., 2011) . According to White (1991) and Ferziger and Peri c (2002) , the Boussinesq approximation introduces errors less than 1% for temperature variations of 15 K for air. In the model developed here, for incompressible flows the density of air is calculated as a linear function of temperature changes as
In the current model, a constant value for b (it is assumed air is an ideal gas) is used. Heat transfer conductivity in atmosphere can be given by:
where Pr t is turbulent Prandtl number and Pr is Prandtl number.
Turbulence model formulation
In ABL simulation, turbulence is not negligible and plays an important role (Crasto, 2007) . Different turbulence models have been developed and applied in ABL simulations. The turbulence closures are applied in order to solve the Reynolds stresses and the scalar transport terms in the RANS approach. Investigation of different turbulence models used in RANS is beyond the aim of this study and comprehensive study of turbulence models can be found in Computational Fluid Dynamics books (e.g. Cebeci (2004) ; White (1991); Ferziger and Peri c (2002), etc.) .
Standard k À ε (SKE) and realizable k À ε (RKE) models are used widely in most CFD simulations. These turbulence approaches due to the relatively low computational needs, are considered as promising turbulence models in a wide-range of applications (Silvester et al., 2009 ). The semi-empirical standard model introduces two more transport equations for the turbulence kinetic energy (k) and the dissipation rate of kinetic energy (ε) in the flow equation system. Kim et al. (1997) and showed that in comparison with other two-equation turbulence models, the k À ε model requires less computational resources and can solve the airflow in ABL without loss of accuracy. Various two equation models (such as k À u) similar to the standard k À ε model are available which need extra input parameters. In these models, the transport equation for k is derived mathematically while ε is based upon empirical definition (Silvester et al., 2009 ). According to Silvester et al. (2009) , the standard k À ε performs poorly for flows with steep pressure gradients and in cases with complex flows. The poor performance of k À ε model mainly relates to imprecision in the ε equation (Hussein and El-Shishiny, 2009 ). However, the standard k À ε model is mostly used for atmospheric boundary layer models. In simulating airflow alongside heat transfer in the regional atmosphere, it was found that the realizable k À ε model is robust with reasonable accuracy and provides better results than the standard or other traditional k À ε models (Shih et al., 1995; Wang, 2013; Joubert et al., 2012) . In this turbulence model, the Reynolds stresses are limited by physical-based mathematical constraints (Rohdin and Moshfegh, 2007) . In the RKE turbulence model, fluctuation of the dissipation rate is approximated by the dynamic equation of vorticity. In addition, the RKE is expected to accurately predict the flow variables and likely to enhance the stability of employed numerical schemes in ABL turbulent flow simulations (Shih et al., 1995) . In the RKE model, the turbulence kinetic energy (k) and the turbulent dissipation rate (ε) are obtained from:
where k is the turbulence kinetic energy, ε is the dissipation rate of turbulence kinetic energy, n 0 and n t are molecular and turbulent viscosity respectively, G b is the production of turbulent kinetic energy by the buoyancy, and G k is the production of turbulent kinetic energy by the mean velocity gradient. The parameter C ε3 is the ratio of the velocity functions in the vertical and longitudinal directions and is not constant but instead depends on the flow conditions (Lee, 2007) :
where U h and w are the components of the airflow velocity perpendicular and parallel to the gravitational vector, respectively. The coefficient C 1 is evaluated as (Shih et al., 1995) :
and the turbulent kinematic viscosity is given by
U ij represents the mean rate-of-rotation tensor to capture rotational effects on the flow field. The production of turbulent kinetic energy by the mean velocity gradient (G k ) is written as:
In the current ABL airflow modeling, due to the existence of temperature gradient alongside the non-zero gravity field, the production of turbulent kinetic energy by the buoyancy is included in the k and ε equations (G b in Equation (9) and Equation (10)). The generation of turbulence due to buoyancy is given by
where Pr t is the turbulent Prandtl number (a dimensionless number defined as the ratio of momentum diffusivity to thermal diffusivity which controls the relative thickness of the momentum and thermal boundary layers). For standard and realizable k À ε models, default value of Pr t for air is 0.71 (Fluent Manual, 2006) . g i is gravitational vector components, C p is specific heat of air and T is (air) temperature. In unstable atmospheric conditions G b > 0 and according to k equation (Equation (9))) the turbulence kinetic energy tends to be increased. In contrast to the unstable conditions, for stable stratification in ABL where G b < 0, buoyancy force disrupts the turbulence intensity. To investigate the influence of atmospheric stability conditions on the airflow in ABL, the buoyancy terms in the k and ε should be used in turbulence model. While the process of generation of turbulence due to buoyancy on turbulent kinetic energy (k) is relatively clear, the effect of buoyancy on the dissipation rate of kinetic energy (ε) is less understood (Fluent Manual, 2006) . In the current model, the buoyancy effects on both k and ε are included in turbulence model given by Equation (24). To take into account the buoyancy effects on ε, the non-constant parameter C ε3 is used as defined in Equation (11). Exploring a wide-range of turbulent flow experiments (e.g. Shih et al. (1995) and Pieterse (2013) ), values of the model constants of the realizable turbulence approach in the Equation (9) and Equation (10) are:
Atmospheric stability condition
The turbulent airflow in ABL is strongly influenced by the atmospheric stability conditions (Garratt, 1994) . Some attempts have been made to take into consideration stability effects in simulating turbulent ABL (Alinot and Masson, 2005; Huser et al., 1997; Meissner et al., 2009; Pontiggia et al., 2009 ). In non-neutral conditions, the applied turbulence model should account for both shear and buoyancy produced turbulence terms. To consider the effects of atmospheric stability conditions in the ABL flow, the conservation of energy (or temperature), is included in the governing equations and coupled with the momentum equation. The buoyancy forces are taken into consideration using the Boussinesq approximation for buoyancy, and density variations are introduced only into the gravity terms of the momentum equations (Alinot and Masson, 2005; Meissner et al., 2009; Pontiggia et al., 2009 ). Additionally to buoyancy forces, thermal stratification in ABL has a significant impact on the turbulence characteristics. Therefore, the turbulence model has to be modified to take into account the generation and destruction of turbulence due to buoyancy. This is typically done via buoyancy term in k and ε equations. For determining the buoyancy related terms in turbulence equations different approaches exist in literature, and their formulations differ greatly (Huser et al., 1997; Sogachev et al., 2012; Vendel et al., 2010) .
Generally, two different approaches can be applied for the consideration of atmospheric stability conditions in ABL simulations. In the first approach, the stability conditions are implemented in the vertical profiles of temperature and other parameters at the inflow boundary (free stream stability approach). To prepare these vertical profiles at the inflow, the stability conditions should be prescribed. This method is applied in Section (5). In the second approach, the stability conditions are implemented in time and location varying surface (skin) temperature or timedependent non-uniform heat fluxes on the surface (surface stability approach) (Koblitz et al., 2015) . In comparison with heat fluxes, using (measured) temperature values on the surfaces is more straightforward and introduces less uncertainties in the simulations. Due to the transient nature of ABL flow, in both approaches the boundary conditions used at the inflow and bottom boundaries are unsteady and vary with height and time (Section (4)). In the current study, the second approach has been used for lake Binaba (Section (6)) with the measured time varying surface temperatures for both land and water surfaces to reduce the uncertainties due to the heat fluxes calculations over the bottom boundary. More details about using heat fluxes as bottom boundary conditions can be found in Abbasi et al. (2017a) .
Solver specifications
Steady-state solvers have been applied in many ABL simulation cases to predict the mean flow characteristics (Prospathopoulos et al., 2012) . However, in some cases such as for the current study, the steady flow assumption is not strictly valid and would create large errors in the simulations, even in the micro-scale. Abrupt changes in the surface characteristics, time-dependent meteorological parameters, combining heat transfer with wind flow simulation, and unsteady (transient) boundary conditions especially over the water surface make it necessary to develop an unsteady solver to estimate flow parameters in this study.
The solver developed in this study solves the governing equations in the model described in Section (2.1) alongside the turbulence model equations described in Section (2.2) using boundary and initial conditions as described in Section (4.1). The ABL airflow equations are discretized using the Finite Volume Method (FVM) in open-source code OpenFOAM. The OpenFOAM (Open Source Field Operation and Manipulation) toolbox includes open source Cþþ libraries released under the general public license (GPL). Using preconfigured built-in libraries, one can build his own numerical solvers for solving the desired ABL airflow problems (Chen et al., 2014) . The pre-configured solvers were modified and used for the current study. Considering the buoyancy effects in turbulence equations is an example of modification in the standard available solvers and libraries.
Furthermore, and unlike most commercial codes now available (e.g. ANSYS FLUENT, FIDAP, PHOENICS, STAR-CD, etc.), the preconfigured solvers and utilities in OpenFOAM could be extended to generate strictly customized tools and boundary conditions (BC). As OpenFOAM is available free and open-source, it will be a promising tool for research due to its adaptability to specific case studies. In addition, in contrast to the commercial CFD packages, using OpenFOAM does not need any expensive licenses neither for commercial nor academic purposes . The free availability of this open source CFD software alongside its robustness could be a very attractive motivation to use it in developing countries (Balogh et al., 2012) .
The OpenFOAM-based incompressible solver developed in the current context computes the airflow variables in the atmospheric boundary layer over a non-homogeneous surface. The presented solver has been built on the built-in solver in OpenFOAM called buoyantBoussinesqPimpleFoam, and some corrections, improvements and additions have been done to adapt it to the specific case study. This unsteady finite volume solver was used in this study to simulate airflow and heat transfer in the atmospheric boundary layer.
Solving algorithm
One of the main advantages of OpenFOAM is that it allows one to employ desired specific solver for each of the governing equations. From the results of some similar simulations done, throughout this work, the Euler blended Crank-Nicholson method was used to discretize the temporal term. This is a first-order, bounded implicit method and the Smooth Solver for the momentum, k, ε, T and q equations is used with a GaussSeidel smoother (Gauss refers to the standard finite volume discretization of Gaussian integration). The GAMG (Geometric-algebraic multi-grid) solver is used to solve the pressure equation. Multi-grid solvers (such as GAMG) decrease the computational time and show appropriate performance in problems of airflow over complex terrains. This solver is specially convenient and fast in highly dense domains. It first generates a quick solution on a coarser mesh (with a small number of cells) and then maps the resolved field data onto a finer mesh to obtain an accurate solution. With respect to the spatial discretization, gradient terms were solved by the 2 nd order linear interpolation (Gaussian), divergence terms were solved by the 2 nd order upwind interpolation (Gaussian) and Laplacian terms were solved by the 2 nd order linear interpolation with explicit non-orthogonal corrections. To improve the stability of the computations, the relaxation parameters (which limit the variable changes from one iteration to the next iteration) are set to 0.3 for pressure and 0.5 for the other variables.
The PIMPLE method was used for the pressure-velocity coupling. PIMPLE algorithm combines the PISO (pressure implicit with splitting of operators) and SIMPLE (semi-implicit method for pressure-linked equations) algorithms to rectify the second pressure correction and correct both velocity and pressure explicitly. This algorithm allows one to use larger time steps than the PISO algorithm. Due to the transient conditions of flow in the ABL, an adaptive time-stepping technique based on Courant-FriedricksLewy-number (CFL-number) is used (Bechmann, 2006) :
where u, v and w are the velocity components in xÀ, yÀ and zÀdirections respectively. In this study after studying the results of the model for different sets of CFL, the maximum value of global CFL is adopted to 0.5. For larger time steps, numerical dissipation increases as the CFL-number increases and the model becomes more unstable (Wang, 2013; Ferziger and Peri c, 2002) . The problems that arise in solving these equations are memory related issues and also the run time (to obtain a solution) when running the model. As stated earlier on, the core of the model is based on OpenFOAM, and therefore the framework offers parallelization features. Hence, the model can be decomposed and ran on a relatively large number of processors, either on supercomputers or HPC clouds to reduce the simulation time.
Usually due to the limitation of computational resources, it is not possible to use a very fine mesh or very small time steps in simulations. In this study different settings for numerical schemes and mesh sizes as well as time steps were considered to determine the optimal balance between the needed computational resources and the desired accuracy. In the real case simulations presented in Section (6), the time step values varied between 0.1 and 10.0 s(i.e. 0:1 Dt 10:0 s) and 30 h of simulations, as described in Section (6), took about 12 h on the HPC Cloud-based virtual machine with 24 Intel processors at 2:7 GHz and 96 GB RAM (Collaborative Organisation for ICT in Dutch Higher Education and Research, 2017).
Computational domain
Computational domain is extended 3; 500 m in xÀ direction, 1; 850 m in yÀ direction and more than 500 m upwards (zÀdirection) in order to allow the flow to settle and avoid interaction between boundary conditions and the developing flow (Joubert et al., 2012; Prospathopoulos and Voutsinas, 2006; Vinnichenko et al., 2011) . As shown in Fig. 2 , the extension of the computational domain downwind of the water body is larger than the upwind distance to minimize the effects of outflow boundary on the airflow. The shape of the water surface is the primary input for building the computational domain in the current simulation. The water surface shape, though relatively small, induces complex 3D flow in ABL. During the simulation time (one day), changes of the water level with an average value of 0.006 m were ignored and a constant level was assumed for the water surface. The water surface shape was generated from the roughly measured bathymetry using the approach proposed by Abbasi et al. (2017a) .
Mesh generation
Generating and applying a good computational grid is a very important step in performing reliable CFD simulations especially in complex terrains. Generally, in ABL simulations, grid generation remains a significant challenge for CFD simulations. Using a computational grid with highly skewed, non-orthogonal differential cells will produce significant errors in solving the governing equations. Indeed, meshing complex terrains is not straightforward and is very case-sensitive especially for heterogeneous surfaces with sharp changes in their properties. The generated mesh must accurately represent the shape of the water surface and its surrounding terrain. To improve the generated computational grid, concentration of grid points near the lake's boundary and near the bottom boundary (wall) are more clustered to cover the sharp changes in surface properties. Refining the computational mesh only at specific regions can reduce significantly the computational cost (Prospathopoulos et al., 2012) . In addition, refining the grid at regions with abrupt changes in surface characteristics increases the representation accuracy of the terrain and the predictions accuracy as well. The quality of the mesh has a clear impact on the accuracy of any CFD simulation (Rhoads, 2014) and affects significantly the convergence speed and the accuracy of the modeling.
The proposed framework uses a right hand coordinate system (typically used in simulations), with the zÀaxis positive in the upward direction (normal to the water surface). The origin is located in the lower left-hand corner of the mesh when viewed in the xyÀplane. Keeping with this convention in the model, the xÀaxis is aligned to be positive in the easterly direction, with the yÀaxis positive in the northerly direction. Horizontal grids are generated by following the geometrical boundaries (water surface and land) available in the computational domain. For the vertical direction the grid points are clustered near the water surface and at the location of abrupt changes to resolve the turbulent flow field and capture flow parameters such as temperature and shear stress distributions in the most dynamic zones. Fig. 3 shows the generated grid details. The vertical grids near the lower surface should be sufficiently fine to be able to capture the large thermal and velocity gradients present in this region.
In this work, the computational grid was generated with snappyHexMesh (sHM) utility available in OpenFOAM. sHM is a powerful script-driven tool, which generates unstructured mesh containing hexahedra and split-hexahedra cells (Brockhaus, 2011) . snappyHexMesh proved to be very flexible with different domain configurations. sHM allows to use STL (STereoLithography/Standard Triangle Language) files which represent the small water surfaces in complex heterogeneous surfaces. Although using unstructured meshes allows for local mesh refinement and facilitates the transition between regions with different mesh densities, they are more costly than structured meshes. Unstructured meshes are being used widely in ABL simulations due to their flexibility and the adaptation capability (Kim and Boysan, 1999) . The final mesh used in this simulation consists primarily of hexahedral cells (1; 144; 900 cells) with some polyhedral cells (17; 268 cells). The choice of mesh size is based on the available computational resources and the resolution required to get accurate results as well. This mesh has to be refined sufficiently near the bottom boundary (Abbasi et al., 2017a) . The final computational grid is shown in Fig. 4 .
In the current simulation, the effect of the roughness of surfaces is applied by using wall functions which introduce some restrictions on the minimum height of the first cell above the bottom surface. This requires the first cell center adjacent to the wall not to be smaller than the roughness height (it means it should be placed within the logarithmic region of the boundary layer) (Joubert et al., 2012; Wakes et al., 2010) . According to the roughness lengths of the bottom surfaces (land and water surface) the height of the first cells near the wall could be very large (a cell size of 3.5 and 0.25 m should be chosen for the cells adjacent to the land and water surface respectively), and with this cell size, there would be big errors in simulations. To overcome this problem, the first cell placed on top of the roughness elements and the boundary conditions should be modified. Displacing the first model level by z 0 (where z 0 is the surface roughness length) has the advantage that in the case of large roughness changes (e.g. land) there are no minimum height restrictions for the first cells (Koblitz et al., 2015) .
Initial and boundary conditions

Initial conditions
Even if the initial conditions may have little effects on the final results of the simulations, it is strictly suggested to assign real initial conditions in the model. Implementing correct initial conditions in the model could be useful in converging the simulations and reduce the simulation time specially for first time steps. As in most cases, often there is no sufficient data to generate the initial distribution of airflow parameters, therefore the vertical profiles in the inflow at the start time of simulation (at t ¼ 0) are used throughout the entire domain as initial condition (Section (5)). Setting the initial condition (simple or complex) is done using the funkySetField tool available in swak4Foam libraries, which are python-based functions applicable alongside OpenFOAM. To prevent the numerical instabilities, for turbulence parameters, it is suggested to impose a weak initial turbulence level (a non-zero turbulence condition) in ABL simulations (Verdier-Bonnet et al., 1999).
Boundary conditions
As shown in Fig. 4 , the modeled computational domain has seven defined physical boundaries: Inflow boundary as the upwind boundary; Outflow as the downwind boundary; two boundaries parallel to the wind direction (Back and Front); two walls to represent the water surface (Water Surface) and the surrounding terrain (Terrain); and the Top boundary as the vertical extension of the domain.
Inflow boundary
As measurements available in most ABL studies are not Fig. 3 . Defined different zones in height (zÀdirection) to generate computational grid. Properties of generated mesh in each zone are presented. sufficient to determine the velocity field at the inflow boundary of the computational domain, the logarithmic law is used for the vertical distribution of the inflow velocity, assuming neutral atmospheric conditions. The vertical profiles should represent the characteristics of upstream terrain (Blocken et al., 2007; Prospathopoulos and Voutsinas, 2006) . The use of the logarithmic velocity profile in this region where the inflow and bottom boundary meet would improve the stability of the simulation. Inflow boundary conditions for u i , k and ε respectively are given by the following equations (Blocken et al., 2007; Joubert et al., 2012; Yang et al., 2009 ):
where u Ã is the friction velocity [ms À1 ] given by: In the vertical profiles of the mean horizontal wind speed U, turbulent kinetic energy k and turbulent dissipation rate ε described, it is assumed that the ABL is in neutral condition (i.e. the turbulence originates from friction and shear forces and the effect of thermal stratification are ignored) (Yang et al., 2009) . If the measurements of the atmospheric stability conditions are available, the profiles can be modified to take into account the real conditions at inflow boundary (Section (5)). In this study, the roughness length for the terrain surrounding the water surface (lake) is assumed z 0 ¼ 0:13 m, which represents a land surface with sparse vegetation (Bagayoko et al., 2007) .
For temperature, according to the approach used for setting the stability conditions in the simulation (Section (2.3)), either the modified vertical temperature profile (considering the stability effects as shown in Equation (36)) or simple vertical profile (considering only the lapse rate) can be used. As the temperature values were available for land and water surfaces, therefore, the vertical temperature profile including the lapse rate term was used as inlet boundary condition.
Top boundary
The top boundary is positioned high enough (about 500 m) above the top of the boundary layer and the no-flux condition can be imposed for the velocity field (Churchfield, 2013; Prospathopoulos and Voutsinas, 2006) . Physically in this boundary condition, the velocity is tangential to the boundary as follows:
where u, v and w are velocity components in xÀ, yÀ and zÀdirections respectively, U ∞ and T ∞ prescribing the values corresponding to the inflow velocity and inflow temperature profiles respectively, at the height of the top boundary. For other flow variables, it is assumed that the fluxes across the top of the domain are zero and hence symmetry conditions (no-gradient) are used.
Outflow boundary
At outlet boundary, the flow that leaves the domain is typically not known before solving the flow. However, in most ABL simulations fully developed flow conditions (zero-normal gradient conditions) are imposed on the outflow boundary which introduce errors Hussein and El-Shishiny, 2009 ). As the flow in homogeneous ABL is not fully developed, this assumption introduces some errors in the flow parameters. To minimize the errors due to this assumption, the outflow boundary is placed far downstream of the area of interest (water surface) (Koblitz et al., 2015) . The following conditions are assumed as boundary conditions at the outflow:
Lateral boundaries
For the lateral boundaries (Back and Front) which are oriented parallel to the wind direction, slip boundary condition is imposed which represents the fully developed flow conditions on the lateral boundaries (Prospathopoulos and Voutsinas, 2006) :
As shown in Equation (33), slip boundary represents a zerogradient condition for scalar parameters (such as k and ε) and for the tangential components of velocity vector (i.e. u and w) and defines fixed value (zero) for the normal component (i.e. v) of velocity.
Bottom boundary
In the desired computational domain, the bottom boundary encompasses two surfaces with different properties, land surface and water surface. Heterogeneous surfaces which contain different surfaces, make the airflow over the surface complex. Wind flow over the heterogeneous surfaces is strongly affected by the surfaces roughness length. In order to simulate airflow over the water surface and its surrounding accurately, the boundary conditions for bottom surfaces must be correctly selected (Luna et al., 2003; Wakes et al., 2010) . The lower boundary conditions (water and land surfaces) use wall functions. Using the wall functions, the airflow is not solved explicitly in the immediate vicinity of the bottom surface and the effects of surfaces on the airflow are modeled through wall function by using proper aerodynamic roughness length (z 0 ) values (Foudhil et al., 2005) .
Using a wall function besides RANS simulation of the ABL has the limitation of inconsistency between the standard wall function formulation and the fully developed inflow conditions for ABL (Balogh et al., 2012) . Generally, to resolve this limitation, it is required that the vertical distance of the first cell's center point (z p ) of the wall-adjacent cell (bottom boundary) should be larger than the physical roughness height (k s ) of the surface (z p Tk s ) (Blocken et al., 2007) . Physically, it is not meaningful to have grid cells within the physical roughness height Blocken et al., 2007) .
The physical roughness height (k s ) is a function of the aerodynamic (momentum) roughness length (z 0 ) of the surface and can be computed as follows (Prospathopoulos and Voutsinas, 2006) :
where E represents the empirical constant (z9:793) and C s is the roughness constant which contains the type of roughness. Due to the lack of specific guidelines on determining the value of roughness constant, generally its default value for sand-grain roughened pipes and channels (z0:5) is used (Blocken et al., 2007) . Using standard wall functions in one hand, requires a refinement of the mesh near the rough wall to capture the high gradients in flow parameters, and on the other hand, introduces the constraint of placing the first computational node at least k s away from the wall. To resolve this contradictions, the roughness height (z 0 ) is included in the vertical profiles of the inflow boundary conditions presented in Equation (27) through Equation (30). By setting these inflow boundary conditions, the first cell can be displaced on top of the roughness elements (z 0 ) and therefore, in the case of large roughness changes (e.g. water to land) there are no minimum height restrictions for the first cell (Koblitz et al., 2015) .
Changes in surface roughness (from dry land to water surface) cause the local profiles of wind speed, temperature and turbulence to be out of equilibrium and make the flow fully three-dimensional and more complex than flow over a flat terrain. For the surrounding lands, due to the low to moderate wind speed values, the changes of roughness with wind speed are ignored. Therefore, the average roughness length assumed is z 0 ¼ 0:13 m, which represents a land surface with sparse vegetation (Prospathopoulos et al., 2012; Bagayoko et al., 2007) . For the water surface, the roughness length was assumed z 0 ¼ 10 À4 m which seems to be appropriate on this type of water surfaces with low to moderate wind speed (Vercauteren, 2011) .
For temperature boundary condition over the bottom surface, the measured surfaces temperature (for both water and land surface) can be used directly (Dirichlet boundary condition), or the heat flux values can be specified (Neumann boundary condition). Changes in temperature of bottom surface might occur mainly due to the heat exchange across the bottom surface and air interface. Accurate estimation of heat fluxes is extremely important in the simulation of temperature dynamics over the ground (bottom) surface (Abbasi et al., 2017b) . In this study, however, both approaches for temperature boundary conditions stated above can be used, but the measured surfaces temperature values were used in the simulation of lake Binaba. Obviously, using the Dirichlet boundary condition for temperature on the bottom surface has less uncertainties and could decrease the computational time. For the above mentioned approaches and their details, especially over the water surface, the reader is referred to Abbasi et al. (2017a Abbasi et al. ( , 2016 .
Validation of the model
The main aim of using numerical models in ABL simulations is to provide predictions that represent the real air flow field with a reasonable accuracy (Wakes et al., 2010) . Generally, to validate a numerical simulation, accurate measured data from full-scale Table 1 Parameters describing different stability conditions in validating cases (adopted from Pieterse (2013) observations are necessary. In ABL modeling, because of the practical difficulties in taking full-scale measurements, these measurements are rare . In the current study, to validate the solver developed, the turbulence models for different atmospheric stability conditions and the performance of the boundary and initial conditions set, three models with different stability conditions according to Pieterse (2013) were selected. The details of the validated cases are summarized in Table 1 . To validate the model using the pre-described parameters in Table 1 , the computational mesh, initial conditions, and turbulence model equations were adopted from Pieterse (2013) . As in these cases the stability parameters are known, the first approach (free stream stability approach) described in Section (2.3) was used to set stability conditions in the simulations. Hence, the inlet profiles were modified as below:
where z ¼ z L is the stability parameter, L is the Monin-Obukhov length and is defined as:
where C p is the specific heat of air, g is the gravity acceleration, T 0 is the temperature at ground level and T Ã is the scaling temperature defined as
where q 0 is the heat flux from the surface, r is air density, F h and F m are the integrated forms of the similarity functions and are
given by
where Fig. 6 . Relative change of flow parameters in neutral condition relative to the inlet values. Fig. 7 . Model results for stable atmospheric condition illustrating streamwise gradients for (a) wind speed; (b) temperature; (c) turbulent kinetic energy; and (d) turbulent dissipation rate.
For turbulence parameters, the inlet profile considering the stability conditions could be written as 
where n t is turbulent kinematic viscosity and 4 ε is given by: 
4 h and 4 m are the similarity functions and are given by:
As the bottom boundary is homogeneous, the prescribed cases for the validation were run in 2D. It is assumed that there is an Fig. 12. (a) Measured water surface and air temperature at 2 m above water surface; (b) measured wind speed at 2 m above water surface during the simulation period. Fig. 13 . Simulated flow parameters at height 2 m above the bottom surface in streamwise (xÀ)direction includes land and water surface. Water surface extends from xz550 to xz1200 m. Results are plotted for seven different times: t 1 ¼ 01 : 00, t 2 ¼ 02 : 00, t 8 ¼ 08 : 00, t 12 ¼ 12 : 00, t 15 ¼ 15 : 00, t 19 ¼ 19 : 00 and t 21 ¼ 24 : 00 hr: (a) velocity; (b) temperature; (c) turbulent kinematic energy; and (d) dissipation rate of turbulent kinetic energy. equilibrium ABL which implies horizontal homogeneity, this implies the streamwise gradients of all parameters should be zero (Yang et al., 2009) . It also means that by comparing the imposed profiles at the inflow boundary and the predicted profiles in different positions streamwise, it is possible to validate the model. Theoretically, the vertical profiles should be maintained throughout a computational domain without an obstacle. Using the assumption of equilibrium ABL, the vertical profiles of airflow parameters in each prescribed validation case are plotted. The streamwise flow parameters under neutral condition are illustrated in Fig. 5 . It can be seen that the vertical Fig. 14 . Simulated flow parameters at height 2 m above the bottom surface in streamwise (xÀ)direction include land and water surface. Water surface extends from xz550 to xz1200 m. Results are plotted for seven different times: t 1 ¼ 01 : 00, t 2 ¼ 02 : 00, t 8 ¼ 08 : 00, t 12 ¼ 12 : 00, t 15 ¼ 15 : 00, t 19 ¼ 19 : 00 and t 21 ¼ 24 : 00 hr: (a) specific humidity; and (b) dynamic pressure (P d ¼ P total À P static ). Fig. 15 . Comparison of simulated flow parameters at height 2 m above bottom surface in streamwise (xÀ)direction for different conditions: x 5 : includes only land surface, x 6 : includes land and water surface extending from xz900 to xz1300 m, x 7 : includes land and water surface extending from xz550 to xz1200 m, x 8 : includes only land surface: (a) velocity at t ¼ 02 : 00 hr; (b) velocity at t ¼ 15 : 00 hr; (c) temperature at t ¼ 02:00 hr; (d) temperature at t ¼ 15 : 00 hr; (e) specific humidity at t ¼ 02 : 00 hr; (f) specific humidity at t ¼ 15 : 00 hr.
profiles of the flow are maintained throughout the downstream distance. There are some slight differences which are consistent with the observation of previous studies (e.g. Blocken et al. (2007) ; Hargreaves and Wright (2007); Pieterse (2013) ). A comparison of the homogeneity error at a height of 10 m, relative to the inlet conditions under neutral atmosphere is shown in Fig. 6 . It illustrates clearly that the temperature profile is well maintained. The maintenance of the velocity is also particularly good, with less than 10% error at a height of 10 m, the point in the domain where some of the largest inhomogeneities were observed (Pieterse, 2013) . The relative streamwise large gradients in the k and ε profiles could be mainly due to the use of wall functions and has been investigated by many researchers (e.g. Blocken et al. (2007) ; Hargreaves and Wright (2007) ; Parente et al. (2011) ). The streamwise gradients of flow parameters under stable and unstable atmosphere are shown in Fig. 7 and Fig. 9 respectively. Similar to the neutral simulation, the comparison of the homogeneity error at a height of 10 m, relative to the inlet conditions under stable and unstable atmosphere is shown in Fig. 8 and Fig. 10 respectively. As shown in these graphs, the model performance is better in the non-neutral atmosphere. Generally, the performance of the model regarding the stability conditions is good and could be used in simulating the airflow in ABL considering stability conditions. For more details about the validating process and the results refer to Pieterse (2013) .
Description of study site and data collection
The Upper East Region of Ghana is classified as one of the poorest in the country. Most of the inhabitants of the region (mostly rural areas) are farmers and rely on rainfed agriculture. To improve their livelihoods and enhance food security a number of small reservoirs (more than 160) with surface areas between 1 and 100 hectares (Abbasi et al., 2016; Annor et al., 2009) were constructed for them by the Ghana government and development partners in the late 1980s and early 1990s. These were constructed to promote dry season farming (crop and livestock), fishing and domestic water uses. Their closeness to the point of use made them very attractive (Abbasi et al., 2017c; Keller et al., 2000) . However with recent changes in climate (climate change), the small reservoirs which were to increase the resilience of the communities which use them are at risk from high evaporation losses from them. Binaba dam, a small and shallow reservoir located in this region (10 + 53 0 20 00 N, 00 + 26 0 20 00 W) was studied to determine the rate of heat fluxes in small lakes in this region. The Binaba reservoir has an average surface area of 31 ha with a maximum and average depth of 4.0 m and 1.1 m respectively, at full storage level (Fig. 11) . To monitor the meteorological parameters, a floating measurement station was installed over the water surface. Measurements taken included atmospheric parameters (air temperature, wind speed at 2 m above the water surface, wind direction and relative humidity), incoming shortwave radiation, water temperature profile, and sensible heat flux using a 3-D sonic anemometer. The installed 3-D sonic anemometer recorded sensible heat flux over the water surface at 10 Hz and accumulated over 30-minutes intervals. The air temperature fluctuated from 18.0 to 40.0 C with an average of 28.7 C while the water surface temperature varied between 24.0 C and 32.5 C with an average of 27.5 C during the measurement period. Measurements were done from November 23, 2012 , to December 22, 2012 shows the diurnal changes of air temperature, with daily variations of approximately 10.0 C. The maximum wind speed recorded during the study was 4.5 ms À1 (Fig. 12(b) ) with the South-Western direction being the most dominant direction. includes land and water surface extending from xz900 to xz1300 m, x 7 : includes land and water surface extending from xz550 to xz1200 m, x 8 : includes only land surface: (a) turbulent kinetic energy at t ¼ 02 : 00 hr; (b) turbulent kinetic energy at t ¼ 15 : 00 hr; (c) dissipation rate of turbulent kinetic energy at t ¼ 02 : 00 hr; (d) dissipation rate of turbulent kinetic energy at t ¼ 15 : 00 hr.
Results and discussion
To simulate the transient behavior of ABL and the influence of water surface on the airflow, unsteady RANS (URANS) was used (Equation (1) through (Equation (4)). In the following section, by using the results of the model, the effects of water surface on the flow features in ABL is discussed. To this end, the flow parameters such as velocity, temperature and water vapor concentration over the water surface and its surroundings are analysed.
In the modeled complex domain, the airflow encounters sudden changes in surface roughness, temperature and wetness. These sharp changes modify the velocity, humidity and temperature profiles in a layer near the bottom boundary which is commonly referred to as the Internal Boundary Layer (IBL) J ozsa et al., 2007) .
In Fig. 13 the flow parameters in streamwise (xÀ)direction that includes both land (upstream and downstream) and water surface, are plotted at different times. As shown in the velocity graph ( Fig. 13(a) ) the flow velocity has sharp changes after passing the land-water border and in passing the water-land border as well. The main reason for these sharp changes could be related to the big difference between the water surface roughness (z 0 ¼ 0:0001 m) and the land surface (z 0 ¼ 0:13 m). Regarding the atmospheric stability conditions as shown in Table 2 , in the unstable conditions, the airflow has sharp changes in passing from land through water surface or vice versa. However, for stable conditions (t ¼ 12 : 00 and t ¼ 15 : 00 hr), the velocity profile has no clear pattern in the transition zones. Investigating the streamlines at these times shows that in stable conditions there are some inverse flows in the domain which could change the velocity values when compared with the effect of roughness changes. Therefore, in stable conditions (over the water surface) the effect of buoyancy on the air flow is dominant and therefore, should be considered in the ABL modeling. Including the buoyancy effect in the momentum equation could be another reason for the changes in flow parameters (Equation (2)). As shown in Table 2 at t ¼ 12 : 00 hr and t ¼ 15 : 00 hr, the ABL is stable and the buoyancy effect could be maximum (considering the presented values in Table 2 ) due to the highest values of differences between the reference (T ref ) and air temperature (T a ). For temperature ( Fig. 13(b) ), its shape in streamwise (xÀ)direction in stable conditions is different from unstable conditions. In stable conditions, there are some sharp changes (either increasing or decreasing) in temperature profiles. For unstable conditions, the changes in temperature profile are small and, in general, the change Fig. 17 . Comparison of the simulated flow parameters in height (zÀdirection) for different locations in streamwise direction and for different times:t 1 ¼ 01 : 00, t 2 ¼ 02 : 00, t 8 ¼ 08 : 00, t 12 ¼ 12 : 00, t 15 ¼ 15 : 00, t 19 ¼ 19 : 00 and t 21 ¼ 24 : 00 hr: (a) velocity at x ¼ 500 m on land in upstream of the water surface; (b) temperature at x ¼ 500 m on land in upstream of the water surface; (c) velocity at x ¼ 1000 m over the water surface; (d) temperature at x ¼ 1000 m over the water surface; (e) velocity at x ¼ 1300 m on land in downstream of the water surface; (f) temperature at x ¼ 1300 m on land in downstream of the water surface.
in temperature due to the water surface in ABL is smaller than its effects on the velocity profile. Canvassing the airflow properties illustrated in Figs. 13 and 14 shows that the water surface generally can change the airflow parameters distribution in streamwise. These changes have different shapes in different stability conditions due to the effect of buoyancy.
To study the distribution of airflow parameters with respect to the bottom surface effects on the ABL flow, the simulated airflow parameters are depicted over the four different lines streamwise in Fig. 15 and Fig. 16 at two selected times. Two lines (x 5 and x 8 ) pass only from the land surface and the rest (x 6 and x 7 ) are located on both land and water surface. In addition, due to the transient ABL flow, the simulated results are shown in two different times (t ¼ 02 : 00 and t ¼ 15 : 00 hr) where at t ¼ 02 : 00 hr the ABL is unstable and in t ¼ 15 : 00 hr it is stable and it could be possible to study the effect of stability conditions on the ABL flow passing through different surfaces. It is clear that the position of the water surface in the computational domain is an important parameter in the airflow in the ABL, especially in unsteady flow simulation. Examining the shape of the flow parameters (for instance q in Fig. 15(f) ) shows that different locations of the water surface (for line x 6 the water surface extends from 900 to 1300 m and for the x 7 it extends from 550 to 1200 m) could generate different distributions of airflow parameters.
In Fig. 17 , Fig. 18 and Fig. 19 the vertical profiles of airflow in three positions and at different times are delineated. These three positions are selected in a way that the reader is able to study the effect of water surface on the vertical profiles of airflow. The first point is located on the upstream (upwind) land before reaching the water surface (x ¼ 500 m), the second point is located on the water surface far from the water edge (x ¼ 1000 m) and the last one is located on the downstream (downwind) land after passing from the water surface (x ¼ 1300 m). As shown in these figures, the water surface makes some changes in the flow profiles not only over the water surface but also on the downwind land. It means that the combination of water surface's shape and the wind direction can significantly affect the distributions of airflow variables over the water, and in the downwind distance outside the water body itself. These effects could help in situating land-based stations to measure meteorological parameters in lake surroundings. Fig. 18 . Comparison of simulated flow parameters in height (zÀdirection) for different locations in streamwise direction and for different times: t 1 ¼ 01 : 00, t 2 ¼ 02 : 00, t 8 ¼ 08 : 00, t 12 ¼ 12 : 00, t 15 ¼ 15 : 00, t 19 ¼ 19 : 00 and t 21 ¼ 24 : 00 hr: (a) specific humidity at x ¼ 500 m on land in upstream of the water surface; (b) dynamic pressure (P d ¼ P total À P static ) at x ¼ 500 m on land in upstream of the water surface; (c) specific humidity at x ¼ 1000 m over the water surface; (d) dynamic pressure (P d ¼ P total À P static ) at x ¼ 1000 m over the water surface; (e) specific humidity at x ¼ 1300 m on land in downstream of the water surface; (f) dynamic pressure (P d ¼ P total À P static ) at x ¼ 1300 m on land in downstream of the water surface.
The temporal distribution of airflow velocity, as well as the temperature distribution, are illustrated in Fig. 20(a) and Fig. 20(b) respectively. The temporal distribution are plotted for three probe locations: i) the first point is located at x ¼ 500 and z ¼ 2:0 m above the bottom surface over the upwind land, ii) the second one is at x ¼ 1000 and z ¼ 2:0 m above the water surface, and iii) the third point is located at x ¼ 1500 and z ¼ 2:0 m above the downwind land. In stable conditions (tz08 : 45 till 18 : 00 hr), there is no clear trend for velocity changes in any of the selected probe locations. For unstable conditions (the remaining time), the velocity values on the water surface and on the downstream land are larger than the values on the upstream land. Fig. 20(b) shows that the changes in temperatures values for unstable conditions are very small for all locations. However, the changes in temperature increases (from t ¼ 08 : 45 hr) in stable conditions, and continues until reaching unstable condition at t ¼ 18 : 00 hr.
The model results described above shows that the water surface can affect the airflow in ABL due to its different properties in roughness, wetness and temperature. In unstable atmospheric conditions, the water surface characteristics could change the airflow pattern when compared with a homogeneous surface (the surface which includes only land) in all directions (in streamwise, vertical and perpendicular direction). However, in stable atmospheric conditions, the airflow in ABL is affected not only by the surface characteristics but also by the atmospheric stability conditions. In these situations, there is no clear direction for parameter changes in the ABL.
Conclusion
In this study, the airflow in Atmospheric Boundary Layer (ABL) using Unsteady Reynolds-Averaged Navier-Stokes (URANS) is simulated considering the effects of sharp changes in surface characteristics from dry land to water surface and vice versa. In addition, the effect of atmospheric stability conditions on the airflow is examined. To be able to take into account the stability conditions and the buoyancy in the ABL and the non-homogeneity of the bottom surface as well, some modification were done in the flow equations and in the turbulence equations. Due to the complexity of the computational domain which includes an irregular water surface at the bottom surface, generating the geometry and the optimal computational grid is a big challenge for simulations. Adapting the boundary conditions to the data available and their transient conditions, need much effort to get reasonable and reliable results for the airflow in ABL. The results of the model were verified for three cases with different stability conditions. Validation results showed that the model has a good performance especially in unstable conditions.
The current model was used to investigate the effect of a small water surface on the airflow in ABL. The main reason for the simulation was to study the changes of the flow variables due to the available water surface and the effects of stability conditions on the parameters, especially over the water surface. The model was then used to determine the heat fluxes and the humidity over the water surface. The results showed that the flow pattern in the domain is affected by different parameters such as changes in roughness, wetness, temperature and the stability conditions as well. In unstable atmospheric conditions, the effect of changes in surface characteristics was dominant and a clear pattern could be detected. However, for the stable atmospheric condition no clear patterns were detected. The shape of the airflow in ABL in these conditions could be affected by the buoyancy force which is dominant compared with the changes of surface properties.
The proposed model could be used as a suitable tool to estimate parameters such as velocity, temperature, specific humidity, etc. over the water surface using measured meteorological parameters in land-based stations. In addition, the results of the model will help identify appropriate location to install weather stations on the land in lake surroundings.
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