For scalable and model-based coding of videophone sequence at very low bit rates, a 2-D scalable face model has to be designed. In this paper, an efficient algorithm is presented for the automatic detection of chin contour of a person face. The chin is first represented by a deformable template consisting of two parabolas. Then, a cost function is minimized to find the best fit of template to the chin. Finally, chin contour is detected by using active snake algorithm, which is initialised by the best fit of template. In order to get the smoother external force of active snake model, gradient vector flow (GVF) is used, which is derived from the edge distribution. Experimental results show that the proposed method can drive the snake model to the most optimal chin position. This method can be used for 2-D scalable face model design and 3 -D face model adaptation.
Introduction
In the recent decade, much research has focused on 3-Dimensional (3-D) model-based video coding as for videophones. In model-based video coding, a 3 -D wireframe model is predefined in both encoder and decoder to analyse and synthesize the face object. Only the analysis data needs to be transmitted to the decoder. Experimental results show that it can achieve very low bit rate video coding (lower than 5 kbps). However, 3-D model based video coding scheme has some disadvantages:
• The adaptation of face model to a particular human face in the sequence is very complicated; • The analysis process in video encoder is too complex to get the data that is used to synthesize the image in the decoder; • It is very hard to achieve scalable coding.
In order to overcome these disadvantages, a scalable 2-Dimensional (2-D) model-based video coding method is studied in our research. Much research has shown that 2-D model-based coding with affine / perspective transformation and triangular mesh models can simulate almost all capabilities of 3-D model-based approaches using wireframe models at a fraction of the computational cost [1] . Furthermore, it is very easy to achieve scalable video coding using 2-D model.
In videophone sequences, head and shoulders of human persons appear in the scene. This knowledge can be employed to improve the coding efficiency. Human face undergoes both rigid and nonrigid motion. It should be compressed separately. Therefore, before encoding, a predefined 2-D scalable face model has to be designed in order to achieve 2 -D scalable model-based video coding. At first, the positions of eyes, mouth and chin contour are estimated. Afterwards, a scalable 2-D face model is designed according to the muscular distribution. This scalable face model can be used throughout the video sequence to represent the face motion. In order to represent the face motion precisely and reduce the warping error, an efficient chin detection method is necessary.
Several methods have been proposed to estimate the chin contour [2] [3] [4] [5] . Although the authors claim that their methods can achieve the optimal chin position, which is commonly decided subjectively, their methods are proved to have some shortcomings. In [2] , active contour model (Active Snake) has been used to estimate the chin contour. Active Snake model is an energyminimizing spline influenced by external forces and image features. However, when the chin contour appears loosely marked due to the weak contrast of the chin in relation to the neck below it, the reliability of Active Snake model is low. Furthermore, t he initialisation of Snake and the chosen external force affect its performance seriously. In [3] , the concept of deformable templates is used to estimate the chin contour. Two parabolas are used to represent the chin. A cost function is minimized to find the best fit of the template to the chin. However, experimental results have shown that deformable template can only be used for chins with parabola-like shapes, for example, the chin of Akiyo and Claire. It cannot detect the chin of Carphone correctly. This is due to the variety of chin shape. In [4] , the described method consists of three steps. First, three points are found on both sides and bottom tip of the chin. Next, find a curve to connect these three points. Finally, modify the position of this curve to fit the chin better. However, it is not easy to find these three points. If the camera is not exactly placed in the front view, the curve fitting result cannot be accurate. In paper [5] , J.Ahlberg presented a way to regard the facial feature detection problems as an optimisation problem. Deformable graphs are used to represent the relative position of features. However, this method is very complex and time -consuming. The results given in [5] are not satisfactory.
In this paper, a fast and efficient chin detection method is proposed, which combines the deformable template matching with active Snake method. First, deformable template matching method is used to detect the chin position. The template consists of two parabolas. Next, Active Snake algorithm is used to refine this chin. In order to get the smoother external force of active snake model, gradient vector flow (GVF) is used, which is derived from the edge distribution. As deformable template matching method is used to find the initial chin position, it can avoid the disadvantage of the method in [4] . This paper is organised as follows. In section 2, deformable template matching method is described for chin detection. Section 3 describes the refinement of chin contour by using active snake method. The calculation method for GVF is also presented. Experimental results for chin detection are given in section 4. Finally, section 5 concludes this paper.
Initial estimation of chin contour
The algorithm for initial estimation of chin contour is conducted after the face has been localized and mouth has been detected. The method presented in [6] is used to localize the human face and detect eye and mouth position. First, skin colour model is used to detect the face candidature, which is list as follows: Experimental results show that above statistical colour perform very well for all kind of skin color. After locating the face candidatures, spatial segmentation results are obtained by using watershed transformation to regulate the shape of face candidatures. Finally, eyes and mouth are detected to verify the face candidatures.
Deformable template matching method is employed to initially estimate the chin contour. The deformable template for chin contour is shown in Figure 1 Unlike that in [3] , the search ranges of A, B, and C during detection process are shown in Figure 2 . In order to reduce the computational complexity further, the position of A, B, and C can be estimated sequentially. The detail procedures is described as follows:
• Point B and C are estimated by using the gradient value of chrominance difference b r C C − . They are searched along the line, which goes through the mouth corners. They are also in the detected face region.
• Point A is moving in the search region to maximize cost function. The luminance valley and the gradient are combined as the cost function. Larger search range is used for point A in order to make it robust for all circumstances, such as face rotations. However, as point A is also in the detected face region, this can reduce much computational complexity.
The final detected chin contour is decided by the maximal cost function, which is used as the initial position of active snake.
Refinement of chin contour
As we know, not all of the chins are with parabola-like shape. For example, the detection method in section 2 can detect the chins of Akiyo and Claire. However, it does not perform very well for Carphone sequence.
Therefore, a refinement step is needed to get the correct chin detection for all of the test sequences.
In our research, Snake (active contour) model is used to refine the initially detected chin contour in section 2. Snake is an energy-minimizing spline defined within an image domain that can move under the influence of internal forces within the curve itself and external forces derived from the image data. The internal and external forces are defined so that the snake will conform to an object boundary or other desired features within an image. There are two kinds of active snake models: parametric active model and geometric active model. In our research, parametric active model is used, which is represented as (2) can be achieved by using a variational calculus technique in [7] .
Although the basic paradigm of the active contour model in [7] is still valid, many problems in the original minimization method have been found, such as optimality, convergence and numerical stability. As the results of deformable template matching are used as the initialization, the optimality and numerical stability have been improved. However, its convergence is still affected by the chin shape. In order to improve its convergence, gradient vector flow (GVF) [8] is used as the external force, instead of using gradient directly.
The main advantages of the GVF are that it can capture a snake from a long range and can force it into concave regions.
We define the edge map ( ) y x f , , which is derived from luminance gradient and valley having the property that it is larger near the image edges. Gradient vector field is the vector field Using the variational calculus, the GVF can be found by solving the following Euler equations:
From (6), we note that in homogeneous regions, the second term of both equations is zero. Therefore, within these regions, u and v are each determined by Laplace's equation. Figure 3 shows the edge gradient map (half circle), edge map gradient and edge map GVF field. It is found that the edge map GVF is smoother and has a wide convergence range.
After obtaining the ( ) 
Experimental results
Many head-shoulder sequences have been used to evaluate the performance of the proposed method. The results on the chin contour detection of Akiyo and Carphone are listed in this paper. For Carphone sequence, the spatial resolution is CIF. For Akiyo sequence, the resolution is QCIF.
Before chin detection, skin colour models as well as the spatial edge information are used to localize the face. Figure 4 shows the face detection results for Akiyo and Carphone sequences. It is shown that they can be localized precisely.
After face localization, mo uth corners are detected and deformable template matching is used to detect chin contour, which is used as the initialisation of Snake model. Figure 5 shows the mouth corners and the detected initial chin contour by using deformable template matching. It i s shown that, for Akiyo, the However, for Carphone, its performance is not very good. Figure 6 are the final detected chin contours for Akiyo and Carphone sequences. Compared with the initial chin contour in Figure 5 , the Akiyo chin contour in Figure 6 is almost not changed. However, for Carphone sequence, its position improves greatly. It is shown that the proposed method can detect the chins with different face shape.
Conclusions
Chin contour is one of the most important face features to be detected for 2-D scalable face model design. In this paper, an algorithm has been presented to estimate the chin contour of persons. Deformable template matching is combined with the active Snake model to overcome t heir disadvantages. After face localization and mouth corner detection, deformable template matching method is used to detect the rough position, which is used as the initialization of Snake model. The GVF of gradient is used as the external force in order to improve the convergence of active Snake model. Experimental results show the efficiency of the proposed method. 
