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Denna sammanläggningsavhandling har tre huvudmål. Det första huvudmålet (A), 
innefattar studie I, undersöker parametern grundtonsfrekvens (F0) och dess stabilitet i 
olika akustiska och lingvistiska kontexter med hjälp av olika mått. Resultatet visar att 
användningen av den så kallade alternativa baslinjen kommer att minska effekten av 
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Det tredje huvudmålet (C) innefattar studie V. Studie V undersöker flera statistiska 
modelleringsmetoder för att beräkna relevanta likelihood-kvoter med hjälp av 
simuleringar. Simuleringarna är baserade på befintliga referensdata från ett autentiskt 
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flera problem med modellering av små datamängder och utvecklar metoder för att ta 
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Sammanfattningsvis innehåller avhandlingen också en större historisk bakgrund till 
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med både forskning och rättsväsendet detta inneburit. Sedan 2005 har författaren 
fungerat som sakkunnig i mer än 400 rättsfonetiska ärenden och vittnat i flertalet länder. 
Nyckelord: rättsfonetik, automatisk röstigenkänning, omtvistat yttrande, tal, röst, talteknologi 
1 
1 TABLE OF CONTENTS 
1	TABLE	OF	CONTENTS	......................................................................................................................	1	
2	PUBLICATIONS	AND	CONTRIBUTORS	........................................................................................	3	
2.1	Non-included	papers	related	to	the	present	thesis	.......................................................................	4	
3	LIST	OF	ABBREVIATIONS	...............................................................................................................	7	
4	BACKGROUND	AND	INTRODUCTION	..........................................................................................	9	
4.1	General	overview	......................................................................................................................................	9	
4.1.1	A	likely	scenario	for	a	forensic	speaker-comparison	case	....................................................................	10	
4.1.2	A	likely	scenario	for	a	forensic	disputed	utterance	case	.......................................................................	12	
4.1.3	A	likely	scenario	for	an	ear-witness	line-up	..............................................................................................	12	
4.2	General	introduction	to	the	included	studies	..............................................................................	13	
4.3	Historical	Background	.........................................................................................................................	16	
4.3.1	The	Voiceprint	Controversy	.............................................................................................................................	18	
4.3.2	Forensic	phonetics	in	Sweden	.........................................................................................................................	26	
4.4	Short	Review	of	Forensic	Phonetics	................................................................................................	27	
4.4.1	A	classical	phonetician's	approach	...............................................................................................................	27	
4.4.2	An	engineer's	approach	.....................................................................................................................................	28	
4.4.3	A	possible	new	generation	................................................................................................................................	30	
4.5	Modern	Forensic	Speaker	Comparison	..........................................................................................	31	
4.5.1	Short	review	of	acoustic	measurements	and	automatic	systems	......................................................	32	
4.5.2	Summary	.................................................................................................................................................................	33	
5	RESEARCH	FOR	THE	THESIS	.......................................................................................................	34	
5.1	Objectives	.................................................................................................................................................	34	
5.2	Research	questions	...............................................................................................................................	35	
5.2.1	Fundamental	frequency	from	an	individual	perspective	.....................................................................	35	
5.2.2	Human	perception	and	Automatic	Voice	Comparison	from	a	forensic	perspective	..................	35	
5.2.3	Forensic	transcription	and	disputed	utterances	.....................................................................................	37	
5.3	Various	general	methods	and	definitions	.....................................................................................	37	
5.3.1	Robustness	of	humans	and	machines	...........................................................................................................	37	
5.3.2	The	concept	of	robustness	................................................................................................................................	38	
5.3.3	Robustness	of	forensic	phonetic	parameters	............................................................................................	40	
5.4	Tools	and	databases	.............................................................................................................................	47	
5.4.1	The	Terminology	for	automatic	systems	....................................................................................................	48	
5.4.2	Parameterization	................................................................................................................................................	49	
5.4.3	General	Performance	and	Evaluation	of	Automatic	Systems	.............................................................	53	
5.4.4	ALIZE	-	an	open-source	platform	for	biometrics	.....................................................................................	56	
5.4.5	Plugin	and	Database	..........................................................................................................................................	59	
5.4.6	UBM	Database	......................................................................................................................................................	61	
6	GENERAL	CONTRIBUTIONS	OF	THE	THESIS	..........................................................................	65	
 
 
 2 
6.1	Summary	of	Findings	............................................................................................................................	65	
6.1.1	Study	I	......................................................................................................................................................................	65	
6.1.2	Study	II	.....................................................................................................................................................................	66	
6.1.3	Study	III	...................................................................................................................................................................	67	
6.1.4	Study	IV	....................................................................................................................................................................	68	
6.1.5	Study	V	.....................................................................................................................................................................	68	
7	GENERAL	CONCLUSIONS	...............................................................................................................	71	
7.1	Objective	A	...............................................................................................................................................	71	
7.2	Objective	B	...............................................................................................................................................	72	
7.3	Objective	C	................................................................................................................................................	73	
8	APPLICATIONS	AND	FUTURE	RESEARCH	................................................................................	74	
8.1	Applications	in	casework	....................................................................................................................	74	
8.1.1	The	use	of	a	robust	F0	parameter	in	casework	–	Study	I	.....................................................................	74	
8.1.2	Combination	of	AVC	and	Perceptual	Analysis	–	Studies	II,	III,	IV	......................................................	75	
8.1.3	Cases	of	Disputed	Utterances	Analysis	–	Study	V	.....................................................................................	75	
8.2	Outlook	......................................................................................................................................................	76	
9	REFERENCES	.....................................................................................................................................	78	
Appendix	-	Attached	Papers	........................................................................................................	104	
 
 
  
 
 
 3 
2 PUBLICATIONS AND CONTRIBUTORS 
Some of the included studies have been conducted in collaboration with others. The details of 
these collaborations are specified below: 
 
Study I. Lindh,	J.	&	Eriksson,	A.	(2007).	Robustness	of	Long	Time	Measures	of	
Fundamental	Frequency,	In	Proceedings	of	Interspeech	2007,	Antwerp,	Belgium	
2025–2028.	ISBN:	97816056031621 
Eriksson	contributed	parts	of	the	data	and	parts	of	the	statistical	analyses,	and	supervised	the	
writing	of	the	paper.	 
 
Study	II. Lindh,	J.	(2009).	Perception	of	voice	similarity	and	the	results	of	a	voice	line-up,	
The	XXII	Swedish	Phonetics	Conference,	Department	of	Linguistics,	Stockholm	
University,	2009.	pp.	186-189.	ISBN/ISSN:	978-91-633-4892-1	
 
Study	III. Lindh,	J.	&	Eriksson,	A.	(2010).	Voice	similarity	—	a	comparison	between	
judgements	by	human	listeners	and	automatic	voice	comparison,	Proceedings	
from	FONETIK	2010,	Working	Papers.	54	pp.	63-69.	
Eriksson	contributed	to	parts	of	the	statistical	analyses	and	the	supervision	of	the	writing	of	the	
paper. 
 
Study	IV. Lindh,	J.	&	Morrison,	G.	S.	(2011).	Humans	versus	machine:	Forensic	voice	
comparison	on	a	small	database	of	Swedish	voice	recordings,	Proceedings	of	
ICPhS2011.	2	
Morrison	contributed	to	ideas	about	the	mathematics	and	supervised	the	writing	of	the	paper. 
 
Study	V. Morrison,	G.	S.,	Lindh,	J.	&	Curran,	J.	M.	(2014).	Likelihood	ratio	calculation	for	a	
disputed-utterance	analysis	with	limited	available	data.	Speech	Communication	
58	pp.	81-90.3	
Morrison	and	Curran	contributed	statistical	and	mathematical	ideas	and	jointly	authored	the	
paper. 
 
  
                                                
1 Study I is reprinted with kind permission from ISCA. 
2 Study II is reprinted with kind permission of the ICPHs. 
3 Study V is reprinted with kind permission of Speech Communication (Elsevier). 
 
 
 4 
2.1 Non-included papers related to the present thesis 
Kelly, F., Alexander, A., Forth, O., Kent, S., Lindh, J., & Åkesson, J. (2016). Identifying 
Perceptually Similar Voices with a Speaker Recognition System Using Auto-Phonetic 
Features. Interspeech 2016, 1567-1568. 
Kelly, F., Alexander, A., Forth, O., Kent, S., Lindh, J. & Åkesson, J. (2016). Automatically 
identifying perceptually similar voices for voice parades. Presented at IAFPA25, pp. 25-26.  
Lindh, J., Åkesson, J. & Sundqvist, M. (2016). Comparison of Perceptual and ASR Results on 
the SweEval2016 Corpus. Poster presented at IAFPA25, pp. 110-111. 
Lindh, J. & Åkesson, J. (2016). Evaluation of Software ‘Error checks’ on the SweEval2016 
Corpus for Forensic Speaker Comparison. Presented at IAFPA25. pp. 57-58. 
Forsberg, J., Gross, J., Lindh, J. & Åkesson, J. (2015). A forensic and sociophonetic perspective 
on a new corpus of young urban Swedish. Poster presented at 10th UK Language 
Variation and Change (UKLVC) conference 1-3/9 2015, York, UK.  
Forsberg, J., Gross, J., Lindh, J. & Åkesson, J. (2015). Speaker comparison evaluation using a 
new corpus of urban speech. Poster presented at the 24th Annual Conference of the 
International Association for Forensic Phonetics and Acoustics, 8-10/7 2015, Leiden. pp. 
46-47.  
Lindh, J. (2015). Forensic speaker comparison evaluations. Presented at Roundtable in 
Forensic Linguistics 2015, September 4th- 6th, Mainz, Germany.   
Lindh, J. (2015). Forensic speaker comparison using machine and mind. Presented at 24th 
Annual Conference of the International Association for Forensic Phonetics and Acoustics, 8 
- 10 July 2015, Leiden. 
Lindh, J. & Åkesson, J. (2014). Effect of the Double-Filtering effect on Automatic Voice 
Comparison. Poster presented at IAFPA 2014. International Association for Forensic 
Phonetics and Acoustics Annual Conference 31 August - 3 September 2014. 
 
 
 5 
Lindh, J. & Åkesson, J. (2013). A pilot study on the effect of different phonetic acoustic input to a 
GMM - UBM system for voice comparison. Poster presented at the 22nd conference of the 
International Association for Forensic Phonetics and Acoustics (IAFPA). July 21st-24th, 
2013, Tampa, Florida, USA. 
Åkesson, J. & Lindh, J. (2013). Describing a database collection procedure for studying ‘double 
filtering’ effects. 22nd conference of the International Association for Forensic Phonetics 
and Acoustics (IAFPA). July 21st-24th, 2013, Tampa, Florida, USA. 
Lindh, J., Ochoa, F. & Morrison, G. S. (2012). Calculating the reliability of a likelihood ratio from 
a disputed utterance. Presented at the 21st conference of the International Association for 
Forensic Phonetics and Acoustics (IAFPA). August 5th-8th, 2012, Santander, Spain. 
Morrison, G. S., Ochoa, F. & Lindh, J. (2012). Calculating the reliability of likelihood ratios: 
Addressing modelling problems related to small n and tails. Presented at the UNSW 
Forensic Speech Science Conference. 3 December 2012. Sydney, Australia. 
Lindh, J., Eriksson, A. & Nelhans, G. (2010). Methodological Issues in the Presentation and 
Evaluation of Speech Evidence in Sweden, Presented at the 19th Annual Conference of 
the International Association for Forensic Phonetics and Acoustics, Trier, Germany.  
Lindh, J. (2010). Preliminary Formant Data of the Swedia Dialect Database in a Forensic 
Phonetic Perspective. Poster presented at the 19th Annual Conference of the International 
Association for Forensic Phonetics and Acoustics, Trier, Germany. 
Lindh, J. (2009). A first step towards a text-independent speaker verification Praat plug-in using 
Mistral/ALIZE tools. In Proceedings of the XXIIth Swedish Phonetics Conference, 
Department of Linguistics, Stockholm University, 2009, pp. 194-197. ISBN/ISSN: 978-91-
633-4892-1 
Lindh, J. (2009). Pick a Voice among Wolves, Goats and Lambs. Presented at the 18th Annual 
Conference of the International Association for Forensic Phonetics and Acoustics, 
Cambridge, UK. 
 
 
 6 
Lindh, J., & Eriksson, A. (2009). The SweDat Project and Swedia Database for Phonetic and 
Acoustic Research. In Proceedings of the 2009 Fifth IEEE International Conference on e-
Science (pp. 45–49). Washington, DC, USA: IEEE Computer Society. 
https://doi.org/10.1109/e-Science.2009.15 
Lindh, J. (2008). Robustness of Forced Alignment in a Forensic Context. Presented at the 17th 
Conference of the International Association for Forensic Phonetics and Acoustics, 
Lausanne, Switzerland. 
Lindh, J. (2006). Preliminary Descriptive F0-statistics for Young Male Speakers. In S. Schötz & 
G. Ambrazaitis (Eds.), Working Papers 52: Papers from Fonetik 2006. Lund, Sweden: 
Department of Linguistics, Lund University, pp. 89-92. 
Lindh, J. (2006). Preliminary F0 Statistics and Forensic Phonetics, Presented at the 15th 
Conference of the International Association for Forensic Phonetics and Acoustics, 
Gothenburg, Sweden. (Eds. Jonas Lindh and Anders Eriksson). 
Lindh, J. (2004). Handling the "Voiceprint" Issue. In proceedings of the XVIIth Swedish 
Phonetics Conference, Stockholm, Sweden, pp. 72-75. 
 
  
 
  
 
 
 7 
3 LIST OF ABBREVIATIONS 
 
AR  Articulation Rate 
ASC  Automatic Speaker Comparison 
ASR  Automatic Speech Recognition 
AVC  Automatic Voice Comparison 
DET  Detection Error Trade-off 
EER  Equal Error Rate 
EM  Expectation Maximization 
ENFSI  European Network of Forensic Science Institutes 
FSC  Forensic Speaker Comparison 
FT  Fourier Transforms 
FVC  Forensic Voice Comparison 
GMM  Gaussian Mixture Model 
GSLT  Graduate School of Language Technology 
HASR  Human Assisted Speaker Recognition 
IAFP  International Association of Forensic Phonetics 
IAFPA  International Association for Forensic Phonetics and Acoustics 
IAI  International Association for Identification 
IRCGN Institut de recherche criminelle de la gendarmerie nationale 
LPC  Linear Predictive Coding 
LR  Likelihood Ratio 
LT  Language Technology 
LTAS  Long-Term Average Spectrum 
LTF  Long-Term Formant 
MAP  Maximum a Posteriori 
MFC  Mel-Frequency Cepstrum 
MFCC  Mel-Frequency Cepstral Coefficients 
MIT  Massachusetts Institute of Technology 
NFC  National Forensic Centre 
NIST  National Institute of Standards and Technology 
PLP  Perceptual Linear Predictive 
 
 
 8 
PVI  Pairwise Variability Index 
ROC  Receiver Operating Characteristic 
SPAAT Super Phonetic Annotation and Analysis Tool 
SPro  Signal Processing Toolkit4 
SR  Speaking Rate 
UBM  Universal Background Model 
UKLVC UK Language Variation and Change 
USSS  United States Secret Service 
VCS  Voice Comparison Standards 
VOT  Voice Onset Time 
 
 
  
                                                
4 http://www.irisa.fr/metiss/guig/spro/  
 
 
 9 
4 BACKGROUND AND INTRODUCTION  
4.1 General overview 
Forensic analysis has for a long time been confused with identification. Forensic analysis is not 
identification, but comparison between samples under competing hypotheses. Forensic speaker 
or voice comparison (FSC/FVC) has developed a lot over the last decade with the development 
of automatic systems and methodologies. Although the terms speaker and voice are often used 
interchangeably, especially in forensic speech science, in this thesis they are defined distinctly 
as follows. Voice refers to the holistic acoustic product of the biologically constrained vocal tract 
and/or vocal folds. What makes a speaker different from another is, however, much more than 
just the difference in voice: Speaker refers to the linguistic, social, pragmatic, behavioural and 
idiosyncratic properties that are conveyed through the voice. For example, two voices might be 
very similar judged perceptually or calculated through an automatic system, but might in fact 
contain two radically different accents or even languages. The approach taken in this thesis is 
that it is essential for forensic analysis to investigate potentially many aspects of the speaker, 
not simply the voice in the holistic acoustic sense. Therefore the term FSC is preferred to FVC. 
What is referred to as speech in the thesis is the combination of voice and the linguistic, and 
even non-linguistic, elements encoded in the acoustic signal. The linguistic elements include 
sound units of the language (allophones), higher-level linguistic features such as morphology, 
lexis and syntax and the pragmatic applications of those units. The non-linguistic elements 
could include hesitations and other vocal sounds such as coughs. 
 
Traditionally, a structured auditory phonetic analysis has been the leading way to analyse 
speech samples together with measuring a few acoustic parameters for comparison. Over the 
last decade, automatic systems for voice comparison have developed dramatically and have 
more and more become a major part of forensic speaker comparison. Therefore the interest in 
finding ways to compare “classical”/traditional parameters, human- and machine-based systems 
and calculating likelihoods under different hypotheses has increased. 
 
This thesis involves three main objectives in five different studies. (For a full description see 5.1) 
 
A. Robustness of the fundamental frequency (F0) as a parameter for FSC (study I). 
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B. Voice-similarity comparisons between perceptual judgments from different types of 
experiments and an automatic system (study II, III and IV). 
C. Forensic comparison of speech in a case of disputed utterance (study V). 
 
Objective A involves one study of the robustness of a new measure of one traditional phonetic 
parameter used in forensic speaker comparison: fundamental frequency. Objective B involves 
three connected studies where the first investigates the similarities and differences between 
pairwise perceptual judgments of voice similarity compared to results from an ear witness line-
up experiment to establish to what extent it is possible to predict the outcome. The second study 
compares human perceptual judgments of voice similarity to the similarity calculations made by 
an automatic system. In the third study, a new way of comparing the performance of a human 
perceptual system and an automatic system is developed.  
 
Forensic phonetics involves much more than comparing speakers; another major part is the 
transcription of recordings and in particular so-called cases of disputed utterance. This area is 
covered in objective C. As the word “forensic” implies more than actual comparisons in 
casework, a section has been devoted to clarifying some methodological issues in regard to the 
evaluation and presentation of forensic phonetic casework. 
 
The introduction of this thesis starts with a detailed account of a very likely scenario for a 
forensic phonetic case in a Swedish setting. That section is followed by an extensive literature 
review and historical background to the subject of forensic speaker comparison. The objectives 
of the studies included in the thesis are then described and a summary of each paper is given. 
 
4.1.1 A likely scenario for a forensic speaker-comparison case 
The investigating police officer suspects drug traffic between two gangs of previously known 
criminals. She requests permission from a court to tap certain telephones since she suspects 
serious criminal activity. The court approves, considering the severe consequences of the 
suspected criminal activity. The telephone conversations following the tapping confirm the 
suspicions of the investigating officer. As a consequence, a member of a criminal gang is 
arrested and interviewed. The interview is recorded by the interrogating officer using a digital 
voice recorder, and stored digitally. The suspect denies being the person who is speaking in the 
recordings, where the officer claims that it is the suspect who is speaking. The suspect persists 
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in denying the accusation, and as a consequence the recording of the interview, together with 
the recorded telephone conversations, are sent to the National Forensic Centre (NFC), with a 
request for a speaker-comparison analysis.  
 
The recordings are then passed on to the analysts of forensic speech material for a quality 
check. The quality check, or so-called screening, will determine whether the recordings qualify 
for a full speaker-comparison analysis. For example, the recordings in question might be too 
short or contain too much background noise to qualify for a full analysis. If the recordings pass 
the quality check, a speaker comparison case is opened and the analysis starts.  
 
The analysis consists of three independent parts. Part one involves editing and linguistic 
phonetic analysis of the recordings. This means that an analyst listens to the recordings and 
selects sections for use in parts two and three while transcribing and analysing the linguistic 
behaviour of the suspect and the recordings in question. The analyst can also prepare a so-
called blind test for another analyst. In the blind test, a different analyst is presented with 
anonymised recordings from several speakers and is requested to compare each known 
speaker with unknown speakers and provide a conclusion for each comparison.  
 
Part two consists of acoustic measurements of different vocal features such as fundamental 
frequency, speaking rate and vowel formants. Part three is then a so-called biometric voice-
quality comparison using an automatic system. This system involves a trained background 
model of what general voices sound like (in some systems this is independent of language 
spoken, based on several thousand recordings of different voices). Acoustic features are 
extracted from the suspect and the recordings in question, and a voice model of the suspect’s 
voice is created. The same acoustic features are then extracted from the recording in question 
and tested against the voice model of the suspect, and a likelihood score is calculated of how 
similar the test voice is to the suspect model. The score can then be normalised using a 
reference population model (recordings from a general population with similar recording 
features to the suspect model). It is also possible to use so-called impostors to normalise the 
test voice scores. Using the scores from the reference population and the actual score in the 
case can then provide a ratio between two hypotheses: 
 
● The test voice is the same as the suspect model.  
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● The test voice is not the same as the suspect model. 
 
The likelihood ratio will then tell us how much more likely it is to get the test score if it is the 
same voice compared to if the voices are different.  
 
4.1.2 A likely scenario for a forensic disputed utterance case 
In an authentic example of a different kind of case, the investigative officer records an interview 
with an eyewitness. In the interview, the officer perceives or notices the word "dom" (English 
"they") in the witness’s statement describing the murder. This word becomes an important clue 
in the investigation. At a later stage, the witness claims not to have said “they” in that specific 
part of the interview, but instead a suspect's name “Tim”. To clarify what was said the 
investigative officer requests a forensic disputed-utterance analysis from NFC. In situations like 
these, the NFC again sends the recordings for a quality check and if this is positive, an analysis 
is begun. In the case of a disputed utterance, the acoustics of the disputed part of the recording 
is analysed, and depending on the phonetic content, different acoustic features are extracted. In 
this case the same recording contained undisputed parts where the same or similar content was 
present and in such cases, those parts are analysed too as background models. It is possible 
that several instances of the disputed content must be recorded in a similar environment by 
other similar speakers and those recordings analysed in the same manner. The likelihood of the 
acoustic result is calculated under two different hypotheses, and the ratio between those shows 
which one is more likely given the result. 
 
4.1.3 A likely scenario for an ear-witness line-up 
In a similar case, a different witness heard the voice of one of the perpetrators and the 
investigative officer would like to test whether the witness can recognise the perpetrator if 
listening to a suspect's voice, which the officer believes to be the same. A request is again sent 
to the NFC and then forwarded to the forensic phonetic analyst.  
 
In this case, recordings of the suspect and suitable foils have to be made. The witness should 
then undergo an ability test to see whether he or she can manage some more general ear-
witness line-up tests before the witness is subjected to the real test following a set of criteria. 
These tests are normally very hard for a witness, the setup is very tedious to produce, and it is 
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difficult to select and properly record the foils. However, when a witness has finally gone 
through a line-up test, the result is reported together with criteria and a setup description so it 
can be fairly judged by the court as valid or not. 
 
4.2 General introduction to the included studies 
This section provides a more general introduction in relation to the studies included in the 
thesis.  
 
In forensic speaker comparison, there have been several different experimental and non-
experimental approaches over the last few decades. The misconception about visual 
identification of voices (sometimes referred to as the voiceprint controversy) started as early as 
during the historical development of the spectrograph and the interpretation of both voice and 
speech through visual inspection. To introduce the reader to the subject a diachronic journey is 
needed to understand the development of some views and methods. A background section on 
the historical development (in 4.3 Historical Background) provides the reader with the tools to 
grasp later references. 
 
The topic of forensic speaker comparison is a complex one. In other forensic analyses such as 
DNA analysis, there is a trace containing a segment that carries genetic information that can be 
connected to an individual with a certain level of precision that one can approximate and 
calculate. The sample can of course be difficult to extract depending on the quality of the 
finding, but the essential point here is that if one can extract this individual information one can 
calculate the ratio of the probability of the finding belonging to a suspect vs. the probability of 
the finding not belonging to the suspect but to someone else in a relevant reference population.  
 
When it comes to a voice, a trace can be found on a recording of some kind, for example a 
bugged telephone conversation. The recording can be of different audio quality depending on 
encoding (compression, lossy or lossless, sample rate and bit depth) and background noise 
affecting the recording in different ways. This means that the main difference compared with 
other forensic analyses is the enormous variation in several dimensions a speech recording is 
affected by. There is (in the case of comparison) a reference recording, for example a police 
interview, with a certain audio quality. This audio quality is the first dimension of variation one is 
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exposed to. To analyse the trace recording, one often (at some level) has to check for 
inconsistencies in the recording to make sure that there is only one speaker in the recording. 
The second dimension of variation is the intra-variation of the voice, which has two levels. In this 
thesis these two levels will be referred to as behaviouristic and biometric. The behaviouristic 
part is here the ways in which one speaks, which is presumed to be a learnt, inherent process 
affected by psychological patterns such as style, and sociophonetic, sociolinguistic and other 
situational factors. The biometric part is here referred to as the carrier of the behaviouristic part, 
i.e. the sound of the voice, affected by many layers of variation, but with a core, that is in this 
work presumed to be less varied i.e., a core that one attempts to capture in an analysis 
connected to the biologically constrained shape and form of a vocal tract and/or the vocal folds. 
Biometrics is used here simply in the same way as in many other definitions, i.e. to refer to 
metrics related to human characteristics. That means that there is no general exclusion of 
behaviouristic traits in the sense of the definition. The intention of the thesis is to show that it is 
extremely difficult to capture this core.  
 
The first endeavour is to find a less variable and statistically measurable unit for the vocal folds’ 
vibrations, i.e. fundamental frequency (F0), for two reasons. The first is that it is fairly easy to 
automatically collect and extract large amounts of data without manual labelling. The second is 
that one can then calculate how common or uncommon certain features are in that material if 
there is a relevant reference population. No matter how similar or dissimilar the samples in a 
case are, it will be impossible to tell how much more likely the results are if there is not a proper 
reference population to compare to. This is called distinctiveness or typicality. If a feature is 
measurable and easy to capture, that feature can be considered robust. A returning concept in 
the thesis is robustness in forensic phonetics, which will be defined in section 5.3.2 The concept 
of robustness. Two more concepts will also play a major role, as mentioned in section 4.1 
General overview - voice and speaker. Voice is in the first study used in the narrowest sense, 
which is referring to the sounds produced by the vibrating vocal folds, but the definition is 
extended to include fricative sources and the influence of resonances in the vocal and nasal 
tracts, although the latter features are not treated to any great extent in the first study. Defined 
this way, voice comes very close to what is often referred to as timbre. Speaker, on the other 
hand, refers here to the linguistic, social, pragmatic, behavioural and idiosyncratic side of vocal 
communication, such as the use of the speech sounds of a given language, prosody, dialect or 
accent, idiolect, etc.  
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Most automatic voice comparison methods or speaker verification systems are based 
exclusively on vocal tract traits, although some systems have attempted to include speech 
factors. It is important to distinguish between these two parts as they are analysed in different 
ways and the results are difficult to combine. It is the intention of this thesis to clarify sub-parts 
of voice biometric parameters and speaker behaviouristic parameters and make an attempt to 
compare them in the best possible way for an optimal forensic phonetic analysis. The common 
denominator is a focus on robustness of parameters and the combination of the acoustically 
based measurements and the perceptually based analysis when comparing voice and 
speakers.  
 
In addition to describing the different approaches and commenting on their usefulness, this work 
attempts to understand the different stages of development of this area of research and 
application. One strategy has been to use existing resources to the largest extent. That implies 
gathering data from existing databases and using them for analyses or finding open source 
software that can be used as they are or after being slightly altered. In the experimental work of 
the included papers, several tools and packages were used or developed. These tools and 
databases are described in section 5.4 .  
 
Studies II, III and IV deal with the comparison and understanding of the processing of voice-
similarity judgements by both human perception and an automatic voice-comparison (open-
source) system. Paper two focuses mostly on finding similarities in how humans judge voice 
similarity using data from an ear-witness line-up experiment and then comparing the judged 
similarities to the actual ear-witness performance together with data from articulation rate 
(including pausing). Paper three instead compares the same judged voice similarities to the 
similarity scores from an automatic (open-source) voice-comparison system. In paper four, a 
new methodology on how to convert similarity judgments to scores to make better comparisons 
to automatic systems is presented. 
 
The fifth paper deals with an actual forensic case of disputed utterance where the author acted 
as an expert witness. The data is then treated in a new way to explore methods for calculating 
an actual likelihood ratio using sparse data. 
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4.3 Historical Background 
Diachronically, one can see forensic phonetics as something that has been an active part of 
legal systems through all times in one way or another. Recognising voices is described as far 
back as in the bible. “The voice is the voice of Jacob, but the hands are the hands of Esau” 
(Genesis Chapter 27, Verses 22-25; Alexander, 2005).  
 
There is evidence that identifying our mother’s voice is a primary function of human aural 
perception at birth. It is possible that recognising your mother's voice was more important than 
using aural perception to understand language and communicate (DeCasper & Fifer, 2004). At 
least, it is obvious that even before birth we are under the influence of external auditory stimuli 
(DeCasper & Sigafoos, 1983; Spence & DeCasper, 1987) and we seem very early on to be able 
to discriminate between languages through speech rhythm (Nazzi, Bertoncini, & Mehler, 1998; 
Ramus, Hauser, Miller, Morris, & Mehler, 2000). For the thesis, it has become important to try 
and separate the inherent co-analysis of voice and speech. The way speech sounds are 
analysed seems to be closely connected to how listeners analyse voice, even as new-borns 
(DeCasper & Spence, 1986). 
 
When his father, Isaac, recognises Jacob, this is a case of naive voice or speaker recognition. It 
is not possible to say whether Isaac recognised Jacob through his voice or through his speech, 
following the distinct definitions given in 4.1. Many experiments have shown how variable naive 
voice/speaker recognition is and how different listeners respond to different cues in different 
circumstances (Ramos, Franco-Pedroso, & Gonzalez-Rodriguez, 2011). An expert in FSC, on 
the other hand, is someone who is well educated on the different parameters used to describe 
voice and speech features and their variability in a structured manner (Schwarz et al., 2011a). In 
early history, i.e. before the development of modern legal systems, it is of course the former that 
is referred to. 
 
Through history, voice and speech evidence, as with many other kinds of evidence, was 
considered reliable depending on how and who gave the testimony. One such example is the 
trial of William Hulet in 1660 (Eriksson, 2005). A witness had heard the face-covered voice of 
the executioner of King Charles I and declared that the speech was recognisable as that of 
Hulet, who was well known to the witness. Hulet was sentenced to death but later acquitted as 
the regular hangman confessed. This kind of misidentification was probably not uncommon at 
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the time and probably also happens today. This is one historical example of one of the complex 
issues related to so-called naive speaker identification, namely to recognise familiar vs. 
unfamiliar voices. Maybe the most famous case more recently in history is the one involving 
Charles Lindbergh in 1932. It was a kidnapping case where Lindbergh, after written 
communication with the kidnappers, decided to pay the ransom for his son. He drove a 
negotiator to a cemetery with the ransom money and could only hear a kidnapper call the 
negotiator with the words “Here, Doctor. Over here! Over here!” Later the son was found dead. 
In 1934, a suspect, Bruno Hauptmann, was identified by Lindbergh almost 2.5 years after the 
incident at the cemetery. He later testified that he recognised Hauptmann’s voice in court. This 
brings up another difficult issue with naive speaker recognition, namely the influence of time 
delay and the memory of the ear witness. 
 
Looking instead at speaker identification made by experts, one can say that it did not start until it 
was actually possible to record speech onto some kind of usable media in the early 1930s. Even 
then it was not very practical to carry around a recorder, but when telephones started to be used 
more frequently, crimes committed over that network of course became more common. One 
thought was that to be able to analyse recorded material, some kind of visualisation of the 
acoustics had to be made. The first and most important step in that development was the 
invention of the spectrograph. The major inventions were made at Bell Telephone Laboratories 
in the 1930s and the beginning of the following decade. Commercially it was sold under the 
name Sonagraph. The spectrograph was suitable for acoustic analysis as it could print energy in 
different frequency bands over time slices. Unfortunately not much was published on the new 
technology as it was classified as a war project until the end of World War II (Potter, 1945). The 
primary motive for the development was to advance phonetic research on speech and acoustic 
speech patterns. Another motivation was to develop a kind of sound-reading device for the deaf. 
 
When the post-war development of forensic speaker comparison is discussed, which is the main 
interest here, it started with the development of the so-called voiceprint (later 
aural/spectrographic) identification method. This is the point of departure for our journey through 
the background development of forensic speaker comparison. The diachronic search through 
history will present work not directly tied to the issue of voiceprinting, but that relates to other 
aspects of the development of forensic speaker comparison that are equally or more important. 
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4.3.1 The Voiceprint Controversy 
Over the years, going all the way back to the Second World War, speaker identification by 
spectrograms has had an influence on what most researchers today have agreed on calling 
forensic speaker comparison. The so-called voiceprint method has been criticised or embraced 
by different people at different points in time. 
 
4.3.1.1 The early development and critics 
It seems as if a common view in relation to the early stages in the development of voiceprint is 
that not many phoneticians contributed a view or opinion of the method (Hollien, 1977). 
However, many well-known scientists have written papers on the issue. Here, the proponents’ 
arguments and credibility will be discussed.  
 
Towards the end of the 1930s and the beginning of the 1940s, the sound spectrograph was (as 
mentioned in the last section) developed as a means of visualising the speech signal. During 
the Second World War, the work on the spectrograph was classified as a military project 
because the military saw the possibility of using the method as a way of identifying enemy troop 
movements from intercepted radio communications and telephone exchanges (Grey & Kopp, 
1944; Meuwly, 2003a, 2003b). Potter (1945) (at Bell Labs) reported in his paper “Visible 
Patterns of Speech” about the new method and different ways of implementing the 
spectrographic technique in different applications for hearing-impaired people. The first 
academic paper on the subject of identification by voice is probably Pollack, Pickett and Sumby 
(1954). No visual examination of spectrograms was performed, but identification was done 
solely by ear and the general conclusion was that the duration of the speech signal was a 
particularly important factor in successful identification. 
 
The focus on speaker identification decreased for a period of time immediately after the war, but 
attracted new interest when the New York Police Department started to receive reports of bomb 
threats to different airlines. They then turned to Bell Laboratories and asked if spectrograms 
could be used as a means of identifying the callers. Lawrence Kersta, an engineer at Bell, was 
assigned the task of investigating the matter (Owen & McDermott, 1996). After studying the 
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matter for two years Kersta had become convinced that spectrograms could indeed be used to 
identify speakers. In the paper 'Voiceprint Identification' (Kersta, 1962a), he refers to the method 
as voiceprinting in direct analogy to the term fingerprinting. His paper only superficially 
describes the pattern-matching procedure, and instead focuses on the results from an 
experiment he conducted using high-school girls as a demonstration of the simplicity of the 
procedure. According to the identification results, the schoolgirls performed with remarkable 
accuracy (results presented in table summary). Kersta (1962b) presented a paper named 
“Voiceprint-identification infallibility” at the Sixty-Fourth Meeting of the Acoustical Society of 
America, where he refers to the earlier results. The emphasis in that paper was to show that the 
possible problem with disguised voices was handled very well by the visual inspection of 
spectrograms, even if skilled imitators performed the task. Several investigations followed, trying 
to establish how well one can actually identify a speaker using the method. Experiments on 
disguise were performed with differing results, most of them criticising Kersta and his method. 
Bricker and Pruzansky (1966) discovered that it was more difficult to compare samples with /i/ 
than /a/ and that context dependence is important in order to be able to perform the 
identification. They also suggested that perceptual analysis might enhance the identification 
rates. Young and Campbell (1967) tested the effect of different contexts and made a summary 
of the experiments that had been performed to date (see Table 1). 
 
Table 1. Results of early speaker-identification experiments (Young & Campbell, 1967). 
Experimenters Pollack et al. 
(1954) 
Kersta (1962a) Bricker & 
Pruzansky 
(1966) 
Young & 
Campbell (1967) 
Results: correct 
identifications 
(%) 
84-92 99-100 81-87/89 37.3-78.4 
Method Short words, 
isolation 
Short words, 
isolation and 
context 
Words, isolation 
and context 
Short words, 
isolation and 
contexts 
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The differences between studies were substantial. However, the results are difficult to compare 
due to the lack of documentation and differences in methodology. The suggestion from Bricker 
and Pruzansky (1966) to use spectrograms (i.e. voiceprints) in combination with a perceptual 
approach was tested the following year (Stevens, Williams, Carbonell & Woods, 1968). It was 
discovered that in this test, subjects had an error rate of 6% with a perceptual approach and 
21% errors using solely visual spectrogram pattern matching. This was one of the first clear 
indications that including perceptual aural examination is crucial. In the case U. S. v. Frye, 1923, 
where an early version of a so-called lie detector test was presented as evidence, the court 
dismissed the evidence saying that for an expert testimony to be admissible, the method on 
which it is based must be “sufficiently established to have gained general acceptance in the 
particular field in which it belongs”. This principle has not been applied in all states and the 
interpretation of exactly what it means for a method to “gain general acceptance” has often been 
disputed, but the ruling has nevertheless often been used as a motivation for not accepting 
voiceprint testimonies (Tiersma & Solan, 2002; Keierleber & Bohan, 2005). 
4.3.1.2 Discussion of the methodology 
The first attempts at introducing voiceprint testimonies were all dismissed with reference to the 
Frye ruling (Owen & McDermott, 1996). This discussion is similar to the one that had been 
going on in Europe, where some French scientists for quite some time had stated that any kind 
of speaker identification made by experts would be unethical (Chollet, 1991). Others claimed 
that it would be unethical not to do it, considering the unchallenged testimonies by lay experts 
(Boë, 2000; Braun & Künzel, 1998). Opinions quickly became divided after the introduction of 
the voiceprint technique. Proponents (some scientists, but mostly laymen) defended the 
technique, regarded it as highly reliable, and appeared as expert witnesses in various criminal 
cases. Most scientists, however, were sceptical, regarding it as not sufficiently tested (e.g. 
Stevens) or dismissed it completely (e.g. Hollien). Bolt et al. (1969; 1973) criticised the method 
and presented several relevant questions:  
 
● When two spectrograms look alike, do the similarities mean that the speaker is the same 
or merely that the same word is spoken? 
● Are the irrelevant similarities likely to mislead a lay jury? 
● How permanent are voice patterns? 
● How distinctive are they to the individual? 
● Can they be successfully disguised or faked?  
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Expert witnesses did not agree as to its reliability, and various courts of law have ruled both for 
and against the admittance of such evidence. One response declared “It is our contention that 
opinions based on feelings other than in actual experience are of little value irrespective of the 
scientific authority of those who produce such an opinion” (Black et al., 1973). However, this 
response did not contain any scientific evidence supporting the method. In the midst of this 
heated debate the IAVI (International Association of Voice Identification, later called VIAAS, 
Voice Identification and Acoustic Analysis Subcommittee) was founded (1971) on the initiative 
of Kersta, presenting guidelines for the practitioners of the so-called aural/spectrographic 
identification method. The IAVI stipulated that one needs two years’ apprenticeship supervised 
by an authorised examiner. Five levels of identification were used as alternative decisions 
(Owen & McDermott, 1996): 
 
● Positive identification/elimination 
● Probable identification/elimination 
● No opinion  
 
The critique and criticism continued during this period, presenting results showing change as a 
function of age as well as disguise by imitators (Endres et al. 1971) and emotional states 
(Williams & Stevens, 1972). Other researchers, however, published results that seemed to lend 
support to Kersta’s method. A group of researchers led by Oscar Tosi at Michigan State 
University tested Kersta’s methods in an extensive study that produced results which very 
closely matched Kersta’s: 6% false identification and 13% false elimination. If all ‘uncertain’ 
responses were excluded, there were only 2% false identification and 5% false elimination, thus 
supporting the “no opinion” criterion given by the IAVI (Tosi et al., 1972). Criticism followed, 
stating that there was an exaggeration in the interpretation of results: “The data show that the 
system tested does not effectively reduce the effects of contextual variation, and cannot be 
used for either absolute identification, elimination, or population reduction” (Hazen, 1973). 
Hollien (1974) commented on the dispute, also referring to the “social relevance of the problem”, 
meaning there was an ethical problem which was not being regarded in the discussion about 
using the method or not. While one should try to ensure that justice is done as much as is 
possible, one cannot go so far as to use unreliable methods that are not supported by the 
greater part of the relevant scientific community. Several papers from IAVI members followed 
that supported the method. Hall (1975) stated, “Variability does not exist”. Smrkovski (1975) 
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published a paper on the importance of experts performing the aural-visual identification. In the 
paper, examinations performed by trainees and “professionals” (minimum of two years of field 
experience) differed slightly. Trainees produced 0% false identifications and 5% false 
elimination and responded “no decision” in 25% of the cases, while the “professionals’” results 
were 0% false identification, 0% false elimination and 22% “no decision”, thus showing the 
relevance of field experience. The proponents’ activity had increased as a response to the 
earlier criticism and it was time for a new response. One of the most critical scientists who was 
active in the field at this point was Harry Hollien. Hollien and McGlone (1976) tested the method 
on five faculty members and one graduate student. They performed visual comparisons among 
twenty-five faculty members and graduate students at the University of California. The results 
concluded that “/.../ even skilled auditors such as these were unable to match correctly the 
disguised speech to the reference (normal) samples as much as 25% of the time /..../” (Hollien & 
McGlone, 1976). In a similar study, Reich et al. (1976) studied effects on six vocal disguises. 
Four trained spectrographic examiners achieved 56.67% accuracy in matching the undisguised 
material. The authors concluded “The inclusion of disguised speech samples in the matching 
tasks significantly interfered with speaker-identification performance”. Hollien, (1977) also 
published a “status report” explaining the uninterrupted use of the method by making four 
claims: 
 
● Proponents of voiceprints are rarely opposed. 
● They claim their method meets the Frye test. 
● They claim uniqueness. 
● They claim that their research demonstrates reliability and that their voiceprint examiners 
can correctly use this tool. 
 
Other studies in the same year included Houlihan (1977a, 1977b), two tests by twenty-one 
undergraduates making visual comparisons of disguised speech from a homogeneous group of 
nine women and five men. Correct identification for normal speech was high (95-100% correct), 
a bit lower for lowered pitch (85-95% correct), falsetto (90-95%), muffled (75-100%) and 
whispered as wide results as 5-98%. She interprets these results as being supportive of 
voiceprint identification of normal speech. Rothman (1977) further concluded, “Aural method is 
clearly superior to the spectrographic or ‘voiceprint method’”. Michigan State University also 
presented several interesting papers regarding the method, all supporting it. 
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4.3.1.2.1 Oscar Tosi 
The ox pulling the scientific carriage in the 1970s was Dr. Oscar Tosi. At an early stage of 
developing the method he had testified against the use of spectrographic comparison, but in the 
case Trimble v. Heldman (1971), the Supreme Court held that ”spectrograms ought to be 
admissible at least for the purpose of corroborating opinions as to identification by means of ear 
alone”. Tosi had impressed the court, claiming high reliability of the technique after testing it 
(Owen & McDermott, 1996). Tosi and Greenwald (1978) presented an experiment at the sixth 
meeting of the IAVI, including aural, visual and combined methods for identification by 
professionals and trainees (only two weeks of training). The material used came from a minority 
group (described in the study as twenty-five male and twenty-five female Chicanos). The 
number of trials per examiner was as many as 600, and the results were 0% errors by the 
professionals using combined aural-spectrographic identification and, in contrast to earlier 
studies, professionals used “no opinion” more frequently than the trainees. The following year, 
Greenwald (1979) presented his master's thesis testing effects on decreased frequency 
bandwidths in aural-spectrographic examination. The examiners were again professionals 
(three examiners with more than eight years’ experience) and trainees (five examiners with less 
than two years of experience). The professionals again produced 0% errors whereas the 
amount of “no opinion” increased with restricted bandwidths. The trainees’ results were not 
much less comforting, with an average of 6.1% false identification and 4.1% false elimination at 
restricted bandwidths, but 0% errors at the greatest bandwidth tested. Later Tosi published a 
book (Tosi, 1979) where he gives an up-to-date reference to all subjects involved in forensic 
phonetics. It also criticises the authors mentioned earlier who opposed aural-spectrographic 
examination. Even though the book gives a complete picture of speech acoustics and its 
reflection in spectrographic representations, his conclusions are far too wide and are based on a 
few small-scale experiments and a methodology that clearly lacks validity due to the variation 
found in the visual representations of speech. Along with his colleagues at Michigan State 
University, he was one of the founders of the Forensic Science program. Thanks to him, the 
term “voiceprint” was excluded as a term as he, in opposition to Kersta, did not propose the 
method’s infallibility. It was probably because of him that the IAVI was absorbed into the IAI 
(International Association for Identification) in 1980. 
 
 
 
 24 
4.3.1.3 Modern history from 1980s until the millennium shift 
A period of status quo followed until it was revealed in 1986 that the FBI was using the method. 
By this time, it had been used for investigative purposes since the 1950s (Koenig, 1986b). 
Koenig (1986a) reported error rates for the spectrographic voice-identification technique under 
forensic conditions, stating, “The survey revealed that decisions were made in 34.8% of the 
comparisons with a 0.31% false identification error rate and a 0.53% false elimination error 
rate.” The report/survey was rather limited in its explanation of the figures though. In a reply, 
Shipp et al. (1987) presented relevant criticism of the methodology. 
 
● What procedures do they (the FBI) actually use when employing the method? 
 
The results were based solely on the feedback from verdicts, which was in a sense circular, 
since the technique employed might determine guilt or innocence and that verdict then was 
used to verify the results. The extended answer to this reply cleared up some of the confusion in 
the first paper, but reported no more evidence as to why the method was employed at all. 
According to the FBI survey, voice-identification examiners at the FBI had to have a minimum of 
two years of experience and to have completed at least a hundred voice-comparison cases. 
Combined aural-visual examination was employed and decisions used were: very similar, very 
dissimilar, no decision (low confidence) (Koenig, 1986b). Further, they had to have “/.../ a 
minimum of a Bachelor of Science degree in a basic scientific field, completed a two-week 
course in spectrographic analysis” (“/.../ or equivalent”) and pass a yearly hearing test. The VCS 
(Voice Comparison Standards) of the VIAAS (Voice Identification and Acoustic Analysis 
Subcommittee, 1991) are very similar and obviously not independent. The criteria of the VIAAS 
included a high-school diploma instead of a bachelor’s degree, a ten-word comparison vs. 
twenty and they did not require the recording to be an original. In Koenig (1986a), it was more or 
less just stated that the recordings from suspects should in some way be similar to the 
reference material, i.e. “/.../ a spectral pattern comparison between the two voice samples by 
comparing beginning, mean and end formant frequency, formant shaping, pitch timing etc., of 
each individual word”, which does not clarify the question of why or how. In the VCS, there are 
at least some general descriptions of what to look for in the visual comparison such as “/.../ 
general formant shaping, and positioning, pitch striations, energy distribution, word length, 
coupling (how the first and second formant are tied to each other) and a number of other 
features such as plosives, fricatives and inter formant features”. The number of alternative 
 
 
 25 
decisions was seven and included identification, probable and possible identification as well as 
elimination (Gruber & Poza, 1995). The greatest issue today is perhaps the common opinion 
expressed by media that “The CIA, FBI and National Security Agency have computers that use 
special programs to identify voiceprints. The idea is that every voice has a unique pattern like a 
fingerprint.” (CNN website, December 2002, in conjunction with the Bin Laden voice affair) 
(Rose, 2002).  
 
The use of aural-spectrographic voice-identification evidence can still be found, usually 
performed by private practitioners who have no special skills, but unfortunately also in national 
forensic laboratories in different parts of the world (Morrison et al., 2016). At least as recently as 
2006 the FBI was still using it for investigative purposes, and so were the Japanese police 
according to Rose (2002). In 2002, it was still admitted as evidence in some states in the US, 
and at least one case involved voiceprint evidence in Australia in 2002 (Rose, 2003).  
 
4.3.1.4 Other summaries 
Nolan (1983) contains a thorough summary up to the 1980s, with very relevant comments such 
as: 
 
“/.../ the voiceprint procedure can at best complement aural identification, perhaps by 
highlighting acoustic features to which the ear is insensitive; and at worst it is artifice to give 
a spurious aura of ‘scientific’ authority to judgements which the layman is better able to 
make.” 
 
Chapter Ten in Hollien (1990) gives a more recent summary (up to the 1990s) and provides an 
insight into the voiceprint cases he has been involved in. Künzel (1994) gives a European 
perspective as well as constructive criticism. Gruber and Poza (1995) give even more 
background, devoting a whole chapter to the issue and providing some ”inside information”, as 
the second author “/.../ was technical adviser for an important monograph commissioned by the 
FBI in 1976 to evaluate the method” and had also completed the two-week course given by 
Kersta. Owen and McDermott (1996) contain a well-organised summary of all tests conducted 
with the method, including all relevant information from each paper. Broeders (2001) provides 
an overview of forensic phonetics, stating which methods are used all around the world and by 
which people in which country. Rose (2003) summarises everything up to the millennium shift 
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and is most valuable because of its comments on different issues. The Frye test basically 
concludes that new scientific evidence should have gained “general acceptance” in the relevant 
scientific field. In 1993, the Daubert case set a new standard of interpretation now accepted by 
several American courts of law, stating “good grounds” in validating an expert’s testimony. 
Aural/spectrographic/voiceprint identification has several methodological problems that have not 
been dealt with in the literature.  
 
● What is it that one is supposed to look for?  
● What signals identification?  
● When are spectrograms similar enough to indicate the same speaker?  
● When are they dissimilar enough?  
 
Even though several experiments have shown that spectrograms are not reliable in verifying 
identity, none of the papers conclude how representative they are of a speaker’s voice.  
 
● Can one make a reliable decision using spectrograms?  
● Finally, has the method ever been one that is accepted by the relevant research 
community?  
 
Generally, a majority of the relevant scientific field knew that the most reliable way of comparing 
voices at that time was by aural perceptual analysis by a trained phonetician, but many 
researchers still remained passive (Hecker, 1971). 
 
4.3.2 Forensic phonetics in Sweden 
Almost all forensic analyses in Sweden are handled by the Swedish National Laboratory of 
Forensic Science (Statens Kriminaltekniska Laboratorium, SKL) renamed in a huge 
reorganisation of the Swedish police as the National Forensic Centre (NFC) from January 1st 
2015. Until 1994, there were no regular forensic phonetic analyses being performed at the lab, 
even though occasional cases were handled by external academics. In 1995, SKL employed a 
full-time phonetician to work on forensic speaker-comparison cases. He was employed for 
approximately 10 years (2006) and the lab performed approximately 30-35 forensic speaker-
comparison cases per year. Due to other priorities, no one was employed after that (except 
short-term contracts) and the laboratory more or less stopped performing the analyses in-house. 
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Several independent police districts started requesting this kind of forensic analysis in 2005. 
During the course of this research a new independent laboratory was started, and the 
cooperation with NFC (formerly SKL) has increased over the years. Since 2011, the company 
Voxalys AB (Aktiebolag) has been a subcontractor to the NFC. In total, the lab handles between 
30-40 cases per year and most of them are speaker-comparison cases. 
 
4.4 Short Review of Forensic Phonetics 
Reviewing the field, there are mainly two branches simultaneously working on one goal. One 
could be called the phonetic approach and the other an engineering approach. Traditionally, it is 
not only the use of an automatic method itself that has been the main difference between the 
two. A divider has been the discussion on sampling, reference data and statistical testing to 
verify the reliability of FSC (Boë, 2000; Hughes, 2014), in large part driven by the needs of the 
different methodologies. Generally, this means that automatic methods use much larger 
quantities of recordings for analysis of voice, but with a more holistic approach. By contrast, the 
phonetic approach typically involves much more detailed analysis of smaller corpora to capture 
the many behaviouristic dimensions of individual speakers.  
 
When the everyday life and kind of casework of the forensic phonetic analyst became more 
obvious to those working in the engineering world, i.e. until recent years predominantly short, 
noisy recordings in mismatched conditions, they became aware of the more general problems of 
using an automatic system. However, some attempts and co-operations have been going on 
between phoneticians and engineers (e.g. Magrin-Chagnolleau, Bonastre & Bimbot, 1995; 
Schwarz et al., 2011b; Hughes, Wood & Foulkes, 2016).  
 
4.4.1 A classical phonetician's approach 
The phoneticians' approach has been the leading one in forensic speaker-comparison casework 
in Western Europe and Australia (Foulkes & French, 2012; Rose, 2002). If the development of 
forensic speaker comparison is analysed diachronically, one could say that the 'voiceprint 
approach' was invented by a phonetically rather naive engineer. By, more or less successfully, 
diminishing the number of "voiceprinters", the classic phonetic research approaches took over. 
That at first meant mainly perceptual analysis. Most phoneticians come from a linguistic 
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research environment, which gives a very wide knowledge range and background for 
performing analysis of speakers. Often they ignore the fact that it is the comparison of speakers 
that is done and not just an analysis of the similarities in voice. By that it is implied that there are 
many idiosyncratic features in speaking that are introduced through behaviour, that specific 
behaviour might influence what kind of language is used in a certain social situation, thus the 
forensic phonetician might make reference to aspects of phonology, syntax, pragmatics etc. as 
well as acoustic phonetic features (Foulkes & French, 2012).  
 
The forensic phonetician typically makes use of small corpora of speakers with detailed analysis 
of multiple linguistic components, supported with reference to published literature e.g. to 
estimate the distribution of a given feature in different dialects. It is also possible to gather 
and/or analyse recordings for comparison to the evidential recordings in a given case. In recent 
years the analysis of recorded voices has become more widespread in casework because 
advances in technology mean it is easier to collect and analyse recordings for reference. 
Historically, this was not the case. In the early development of forensic phonetic techniques, a 
set of ten or so speakers was a rather common data set (Atal, 1972; Compton, 1963; Glenn & 
Kleiner, 1968; Hargreaves & Starkweather, 1963). Recording and acoustic analysis were most 
certainly difficult until the 1990s.  
 
4.4.2 An engineer's approach 
In the same way that the classic phonetic approach could be considered technically naive, the 
engineer's approach is no less phonetically and linguistically naive. The very first step where 
one has to be careful is to realise that Kersta (1962b) and the voiceprint method appeared 
through an early naive engineering approach. He was not aware of the full extent of variation in 
speech and language behaviour. There was little attempt to investigate the relative performance 
of different phonetic features in distinguishing from one another, or to develop theoretical 
models of the voice or individual speaker behaviour.  
 
Current AVC methods are very data driven and statistically based. However, this does not mean 
that there are no other approaches using more linguistic and phonetic knowledge that perform 
better, especially on difficult test samples (Schwartz et al., 2011a). With the evolving and 
emerging world of computer science, web science and e-science, databases and computer-
based methods are being used by a wide range of scientists. One could therefore say that all 
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sciences use engineering in one way or another. It is a slow process to learn how to use it better 
and how to standardise data to make research more effective and recyclable. Attempts are 
being made to improve the standards and usability of data and methods through projects like 
CLARIN5 and META6. The pursuit of system improvement is both a downside and an upside for 
engineers. The downside is the vast number of statistical algorithms applied with minimal 
improvement. Many research teams develop a system of their own and there is no common 
baseline, i.e. the same algorithms might generate both positive and negative results. This could 
depend on bugs in the code, incorrect implementation of algorithms or just different 
effectiveness in the coding. Another common difference is the training data for background 
models, the main issue being that it is very hard to track back why a certain method seemed 
successful in one attempt and less successful in another test when two different systems are 
being used, even if they are well explained and seem to be similarly built. The upside is that it 
has made a very large number of researchers compete to become one of the best sites in 
evaluation campaigns such as the most common one arranged by the National Institute of 
Standards and Technology (NIST). Through the evaluations, a kind of baseline performance 
has been achieved by many systems (i.e. the difference between the best results is minimal), as 
well as new ways to improve them regarding mismatched conditions (Alexander, Botti & 
Drygajlo, 2004; Matrouf, Scheffer, Fauve & Bonastre, 2007). Even the inclusion of phonetics 
and phonology in systems has shown improvement (Reynolds et al., 2003). This means that it is 
now rather well known what one can expect as a baseline performance by a system using well-
known common techniques in the kind of conditions in which they were tested. Another upside 
is that the development has been a positive injection regarding the statistical view on variation in 
forensic science and here especially within forensic speaker comparison.  
 
If there is data that is needed to be able to train a biometric system, a further question is how to 
interpret the produced likelihood ratio? A suggested middle path for giving evidence using a 
Bayesian approach has been proposed (Champod & Meuwly, 2000; Drygajlo, Meuwly & 
Alexander, 2003; Meuwly & Drygajlo, 2001). These suggestions have sparked a discussion and 
generated new thoughts and ideas in the active forensic phonetic community. Several British 
forensic phoneticians accepted a proposal to adjust the impressionistic likelihood expressions 
used by experts (French & Harrison, 2007). However, there were disputes about how to 
interpret and present the results (Rose & Morrison, 2009; French, Nolan, Foulkes, Harrison & 
                                                
5 http://www.clarin.eu/ (Fry & Thelwall, 2008) 
6 http://www.meta-net.eu/ (Borin, Brandt, Edlund, Lindh, & Parkvall, 2012) 
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McDougall, 2010). Recently some British practitioners have adopted a similar approach to the 
one suggested by the European Network of Forensic Science Institutes (ENFSI) (Willis et al., 
2015). 
 
4.4.3 A possible new generation 
Mainly through the inclusion of insights from linguistics and phonetics in language technology, a 
new, broader and maybe more complex generation has emerged (William & Barry, 2005). 
These junior researchers could have a background in either phonetics, linguistics or in computer 
science with an interest in language technology in general. In Sweden, this research area 
generated a National Graduate School of Language Technology (GSLT)7 in 2001. Students with 
different backgrounds and from different disciplines came together and were required to study 
methods and problems occurring in other fields. This kind of effort has produced cross-
disciplinary researchers who should not be defined in any classical narrow sense as either 
linguists or computer scientists. Their often broader backgrounds have made them competent to 
use methods and approaches from different fields related to language technology (LT). If you 
compare this to the two different approaches to forensic phonetics described here, this kind of 
background is very suitable. A natural way forward has been to bring the two approaches 
together in a logical and systematic manner. This means that one has to start investigating the 
overlaps and dependencies that are present between the robustness with which humans’ judge 
voice similarity compared to an automatic voice-comparison system. That is one of the main 
aims of this thesis. The text-independent Automatic Voice Comparison system is here defined 
as a UBM-GMM (Universal Background Model - Gaussian Mixture Models, also referred to in 
the literature as GMM-UBM) system as described in Reynolds et al. (2000). The specific system 
used for the different experiments and tests in this thesis is described more closely in Bonastre 
et al. (2005). As the majority of forensic phonetic investigators are phoneticians, and have been 
so for a long time, there has been a kind of scepticism where the engineering community is 
regarded as not understanding real forensic casework problems. Some engineers have even 
suggested that experts should not have any opinion in forensic speaker-comparison cases as it 
was not possible at that time to quantify the reliability of the evidence (Boë, Bimbot, Bonastre & 
Dupont, 1999). This is a general problem for many different areas within forensics. However, the 
forensic phonetic community argued that all evidence is important, but that how the evidence is 
                                                
7 http://www.gslt.hum.gu.se/  
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evaluated in court depends on how it is presented, as well as on the expert’s experience and 
knowledge (Braun & Künzel, 1998). There is also a risk that other non-experts will make 
judgements and present confident reports on issues they do not have sufficient knowledge 
about. This means it would be unethical not to help the cause of justice when this kind of 
evidence is at hand. Expertise in forensic science demands knowledge of many different fields 
and of forensic speaker comparison in particular.  
 
4.5 Modern Forensic Speaker Comparison 
Leaving all descriptions of voiceprints behind, the journey of exploring forensic speaker 
comparison as it works today can start. What is being done today and how? In 1991, a few 
years after beginning a series of conferences on forensic phonetics (1988-1990) in York, UK, 
the International Association of Forensic Phonetics (IAFP) was founded. Several well-known 
phoneticians who were interested in this applied area of their research were present.  Up to this 
point, the field seemed to have been made up of several academics who were heavily criticised 
for their work. The association was started as a way to invite the critics into a kind of controlled 
environment for people who were active in the field. Even today the aim of the association is to:  
 
A. Foster research and provide a forum for the interchange of ideas and information on 
practice, development and research in forensic phonetics and acoustics, and  
B. Set down and enforce standards of professional conduct and procedure for those 
involved in forensic phonetic and acoustic casework (Sept 1st, 2009).8  
 
Even though the association was set up and the first steps were taken towards a more unified 
practice, people today still work in rather separate fields and frameworks when doing forensic 
phonetic casework. Not until the 2003 annual conference in Vienna was the A for Acoustics 
added to the association’s name. This was intended as an invitation for academics and 
researchers from engineering to join in. While research and methods on aural and “classic” 
acoustical analysis had carried on, the engineers, more focused on the domain of speaker 
verification for applications, had had their own developments for years through the National 
Institute of Standards and Technology (NIST) evaluations. NIST evaluations, started in 1996, 
were originally an annual event for institutes, commercial companies and academic research 
                                                
8 http://www.iafpa.net/  
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groups to test their automatic speaker-verification systems on the same data in order to be able 
to evaluate the performance of different methods. One of the problems with that is that all 
systems are developed with completely different computational systems in different labs, and 
the difference in performance cannot always be explained on the basis of the algorithms and 
statistics used, but might be influenced by the architecture of the system itself. Generally, these 
two different areas of research in recognising voices/speakers in some sense try to solve the 
same problem using different methods. More recently, especially in Europe, there has been a 
tendency to attempt to accredit all forensic analyses. This has generated projects and research 
on how the process should be carried out. However, there seems to be a lot of variation 
between countries in how these criteria are implemented (Drygajlo et al., 2015; Meuwly, Ramos 
& Haraksim, 2016). 
 
4.5.1 Short review of acoustic measurements and automatic systems 
After the addition of Acoustics to the name IAFPA, influence and participation from engineers 
has been more frequent at the annual meetings. At the same time, the performance of state-of-
the-art automatic speaker-verification systems has improved substantially with new techniques 
emerging (Dehak, Kenny, Dehak, Dumouchel & Ouellet, 2011; Lei, Scheffer, Ferrer & McLaren, 
2014). One could say that even before the organisation was founded, some early studies 
explored the value of different acoustic patterns for voice classification, for example, long-term 
spectral variation (Furui, 1978; Harmegnies & Landercy, 1988; Wendler, Doherty & Hollien 
1980), which has continued to some extent (Lindh, 2005). With the development of technology, 
it became easier to measure acoustic parameters. Experiments were performed which tested 
other generally known phonetic acoustic parameters such as fundamental frequency (F0) (de 
Pinto & Hollien, 1982; Graddol & Swann, 1983; Horii & Ryan, 1981; Künzel, 1989; Künzel, 
Köster & Masthoff, 1995; Linville, 1988; Linville & Korabic, 1987; Stoicheff, 1981). Problems 
regarding the same parameter were later discovered (Braun, 1995; Boss, 1996; Künzel, 2000). 
Other measures have been suggested (Lindh & Eriksson, 2007) as the integration of the F0 
parameter into automatic systems (Jiang, 1996; Reynolds et al., 2003). However the attempts to 
integrate fundamental frequency into systems had started much earlier (Atal, 1972). Last but not 
least, when looking back at the literature on acoustic measurements for speaker comparison, 
there is a considerable amount of published work on formant frequencies and formant contours 
(Alderman, 2004; Clermont & Zetterholm, 2006; Ingram, Prandolini & Ong, 1996; Kinoshita, 
2001; McDougall, 2004, 2006; Nolan & Grigoras, 2005; Rose, 1999; Rose, Osanai & Kinoshita, 
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2003) and the problems with measuring them (Byrne & Foulkes, 2004; Imaizumi & Kiritani, 
1989; Künzel, 2001, 2002; Moosmüller, 2001; Nolan, 2002b). Several attempts regarding the 
possibility of profiling body size as a function of acoustic parameters were made (Dommelen, 
1993; Gonzalez, 2004; Greisbach, 1999). The inclusion of the A in IAFPA also caused groups of 
engineers to become more and more interested in the forensic domain of speaker identification. 
At the Technical University of Madrid, one group began to develop a very user-friendly system 
for forensic phonetic experts. At the Laboratoire Informatique in Avignon, one group started to 
develop an open-source system first called ALIZE (and for a period Mistral). An open-source 
system can play an important part in the future development and comparison of system 
algorithms in evaluations.  
 
More recent developments include systems that attempt to include phonetic acoustic 
measurements within the frame of an automatic system. This has had some success and also 
introduced more straightforward ways to evaluate different measures in the same ways as 
automatic systems (Becker, Jessen & Grigoras, 2008; Jessen, Enzinger & Jessen, 2013). The 
state of the art has also in the last few years moved from the UBM-GMM systems (Reynolds et 
al., 2000) to i-vector based automatic systems (Bousquet, Matrouf & Bonastre, 2011), which 
reduce the dimensionality of the statistical modelling enormously and improve performance, 
especially on mismatched recording conditions. 
 
4.5.2 Summary 
This section has reviewed the historical development of forensic phonetics in general. History 
has shown great potential through the possible gain in collaboration between linguistics, 
phonetics and automatic speaker recognition research. The progress of FSC lies in this 
collaboration and the emergence of a new generation of researchers that have one leg in both 
disciplines and who promote collaboration. This thesis is a step in that direction. 
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5 RESEARCH FOR THE THESIS 
5.1 Objectives 
The overall aim is to seek ways to compare, contrast and ultimately integrate knowledge from 
linguistics, phonetics and automatic systems into forensic phonetics.  
 
The three main research objectives are summarised as follows. 
 
A. Study I - The foundation of voicing is vibration of the vocal folds. Many forensic phonetic 
studies have been carried out to investigate fundamental frequency (F0). The first 
objective has been to find the most appropriate measure of F0 and test the robustness 
compared to classical measures of F0 such as mean and standard deviation, and to 
investigate the discriminative power of the parameter among a set of voices.  
 
B. Automatic systems for comparing voices have become more widely used for forensic 
voice analysis in recent years. However, the combination of these automatic systems 
(mainly research by engineers/computer scientists) with the more classical phonetic 
analyses (perceptual analysis and more manual acoustic measurements such as 
formants, F0 and articulation rate) have largely developed independently. Only recently 
they have begun to converge. The second objective is to find ways to compare human 
perceptual judgments of voice similarity of two kinds to the comparisons made by an 
automatic system. 
a. Study II - An investigation of how listeners discriminate and judge voice 
similarities in a pairwise experiment compared to the results of a simulated ear 
witness line-up. 
b. Study III -   A comparison is made between human voice-similarity comparisons 
and the same comparisons made by an automatic voice-comparison system. 
c. Study IV - A new method is developed for converting human perceptual 
judgments into scores to create a better way to compare the performance of 
human judgments of voice similarity with that of automatic systems. 
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C. Study V - An attempt is made to calculate a likelihood ratio using sparse data in a 
forensic disputed-utterance case, using an example from real forensic case data.  
 
5.2 Research questions 
After defining the objectives of the thesis this section will describe specific questions regarding 
each objective. 
 
5.2.1 Fundamental frequency from an individual perspective 
One of the most frequently studied parameters is fundamental frequency, maybe because it is 
generally easy to measure even in a noisy environment. Some attempts have been made to 
quantify, i.e. assess the between- vs. within-speaker variation of, the data (Boss, 1996; Graddol 
& Swann, 1983; Jassem, Steffen-Batog & Czajka, 1973; Jiang, 1996; Künzel, 1989; Künzel, 
2000; Lindh, 2006; Linville, 1988; Linville & Korabic, 1987), but in most cases without a forensic 
perspective. Braun (1995) gives a very thorough categorisation of various factors affecting F0 
and summarises the findings of numerous studies. Robustness is a key feature for forensic 
speaker-comparison parameters. F0 seems to fulfil several criteria. 
 
RQ1. What could actually cause the sometimes substantial intra-variation for 
fundamental frequency and how would it be possible to model it or ignore the redundant 
variation? 
RQ2. Which long-term measure of fundamental frequency would be the most robust 
and usable in the forensic context? 
 
5.2.2 Human perception and Automatic Voice Comparison from a 
forensic perspective 
To fulfil the second objective, and to be able to compare human perception to comparisons 
made by a machine, an Automatic Voice Comparison (AVC) system is used. In order to fulfil 
requirements of reproducibility, affordability and in order to use well-known general techniques, 
an open-source system was used (i.e. a system that is licensed, with editable, adjustable and 
downloadable code). Key questions in this respect include: 
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RQ3. What can be predicted by comparing voice similarity for listeners in an ear-
witness line-up compared to listeners’ voice similarity judgments? 
RQ4. Do the same mistakes occur with automatic systems as with listeners’ judgments 
of voice similarity, and why or why not? 
RQ5. Is it possible to compare the results of listeners’ judgments of voice similarity and 
scores from an automatic voice comparison system? 
 
To answer these questions, one first has to investigate the available background information on 
how automatic systems perform comparison between voices relative to human listeners. It has, 
for example, been shown that listeners seem to be more sensitive to speech features than voice 
characteristics, and have difficulties separating speech and voice when performing similarity 
judgements (Petrini & Tagliapietra, 2008). In contrast, AVC systems ignore speech features and 
claim to model purely the voice characteristics. This probably means that human and machine 
similarity judgements between a homogeneous group of speakers are done differently. We can 
therefore add the following question: 
 
RQ6. Is the AVC system better at discriminating between voices than human listeners 
when speech feature similarities are in conflict with voice similarities? 
 
An interesting example of how to try and understand this main difference in how systems and 
humans would compare speakers could be as follows: A pair of identical twins’ voices might 
sound extremely similar. Their voice quality does not differ much, mainly due to the similarities 
in the structure of their vocal organs. Maybe their way of speaking is also rather similar as they 
have grown up together. However, one of the twins has a clear stutter. A hypothesis would then 
be that, ignoring the difference in the way they speak, the system would consider their voices to 
be extremely similar if even different at all. A listener would then instead consider the speakers 
to be very different due to the stutter that one of the twins has. With a better understanding of 
the differences and similarities of, on the one hand, systems analysing voice quality similarities 
and, on the other hand, analytical listeners analysing qualities of speakers' voices, it will be 
easier to combine the two in forensic casework. It is becoming more and more common to 
combine the methods in forensic phonetic casework, but it is unclear how we can combine them 
in the best way. 
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5.2.3 Forensic transcription and disputed utterances 
Forensic phonetics does not only involve speaker comparison. Quite a few cases are concerned 
with transcription of recordings of different levels of difficulty. When it comes to general 
problems with forensic transcriptions, a few studies have been performed such as Fraser, 
(2003), which mainly is concerned with the background of the transcriber and in particular their 
background in linguistics and phonetics, which of course is crucial to most analysts involved in 
this kind of research and analysis. More recently, some very important questions have been 
raised regarding the use of transcriptions in court and the problems of contextual priming 
(Fraser & Stevenson, 2014). The issue of priming is essential in an auditory phonetic approach. 
If only limited work has been done on the combination of auditory and automatic methods in 
comparing voices and speakers, even less work has been done on combining automatic speech 
recognition (ASR) and forensic phonetic transcription (Lindh, 2008). Sometimes parts of a 
recording are disputed. These disputed parts can be treated in different ways, as there can be 
well-defined hypotheses regarding what is said. If this is the case, acoustic analysis of the 
recordings can add substantially to avoiding priming in the analysis process. Regarding the third 
objective one may ask: 
 
RQ7. How can a likelihood ratio be calculated for acoustic measurements from 
disputed utterances in a forensic analysis with very little reference data available?  
 
5.3 Various general methods and definitions 
5.3.1 Robustness of humans and machines 
This section serves to familiarise the reader with two things. The purpose of the first part is to 
explain and give the reader a background to the complexities and choices made regarding the 
concept of robustness in the forensic phonetic setting of the thesis. This is done by dedicating 
parts of this section to describing the use of the concept itself and how it has been applied in 
forensic phonetic research. The most common parameters used in forensic phonetic analyses 
will be presented, with a particular focus on fundamental frequency. The second part gives an 
introduction to how automatic systems generally work and presents the open source framework 
used in different ways for experiments that are presented in the thesis. 
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5.3.2 The concept of robustness 
The concept of robustness refers mainly to resistance to noise, duration and mismatched 
recording conditions in the technical sense (external), but also resistance to emotional variation 
and liveliness levels in the behaviouristic sense (internal). 
 
Figure 1. Robustness flowchart.  
 
Figure 1 presents an overview of how robustness in conjunction with the resistance to noise can 
be defined. Robustness of a measure can here be defined as the measure of a parameter 
showing the least deviation when subject to different kinds of variation. The variation can here 
be either external, i.e. something mechanical affecting the sounds produced when speaking, 
such as noise created by: 
● recording equipment 
● duration (stability) 
● noisy environment 
 
or internal, such as: 
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● emotional state 
● speech liveliness variation 
● speaking style 
● disguise 
○ dialect/sociolect 
○ voice quality. 
 
From an engineer's perspective, noise often refers only to environmental noise, such as in poor 
quality recordings (Kimura, Ashida & Niyada, 2004; Nakasone & Beck, 2001; Reynolds et al., 
2000; Reynolds, 2003) or mismatched recordings, i.e. recordings made on different recording or 
transmission media (Alexander, Dessimoz, Botti & Drygajlo, 2005). All of this is what is referred 
to as noise here. However, noise that affects parameter values conveying variation in phonetic 
and linguistic studies can also be given a wider definition. Between-speaker variation in 
perceptual studies, for example, may be seen as noise that affects robustness (Clopper & 
Pisoni, 2004), as can within-speaker variation due to changes in the speaker’s emotional state 
(Doherty & Hollien, 1978), speech liveliness (Traunmüller & Eriksson, 1995) or level of vocal 
effort (Jessen, Köster, & Gfroerer, 2005). This wider definition is used here. 
 
There are patents covering robust speaker recognition or robust pattern recognition, where 
robustness is not explicitly defined (Pilz, 2006). In forensic speaker comparison, the concept of 
robustness is used in conjunction with methodology (Drygajlo et al., 2003; Gomez, Alvarez, 
Mazaira, Fernandez & Rodellar, 2007). Robust statistics have several different definitions 
depending on whether one applies a frequentist or Bayesian approach, i.e. depending on the 
choice of probabilistic or non-probabilistic methods (Huber, 2011).  
 
The concept of robustness is often used in speaker-comparison contexts when referring to the 
discriminative power of a parameter (Gomez et al., 2007; Lindsey & Hirson, 1999). In this thesis, 
it is important to differentiate between robustness of the measures involved in measuring a 
parameter vs. assessing its discriminability, i.e. the within- vs. between-speaker variation.  
 
The investigation of the amount of statistical data needed to assess the successfulness of a 
parameter as a discriminator between speakers has not been sufficiently covered. There are 
many suggestions and theoretical claims, but often these are not tested in a proper forensic 
context, such as noisy and/or band limited environment recordings and the comparison between 
 
 
 40 
mismatched conditions. The term “mismatched conditions” here primarily refers to the 
comparison between recordings made on different recording equipment and/or in different 
environments but is also used to refer to recordings made in two totally different speaking 
modalities. A clear example containing both these usages of the term is the comparison 
between one short recording from a bank environment where an unknown speaker shouts 
commands to a cashier, and one high-quality recording made in a studio environment of an 
interview in a low-voiced modality. It is difficult to decide what the proper data requirements to 
make a robust forensic speaker comparison are (Schwartz et al., 2011b). First of all, a question 
at issue from an investigating officer’s perspective is how long a recording of an unknown voice 
should be. This question does not, however, have an easy answer, and it cannot be given in 
seconds. It depends on what is on the recording. The question generates several follow-up 
questions such as: What is the audio quality of the recording? What kind of speaker is talking 
and how (i.e. what modality, speaking style etc.)? Are there any peculiarities in the unknown 
speech or voice? This has to be investigated first. For phonetic features, it is sometimes 
possible to derive a lot of information from a short recording and to some extent by the use of an 
automatic system. It is, however, unlikely that the conclusions drawn are very reliable. 
 
5.3.3 Robustness of forensic phonetic parameters 
An important issue when discussing robustness in a forensic setting is the confusion about the 
use of the concept itself, i.e. that there is a difference between robustness and the usefulness of 
a parameter. A parameter can have great precision and performance for comparing speakers, 
but that does not necessarily imply that the parameter is robust against different kinds of 
variation. Nolan (1983) attempted to define criteria for suitable parameters to be used in forensic 
speaker comparison. A robust and useful parameter should adhere to these criteria: 
 
1. Availability. 
2. Measurability. 
3. Robustness in transmission 
4. Resistance to attempted disguise or mimicry. 
5. High between-speaker variability. 
6. Low within-speaker variability. 
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Availability and measurability are of course prerequisites, i.e. parameters for analysis must be 
available and measurable. Criteria 3 and 4 capture the issues regarding robustness to noise, 
both from internal and external sources (as discussed in section 5.3.2). 
 
Criteria 5 and 6 are in a sense the results of an analysis, but can be predicted in advance from 
prior knowledge. That is, previous research and casework experience yield an understanding of 
which parameters serve to discriminate speakers well in a given community. The power of 
discrimination can be measured using for example the F-ratio. The ratio measures whether the 
variances are equal or become higher if the between-speaker variability is greater than the 
within-speaker variability, i.e. the higher ratio the better (Kinoshita, 2001; Kirkland, 2003; 
Alderman, 2005).  
 
To establish which measure for a parameter, such as F0, is the most robust, one can create 
tests in different ways. By adding different kinds of noise (i.e. variation) to the parameter and 
then using different measures, it is possible to investigate which one produces least deviation 
from a gold standard, i.e. generates the least within-speaker variation. The gold standard could 
be the true value if that is known, or the value without any noise-producing variation. When the 
most robust measure is found, it is natural to proceed to test the variability of the measure from 
a forensic perspective, meaning by calculating the within and between variation for a suitably 
large reference population. For a forensic analysis, one can attempt to calculate the differences 
between samples and a relevant reference population. It is important to always consider the 
differences and similarities between the samples, but by using the reference population 
typicality is considered too, i.e. how common that specific similarity or difference is compared to 
a similar pool of speakers. A suitable framework for forensic evaluation is the Bayesian 
likelihood ratio framework. If it is possible to record or collect enough suitable reference data, it 
is possible to calculate likelihood distributions for a parameter. However, sufficient forensically 
realistic data is hard to find and tedious work to collect. A likelihood ratio (LR) between two 
competing hypotheses, often referred to as the prosecution and the defence hypothesis 
(Champod & Evett, 2000; Champod & Meuwly, 2000; Kinoshita, 2005), can then be calculated 
using the data from known, disputed and reference samples and be presented as the result of a 
forensic analysis. The work of estimating the discriminative power of speech parameters such 
as formants and F0 have been attempted by several researchers. To be able to correctly 
express an outcome from a test using formants, some way of calculating the LR in a multivariate 
way is needed (Rose, 2010). It is also possible to use discriminant analysis to investigate the 
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power of a parameter using a general LR as a discriminant function (Evett, Scranage & Pinchin, 
1993; Kinoshita, 2001; Meuwly & Drygajlo, 2001; McDougall, 2004, 2006). However, it is not 
clear how to calculate the LR, even though there are suggestions (Aitken & Lucy, 2004; 
Morrison, 2009). In Rose (2002) an attempt is made using a univariate formula developed for 
glass fragment comparisons (Aitken, 1995) applied to analysis of fundamental frequency (F0). 
Kinoshita (2005) showed that Lindley’s formula, which leaves out the multi-session variation 
present in speech data, works, as it produces realistic LRs for F0. The LRs produced were close 
to unity and the conclusion was that F0 will not produce evidence that strongly supports any 
hypothesis within forensic speaker comparison. Measures used for fundamental frequency such 
as mean and standard deviation have been shown to be very unstable (Traunmüller & Eriksson, 
1995) and using a univariate model is a very crude way to model F0 variation, which is the main 
weakness of the formula. When the strength of another acoustic measurement such as vowel 
formants is measured, the aspect of variation becomes even more complicated and new ways 
were tested to calculate a LR. Alderman (2005) attempts to apply one of Lindley's formulae to 
formant data, with some degree of success. To correctly cover the type of variation, further 
elaboration on how to calculate LRs for formants were tested using Multivariate Kernel Density 
(MVKD) published in Aitken & Lucy (2004). This is another formula intended for the forensic 
analysis of glass fragments. It has been tested for forensic voice comparison purposes in 
calculating multivariate LRs in several studies (Ishihara & Kinoshita, 2008; Rose, Kinoshita & 
Ishihara, 2008; Kinoshita, Ishihara & Rose, 2009; Morrison, 2009; Morrison & Kinoshita, 2008; 
Rose, 2006) and was recently compared to a system using a UBM-GMM approach from 
automatic voice recognition (Reynolds, 1995, cited in Morrison, 2011). The different aspects of 
expressing evidence and the application of the formulae will be discussed to some extent in the 
following sections.  
5.3.2.1 Fundamental Frequency 
Fundamental frequency has been a central physical feature in the area of forensic speaker 
comparison for a long time. As descriptors of individual differences in fundamental frequency, 
long-term distribution measures such as arithmetical mean and standard deviation have often 
been suggested (Rose, 2002). These measures depend on duration, however, and there is no 
general agreement on what minimum duration is required to yield reliable results. (Horii, 1975) 
suggests that recordings should exceed 14 seconds. In other studies, ranges from 60 seconds 
(Nolan, 1983) up to 2 minutes (Baldwin & French, 1990) are suggested as a minimum.  Rose 
(2002) reports that F0 measurements “/.../ for seven Chinese dialect speakers stabilised very 
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much earlier than after 60 seconds”, the duration suggested by Nolan (1983), implying that the 
values may be language specific. Braun (1995) further discusses the problem of minimum 
duration, suggesting that it is dependent upon psychological or physiological factors, but 
mentions that 15-20 seconds is sufficient “/.../ if the communicative behaviour may be 
considered ‘normal’”. Positive skewing of the F0 distribution for a speaker is typical (Jassem et 
al., 1973). This means that the values will not be symmetrically distributed around the mean, but 
more values will end up on the higher end than the lower. Since it has been shown that the 
standard deviation increases with differences in speech liveliness (Traunmüller & Eriksson, 
1995), this factor will influence the mean since the distribution is shifted upwards with more 
liveliness and thereby automatically increases the mean. In order to make the measure 
insensitive to this kind of variation, a different measure needs to be used. Braun (1995) 
mentions noise (in a wider sense) as something affecting the measurement of F0. In forensic 
cases, the questioned recordings and the reference recording are often different both with 
respect to speech style and audio quality. Using the traditional measures for describing 
fundamental frequency level, such as mean or median values, may therefore yield misleading 
results. The intra-speaker variation is affected by paralinguistic and other factors as has been 
very well described. Braun (1995) categorises the variations as technical, physiological or 
psychological factors. Tape speed, which perhaps surprisingly is still an issue for forensic 
samples, and sample size are examples of technical factors; smoking and age are examples of 
physiological factors, while emotional state and background noise are examples of 
psychological factors. In spite of all these sources of variation, fundamental frequency has 
nevertheless been studied a lot and claims have been made that it can be a successful forensic 
phonetic parameter (Atal, 1972; Baldwin & French, 1990; Hollien, 1990; Künzel, 1987; Nolan, 
1983; Rose, 2002). Another obvious problem is that F0 (mean) has a roughly normal distribution 
across the population (Lindh, 2006), hence its forensic value is inherently limited and could only 
offer any contribution FSC when extreme values are present. Therefore other properties of F0 
are examined here and not simply the mean. 
5.3.2.2 Formants 
One of the main types of analysis performed by examiners within forensic speaker comparison 
has traditionally been vowel formant analysis. A formant can be described as the centre peak of 
the acoustic energy generated by the resonant frequencies resulting from how a speaker’s 
supralaryngeal cavities are configured. The three lowest frequency formants are the ones 
mostly connected to how we articulate and perceive vowels. The formants are not just 
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connected to the way our cavities are configured, but also connected to our biological build, i.e. 
formants are connected to the structure (anatomy and physiology) of the supralaryngeal 
articulators.  
 
Since these physically connected frequencies with the highest amplitude are rather variable, a 
range of sources of intra-speaker variation have to be dealt with when measuring them. 
Measuring and comparing formant frequencies is problematic. The research on formants in 
forensic phonetics and the effect of measuring them started earlier than the research and 
contributions of Nolan (1983). LaRiviere (1975) showed that formants and F0 contributed to 
aural speaker comparison judgments using a small data set of vowels. Further, in a study of 
American English, Goldstein (1976) calculated F-ratios using formants to see which parameter 
was the best discriminator, and F2 in [r] was shown to be the most effective feature. An 
identification task using only the two best features showed 12 errors out of 80 tests. The tests 
by Murry and Singh (1980) showed that listeners use vowel information mainly to discriminate 
between vowel pronunciation by different speakers, while the results of Brown (1981) indicate 
that voice similarity (on synthetic speech) was judged on the basis of F0, formant mean and 
bandwidth. Other intra-speaker effects influence formant values and trajectories, such as 
speaking rate (Imaizumi & Kiritani, 1989), timing (Eriksson & Wretling, 1997), context variation 
(Ingram et al., 1996; Mullennix, Johnson & Topcu, 1991) and vocal effort (Traunmüller & 
Eriksson, 2000). Nolan and Oh (1996) made an attempt to spot differences between twins using 
formants, but without much success. A few experiments have been made to correlate formants 
(and other parameters) with speaker size. Only weak correlations were obtained in respect of 
height (Greisbach, 1999). Little or no correlation was found by Dommelen & Moxness (1995).  
 
The turning point in using formant measurements in speaker-comparison casework came in the 
nineties, when acoustic analysis became more important, and crucially much easier due to 
technical development, in conjunction with auditory analysis (Ellis, 1990; French, 1994; Nolan, 
1990). Software development speeded up the process and in the UK, measuring formants was 
for a time (ca. 2007-12) in effect obligatory when performing speaker comparison9. Quite early 
on, it became obvious that comparing recordings from taped interviews and intercepted 
telephone conversations was problematic (Rathborn, Bull & Clifford, 1981). More recently, GSM 
telephony has become another problem (Harrison, 2004), but in the beginning no difference in 
                                                
9 The Queen v Anthony O'Doherty 19/4/02 ref: NICB3173. Court of Criminal Appeal Northern 
Ireland. 
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performance for speaker verification systems was reported (Kuitert & Boves, 1997). It was also 
shown that listeners performed better than automatic systems (Schmidt-Nielsen & Crystal, 
1998). The effects of the telephone filter were tested as a consequence, and Künzel (2001) 
found that the lower cut-off frequency for the bandpass filter creates an artificial upward shift for 
the centre frequencies. The effect was shown for all German vowels tested except /a/, for which 
the higher F1 was unaffected. The effects were then further discussed in a forensic (and 
somewhat dialectal) perspective. The study was interpreted as an attempt to exclude the 
measurements of formants for forensic speaker comparison purposes, but that was however not 
the purpose (Nolan, 2002b). The Künzel (2001) study only shows a significant effect on F1, 
which implies that caution should be exercised when measuring that formant, while higher 
formants would presumably remain unaffected (Künzel, 2002). Byrne and Foulkes (2004) 
measured the mobile phone effect on formants and the results showed similar effects on F1, 
less or no significant overall effect on F2 (even though most tokens were affected in some way), 
while F3 could be affected if high enough to be affected by the upper cut-off filter effects. The 
importance of measuring formants despite the effects is discussed in the frame of a forensic 
case in Nolan & Grigoras (2005). Further elaborated tests on GSM transmitted speech was 
tested in Guillemin & Watson (2008) and significant effects were found, especially when formant 
frequencies were automatically extracted. It is still not clear how robust the extraction of formant 
measurements is or which measurements should be extracted for comparison between vowels 
produced by different speakers, i.e. two criteria are not fulfilled for a reliable parameter in 
forensic casework.  
 
The solution in casework for the variation of the parameter has so far been to use manual 
intervention when measuring formant frequencies. How reliable it is to measure formants 
manually is not clear from the literature. However, recent research (Harrison, 2013) has shown 
that by using an optimal set of LPC (Linear Predictive Coding) coefficients for the specific vowel 
type, by being aware of possible errors and by using manual correction, errors can be kept to a 
minimum. In Ishihara & Kinoshita (2008); Rose et al. (2008); Kinoshita et al. (2009); Morrison 
(2009); Morrison & Kinoshita (2008) and Rose (2006), formants are measured with manual 
checking and the discriminative value of the parameter is measured by strength of possible 
evidence using multivariate likelihood ratios. A multivariate likelihood ratio is however an 
improvement over the univariate likelihood ratio first used for formants in Kinoshita (2001).  
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Formants were early on considered to be one of the most promising parameters for forensic 
speaker comparison and they were also shown to have discriminative power using the F-ratio 
(Wolf, 1972), but unfortunately only for very small data sets. Kinoshita (2001) also used this 
approach (i.e. F-ratio) to select the most discriminative values for different vowels produced by 
13 male speakers of standard Japanese on two occasions. The discriminative power of the 
measure is, however, difficult to calculate using such a small data set. The test of formants as a 
discriminative parameter is further elaborated in Alderman (2005) using the Bernard data for 
Australian vowels as a background model of the formant distribution. However, that data from 
170 male speakers was manually measured in the late sixties. The error rates for the 
measurements are unknown (Bernard, 1970). Alderman (2005) further describes the lack of 
intra-variation data as a setback of the background data (2-3 tokens per vowel per speaker) as 
well as the non-contemporaneity. In a forensic perspective it must be concluded that it is unclear 
how well formant measurements can discriminate speakers. The estimates presented in the 
different studies show LRs which are rather low, but of course could be a helpful ingredient in 
combination with other tools performing speaker comparison. Instead of using single vowel 
formants several studies have been performed using Long-Term-Formant (LTF) analysis and 
applied in a similar manner as automatic systems (Gold, French & Harrison, 2013; Jessen et al., 
2013). This means that even though a large effort has been made with regard to research on 
the use of formant frequencies in casework, there is still a lot to be done to make them a useful 
parameter. Even the combination of this kind of parameter with an automatic system and other 
analyses produces very little gain in performance for speaker comparison considering the heavy 
workload involved in segmenting and estimating (unless automatic extraction is used). 
 
5.3.2.3 Other Phonetic and Acoustic Features 
Over the years other features have been investigated for the purpose of discriminating 
speakers. Rhythm, intonation patterns, rate of speech and pausing are some examples. Rhythm 
and pitch were tested on listeners in Dommelen (1987); the results showed that the listeners did 
use the parameters, but that it depended on how atypical the specific speaker was. The 
experiment was further elaborated in Dommelen (1990), where pitch was found to be very 
relevant in a speaker discrimination task and speech rhythm least significant. Rhythm has also 
been investigated to some extent for laughter (Bachorowski & Owren, 2001; Bachorowski & 
Smrkovski, 2001; Kipper & Todt, 2001, 2003a, 2003b; Mowrer, LaPointe & Case, 1987; Owren 
& Bachorowski, 2003; Poyatos, 1993; Provine, 1993; Smrkovski & Bachorowski, 2002), 
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research that shows stereotypicality for speakers (Provine & Yong, 1991) and which therefore 
concludes that rhythm can have potential as a discriminatory feature. The pairwise variability 
index (PVI) for measuring speech rhythm or syllable timing of speech (Grabe & Low, 2002) 
should also be mentioned. More recently a group in Switzerland are investigating several 
different measurements of speech rhythm (Dellwo, Leemann & Kolly, 2015; Leemann, Kolly & 
Dellwo, 2014). 
 
When it comes to a feature like speaking tempo, there are several relevant studies, not always 
concerned with forensic phonetics. In Shipp et al. (1992), temporal features and their correlation 
to perceived age are investigated. Johnson, Ladefoged & Lindau (1993) looked at the specific 
articulatory patterns in the production of vowels, while Künzel et al. (1995) investigated the 
relation between tempo, loudness and F0, specifically in the forensic context. Künzel (1997) 
then tried to pin down a more practical approach, measuring pauses (using a minimum of 
100ms) and speaking/articulation rate in three different conditions (spontaneous interview, 
spontaneous conversation and reading neutral text). Speaking rate (SR) can be defined as the 
number of words or syllables produced per unit of time of choice (depending on your data). 
Articulation rate (AR) is the number of syllables per unit of speaking time (i.e. the recorded 
speech minus pauses).  
 
Other interesting parameters investigated are features such as jitter for quantifying voice quality 
or level of hoarseness (Wagner, 1995). Unless very sophisticated automatic methods for 
extraction (such as a high performing phone recogniser) are used, these parameters are time 
consuming (PVI) or difficult (jitter) to measure in noisy environments. A few important studies in 
the field of phonology (Moosmüller, 1997) and intonation (Nolan, 2002a) have also been 
conducted.  
 
5.4 Tools and databases 
Automatic methods are increasingly being used in forensic phonetic casework, but often in 
combination with perceptual acoustic methods. The NIST speaker recognition evaluation 
campaign started as far back as 1996 with the purpose of driving the technology of text-
independent speaker recognition forward, but, also aimed to test the performance of the state-
of-the-art approach and to discover the most promising algorithms and new technological 
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advances10. The aim of the test is to have an evaluation at least every second year, and some 
tools are provided by NIST to facilitate the presentation of the results and handling of the data 
(Martin & Przybocki, 1999). A few labs have been evaluating their developments since the very 
start with improving performance results over the years. The labs that have evaluated their 
system for a longer period of time have generally performed best in the evaluation. To develop a 
working system three basic parts are needed: 
 
1. Parameter extraction - feature extraction from audio (most often MFCCs, Mel-Frequency 
Cepstral Coefficients, i.e. the coefficients of an MFC vector).  
2. Training - to create models from the extracted parameters. 
3. Testing calculation of distances between parameters extracted and models created. 
 
There are many different ways to proceed through these different steps, which are the steps 
used for the system applied in the different experiments involved in the work presented here. It 
is possible to download and use all programs described and presented here as they are 
distributed as open source. 
5.4.1 The Terminology for automatic systems 
It is difficult to grasp the terminology in this area of research because terms are used differently 
depending on whom you are talking to or what you are reading. It depends on the person’s 
background and the attitude toward certain methods. In this thesis, there are several terms that 
need a detailed description or definition, especially when it comes to automatic systems. These 
are given in this section. In the commercial sector, automatic speaker recognition has mainly 
been divided into two different branches usually described as text dependent, a system which is 
dependent on what is being uttered by a user when deciding acceptance or rejection, or text 
independent, where a system does not depend on what is being uttered. The term "text 
dependent" means that the system is expecting a specific set of words to be uttered by a 
preregistered user and these words combined with the parameters of the voice will be accepted 
or rejected. A "text independent" system is not expecting any particular set of words, but will 
analyse and compare anything uttered and compare it to stored speaker models. Both these 
types of systems presume that someone is claiming an identity to be accepted by the system, 
which is normally categorised as speaker verification, an AVC or ASC system with an 
                                                
10 http://www.nist.gov/speech/tests/sre/ fetched Jan 12, 2009. 
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incorporated threshold to verify, i.e. accept or reject a user. Speaker verification is a term 
normally used for commercial systems such as gatekeepers or phone access systems etc. Such 
systems differ from others in the sense that they have a certain threshold for acceptance vs. 
rejection depending on a likelihood ratio (LR) score, i.e. the ratio between two competing 
hypotheses as a part of a Bayesian probability test, that is, a score that has to be chosen or 
calculated on a test data set in advance. The threshold is connected to the security level of the 
system, adjusted in line with whether it is more important to avoid false rejections or false 
acceptance.  
 
The term automatic speaker identification is most often used to describe a system used for 
attempts to identify unknown speakers, which is the case in forensic casework. However, due to 
the probabilistic nature of forensic research, the term identification is inappropriate, which is why 
automatic voice comparison (AVC) is introduced and used here instead. AVC refers to a system 
that ignores linguistic and/or phonetic information and solely compares the acoustic vectors in 
hand by statistical measures. It is an estimated biometric calculation of what is in the 
investigated signal. The enormous variation voice is affected by in different situations from the 
same or different voices means an automatic analysis should be completed with several other 
phonetic and linguistic features. When using the term automatic speaker comparison, the 
system should refer to a system that models some sort of phonetic, phonological and linguistic 
features.  
 
When comparing voices in a system, there are situations called open or closed sets. An open 
set is where a whole language community constitutes the possible options for being an 
unknown voice, while a closed set implies that a known and finite set of possible voices. A 
calculation of which one is the closest to the unknown voice is then necessary. 
5.4.2 Parameterization 
The parameterization of early attempts at automatic speaker verification meant classification of 
well-known parameters such as fundamental frequency (Atal, 1972) or linear prediction 
coefficients (Atal, 1974). The very first systems were otherwise averaged output of analogue 
filters and visual matching of short spectrograms (Pruzansky, 1963), sometimes involving 
humans (the voiceprint approach) (Bricker & Pruzansky, 1966). A prototype system was built in 
1976 by Texas Instruments and tested by the U.S. Air Force (Haberman & Fejfar, 1976). In the 
same year, Atal made a summary of the techniques and parameterization tested so far (Atal, 
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1976). The group of speech technology researchers that started the evaluations at NIST drove 
the development forward and (as mentioned) in 1996 the annual evaluations of systems 
started11. The approach has diachronically been to try and model the voice in different manners 
and with the tools available at the time. Early research showed that the intra-variability for a 
parameter such as F0 is somewhat discriminative for a small set of speakers, but that a useful 
model of the vocal tract would most likely be more attractive (Atal, 1972). The formants then 
became obvious candidates for being valuable to model. When automatic systems are 
discussed, one must generally be aware that they are merely statistical machines and the result 
will always depend on what parameter one feeds them with. 
 
Extraction of features in speech contains several layers of problems, starting with the audio 
quality of (most often) digitalised audio. In forensic audio, one will run into many different kinds 
of audio recordings made in many different environments. The biggest problems come with the 
different compressed formats such as mp3. To compress audio and decrease file size, 
information is removed. More or less successful algorithms succeed in removing redundant 
data, most often defined as information not detectable by the ear ("beyond the auditory 
resolution ability")12. However, some of the measurable features in speech might also be 
removed, such as formant frequency information. To be able to handle the different formats, the 
systems must have technical ways of normalising or taking care of only the relevant (i.e. 
information rich) parts of the speech data, not necessarily the same information used when 
interpreting the auditory signal. A second, just as relevant, problem is the variation induced by 
different microphones, which has to be modelled. After considering the variation from the 
different audio formats and recording equipment, there is the environmental "noise" from where 
the recording took place, which has to be taken into account.  
 
The most common features in automatic voice comparison systems are as mentioned Mel-
frequency cepstral coefficients (MFCC). These coefficients create a Mel-frequency cepstrum 
(MFC), which is a representation of the power spectrum of a sound (slice) by a transformation of 
the log power spectrum on a Mel-frequency scale13 of a signal. This cepstrum is a short-term 
power spectrum of a signal (sometimes referred to as a non-linear spectrum of a spectrum) 
originating from a variation of Fourier transforms (FT), a mathematical operation that 
                                                
11 http://www.itl.nist.gov/iad/mig/tests/sre/  
12 http://en.wikipedia.org/wiki/MP3  
13 http://en.wikipedia.org/wiki/Mel-frequency_cepstrum  
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decomposes a signal into its constituent frequencies. FTlog FT𝜏 (Bogert, Healy & Tukey, 1963), 
where 𝜏 is a frame window of audio (Oppenheim & Schafer, 2004) (most often 10ms long). The 
nonlinearity is derived from the Mel scale,14 which is a perceptual scale based on listener 
judgments of equal distances between tones (Stevens, Volkmann & Newman, 1937). The 
coefficients therefore work in what the originators would call the quefrency domain (Bogert et 
al., 1963) and formants are related to lower coefficients and the fundamental to the higher ones 
(Gannert, 2007). There are other features such as the Perceptual Linear Predictive speech 
analysis (PLP) (Hermansky, 1990), which is based on a similar technique but is related to the 
perceptual Bark scale, which is based on 24 corresponding critical bands of hearing15 (Zwicker, 
1961). In evaluations, PLPs have been shown to perform similarly to MFCCs (Psutka, Müller & 
Psutka, 2001). 
 
Classical visualisation of speech is made using a spectrogram,16 which is a time-varying 
representation of spectra. Time is on the x-axis, frequency on the y-axis and the energy is 
displayed in a grey scale, i.e. the darker the more energy. The spectrum is the digital Fourier 
transform of a signal.17 To get a better overview of the spectral shape of a sound over a time 
period, it is possible to average the energy in every frequency band with a certain bandwidth: 
this is called a Long Term Average Spectrum (LTAS).18 In comparison with the spectrogram, the 
MFC can be displayed in the same manner by plotting the grey scale of the level of each 
coefficient for each frame on the time scale. 
 
                                                
14 http://en.wikipedia.org/wiki/Mel_scale  
15 http://en.wikipedia.org/wiki/Bark_scale  
16 http://en.wikipedia.org/wiki/Spectrogram  
17 http://www.phys.unsw.edu.au/jw/sound.spectrum.html  
18 http://www.fon.hum.uva.nl/praat/manual/Ltas.html 
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Figure 2. Spectrogram, spectrum, Long term average spectrum (50Hz bins) and 12 coefficient 
MFCCs of a sustained schwa, neutral vowel, recorded by the author. 
 
Before actual extraction of features is performed in a generic automatic system, an energy 
detection is performed. Usually this means finding the speech data in a signal and ignoring the 
silent parts. In the parameterization step, a normalisation procedure to avoid the influence of 
environmental noise is performed using cepstral subtraction. Feature normalization can be used 
to reduce the mismatch between signals recorded in different conditions. Normalization consists 
of mean removal and eventually variance normalization19 (Guillaume, 2004). This is a rather 
crude normalisation as it presumes that environmental characteristics over a signal are 
constant.  
5.4.2.1 Modelling voices 
When the extraction of the basic parameters has been performed, a system has to model single 
voices as well as groups of voices to be able to measure distances for both similarity and 
typicality. The most generic way to do this is to use the UBM-GMM technique (Reynolds et al., 
2000). A Gaussian Mixture Model (GMM) is a kind of clustering technique where a mixture 
model20 is a probabilistic unsupervised technique to represent the presence of subpopulations 
within an overall population. This is done using expectation maximisation (EM).21 In statistics, an 
expectation maximization algorithm is an iterative method for finding maximum likelihood or 
maximum a posteriori (MAP) estimates of parameters in statistical models, where the model 
depends on unobserved latent variables. In statistics, latent variables (as opposed to 
observable variables), are variables that are not directly observed but are rather inferred 
(through a mathematical model) from other variables that are observed (i.e. directly measured)22 
                                                
19 http://www.irisa.fr/metiss/guig/spro/spro-4.0.1/spro_2.html  
20 http://en.wikipedia.org/wiki/Mixture_model  
21 http://en.wikipedia.org/wiki/Expectation-maximization_algorithm  
22 http://en.wikipedia.org/wiki/Latent_variable  
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(here the mixture models). The universal background model (UBM) is a large GMM trained to 
represent the voice-independent distribution of features in an AVC system. This large GMM is 
trained with an expectation-maximization algorithm (EM) (ten iterations) to represent the 
speaker-independent distribution of features. The idea is to cover the general characteristics of 
a given population (i.e. the voices you have chosen to represent your system's world of 
features). This large model is used as a starting point for training voice models tested by the 
system. To train these voice models (not present in the UBM), a different technique is applied 
called maximum a posteriori.23 In Bayesian statistics, a maximum a posteriori probability (MAP) 
estimate is a mode of the posterior distribution. A more detailed overview of the technique can 
be found in Gannert (2007). 
5.4.3 General Performance and Evaluation of Automatic Systems 
There are different ways to evaluate an automatic system, especially when it comes to the text-
independent systems, which are generally used in a forensic context. In this context, it must be 
considered how well the systems perform under different conditions to be useful. Doddington 
(1985) highlights this question as early as the mid-eighties. He further elaborates on the 
difficulties of mismatched conditions and the NIST evaluation 1998 (Doddington, Przybocki, 
Martin & Reynolds, 2001) using DET (Detection Error Trade-off). A detection error trade-off 
graph is a graphical plot of error rates for binary classification systems, plotting false reject rate 
vs. false accept rate curves24, which plot missed detections and false alarms for a system's 
performance. The DET curve is one common way to compare different systems and is the 
follow-up to the ROC curve25 (receiver operating characteristic). A receiver operating 
characteristic (ROC) curve is a graphical plot of the sensitivity, or true positive rate, vs. false 
positive rate for a binary classifier system as its discrimination threshold is varied. It is used to 
plot false alarm probability on the X-axis and detection rate on the Y-axis (linear scale) (Fawcett, 
2004). 
 
                                                
23 http://en.wikipedia.org/wiki/Maximum_a_posteriori_estimation  
24 http://en.wikipedia.org/wiki/Detection_Error_Tradeoff  
25 http://en.wikipedia.org/wiki/Receiver_operating_characteristic  
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Figure 3. Example of ROC curve comparison between two example systems. 
 
Martin, Doddington, Kamm, Ordowski & Przybocki (1997) argue that the DET curve gives better 
visual information on the normality of the scores (normality equals straighter line), which gives 
information on the error type involved. This is the normal way to report improvement or testing in 
speaker-verification research. The point where the false alarm probability and the miss 
probability are the same is called the Equal Error Rate (EER)26, i.e. the rate at which both 
accept and reject errors are equal. When one wants to evaluate a system and has access to a 
database, there are packages provided by NIST to plot the results and compare different 
versions of your system (or compare against other systems) in Matlab27 or Gnuplot28 as well as 
a lot of other useful tools.29 In this way, system performances are compared both within groups 
and between groups during the NIST evaluations. Some other evaluations have been performed 
such as EVALITA30 and there has been evaluation with a more forensic approach by a Dutch 
initiative (van Leeuwen & Bouten, 2004). The best performing system in that forensic evaluation 
showed an EER of 12.1% (where the test material was wiretapped recordings from real Dutch 
police investigations) and the best result was obtained from the test using 15-second test 
recordings and 60 seconds of training data. Since then, systems have improved. More difficult 
tasks have been tested. Mismatched conditions have been tested too, which, as mentioned, are 
                                                
26 http://www.griaulebiometrics.com/en-us/book/understanding-
biometrics/evaluation/accuracy/matching/interest/equal  
27 http://www.itl.nist.gov/iad/mig/tools/DETware_v2.1.targz.htm  
28 http://www.itl.nist.gov/iad/mig/tools/gnu_detwaretarZ.htm  
29 http://www.itl.nist.gov/iad/mig/tools/  
30 http://evalita.fbk.eu/  
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common in forensic material. Different audio formats, some compressed and different channels 
such as landline telephone recordings vs. interrogation room recordings and GSM recordings 
have been tested. From a technical point a view, several sessions of recordings from the same 
speaker in different mismatched conditions would be needed to appropriately model one single 
speaker. However, different compensation techniques have shown promising results both 
theoretically, in publications such as Alexander (2005) and practically implemented in the open-
source system used for the studies in this thesis, in publications such as Matrouf, Scheffer, 
Fauve and Bonastre (2007). In a follow-up, it was even shown that some of the mismatching 
could be compensated by using a weight-based factor analysis to model inter-session 
variability, regardless of whether you have same speaker data. With different normalisation 
techniques an EER as low as 1.62% was achieved using the NIST 2005 speaker-recognition 
evaluation material (McLaren, Matrouf, Vogt & Bonastre, 2008).  
 
When it comes to forensic systems, it is somewhat different, however. First of all a measure of 
"goodness" and calibration is needed. The Cllr (Log Likelihood Ratio Cost) is such a measure 
(Brümmer & du Preez, 2006).  Cllr is a measure of the overall strength of support of all the log 
likelihood ratios for all comparisons in an evaluation of a system and penalises errors according 
to their magnitude. The lower the Cllr the better validated the system is. Usually Tippett plots 
then graphically show how well a system separates the comparisons. An example is given in 
Figure 4. Same speaker comparisons (SS) are represented by the blue curve (to the right) and 
the different speaker comparisons (DS) by the red (to the left). The x-axis represents the log LR 
scores and the y-axis the cumulative proportion of comparisons at or beyond the x-axis value. In 
the figure the SS values to the left of the 0 point and the DS values to the right of the 0 point are 
discrimination errors. The EER can be inferred by the crossover point, i.e. in Figure 4 the EER is 
approximately 10%. 
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Figure 4. Example of a Tippett Plot. 
 
To be able to demonstrate proper reliability and validity of a forensic system this kind of 
evaluation is suggested (Morrison, 2011). The evaluations provide us with important information 
about the improvements and drawbacks of automatic systems. Commercial systems can use 
the evaluations as a quality check and marketing material if their performance is good. 
However, this type of evaluation does not establish what types of mistakes are made, whether 
the same mistakes persist across different systems or after improving a single system. Many 
engineering studies focus on the fact that different statistical techniques are applied and 
performance is affected, but many times without a prior theoretically based hypothesis. Most 
improvements are also hard to compare since a different system might have been used to 
implement the same technique but get a different result, possibly depending on system 
architecture or the test material. One way to deal with that kind of problem is evaluating new 
techniques and algorithms using open-source software. The following subsection presents such 
a system, which is also the software used for the studies in this thesis. 
 
5.4.4 ALIZE - an open-source platform for biometrics 
As one way of improving system development and evaluation the Avignon group made available 
their system, ALIZE, under an open-source LGPL licence31 (Bonastre et al., 2005; 2008). ALIZE 
                                                
31 http://www.gnu.org/licenses/lgpl.html  
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is a platform for building biometric applications, demonstrators and/or research. The platform 
was originally based on a generic UBM-GMM approach, but also contains functionality for using 
very recent advances in speaker recognition, such as latent factor analysis, SVM supervectors, 
unsupervised adaptation and more recently the i-vector technique. While the performance of the 
basic technology is tested within the NIST evaluation, several other applications and tools have 
been developed. ALIZE is the umbrella for all developed packages that could be included in the 
users own application or framework. A thorough description of an experimental setup is given in 
(Mayoue, 2008). The system used in all experiments for this thesis has a similar setup. 
 
 
Figure 5. Standard setup for an experiment using ALIZE (reproduced from Mayoue, 2007). 
 
The feature extraction can effectively be handled by SPro, an open-source signal processing 
toolkit (Guillaume, 2004). In this case, MFCCs are used, calculated on 20ms Hamming windows 
with a 10ms shift. For every frame a 19-element vector is calculated together with first and 
second (acceleration) order deltas. In addition energy and delta energy are used. This is applied 
to wav pcm files with a sampling rate of 16 kHz without bandwidth limitation. This gives a 19 
(MFCCs) x 3 (with 1st and 2nd order derivatives) +2 (energy + delta energy) = size 59 feature 
vectors. In ALIZE, energy detection is applied using X of the windows with most energy. This 
procedure is, however, not used for our system. Instead a simple energy detection is applied in 
a pre-processing step using all frames meeting criteria >-25dB and >100ms. This was applied 
using a script implemented in Praat (Boersma & Weenink, 2007). The retained frames' features 
are then normalised on both mean and variance. The Gaussian Mixture (also so-called “world”) 
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Model (UBM) is trained in beforehand using the EM algorithm and 512 mixtures32 on 2 minutes 
net of spontaneous speech from each of 628 male speakers in the SweDia dialect database 
(Lindh & Eriksson, 2009). Training the target models was done by adapting the parameters of 
the UBM using the speech from the target and maximum a posteriori (MAP) estimation. For the 
target model training, again 512 mixtures are used and log energy coefficient discarded. The 
MAP method used is the MAPOccDep approach (the random variable to be estimated is 
computed by a linear combination of its value in the world model and the value obtained by an 
EM algorithm on the data). This method takes into account the a posteriori probability n for each 
Gaussian. The weights of this combination are provided by the option MAPRegFactor r (n/n+r 
for the world model and 1-n/n+r for the target model) (Mayoue, 2007). 
5.4.4.1 Integration of Phonetics and Linguistics in AVC - A Forensic Perspective 
A major difficulty for closer integration of phonetic and ASR methods lies in the fact that one 
must know which parameters are dependent or independent of each other to be able to fuse 
them correctly in a Bayesian framework of a forensic AVC system. Some attempts in the 
research on automatic systems have been made, where some were more successful than 
others. The Super-SID project33 at MIT yielded a system using, for example, intonation modelled 
as bigrams (Reynolds et al., 2003) and phone duration models to improve their automatic 
system (Adami & Hermansky, 2003). The fused system (i.e. the combination of an automatic 
system and linguistic information) yielded better results, where the optimal system gave an EER 
of 0.22% (Reynolds et al., 2003). This project shows that there are ways to improve systems 
using high-level (i.e. linguistic) knowledge even though it is not clear how or what units to use to 
make the systems optimal. When it comes to a forensic integration, there is so much information 
and variation to be handled and modelled that it would be unwise to presume that one can be a 
completely ultra-objective bystander feeding a system with the necessary inputs to decide the 
strength of the evidence. However, this does not mean that one should not strive to find the 
optimal features and measures and find out how to extract them in the most robust manner. 
Currently a system used for forensic purposes should not include phonetic or linguistic input 
because the degree of dependence or independence of different components is not known, thus 
risking undue weight to be introduced to elements of the system. Speaking parameters can then 
be treated separately through perceptual analysis and be combined at a later stage of analysis. 
Voice parameters on the other hand can provide useful information in forensic cases and if a 
                                                
32 The log energy coefficient is discarded when building the model. 
33 Exploiting High-level Information for High-performance Speaker Recognition. 
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system attempts to quantify the differences between relevant speakers in a population, it can be 
a valuable tool. 
 
One important development in bringing together perceptual speech parameters and 
automatically analysed voice parameters occurred in 2010 at the NIST evaluation with the 
inclusion of Human Assisted Speaker Recognition (HASR) (Greenberg et al., 2010). 
Massachusetts Institute of Technology (MIT) Lincoln Labs and United States Secret Service 
(USSS) jointly developed a phonetic expert system in conjunction with an automatic system 
called Super Phonetic Annotation and Analysis Tool (SPAAT), which showed very promising 
results using 15 of the most difficult trials in the bigger NIST corpus (Schwartz et al., 2011a). 
Their results and methodology encourage more research on the integration and weighting 
between strengths and weaknesses from the two approaches. 
5.4.5 Plugin and Database 
During the research reported here, several tools and databases were developed.  The general 
aim has been to use open-source software as far as possible. This was done for reproducibility 
purposes, but also to be able to understand underlying processes and to be able to adjust and 
develop the tools needed for the purposes of the thesis, i.e. both for research and practical 
casework. The tools are described thoroughly in each study; however, a plugin developed for 
more general use is described here together with a description of the database used for the 
development of the universal background model. 
5.4.5.1 Praat Plugin developed for the thesis 
The Praat program is an open-source software (GPL34) for phonetic and acoustic analyses 
(Boersma & Weenink, 2007). The open-source package frequently releases stable versions for 
Windows, MacOsX and Linux. It has modules for several different research purposes, including 
speech analysis, labelling and segmentation, speech synthesis, listening experiments, speech 
manipulation, learning algorithms, statistics and graphics, and it is all highly programmable 
through its own scripting language35 or through a subroutine called sendpraat.36 An easy way to 
implement a structure and framework is to use the plugin mechanism for the scripting language. 
                                                
34 http://www.gnu.org/licenses/gpl.html  
35 http://www.fon.hum.uva.nl/praat/manual/Scripting.html 
36 http://www.fon.hum.uva.nl/praat/sendpraat.html  
 
 
 60 
The possibilities the Praat program offers are almost inexhaustible. The following plugin was 
developed to facilitate the research in this thesis. 
5.4.5.1.1 The ALIZE AVC plugin 
AVC is (as already mentioned) an acronym for Automatic Voice Comparison. Automatic 
methods are increasingly being used in forensic phonetic casework, but most often in 
combination with perceptual and acoustic methods. For the studies in this thesis using an 
automatic system, but also as a tool for visualisation and demonstration, text-independent voice 
comparison using ALIZE was implemented as a plugin to Praat and first presented in Lindh 
(2009). The purpose of this tool was to create an implementation that was as easy as possible 
to use, so that people with phonetic knowledge could use the system, perform research or 
develop it further for forensic casework.  
 
A UBM-GMM technique (Reynolds et al., 2000) was applied with compiled binaries from the 
ALIZE toolkit (Bonastre et al., 2008; 2005). A standard setup was made for placing data within 
the plugin. On the top of the tree structure, several scripts controlling executable binaries, 
configuration files, data etc. were created with basic button interfaces that show up in a given 
Praat configuration. The scripts were made according to the different necessary steps that have 
to be covered to create a test environment for comparing voices and rank the likelihood ratios in 
the output from the system. First of all, some kind of parameterization had to be made of the 
recordings at hand. In this first implementation, SPro (Guillaume, 2004) was chosen for 
parameter extraction as there was already support for this implemented in the toolkit. There are 
two ways to extract parameters: either you choose a folder with audio files (preferably wav 
format, although other formats are supported) or you record a sound in Praat directly. If the 
recording is supposed to be of a user of the system (i.e. using the system for verification 
purposes), a scroll list with a first option “New User” can be chosen. This function will control the 
sampling frequency and re-sample if the sample frequency is anything other than 16 kHz 
(default), and perform a frame selection by excluding silent frames longer than 100 ms before 
19 MFCCs are extracted and stored in a parameter file. The parameters are automatically 
energy normalised before storage. The name of the user is also stored in a list of users for the 
system. If you want to add more users, you go through the same procedure again. When you 
are finished, you can choose the next option in the scroll list called “Train Users”. This 
procedure will check the list of users and then normalise and train the users using a background 
model (UBM). The individual models are trained using MAP (explained in 5.4.2.1 Modelling 
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voices). This procedure requires that you already have a trained UBM. However, if you do not 
have one, you can choose the function "Train World” which will take your list of users (if you 
have not added others to be included solely in the world model) and train one with the default of 
512 Gaussian mixture models (GMM). The last option on the scroll list is instead “Recognise 
User”, which will test the recording against all the models trained by the system. A list of raw 
(not normalised) likelihood ratio scores gives you feedback on how well the recording fitted any 
of the models. In a commercial or fully-fledged verification system, you would also have to test 
and decide on a threshold for acceptance or rejection, but that is not the aim of this plugin. 
5.4.6 UBM Database 
To make any kind of quantitative judgement on the discriminative power of parameters used for 
forensic phonetics, empirical knowledge about the real world is needed. Databases of different 
kinds can provide us with statistics and opportunities to investigate how well a hypothesis holds. 
For evaluating the precision and accuracy of a parameter, the Bayesian framework is excellent 
(Rose, 2002). For the research carried out for this thesis many different databases have been 
used. The purpose has not primarily been to attempt to define a measurement of how 
discriminative every parameter is, but rather a more descriptive approach has been adopted. 
This is mainly because the data has not been ecologically valid, i.e. it is not casework material 
with non-contemporary recordings (i.e. multiple recordings of individuals made after some time 
delay, to replicate the fact that in real cases the evidential and reference samples are often 
separated by months or even years).  
5.4.6.1 SweDia 
The database used for training the UBM for the purposes of the thesis is SweDia. This database 
consists of recorded speech material from 107 Swedish locations. The recordings were made 
as part of a research project carried out as a joint effort by the departments of linguistics at 
Umeå, Stockholm and Lund universities. The research project was funded by the Bank of 
Sweden Tercentenary Fund for the period 1998-2003. The full title of the project was The 
Phonetics and Phonology of the Swedish Dialects around the Year 2000.  
 
Most of the recordings were made during the summer of 1999. The recording locations were 
evenly distributed over Sweden and the Swedish-speaking parts of Finland, taking into account 
both geographical distribution and population density. For each location twelve speakers were 
recorded, representing two age groups - young adults aged 25-35 and an older generation, 
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aged 55-65, approximately equivalent to the parent generation of the younger speakers. Both 
age groups consisted of three male and three female speakers. In the figure below the 
geographical distribution of all the recording locations can be observed. 
 
 
Figure 6. The geographical spread of all places where SweDia recordings took place. 
 
There are other dialect databases with a comparable number of speakers and dialects but this 
database has certain unique properties: 
 
● Synchronic: All recordings were made within a narrow and very precisely defined time 
slice. That means that they represent the dialectal variation within the Swedish-speaking 
community at a precisely defined moment in time. 
● Consistent: The recorded material has three parts that contain precisely defined speech 
material meant to represent three fundamental, phonological properties of Swedish: the 
quantity system, the accent system, and the phoneme inventory. This means that it is 
possible to analyse and compare speech material that is identical for all dialects. 
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● Complete: In addition, the database contains approximately 30 minutes of spontaneous 
speech per speaker, corresponding to 80-100,000 running words per dialect when 
transcribed. This part provides information about how the various phonological rules are 
implemented in everyday casual speech. 
 
The database may also be used for morphological and syntactic studies. These different, well-
controlled components make the database a unique source of information for answering 
research (or case) questions of typicality, i.e. the breadth of distribution of different parameters 
in a varied and detailed way.  
 
There are several fundamental scientific questions that may be addressed in a fruitful way by an 
analysis based on data of the kind contained in the SweDia database. One such question which 
has played a central role in the SweDia project will be described in some detail. In traditional 
dialectology, geographical dispersion and isolation of groups of speakers as well as renewed 
contact as a result of migration are considered the driving forces behind linguistic variation and 
change. There is no doubt that those factors are important, but is that all there is? If it were, 
then variation and change could take any direction and the end result would appear more or 
less chaotic. That is not the case, however. Linguistic laws must exist which govern 
development and change, constrain variation and make certain choices more likely than others. 
A basic tenet in the SweDia project was the belief that those laws and constraints can be 
discovered, described and tested. Interesting results have been obtained by approaching the 
description of regional distribution from an angle that does not assume any particular 
geographically based constraints at all. In three studies, Leinonen (2009), Lundberg (2005) and 
Schaeffler (2005), cluster analysis has been used as a means of constructing dialect “areas” 
based only on individual acoustically grounded phonological properties. The resulting 
geographical areas are defined by dialects whose properties cluster together. In principle this 
could result in a very scattered picture with no obvious geographical coherence. But this does 
not turn out to be the case. On the contrary, dialects group in geographical areas that in many 
cases closely resemble those suggested in traditional dialectology. This would be a rather trivial 
finding if the clustering was based on the same considerations as the traditional analyses, but 
this is not the case at all. In both studies mentioned above, the cluster analyses are based on 
acoustic properties never considered in traditional classifications. This lends support for the 
assumption that dialectal variation is constrained by the compatibility of internal factors. 
Dialectal variation as a function of age and gender of the speaker may also be studied using the 
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SweDia database. Previous studies have shown that these factors play a role, but the size of 
the SweDia database and the fact that the material is identically structured for all speakers 
represented in the database makes it possible to address this question with a greater degree of 
precision than has previously been possible.  
 
Another important area of research is typologically oriented studies of sound systems and 
accent systems. Many examples of such studies can be found by looking at the SweDia 
publication list37 but many more remain to be carried out. 
 
In order to make the speech data searchable, the audio files have partly been tagged (time 
aligned annotation). The tagging consists of text files containing various relevant labels and 
information about where in the sound file the corresponding feature may be found. There are 
several analysis programs available which allow the audio files to be displayed (and listened to) 
with the tag files time aligned with the audio signal in a separate window. The sound format and 
a tag file format are compatible with the two most widely used (freeware) analysis programs, 
Praat and WaveSurfer (Lindh & Eriksson, 2009). The database in its current format needs at 
least 200 GB of disk space. The tools for acoustic research can be used in the open-source 
environment Praat.  
 
To increase the training material for the Universal Background Models (UBM) used here, it is 
important to have access to databases with data representative for the population in question. 
For that purpose, 2 UBMs (1 male and 1 female) were trained on the data from the SweDia 
database. For this an automatic extraction method was created. The program automatically 
trawls through the database and extracts two minutes of spontaneous speech from each 
speaker, which is then used for the UBM training. 109 locations x 3 speakers x 4 categories 
(young and old males and females) = 1308 speakers and 2616 minutes in total. For the studies 
in this thesis only the UBM based on speech from 628 male speakers were used. 
 
 
  
                                                
37 http://www.ling.gu.se/~anders/SWEDIA/publ_eng.html  
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6 GENERAL CONTRIBUTIONS OF THE 
THESIS 
The work has shown that there can be a difference between what can be considered to be voice 
and what can be considered speech, contributing to new ways of looking at this kind of forensic 
comparison. A major contribution is the clarification and investigative research on the 
robustness and distinctiveness of fundamental frequency measures. The thesis is an attempt to 
build a bridge between two separate techniques and research areas, but maybe most 
importantly to demonstrate how to investigate them and apply them to real-world casework. 
Building the bridge allows the possibility of more and new research on the relation between 
perceptual human judgement and statistical, acoustically based methods (often referred to as 
biometric). An understanding of the differences between the two techniques is needed, partly to 
be able to apply them, but also to be able to explain them when undertaking casework and 
presenting evidence in court. Looking back, the cooperation between the linguistic phonetic 
discipline and the engineering community working on automatic acoustic methods has been 
very sparse. With one foot in each discipline, the hope of this work is to take a leap towards 
more intense and important cooperative research. The work done here attempts to clarify 
strengths and weaknesses of the two approaches and show how the two can be used in 
conjunction with each other. Even though a lot more work has to be done on how to combine 
them, maybe the most important thing is to know how to deal with the conflict between them. 
 
6.1 Summary of Findings 
6.1.1 Study I 
The idea that inspired Study I was that a model based on the principles underlying the 
Modulation Theory of Speech (Traunmüller, 1994) could be used to construct a fundamental 
frequency measure that better represents the neutral fundamental frequency level of a given 
voice and at the same time would be more robust to variations in speaking style and channel 
distortions. The hypothesis was that the alternative fundamental frequency baseline is such a 
measure. The results from the study lend support to this hypothesis. The results showed that 
 
 
 66 
the effects of channel distortion in the speech samples were almost completely neutralised by 
using the alternative baseline approach. In the experiment where vocal effort was varied, 
however, a constant fundamental frequency is not to be expected. In this case, the alternative 
baseline approach still gave a better and more detailed picture of the effect of variation in vocal 
effort level on fundamental frequency. It is clear, however, that raising vocal effort level will 
readjust settings of phonation and increase the baseline level. It is thus possible to conclude 
that for all conditions tested here the alternative baseline method seems to be the most reliable, 
and that the remaining errors in general seem minimal. In contrast, using the mean or the 
median often produced substantial errors. The mean shows the highest standard deviation, the 
median slightly less and the alternative baseline even less. Modelling creakiness must, 
however, be done separately as it presents a potential problem when the amount of creakiness 
affects the percentage of values used to extract the alternative baseline. Possibly using the 
alternative baseline as a point of origin of voice can help further research on modelling other 
features connected to prosody.  
 
6.1.2 Study II 
Study II explores the similarities between an ear-witness line-up experiment and the results from 
two listening tests (one controlled and one uncontrolled web based test), where subjects judged 
the voice similarity level between the recorded participants for the ear-witness study. Besides 
comparing the results, the aim was to see whether some basic speaking tempo parameters 
(articulation rate and pausing) could explain the results. The ear-witness study (Öhman, 
Eriksson & Granhag, 2008) and the listening tests of voice similarity showed the same bias 
between false acceptance and mean voice similarity judgments in respect of three voices used 
in the line-up. The same three voices were also the ones that were closest to the target voice in 
terms of pausing and articulation rate. The voice that was most often confused with the target 
voice in the line-up did not only show the highest perceptually judged voice similarity and 
closest pausing and articulation rate, but also the highest mean rank compared to the other 
voices in voice similarity judgments. This indicates that the combination of being a so-called wolf 
voice (a good imitator or highly confusing general voice) (Doddington, Liggett, Martin, Przybocki 
& Reynolds, 1998) and being similar and very unremarkable in terms of pausing and articulation 
rate is a case to be aware of in perceptual judgments of speaker similarity.  
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6.1.3 Study III 
For Study III, the automatic system described in ALIZE - an open-source platform for biometrics 
- was trained and used. The same material as described in Study II was used as test material 
for the automatic voice comparison system. The results were then compared to the listening test 
on judging voice similarity also described in Study II38. Rankings of similarity were then used to 
compare the results. Interestingly, the results showed that the same speaker described in Study 
II also showed the highest mean rank for the automatic system test. The test performed with the 
automatic system showed that the same voice was also sensitive to impostors, i.e. a so-called 
lamb voice (Campbell, 1997). An attempt was then made to use multidimensional scaling to 
cluster the different voices in groups according to the scores from the automatic system and 
rankings from the listening test. A similar approach was taken in McDougall (2013) to test 
perceptual voice similarity for finding a proper set of foils for voice parades. The 
multidimensional scaling showed that several speakers clustered together similarly for both the 
perceptual test and the automatic systems. One group seemed to be the speakers closest to the 
target voice and had the highest overall scores. The other group seemed to be a group of 
speakers that were almost never confused with others, neither in the listening test nor in the 
automatic system test. This study shows that there seems to be some correlation between what 
listeners perceive as similar voices and what an automatic system bases its scores on. There 
are also indications that when the listening task is rather difficult, i.e. containing short recordings 
of a group of homogeneous speakers, where they share some basic features such as 
articulation rate and pausing and the voice quality is rather general, the speakers are easily 
confused. 
 
                                                
38 The author acknowledges that study III repeats some of the text of study II, in order to describe the material and 
listening test referred to in both studies. Study III develops Study II by comparing the results of Study II with those of 
an automatic system. The two papers are proceedings articles from the same conference, FONETIK held in 2009 and 
2010. The research was conducted at the time for a standard research-based PhD rather than the current 
publications-based PhD. The repeated text for the two studies was derived from that ongoing PhD thesis, and was 
used in Study III to develop new lines of enquiry and argumentation. The text was therefore “recycled” in the sense 
described by Hexham (2013) as a common process for academics converting their PhDs into published works.  
Unfortunately Study II was not cited in Study III.  
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6.1.4 Study IV 
In Study IV, a proposal for how to compare the performance between humans and automatic 
systems is suggested. As a part of the NIST Speaker Recognition Evaluation (SRE) 2010, a 
Human Assisted Speaker Recognition test was given (Greenberg et al., 2010). For that test a 
need for a practical way to compare human performance as well as performance by an 
automatic system is needed. The same data from the listening test described in Study II and 
Study III was used. A procedure for comparing the listeners’ performance using the test 
samples played backwards was compared to their performance for the same recordings played 
forwards. In the next step, the results are compared to the result from the automatic system. 
The procedure shows how it is possible to convert the listeners’ judgments to scores similar to 
the scores produced by the machine. The scores can go through the same calibration 
procedure as the machine. The results are then presented using Tippett plots and Cllr. Using this 
small dataset from the ear-witness experiment described in Study II, the automatic system 
outperformed the listeners. Different explanations for that are presented in Study III.  However, 
the crucial outcome of this study is not that result, but rather the demonstration of a valid 
procedure for actually making the comparisons.  
 
6.1.5 Study V 
In the more extensive Study V, a real forensic case of disputed utterance analysis is presented. 
The case consisted of a tape recording of a witness to a murder with several undisputed 
samples of the words in question. A procedure for using relevant data, quantitative 
measurements and statistical models for calculating likelihood ratios is presented. Due to the 
limited amount of data often present in forensic cases, methods for handling small datasets with 
uncertain population distributions are also presented. Repeated acoustic measurements of 
Voice Onset Time (VOT) and formant frequencies one and two (F1 and F2) were used as data 
for the analyses. In the original case report, only visual representations of the measurements 
were used as justification for the subjective conclusion on an ordinal scale (Nordgaard, Ansell, 
Drotz & Jaeger, 2011) with a verbal expression of strength. In the study, an actual calculation of 
a likelihood ratio supports the original conclusion. A first attempt was made using a single 
Gaussian model; however, since the VOT data is not normally distributed, a transformation for 
that data was applied before the likelihood ratio calculation using a single multivariate Gaussian 
and Probability Density Function (pdf) for each model could be applied. The obtained LR was 
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extremely high (2 x 1077) which cannot be accepted as realistic given the limited data in the 
case.  
 
The limitations of the modelling procedure are discussed in the study as well as a methodology 
on reliability evaluation. The reliability evaluation uses Gaussian distributions of Monte Carlo 
simulations randomly generated from the mean vectors of the undisputed sample data. The 
likelihood ratio of the disputed utterance was then calculated ten thousand times using ten 
thousand sample sets of the simulated models based on the original undisputed data. Using this 
kind of reliability test for the Gaussian modelling approach still generated extremely high values 
(99% confidence at least 2 x 1044). This means that even though the reliability method seems to 
be a valid way of checking the result, the simulations are still based on the original limited data 
means. If those means are still based on very limited data, our results are not valid.  
 
In a second approach, a Hotelling’s T2 modelling technique was applied instead (Hotelling, 
1992). This technique is a standard approach for taking into account the limited data and has 
been used previously in forensic research (Curran, Triggs, Almirall & Buckleton, 1997a; Curran, 
Triggs, Almirall, Buckleton & Walsh, 1997b). The technique was applied using two sample 
statistics where the second sample mean is the disputed utterance data (i.e. sample size one) 
together with each undisputed sample mean. The likelihood ratio is then calculated as the ratio 
between the likelihood of the disputed sample plus the undisputed prosecution hypothesis data 
and the disputed sample plus the undisputed defence hypothesis data (again using pdfs). This 
was then also done using the same simulations as in the first approach. Based on these 
calculations a much more moderate likelihood ratio was reached (at least 2 x 108 with 99% 
confidence).  
 
A third approach was applied which is a Bayesian approach previously demonstrated to be 
useful for Automatic Speaker Recognition (ASR), Posterior predictive density (Villalba & 
Brümmer, 2011). It is a method of integrating out nuisance parameters using other external 
distributions. For this approach prior distributions for VOT were found in (Lundeborg, Larsson, 
Wiman & McAllister, 2012) and formant measurements were taken from a subset of 202 
Swedish females from the middle region in the Swedia database (Lindh & Eriksson, 2009). The 
generated likelihood ratios using this approach yielded were close to the LRs produced by the 
second approach (2 x 1011). A last test was also made using “uninformed” priors of zero for 
every mean in each prior vector. The likelihood ratio obtained for that test was considerably 
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smaller (3 x 106).  
 
The study as a whole shows several possible ways to approach calculation of likelihood ratios in 
a disputed utterance case yielding on a verbal LR scale more or less the same result as the 
original case report, i.e. acoustic measurements of the disputed utterance are very much more 
likely given the prosecution hypothesis than the defence hypothesis. 
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7 GENERAL CONCLUSIONS 
This section provides a brief summary of the overall conclusions of the research. The research 
questions for the thesis were as follows: 
 
 
Objective A and study I: 
 
RQ1. What could actually cause the sometimes substantial intra-variation for 
fundamental frequency and how would it be possible to model it or ignore the redundant 
variation? 
RQ2. Which long-term measure of fundamental frequency would be the most robust 
and usable in the forensic context? 
 
Objective B and studies II, III and IV: 
 
RQ3. What can be predicted by comparing voice similarity for listeners in an ear-
witness line-up compared to listeners’ voice similarity judgments? 
RQ4. Do the same mistakes occur with automatic systems as with listeners’ judgments 
of voice similarity, and why or why not? 
RQ5. Is it possible to compare the results of listeners’ judgments of voice similarity and 
scores from an automatic voice comparison system? 
RQ6. Is the AVC system better at discriminating between voices than human listeners 
when speech feature similarities are in conflict with voice similarities? 
 
Objective C and study V: 
 
RQ7. How can a likelihood ratio be calculated for acoustic measurements from 
disputed utterances in a forensic analysis with very little reference data available?  
 
7.1 Objective A 
In the thesis the comparison of voices, speakers and speech (in the form of disputed utterance) 
have been investigated in the context of forensic phonetics. Study I of the parameter F0 
concludes that using an alternative baseline as a measure will diminish the effect of low-quality 
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recordings or varying speaking liveliness producing an answer to RQ2. However, both 
extremely creaky voices and raised vocal effort induce intra-variation problems that are not 
solved through this study, although the result encourages new research answering RQ1. 
 
7.2 Objective B 
Study II was done in conjunction with a larger project investigating the performance of ear 
witnesses in three studies (Öhman, Eriksson & Granhag, 2013; Öhman et al, 2008; 2010). It 
was discovered that humans seem to be much more focused on similarities of speech style and 
also have problems separating voice and speech features even when speech is played 
backwards. The results show that the result from a line-up study can be predicted by perceptual 
pairwise judgment of voice similarity, answering RQ3.  
 
Study III investigates the differences between an automatic voice comparison system and 
humans’ perceptual judgments of voice similarity. When speech feature similarities (pausing 
and articulation rate) deviated from voice similarities and there are so-called wolf or lamb voices 
(or models) involved, listeners were biased toward using the speech similarities. This is a 
reminder that some voices in some circumstances are maybe so "general" or "average" that in a 
forensic comparison case, they cannot be distinguished as more or less likely to support any 
hypothesis. This, however, does not mean that one should ignore speech features as 
parameters when comparing speakers, just that one should separate them from the feature of 
voice. From the results of the experiments, it is possible to see a correlation between how 
speakers were judged as more or less different using multidimensional scaling of similarity 
ranks compared to both the automatic system and the listeners. However, there are also 
differences due to the fact that human listeners include information about speech style and have 
difficulties weighting the parameters, i.e. ignoring them when they are contradictory. Since 
phonetic features such as speaking tempo correlated well with listeners' judgments even when 
samples were played backwards it was difficult to see whether it would be possible to correlate 
any kind of perceptual voice-similarity judgments with the judgments made by the machine. So, 
to answer RQ4 regarding the mistakes made by humans and the automatic system, there might 
be a correlation between voice similarity judgments and the machine. However, in general, 
when including speaker features, the two are not compatible and should therefore be treated 
differently. The research does not therefore answer this question fully. 
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Possible ways to compare the different methods in the likelihood ratio framework have been 
presented successfully in Study IV. The study presents a new functional method for how to 
convert the similarity judgments made by humans and then compare those to the system results 
thereby answering RQ5. It was also discovered that the automatic system outperformed the 
naive human listeners in this task using the small dataset, answering RQ6 to some extent. 
However, it remains to be tested whether human experts in phonetics and voice can 
perceptually discriminate between what is voice and what is speech when trained to do so. It 
would be beneficial to compare forensic phonetic experts to automatic systems using this 
methodology and some research has started doing that for forensic evaluations. An AVC 
system can assist the phonetic expert in the assessment of the importance of the voice 
parameter. 
 
7.3 Objective C 
Study V has investigated several statistical modelling techniques and has shown that it is 
possible to calculate likelihood ratios using simulations based on existing reference data, 
answering RQ7. The study also presented several problems with modelling small datasets and 
developed methods which take into account the lack of data. 
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8 APPLICATIONS AND FUTURE 
RESEARCH 
8.1 Applications in casework 
This thesis sought to build a bridge between forensic phonetics and automatic voice recognition. 
It also had the important aim of improving real-world casework. The practical casework 
implications have been considered throughout the work conducted for the thesis on the basis of 
my own experience as a forensic caseworker and through collaborative interaction with other 
parties working in the field, both in research and also in forensic practice and law enforcement.  
 
I have conducted casework since 2005, and have been involved in more than 400 forensic 
cases and given testimony in several countries. Much of this casework has been in cooperation 
with the Swedish National Forensic Centre (NFC), which has been important in understanding 
their procedures and their experience of working with expert evidence and its presentation both 
to clients and the judicial system. Other casework and consultancy has been conducted for 
SÄPO (Swedish Security Service), FBI, NFI (Netherlands Forensic Institute), NBI (National 
Bureau of Investigation, Finland) and Norwegian Police. I am also a member of the executive 
committee of IAFPA.  
 
The thesis has value for practical casework in the following ways. 
 
8.1.1 The use of a robust F0 parameter in casework – Study I 
The first study sought to test the different F0 measures currently used in forensic casework by 
different labs. After studying the literature both in a forensic context as well as in a theoretical 
linguistic or phonetic context, the most robust measure was the alternative baseline found in 
study I. However, this parameter would only produce valuable information in exceptional cases, 
i.e. where there are extreme values relative to the normally distributed values in a population 
(Lindh, 2006). The conclusions drawn give a clue as to what is possible today and how useful 
this feature is in a casework context, i.e. in most cases not very useful. The suggested 
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alternative baseline is the most robust measure to use, but at the same time not very robust in 
the presence of creakiness. Handling creaky phonation could be a subject of future studies.  
 
8.1.2 Combination of AVC and Perceptual Analysis – Studies II, III, IV 
In casework, it has been a struggle to find reasonable ways to interpret and combine the results 
from an automatic system with other linguistic and phonetic parameters and features currently 
assessed by subjective perceptual judgments. At my lab nowadays most cases involve the use 
of two commercial AVC systems (Batvox 4.1 and iVocalise). The results from the automatic 
systems provide one important clue to the full conclusion in most cases. This result is 
considered to be a component in the analysis of voice similarity, and is treated as independent 
of other parameters that are also used in casework, such as fundamental frequency (F0), 
articulation rate and vowel formant frequencies (if examples exist in a similar context and are 
measurable/available and in matched acoustic conditions). Studies II, III and IV confirm this 
approach as the most appropriate although it is in principle possible to combine results from 
AVC and phonetic linguistic analyses. However, combining them requires complex 
mathematical computations to take into account the correlations between parameters, which we 
are only just beginning to understand (Gold & Hughes, 2014).  
 
For the AVC components one can test the robustness of a system through system evaluations. 
At my lab, a parallel has been developed for the perceptual phonetic components, in part based 
on a similar protocol used by the NFI (Cambier-Langeveld, 2007). In casework, a blind test is 
regularly created, where an analyst holistically describes all similarities and differences between 
the samples presented. The purpose is to group similar voice samples from an unknown set 
containing foils to avoid bias and thus provide an independent test of the perceptual analysis.  
 
8.1.3 Cases of Disputed Utterances Analysis – Study V 
A very interesting discovery related to study V regarding cases of disputed utterances is that it is 
possible to calculate a robust LR based on a very small dataset as confirmed by simulations of 
much larger datasets. Whether this is a fluke because of the nature of this particular case 
remains to be seen. However, if replicable, this methodology could potentially be applied to 
other forensic disciplines. This would be a very rewarding outcome as the number of cases 
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meeting the criteria of well-defined hypotheses as in the example case is very rare. However, 
the encouraging results motivate much more research in this area.  
 
8.2 Outlook 
Finally, the research approach and practical implications discussed in this thesis must be 
considered in the current practical and research context. This is especially essential given the 
international development of the accreditation protocol ISO17025 for forensic analyses (Drygajlo 
et al., 2015; Meuwly et al., 2016). There is clearly a growing consensus that the most productive 
way forward for the field is the continued collaboration between engineers and phoneticians. 
The dominant theme of research in forensic phonetics is to explore and improve corpus-based 
analysis of both speech and voice parameters in a Bayesian LR framework. However, the use 
of such a framework faces a major obstacle in some countries, including the UK, after a court 
explicitly rejected the use of LR based conclusions (Berger, Buckleton, Champod, Evett & 
Jackson, 2011). In Sweden this is not a problematic issue since there is no admissibility 
criterion, but instead a principle of “free evidence” (“fri bevisföring”). Moreover, there is a 
standard scale in use for all types of forensic evidence produced by the NFC, which is in effect a 
verbal likelihood scale (Champod & Evett, 2000; Champod & Meuwly, 2000; Nordgaard et al., 
2011). Specifically it is a 9-point ordinal scale from +4 to -4, centred on 0. Despite this there 
remains a question over how well the court understands the strength of evidence and its 
limitations just as there is elsewhere (Berger et al., 2011; Cudmore, 2011; Robertson, Vignaux 
& Berger, 2016; Sjerps & Berger, 2012). 
 
A further consideration for the future is the specific ways in which engineers and phoneticians 
might best cooperate. A number of initiatives have been taken such as the Interspeech special 
event on “Speaker comparison for forensic and investigative applications”, the ENFSI monopoly 
project (Drygajlo et al., 2015), and the explicit welcome extended to scholars in AVC at the 
IAFPA annual meetings. However, in the best interests of the forensic and judicial context, even 
wider national and international projects and gatherings are required in order to share 
resources, skills, knowledge and best practice. The success of future collaboration also requires 
an open mind from the engineering world in understanding the linguistic complexity of spoken 
language, and an open mind from phoneticians in understanding the potential of using 
automatic systems to solve some of the major issues we are facing in forensic analyses. The 
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national effort GSLT (Graduate School of Language Technology39), which this PhD work is 
associated to, is an excellent example of how engineers and linguists have come together to 
create an extremely rewarding community of researchers with a leg in both disciplines. 
 
  
                                                
39 http://www.gslt.hum.gu.se/  
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