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Abstract
We study the interplay between Hodge theory for regular functions and Ehrhart theory for
polytopes.
1 Introduction
The aim of these notes is to precise the interplay between Hodge theory for regular functions, as
developed by C. Sabbah in [16], [17], and Ehrhart theory (the link between Hodge and Ehrhart
theories is certainly not new, but it may be interesting to see it in an algebraic context, where some
computations can be easier). On one hand, given a regular (tame) function f on an affine manifold
of dimension n, one constructs a canonical mixed Hodge structure MHSf = (H,F
•,W•) where
F • (the Hodge filtration) and W• (the weight filtration) are filtrations on the finite dimensional
vector space H satsifying some compatibility conditions. This mixed Hodge structure provides
invariants, the Hodge numbers. For our purpose, one of the main features of these numbers is their
symmetries, a characteristic property of mixed Hodge structures. This is recalled in Section 2.
We first define from the Hodge numbers the θ-vector and the Hodge-Ehrhart polynomial of the
mixed Hodge structure MHSf : the θ-vector θ(z) (resp. its twisted versions θ
α(z), defined on some
generalized eigenspace of H associated with the monodromy of f at infinity) is the Hilbert-Poincare´
series of the Hodge filtration and the Hodge-Ehrhart polynomial Lψ (resp. its twisted versions L
α
ψ)
is then defined by the formula ∑
m≥0
Lψ(m)z
m :=
θ(z)
(1− z)n+1
(resp.
∑
m≥0 L
α
ψ(m)z
m := θα(z)/(1 − z)n+1). It turns out that Lψ is a polynomial of degree n in
m whose coefficients depend only on MHSf and, as such, we can evaluate it at negative integers.
Using the symmetry of the Hodge numbers, we get the following “Hodge-Ehrhart reciprocity” for
the Hodge-Ehrhart polynomial of the mixed Hodge structure MHSf : for m ≥ 1 we have
Lψ(−m) = (−1)
nLψ(m) + (−1)
n(L0ψ(m− 1)− L
0
ψ(m)) (1)
where the polynomial L0ψ is related with the eigenvalue 1 of the monodromy of f at infinity (Theorem
3.7). It should be emphasized that everything can be computed from the spectrum at infinity of f ,
and this allows us to handle significant examples. All this is recorded in Section 3.
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On the other hand, it happens that a function f meets the classical Ehrhart theory by the means
of its Newton polytope. Let f be a convenient and nondegenerate Laurent polynomial (in the sense
of Kouchnirenko [14]) on (C∗)n. Then, using a correspondence between a Kashiwara-Malgrange
filtration and a Newton filtration, we get from [7]
θ(z) = δP (z) (2)
where θ(z) is the θ-vector of MHSf and δP (z) is the δ-vector of the polytope P , see Theorem 4.1
(and we call it “mirror theorem”; in a slightly different setting, and with a quite different proof,
a result of this kind can be found in [4]). In particular, the Hodge-Ehrhart polynomial of the
mixed Hodge structureMHSf is equal to the Ehrhart polynomial of the Newton polytope P of the
Laurent polynomial f . In this framework, the twisted Hodge-Ehrhart polynomials Lαψ of the mixed
Hodge structure MHSf correspond (up to a shift) to the weighted Ehrhart polynomials defined in
[19] and the Hodge-Ehrhart reciprocity (1) corresponds via the mirror theorem to the “Weighted
Ehrhart Reciprocity” given by Theorem 3.7 of loc. cit. Because weighted Ehrhart reciprocity
implies Ehrhart reciprocity, our results show finally that Ehrhart reciprocity for polytopes can
(also) be seen as a consequence of Hodge theory for regular functions. This is explained in Section
4.
Notice that if equality (1) is basically Ehrhart reciprocity when f is a Laurent polynomial, its
(combinatorial) meaning is less clear for other classes of tame regular functions (for instance, and
this is the simplest case, tame polynomial functions defined on Cn).
The mirror theorem has also several consequences for the mixed Hodge structure MHSf . For
instance, using Hibi’s Lower Bound Theorem [12], we get the following Lower Bound Theorem
for mixed Hodge structures (see Proposition 4.4): if f is a convenient and nondegenerate Laurent
polynomial, then
1 ≤ dimgrn−1F H ≤ dimgr
n−i
F H (3)
for 1 ≤ i ≤ n − 1 where F • is the Hodge filtration of MHSf . One may speculate that these
inequalities hold true for more general regular functions. Of course, other results of this kind are
possible, as any (in)equality involving the δ-vector of a polytope has in principle a counterpart in
Hodge theory by the mirror theorem.
This paper is organized as follows: in Section 2, we gather the results about mixed Hodge
structures associated with regular functions that we will use. We define a Hodge-Ehrhart theory
for these mixed Hodge structures in Section 3 and we explain in Section 4 how it is related to the
classical Ehrhart theory for polytopes.
2 Framework: Hodge theory for regular functions
2.1 Mixed Hodge structures for regular functions
We recall the setting of [17] (the local model is explained in [18]). Let f be a regular function on
an affine manifold U of dimension n ≥ 2. We will denote by G the localized Laplace transform of
its Gauss-Manin system and by G0 its Brieskorn module:
G = Ωn(U)[θ, θ−1]/(θd− df∧)Ωn−1(U)[θ, θ−1]
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and G0 is the image of Ω
n(U)[θ] in G. If f has only isolated singularities, we have
G0 = Ω
n(U)[θ]/(θd− df∧)Ωn−1(U)[θ]
and
G0/θG0 ∼= Ω
n(U)/df ∧ Ωn−1(U)
the latter being a finite dimensional vector space of dimension µ, the global Milnor number of f .
We will assume in this paper that G0 is a lattice in G, i.e that G0 is free over C[θ] (of rank µ),
in which case C[θ, θ−1] ⊗C[θ] G0 = G. This happens to be the case if f satisfies various tameness
conditions (see [17, Section 8]), but for our purpose it will be convenient to take the C[θ]-freeness
of G0 as the definition of tameness: we will say that f is tame if G0 is a lattice in G. Our favourite
class of tame functions is provided by Kouchnirenko’s convenient and nondegenerate (Laurent)
polynomials defined in [14], see [9, Section 4].
Let τ := θ−1. Then G is a free C[τ, τ−1]-module, equipped with a derivation ∂τ (induced from
the formula ∂τ [ω] = [−fω] if ω ∈ Ω
n(U), where the brackets denote the class in G). Let V•G be the
Kashiwara-Malgrange filtration of G along τ = 0, as in [17, Section 1]. This increasing filtration,
indexed by Q, satisfies the following properties:
• for every α ∈ Q, VαG is a free C[τ ]-module of rank µ,
• τVαG ⊂ Vα−1G and ∂τVαG ⊂ Vα+1G,
• τ∂τ + α is nilpotent on gr
V
α G.
If f is a convenient and nondegenerate (Laurent) polynomial, the filtration V•G can be computed
with the help of the Newton filtration, see [9, Lemma 4.11].
We define, for α ∈ Q,
Hα := gr
V
α G and H = ⊕α∈[0,1[Hα.
Then H is a C-vector space of dimension µ and is equipped with a nilpotent endomorphism N
induced by −(τ∂τ + α) on Hα: we have N
n = 0 on Hα if α ∈]0, 1[ and N
n+1 = 0 on H0. The
vector space H can be identified with the relative cohomology Hn(U, f−1(t);C) for |t| >> 0: in
this setting, Hα corresponds to the generalized eigenspace of the monodromy at infinity associated
with the eigenvalue exp 2iπα and the unipotent part of this monodromy is equal to exp 2iπN .
Let G• be the increasing filtration of G defined by Gp := θ
−pG0 = τ
pG0. We define
GpHα := Gp ∩ VαG/Gp ∩ V<αG
for α ∈ [0, 1[ and p ∈ Z. For each α, the vector space Gk∩VαG is finite dimensional andGk∩VαG = 0
for k << 0.
Let N be a nilpotent endomorphism of a vector space H: N r+1 = 0. Then there exists a unique
increasing filtration W• of H
0 ⊂W0 ⊂W1 ⊂ · · · ⊂W2r = H
such that
N(Wi) ⊂Wi−2 (4)
N ℓ : Wr+ℓ/Wr+ℓ−1
∼=
−→Wr−ℓ/Wr−ℓ−1 (5)
This is the weight filtration of N centered at r.
3
Definition 2.1 Let f be a tame regular function.
1. The Hodge filtration on H is the decreasing filtration F • defined by
F pHα = Gn−1−pHα if α ∈]0, 1[ and F
pH0 = Gn−pH0.
2. The weight filtration on H is the increasing weight filtration of N centered at n − 1 on Hα
for α ∈]0, 1[ and centered at n on H0.
The spectrum at infinity (for short: the spectrum) of a tame function f is defined as the
generating series
Specf (z) :=
∑
β∈Q
dimC gr
V
β (G0/θG0)z
β (6)
where grVβ (G0/θG0) = VβG0/(V<βG0+ θG0 ∩ VβG0) and VβG0 = G0 ∩ VβG. The following lemma,
makes the link between the Hodge filtration and the spectrum at infinity of f :
Lemma 2.2 The multiplication by τ−1 induces isomorphisms
τ−(n−1−p) : grpF Hα
∼
−→ grVα+n−1−p(G0/θG0)
if α ∈]0, 1[ and
τ−(n−p) : grpF H0
∼
−→ grVn−p(G0/θG0).
Proof. The multiplication by τ−p induces an isomorphism
τ−p : VαG ∩Gp
∼
−→ Vα+pG ∩G0
hence an isomorphism from grGp Hα onto gr
V
α+p(G0/θG0) for α ∈ [0, 1[. See [17, Section 1]. ✷
By definition, the Hodge filtration is exhaustive, but we have a little bit more:
Lemma 2.3 We have
1. FnHα = 0 for α ∈]0, 1[ and F
n+1H0 = 0,
2. F 0Hα = Hα for α ∈ [0, 1[.
Proof. By [17, 13.18], we have GkH = 0 for k < 0 and the first point follows. We get the second
point from the symmetry of the Hodge numbers, see Corollary 2.8 below. ✷
Remark 2.4 Using Lemma 2.2 and Lemma 2.3, we get grnF H = gr
n
F H0
∼= grV0 (G0/θG0). This
last vector space is one dimensional if f is a convenient and nondegenerate Laurent polynomial,
see [9, Lemma 4.3].
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On the other hand, we have on H a complex conjugation coming from the identification
H
∼
−→ Hn(U, f−1(t);C) = C⊗R H
n(U, f−1(t);R)
alluded to above. If E is a subspace of H, we will denote by E the conjugate of E with respect
to this conjugation. Due to the fact that the monodromy at infinity is defined over R, we have
Hα = H1−α if α ∈]0, 1[ and H0 = H0. It is in general difficult to get an explicit description of this
conjugation: closed formulas have been first given in [10] when f is the mirror partner of weighted
projective spaces, see also [13], [8]. The filtrations and the conjugation are related as follows:
Theorem 2.5 [17, Theorem 13.1] Let f be a tame regular function on an affine manifold U . The
triple MHSf := (H,F
•,W•) constructed above is a mixed Hodge structure: the induced filtration
F • grWk H defines a pure Hodge structure of weight k on gr
W
k H, that is
grWk H = F
p grWk H ⊕ F
k+1−p grWk H (7)
for k, p ∈ Z.
We will refer to the mixed Hodge structureMHSf as the canonical mixed Hodge structure associated
with f .
Remark 2.6 We have a splitting of mixed Hodge structures H = H 6=0⊕H0 where H 6=0 = ⊕α∈]0,1[Hα.
2.2 Hodge numbers and symmetries
Let f be a tame regular function and let MHSf := (H,F
•,W•) be the canonical mixed Hodge
structure associated with f . Given the mixed Hodge structure MHSf , one defines after [5] the
canonical subspaces
Ip,q = (F p ∩Wp+q) ∩ (F q ∩Wp+q +
∑
j>0
F q−j ∩Wp+q−j−1). (8)
The main point is that we can recover the various filtrations from these subspaces: by loc. cit., the
projection pr : Wp+q →Wp+q/Wp+q−1 induces an isomorphism
Ip,q ∼= F p grWp+qH ∩ F
q grWp+qH (9)
and we have the decompositions
Wm = ⊕i+j≤mI
i,j, F p = ⊕i≥p,jI
i,j and H = ⊕p,qI
p,q. (10)
For our purpose, an important feature is that N(Ip,q) ⊂ Ip−1,q−1 because N(F p) ⊂ F p−1 and
N(Wq) ⊂Wq−2. In particular, N is strict with respect to F •, that is N(F p) = imN ∩F p−1, and N
induces on grF H := ⊕α∈[0,1[ grF Hα a graded morphism [N ] of degree −1: we have [N ] = ⊕α,p[N ]α,p
where
[N ]α,p : gr
p
F Hα → gr
p−1
F Hα
is defined by [N ]α,p(ω) = −(τ∂τ + α)ω = −τ∂τω modulo F
p. Using Lemma 2.2, we get τ−p−1 ◦
[f ]α,p ◦ τ
−p = [N ]α,p where
[f ]α,p : gr
V
α+p(G0/θG0)→ gr
V
α+p+1(G0/θG0) (11)
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is induced by the multiplication by f . It follows from the previous discussion that N and [N ],
hence N and [f ] := ⊕α,p[f ]α,p, have the same Jordan normal form.
The Hodge numbers of the mixed Hodge structure MHSf are the integers
hp,q := dimgrpF gr
W
p+qH (12)
for p, q ∈ Z. We will write hp,q = hp,q0 + h
p,q
6=0, where the subscript refers to the decomposition
H = H0 ⊕H 6=0 alluded to in Remark 2.6.
The following result is standard in Hodge theory (and for what follows it is useful to give a
proof, mainly borrowed here, up to some shifts, from [18, Section 6]):
Proposition 2.7 We have
1. hp,q = dim Ip,q,
2. dimgrpF H =
∑
q h
p,q and dimgrWm H =
∑
q h
q,m−q,
3. hp,q = hq,p,
4. hp,q6=0 = h
n−1−q,n−1−p
6=0 and h
p,q
0 = h
n−q,n−p
0 .
Proof. 1 and 2 follow from (10). For 3, we use
dimgrpF gr
W
p+qH = dimF
p grWp+q ∩F
q grWp+qH = dimF
p grWp+q ∩ F
q grWp+qH = dimgr
q
F gr
W
p+qH,
where the first and the third equalities follow from the fact that F • and Fm−• are opposite on
grWm by Theorem 2.5. For the fourth asssertion on h
p,q
6=0, we use the fact that N is strict with
respect to F •: together with the characteristic property (5) of the weight filtration, this gives the
isomorphisms
Np+q−(n−1) : grpF gr
W
p+qH 6=0
∼=
−→ grn−1−qF gr
W
2(n−1)−(p+q)H 6=0 (13)
if p+ q ≥ n− 1 (recall that N is centered at n− 1 on H 6=0). Same thing for h
p,q
0 . ✷
Corollary 2.8 We have hp,q = 0 if p, q /∈ [0, n].
Proof. By the first point of Lemma 2.3, we have Fn+iH0 = 0 for i ≥ 1 hence h
n+i,j = 0 for i ≥ 1
by Proposition 2.7. We get that hp,q0 = 0 if p, q /∈ [0, n] using moreover the symmetry properties 3
and 4 of loc. cit. Same thing in order to show that hp,q6=0 = 0 if p, q /∈ [0, n]. ✷
Remark 2.9 A natural question is to ask when the Hodge numbers satisfy hp,q = 0 for p 6= q. This
is a characteristic property of mixed Hodge structure of Hodge Tate type (a mixed Hodge structure
MHSf is of Hodge Tate type if I
p,q = 0 for p 6= q). This is a very strong condition: see [6] for a
discussion in our singularity context.
Corollary 2.10 The Hodge number hn,n is equal to the number of Jordan blocks of N of size n+1.
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Proof. By Lemma 2.3 we have hn,n = hn,n0 and it follows from Proposition 2.7 that h
n,n = h0,00 =
dimgr0F gr
W
0 H0. Because I
i,j = 0 if i < 0 or j < 0, we have F 1∩W0 = 0 hence gr
0
F gr
W
0 H0
∼= grW0 H0
and the dimension of the last term is equal to the number of Jordan blocks of size n+1 of N on H0
(hence on H) by the very definition of the weight filtration (the number of Jordan blocks of size k
of a weight filtration centered at r is equal to dim grWr+1−kH − dimgr
W
r−1−kH). ✷
Example 2.11 Let P be a simplicial lattice polytope, containing the origin as an interior point
and fP (u) :=
∑
bi∈V(P )
ubi where V(P ) denotes the set of the vertices of P . From [2, Theorem 1.1]
and the Hard Lefschetz Theorem for the toric variety of the fan build over the proper faces of P
(see for instance [3, Theorem 12.5.8]), we get the isomorphism
[fP ]
n : grV0 (G0/θG0)
≃
−→ grVn (G0/θG0).
Using the identification between [fP ] and N , we deduce from Corollary 2.10 that h
n,n = 1 because
dimgrV0 (G0/θG0) = 1 by Remark 2.4. Since dimgr
n
F H =
∑
q h
n,q = 1, we also get hn,q = 0 for
q 6= n.
Example 2.12 Let f be the Laurent polynomial defined by
f(u) = u1 + u2 + u3 + u4 + u5 + u6 +
1
u1u2u3u4u5u36
on (C∗)6. Then, µ = 9 and H = H0 (the relevant Hodge theory is described in [10]). In particular,
hn−q,n−p = hp,q for p, q = 0, · · · , n by Proposition 2.7. The half upper part of the Hodge diamond
of the mixed Hodge structure MHSf (where h
0,0 is at the top) is
1
0 0
0 1 0
0 0 0 0
0 0 1 0 0
0 0 0 0 0 0
0 0 1 1 1 0 0
and we get the lower part by symmetry.
We will need the following refinements of Proposition 2.7. According to the decomposition
H = ⊕α∈[0,1[Hα, we define
Hp,qα := gr
p
F gr
W
p+qHα, H
p,q := ⊕α∈[0,1[H
p,q
α and h
p,q
α := dimH
p,q
α
(recall that the filtrations are defined at the beginning on each summand).
Lemma 2.13 We have hp,qα = h
n−1−p,n−1−q
1−α if α ∈]0, 1[ and h
p,q
0 = h
n−p,n−q
0 .
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Proof. On one hand, the isomorphisms (see (13))
Np+q−(n−1) : grpF gr
W
p+qHα
∼=
−→ grn−1−qF gr
W
2(n−1)−(p+q)Hα
for α ∈]0, 1[ and p+ q ≥ n− 1 and
Np+q−n : grpF gr
W
p+qH0
∼=
−→ grn−qF gr
W
2n−(p+q)H0
for p+ q ≥ n provide hp,qα = h
n−1−q,n−1−p
α if α ∈]0, 1[ and h
p,q
0 = h
n−q,n−p
0 . On the other hand, we
have Hp,q = Hq,p because F • and W• are a part of a mixed Hodge structure. Moreover, we have
seen that Hα = H1−α if α ∈]0, 1[ and H0 = H0. Hence, H
p,q
α = H
q,p
1−α if α ∈]0, 1[ and H
p,q
0 = H
q,p
0 .
Thus hp,qα = h
q,p
1−α if α ∈]0, 1[ and h
p,q
0 = h
q,p
0 . The result follows from these two observations. ✷
3 The Hodge-Ehrhart theory of a mixed Hodge structure
Let f be a tame regular function and let MHSf = (H,F
•,W•) be the canonical mixed Hodge
structure associated with f . In this section, we define a Hodge-Ehrhart theory for the mixed
Hodge structure MHSf .
3.1 The θ-vectors of MHSf
We define
θαp := dimgr
n−p
F Hα and θ
α(z) :=
n∑
p=0
θαp z
p for α ∈ [0, 1[, (14)
θp :=
∑
α∈[0,1[
θαp and θ(z) :=
n∑
p=0
θpz
p. (15)
We will call θα(z) a twisted θ-vector if α ∈]0, 1[, θ0(z) the untwisted θ-vector and θ(z) the θ-vector
of the mixed Hodge structure MHSf . Of course, θ(z) =
∑
α∈[0,1[ θ
α(z) and θp = dimgr
n−p
F H.
Proposition 3.1 The θ-vector of the mixed Hodge structure MHSf satisfies the following proper-
ties:
1. θαp = 0 for p /∈ [1, n] if α ∈]0, 1[ and θ
0
p = 0 for p /∈ [0, n],
2. θαp = θ
1−α
n−p+1 if α ∈]0, 1[ and θ
0
p = θ
0
n−p,
3. θα(z) = zn+1θ1−α(z−1) if α ∈]0, 1[ and θ0(z) = znθ0(z−1).
Proof. The first point follows from Lemma 2.3. By Lemma 2.13,
θαp = dimgr
n−p
F Hα =
∑
q
hn−p,qα =
∑
q
hp−1,n−1−q1−α = dimgr
p−1
F H1−α = θ
1−α
n−p+1
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for α ∈]0, 1[ and this shows the first assertion of 2. It follows that
θα(z) =
n∑
p=1
θαp z
p =
n∑
p=1
θ1−αn−p+1z
p =
n∑
p=1
θ1−αp z
n−p+1 = zn+1θ1−α(z−1)
if α ∈]0, 1[. Analogous computations for θ0p and θ
0(z). ✷
Remark 3.2 By Remark 2.4, θ00 = dimgr
V
0 (G0/θG0) and all cases can occur:
• θ00 = 1, for instance if f is a convenient and nondegenerate Laurent polynomial (see [9,
Lemma 4.3]),
• θ00 = 0, for instance if f is a polynomial function defined on U = C
n (see [17, Corollary
13.2]),
• θ00 > 1, for instance if f : U → C is the function defined by f(u0, · · · , un) = u0 + · · · + un
where U := {(u0, · · · , un) ∈ C
n+1, uw00 · · · u
wn
n = 1} and (w0, · · · , wn) ∈ N
n+1 is such that
gcd(w0, · · · , wn) = d > 1, see [15, Section 6.1].
Let us write θ 6=0p :=
∑
α∈]0,1[ θ
α
p .
Corollary 3.3 We have θ0p = θ
0
n−p and θ
6=0
p = θ
6=0
n−p+1 for p = 0, · · · , n. In particular, θn−p = θp
for p = 0, · · · , n if and only if H = H0.
Proof. The first assertion follows from the second point of Proposition 3.1. It follows that θn−p = θp
for p = 0, · · · , n if and only if and only if θ 6=0n−p = θ
6=0
n−p+1 for p = 0, · · · , n. By the first point of
Proposition 3.1, this happens if and only if θ 6=0p = 0 for p = 0, · · · , n that is if and only if Hα = 0
for α ∈]0, 1[. ✷
We get from the symmetry of the Hodge numbers the following proof (standard in the local
case) of the symmetry of the spectrum at infinity of f defined by (6):
Proposition 3.4 Let f be a tame regular function. Then
1. Specf (z) = z
−1
∑
α∈]0,1[ z
αθα(z) + θ0(z),
2. zn Specf (z
−1) = Specf (z).
Proof. By Lemma 2.2, we have θαp = dimgr
V
α+p−1(G0/θG0) if α ∈]0, 1[ and θ
0
p = dimgr
V
p (G0/θG0).
Therefore,
z−1zαθα(z) =
∑
p
θαp z
α+p−1 =
∑
p
dimgrVα+p−1(G0/θG0)z
α+p−1
and
θ0(z) =
∑
p
θ0pz
p =
∑
p
dimgrVp (G0/θG0)z
p.
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Now, 1 follows from the definition of Specf (z). We then get from Proposition 3.1
zn Spec(z−1) =
∑
α∈]0,1[
zn+1θα(z−1)z−α + znθ0(z−1) = zn+1
∑
α∈]0,1[
z−n−1θ1−α(z)z−α + θ0(z)
= z−1
∑
α∈]0,1[
θ1−α(z)z1−α + θ0(z) = Spec(z).
This shows 2. ✷
3.2 The Hodge-Ehrhart polynomials of MHSf
For α ∈ [0, 1[, let Lαψ be the function defined on the positive integers such that
∑
m≥0
Lαψ(m)z
m =
θα0 + θ
α
1 z + · · ·+ θ
α
nz
n
(1− z)n+1
. (16)
We will call Lαψ(m) a twisted Hodge-Ehrhart polynomial if α ∈]0, 1[ and L
0
ψ(m) the untwisted Hodge-
Ehrhart polynomial of MHSf . We will call the generating series
Ehrαψ(z) :=
∑
m≥0
Lαψ(m)z
m (17)
the (un-)twisted Ehrhart series of MHSf . The previous terminology is justified by the following:
Lemma 3.5 If α ∈ [0, 1[ is such that Hα 6= 0 then L
α
ψ(m) is a polynomial in m of degree n.
Proof. We have
Lαψ(m) = θ
α
0
(
m+ n
n
)
+ θα1
(
m+ n− 1
n
)
+ · · ·+ θαn−1
(
m+ 1
n
)
+ θαn
(
m
n
)
so that Lαψ(m) is a polynomial of degree n in m if dimHα = θ
α
0 + θ
α
1 + · · · + θ
α
n 6= 0. ✷
Remark 3.6 Let us write, in the standard monomial basis,
Lαψ(m) = c
α
nm
n + cαn−1m
n−1 + · · · + cα1m+ c
α
0 . (18)
Then cαn = dimHα/n! and n!ck ∈ Z. It should be emphasized that the ck’s need not to be positive.
It follows from Lemma 3.5 that Lαψ(t), originally defined for positive integers, can be extended
(as a polynomial) to all t ∈ C. In particular, it is possible to consider Lαψ(t) for negative integral
values of t. We have the following “twisted Hodge-Ehrhart reciprocity” for the mixed Hodge
structure MHSf :
Theorem 3.7 Let m be a positive integer. Then
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1. Lαψ(−m) = (−1)
nL1−αψ (m) for α ∈]0, 1[ and m ≥ 1,
2. L0ψ(−m) = (−1)
nL0ψ(m− 1) for m ≥ 1.
Proof. Let α ∈]0, 1[ and recall that
Ehrαψ(z) :=
∑
m≥0
Lαψ(m)z
m = (θα1 z + · · ·+ θ
α
nz
n)/(1 − z)n+1
(by Proposition 3.1, θα0 = 0 if α ∈]0, 1[). From the symmetry property θ
α
p = θ
1−α
n−p+1 given by
Proposition 3.1, we get
Ehrαψ(z
−1) = (−1)n+1 Ehr1−αψ (z).
By [2, Exercise 4.6], we also have
∑
m≤−1 L
α
ψ(m)z
m = −
∑
m≥0 L
α
ψ(m)z
m = −Ehrαψ(z), thus
Ehrαψ(z
−1) = −
∑
m≥1 L
α
ψ(−m)z
m. Therefore,
∑
m≥1
Lαψ(−m)z
m = (−1)n
∑
m≥1
L1−αψ (m)z
m
and the first assertion follows. Analogous computations for L0ψ, taking now into account the
symmetry property θ0p = θ
0
n−p which shows that Ehr
0
ψ(z
−1) = (−1)n+1z Ehr0ψ(z). ✷
Corollary 3.8 Let α ∈ [0, 1[. Then,
θα0 = · · · = θ
α
n−k = 0 and θ
α
n−k+1 6= 0
if and only if
Lαψ(0) = · · · = L
α
ψ(n− k) = 0 and L
α
ψ(n− k + 1) 6= 0.
Proof. Let α ∈]0, 1[. By the general theory of generating functions (see for instance [1, Theorem
3.18]), we have θαk+1 = · · · = θ
α
n = 0 and θ
α
k 6= 0 if and only if L
α
ψ(−1) = · · · = L
α
ψ(−(n − k)) = 0
and Lαψ(−(n− k+1)) 6= 0. By Theorem 3.7, the last condition holds if and only if L
1−α
ψ (1) = · · · =
L1−αψ (n−k) = 0 and L
1−α
ψ (n−k+1) 6= 0. Now, by Proposition 3.1, the condition θ
α
k+1 = · · · = θ
α
n = 0
and θαk 6= 0 holds if and only if θ
1−α
1 = · · · = θ
1−α
n−k = 0 and θ
1−α
n−k+1 6= 0 and this shows the assertion
in this case (recall that Lαψ(0) = θ
α
0 = 0 if α 6= 0). Analogous argument if α = 0. ✷
Finally, the Ehrhart polynomial and the Ehrhart series of the mixed Hodge structure MHSf
are naturally enough defined by
Lψ :=
∑
α∈[0,1[
Lαψ (19)
and
Ehrψ :=
∑
α∈[0,1[
Ehrαψ (20)
respectively. We get the following “Hodge-Ehrhart reciprocity”:
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Theorem 3.9 We have
Lψ(−m) = (−1)
nLψ(m) + (−1)
n(L0ψ(m− 1)− L
0
ψ(m)) (21)
for m ≥ 1.
Proof. By Theorem 3.7,
Lψ(−m) =
∑
0≤α<1
Lαψ(−m) = (−1)
n
∑
0<α<1
Lαψ(m) + (−1)
nL0ψ(m− 1)
= (−1)n
∑
0≤α<1
Lαψ(m) + (−1)
n(L0ψ(m− 1)−L
0
ψ(m)) = (−1)
nLψ(m) + (−1)
n(L0ψ(m− 1)−L
0
ψ(m)).
✷
Notice that Lψ(−m) = (−1)
nLψ(m − 1) if Lψ(m) = L
0
ψ(m). This last condition is satisfied if
and only if the monodromy at infinity of f has only the eigenvalue 1:
Proposition 3.10 The following are equivalent:
1. Specf (z) =
∑
p∈Z dimC gr
V
p (G0/θG0)z
p,
2. H = H0,
3. Lψ = L
0
ψ.
Proof. The equivalence between 1 and 2 follows from Lemma 2.2. The equivalence between 2 and
3 follows from the proof of Lemma 3.5. ✷
Example 3.11 Let
f(u1, u2, u3) = u1 + u2 + u3 +
1
u1u2u43
on (C∗)3. The results of [10] apply to f . We have µ = 7 and Specf (z) = 1 + z + z
2 + z3 + z3/4 +
z3/2 + z9/4. Moreover, H = H0 ⊕H1/4 ⊕H1/2 ⊕H3/4 and we get the θ-vectors
• θ00 = θ
0
1 = θ
0
2 = θ
0
3 = 1,
• θ
1/4
0 = θ
1/4
1 = θ
1/4
2 = 0 and θ
1/4
3 = 1,
• θ
1/2
0 = θ
1/2
1 = 0 , θ
1/2
2 = 1 and θ
1/2
3 = 0,
• θ
3/4
0 , θ
3/4
1 = 1, θ
3/4
2 = θ
3/4
3 = 0
and the Hodge-Ehrhart polynomials
• L
1/4
ψ (m) =
1
6(m
3 − 3m2 + 2m),
• L
1/2
ψ (m) =
1
6(m
3 −m),
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• L
3/4
ψ (m) =
1
6(m
3 + 3m2 + 2m),
• L0ψ(m) =
1
6(4m
3 + 6m2 + 14m+ 6).
Example 3.12 Of course, there are no reasons to consider only Laurent polynomials. For instance,
let f(u1, u2) = u
2
1+u
2
2+u
2
1u
2
2 on C
2. Then µ = 5, Specf (z) = z
1/2+3z+ z3/2 and H = H0⊕H1/2.
We get θ00 = 0, θ
0
1 = 3, θ
0
2 = 0, θ
1/2
0 = 0 and θ
1/2
1 = θ
1/2
2 = 1. Thus, L
0
ψ(m) =
3
2(m
2 + m),
L
1/2
ψ (m) = m
2 and Lψ(m) =
m
2 (5m+ 3).
4 From Hodge theory to classical Ehrhart theory
We show in this section that the Hodge-Ehrhart theory for the canonical mixed Hodge structure
of a Laurent polynomial constructed in Section 3 is closely related to the classical Ehrhart theory
for polytopes.
4.1 Hodge and Ehrhart via Newton polytopes
Recall that if P is a lattice polytope in Rn, the function defined by LP (ℓ) := Card((ℓP ) ∩ N) for
nonnegative integers ℓ, is a polynomial in ℓ of degree n and that
EhrP (z) := 1 +
∑
m≥1
LP (m)z
m =
δ0 + δ1z + · · ·+ δnz
n
(1− z)n+1
(22)
where the δj ’s are nonnegative integers. The polynomial LP (ℓ) is called the Ehrhart polynomial of
P , δP (z) = δ0 + δ1z + · · · + δnz
n is called the δ-vector of P and the function EhrP is called the
Ehrhart series of P .
Let f be a convenient and nondegenerate (in the sense of [14]) Laurent polynomial on (C∗)n
and let P be its Newton polytope. We will always assume that P is simplicial. Let MHSf =
(H,F •H,W•H) be the corresponding canonical mixed Hodge structure. The following combinato-
rial description of the θ-vector of MHSf shows that the Hodge-Ehrhart theory for a mixed Hodge
structure constructed in the previous section makes sense:
Theorem 4.1 Let f be a convenient and nondegenerate Laurent polynomial and let P be its Newton
polytope. Then
θ(z) = δP (z)
where θ(z) is the θ-vector of MHSf and δP (z) is the δ-vector of P .
Proof. By the very definition of the θ-vector, we have to show that dim grpF H = δn−p for p =
0, · · · , n. Let α ∈]0, 1[. By [9, Remark 4.8] and because f is convenient and nondegenerate, the
Brieskorn module G0 is a lattice in G and
dimgrpF Hα = dimgr
V
α+n−1−pG0/θG0 = dimgr
N
α+n−1−pG0/θG0
where the first equality follows from Lemma 2.2 and the second one follows from the identification
between the V -filtration and the Newton filtration N given by [9, Theorem 4.5]. In the same way,
we get
dim grpF H0 = dimgr
V
n−pG0/θG0 = dimgr
N
n−pG0/θG0.
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Because n− 1− p < α+n− 1− p < n− p if α ∈]0, 1[, the result follows from [7, Corollary 4.3]. ✷
Corollary 4.2 Let f be a convenient and nondegenerate Laurent polynomial with Newton polytope
P . Then, the Hodge-Ehrhart polynomial Lψ of the mixed Hodge structure MHSf is equal to the
Ehrhart polynomial LP of P .
Proof. By Theorem 4.1, we have θp = δp, hence Ehrψ(z) = EhrP (z) and Lψ(m) = LP (m) for all
positive integer m. ✷
Remark 4.3 In this setting, and by [7, Proposition 5.1], the equivalent conditions of Proposition
3.10 hold if and only if P is a reflexive lattice polytope. Thus, Lψ(−m) = (−1)
nLψ(m− 1) if P is
reflexive. In particular, LP (−m) = (−1)
nLP (m − 1) if P is reflexive. This is a first step towards
Ehrhart reciprocity, see also Section 4.2.1 below.
4.2 Relations with prior results in combinatorics
In this section, P is a simplicial polytope containing the origin as an interior point, fP is a convenient
and nondegenerate Laurent polynomial whose Newton polytope is P (by [14, Theorem 6.1], fP
exists) and MHSfP is the canonical mixed Hodge structure associated with fP . We will denote by
(δ0, · · · , δn) the δ-vector of P . Using Section 4.1, we can apply the results known for MHSfP in
order to get informations about P , and vice versa. Overview.
4.2.1 From Hodge theory to combinatorics
Special values. Some coordinates of the δ-vector (δ0, · · · , δn) have an easy combinatorial descrip-
tion, see for instance [1]. The first point is that δ0 = 1 which amounts to θ0 = dimgr
n
F H = 1 by
Theorem 4.1. This is precisely what gives Remark 2.4. Also, θ0+θ1+ · · ·+θn = dimH = µ where µ
is the global Milnor number of f . By [14], µ = n! vol(P ) where the volume is normalized such that
the volume of the cube is equal to one and this agrees with the classical formula for δ0+δ1+ · · ·+δn.
We refer to [7, Proposition 2.6] for a discussion about the equalities θn = δn = Card((P −∂P )∩Z
n)
and θ1 = δ1 = Card(P ∩ Z
n)− n− 1.
Hodge symmetry and Hibi’s palindromic theorem. By Theorem 4.1 and Corollary 3.3, we have
δn−p = δp for all p if and only if H = H0, that is if and only if P is a reflexive polytope by Remark
4.3. This agrees with Hibi’s palindromic theorem [11].
Hodge-Ehrhart reciprocity and Ehrhart reciprocity. We show now that Ehrhart reciprocity for P
can be deduced from the Hodge-Ehrhart reciprocity given by Theorem 3.9 for the mixed Hodge
structure MHSfP . By Proposition 3.4 and [7, Theorem 4.1], we have
θ0(z) = (1− z)n+1
∑
m≥0
L0P (m)z
m
14
where L0P (0) = 1 and L
0
P (m) is equal to the number of lattice points on ∂P ∪ ∂(2P ) ∪ · · · ∪ ∂(mP )
plus one for m ≥ 1 (∂Q denotes the boundary of Q). In particular, L0ψ(m) = L
0
P (m) for m ≥ 0 and
Theorem 3.9, together with Corollary 4.2, provides
LP (−m) = (−1)
n(LP (m) + L
0
P (m− 1)− L
0
P (m))
for m ≥ 1. Because L0P (m) − L
0
P (m − 1) is equal to the number of lattice points on ∂(mP ), we
finally get
LP (−m) = (−1)
nLP ◦(m)
for m ≥ 1, where P ◦ denotes the interior of P . This is the classical Ehrhart reciprocity.
More generally, and via Theorem 4.1, the twisted Hodge-Ehrhart polynomials Lαψ(m) correspond
(up to a shift) to the weighted Ehrhart polynomials f0k (m) defined in [19]. In this setting, our
Theorem 3.7 corresponds to the “Weighted Ehrhart Reciprocity” given by Theorem 3.7 of loc. cit.
4.2.2 From combinatorics to Hodge theory: the Lower Bound Theorem
Our last point is known as the “Lower Bound Theorem”, a result in combinatorics proven by Hibi
in [12]. By Example 2.11, we already know that
dim grn−iF H0 = dimgr
V
i (G0/θG0) ≥ 1
for i = 0, · · · , n. In particular, dim grn−iF H ≥ 1 for i = 0, · · · , n. We have more:
Proposition 4.4 Let f be a convenient and nondegenerate Laurent polynomial and let MHSf =
(H,F •,W•) be the canonical mixed Hodge structure associated with f . Then,
1 ≤ dimgrn−1F H ≤ dimgr
n−i
F H (23)
for 1 ≤ i ≤ n− 1.
Proof. Let P be the Newton polytope of f and let δP (z) = δ0 + δ1z + · · · + δnz
n be its δ-vector.
First, dim grn−1F H = δ1 = Card(P ∩ Z
n) − n − 1 ≥ 1 because P contains the origin as an interior
point. Now, we have δn = Card((P − ∂P ) ∩ Z
n) ≥ 1 (again because P contains the origin as an
interior point) and by [12], we get δ1 ≤ δi for 1 ≤ i ≤ n− 1. Now, the result follows from Theorem
4.1. ✷
Remark 4.5 Proposition 4.4 gives informations about distribution of the spectrum at infinity of
f : the number of spectral numbers contained in ]p − 1, p], for 1 ≤ p ≤ n − 1, is greater or equal
than Card(P ∩ Zn)− n− 1.
This leads to the following question: let f be a tame function (not necessarily convenient and
nondegenerate) and let MHSf = (H,F
•,W•) be the mixed Hodge structure associated with f . Do
we have
dimgrn−1F H ≤ dimgr
n−i
F H (24)
for 1 ≤ i ≤ n− 1?
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