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Snow photochemical reactions drive production of chemical trace gases
within snowpack, including nitrogen oxides (NOx = NO + NO2), which are
then released to the lower atmosphere. They were found to affect the oxidis-
ing capacity of the lower troposphere, especially in remote regions of high
latitudes with low level of anthropogenic pollution, by altering concentra-
tion of ozone (O3), a pollutant and green house gas, and hydroxyl radical
(OH), responsible for the removal of many atmospheric pollutants including
methane. However, the emission of NOx and its impact has not yet been
quantified. Current air-snow coupled models are limited by poor under-
standing of interactions between air and ice and often require fitted parame-
ters to match the model results with observations that limited their predictive
capability.
Presented here is a new 1-D air-snow exchange model for nitrogen species
to investigate snow as the source of NOx in the overlying atmosphere in
Antarctica. Building on existing models, it includes heat and radiation trans-
fer in snow, gas and solid phase diffusion, multi-phase chemistry and air-
snow grain exchange of oxidised nitrogen species. The solar radiation trans-
fer in snow is parameterised as an exponential decay with respect to depth
to reduce computation cost. The impact of the exponential parameterisation
on the photochemical production of NOx is evaluated by comparing the re-
sults with the outputs from a radiative transfer model - TUV (Lee-Taylor and
Madronich, 2002). The study showed the exponential parameterisation of
radiation of cold polar snowpack has no significant impacts on the estima-
tion of photochemical production rate due to large solar zenith angles and
the efficient light scattering environment of the snowpack. For other types of
snowpack, such as melting or fresh snow, the overestimation in photochem-
ical production at large solar zenith angles or underestimation at small solar
zenith angles caused by the exponential parameterisation can be corrected
by applying the solar zenith angle and chemical species dependent correc-
tion factor.
Two temperature dependent multi-phase air-snow grain exchange mod-
els were developed from physically based parameterisations, each based on
different hypothesis on the interface between air and snow grain. The first
model assumed at temperatures below a threshold temperature, To, the air-
snow grain interface is pure ice and above To, a disordered interface (DI)
emerges covering the entire surface of the snow grain, which is a similar ap-
proach taken by models previously developed. The other model assumed
at temperatures below melting of ice, the air-snow grain interface is pure
ice and liquid assumed to be co-existed with ice as micropocket at tempera-
tures above the eutectic temperature. The models are validated with existing
iv
Antarctic snow samples and atmospheric observations from a cold site on
the Antarctica Plateau (Dome C, 75◦06′S, 123◦33′E, 3233 m a.s.l.) and at a
relatively warm site on the Antarctica coast (Halley, 75◦35′S, 26◦39′E, 35 m
a.s.l). The study showed the concentration of nitrate in surface snow is bet-
ter described by the latter model, that it reproduced a good agreement with
observations at both sites without requiring any tuning parameters whereas
the first model only showed good agreement at Dome C but not at Halley. It
is therefore suggested that in winter the air-snow exchange of nitrate is de-
termined by non-equilibrium adsorption on ice and co-condensation coupled
with diffusion to the bulk ice. In summer, the air-snow exchange of nitrate is
dominated by solvation into liquid micropocket following Henry’s law.
The 1-D air-snow model was developed based on an existing model frame-
work and the newly developed temperature dependent multi-phase air-snow
grain exchange models to estimate the flux of NO3 – to the overlying atmo-
sphere and the distribution of NOx within the snowpack. The model pre-
dicted an average emission flux of NO2, FNO2 , is 3× 1012 molecule m−2 s−1 at
Dome C, in late December.
vAcknowledgements
First of all I would like to thank my supervisors, Dr. Markus Frey and Prof.
Martin King for their advice and helpful discussions, as well as being patient
and give me a lot of encouragement. I have been lucky to have supervi-
sors who responded to my questions and queries so promptly. I would also
like to thank the members of the Atmospheric Chemistry group at the British
Antarctic Survey, for their time and helpful suggestions to all my oral pre-
sentation practises. Thanks are also made to Dr. Maxim Lamare for his help
on my computer problems and welcoming me when I visited RHUL. Thanks
also to all my great office mates who have been sharing all the up and downs
of my research.
Finally I would like to thanks my parents, sister and boyfriend for their
constant moral and financial support. They have been so understanding
throughout my PhD, especially towards the end when I was not able to spend
much time with them.
I am grateful for the Natural Environment Research Council for funding
this study, Royal Holloway Travel fund to allow me to attend a UNIS course
in Svalbard and the IPSiS travel grants, provided me with the opportunity to
attend IPSis Conference and Workshop in Svalbard.
vi
Contents
Declaration of Authorship i
Abstract iii
Acknowledgements v
1 Introduction 1
1.1 Importance of Snow Photochemistry . . . . . . . . . . . . . . . 1
1.2 Current Understanding of Air-Snow Interaction of Trace Gases 6
1.2.1 Air-Ice Interaction . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Air-Disordered Interface Interaction . . . . . . . . . . . 8
1.2.3 Air-Liquid Water Interaction . . . . . . . . . . . . . . . 10
1.2.4 Bulk Ice Diffusion . . . . . . . . . . . . . . . . . . . . . . 11
1.2.5 Photochemical Reactions . . . . . . . . . . . . . . . . . 12
1.2.6 Snow Budget of NO3 – . . . . . . . . . . . . . . . . . . . 14
1.3 Current Snow Chemistry Models . . . . . . . . . . . . . . . . . 15
1.3.1 Box Models . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.2 1-D Models . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.3 Global Models . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4 Aims of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Methods 22
2.1 Model Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Radiative Transfer . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Heat Transfer in Snow . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Macroscopic Mass Transport in Snowpack . . . . . . . . . . . . 31
2.4.1 Molecular Diffusion within Snow Interstitial Air . . . . 31
2.4.2 Windpumping . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Microscopic Mass Transport in Snowpack . . . . . . . . . . . . 35
2.5.1 Liquid Water Content . . . . . . . . . . . . . . . . . . . 35
2.5.2 Non-Equilibrium Kinetics . . . . . . . . . . . . . . . . . 39
2.5.3 Surface Adsorption on Ice . . . . . . . . . . . . . . . . . 41
2.5.4 Co-condensation/ Sublimation . . . . . . . . . . . . . . 43
2.6 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . 47
vii
2.6.1 Study Sites: Dome C and Halley . . . . . . . . . . . . . 47
2.6.2 Measurements of Atmospheric Nitrate . . . . . . . . . 48
2.6.3 Measurements of Atmospheric NOx . . . . . . . . . . . 50
2.6.4 Measurements of Snow Physical Properties . . . . . . . 51
2.6.5 Measurements of Snow Optical Properties . . . . . . . 52
2.7 Technical Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.7.1 Finite Difference method - Crank-Nicolson Method . . 53
2.7.2 ODE solver - KKP . . . . . . . . . . . . . . . . . . . . . 54
3 The impact of parameterising light penetration into snow on the
photochemical production of NOx and OH radicals in snow 58
4 Modeling the Physical Multi-Phase Interactions of HNO3 Between
Snow and Air on the Antarctic Plateau (Dome C) and coast (Halley) 74
5 Towards a multi-phase 1-D model of air-snow exchange of nitrogen
oxides at Dome C, Antarctica 126
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.2 Modelling Approach . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.2 Gas Transport in SIA . . . . . . . . . . . . . . . . . . . . 129
5.2.3 Exchange Between Air and Snow Grain . . . . . . . . . 130
5.2.4 Chemical Mechanism . . . . . . . . . . . . . . . . . . . 132
5.2.5 Heat Transport . . . . . . . . . . . . . . . . . . . . . . . 135
5.2.6 NOx Flux Estimation . . . . . . . . . . . . . . . . . . . . 135
5.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.3.1 Observation at Dome C . . . . . . . . . . . . . . . . . . 136
5.3.2 Model Initialisation . . . . . . . . . . . . . . . . . . . . . 137
5.3.3 Other Model Inputs . . . . . . . . . . . . . . . . . . . . 137
5.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . 137
5.4.1 Effect of wind speed on chemistry in snowpack . . . . 137
5.4.2 Diurnal Cycle . . . . . . . . . . . . . . . . . . . . . . . . 139
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6 Discussion 148
6.1 Description of Snow . . . . . . . . . . . . . . . . . . . . . . . . 148
6.2 Physical Processes . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.3 Chemical Processes . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.4 Description of the Atmosphere . . . . . . . . . . . . . . . . . . 159
6.5 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.5.1 Validation Sites . . . . . . . . . . . . . . . . . . . . . . . 160
6.5.2 Air-Ice Interaction of Species Other than HNO3 . . . . 160
viii
6.5.3 Modeling the Air-Snow Interaction of Other Acidic Gases161
6.5.4 Global Model . . . . . . . . . . . . . . . . . . . . . . . . 162
7 Conclusion 163
A Maths Derviation 165
A.1 Deviation of Mass Transfer Coefficient, kmt . . . . . . . . . . . 165
B Reproduction of Fig. 6 in Ch. 2 166
Bibliography 168
ix
List of Figures
1.1 Nitrogen cycle in the atmosphere and in the snowpack. . . . . 4
1.2 Drop of water on an ice surface with a contact angle, θ. . . . . 11
2.1 1D air-snow exchange model schematic which included gas
phase chemical reactions in the upper and lower troposphere
and snowpack, attenuation of actinic flux, wind pumping and
gas phase diffusion across the boundary layer and the surface
of the snowpack, heat transfer within the snowpack, exchange
between snow grain and SIA, ice phase chemical reactions and
solid state diffusion within snow grain. . . . . . . . . . . . . . 23
2.2 Scattering of incident radiation with a wavelength λ by a par-
ticle with a diameter d. The angular distribution of radiation
intensity scattered by a particle with a given refractive index is
depends on both the wavelength of the incident radiation and
the size of the particle. When the particle is much smaller than
the wavelength of the incident radiation, the radiation would
scatter symmetrically in the forward and backward direction,
which is often referred as ‘Rayleigh scattering’. When the par-
ticle is about the same size as the wavelength, the scattering
and absorption of light can be computed by the ‘Mie scatter-
ing’ theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 A) Absorption coefficient of pure ice as a function of wave-
length λ, in cm−1 by Warren (1984) in Green and the revised
compilation Warren and Brandt (2008) in Blue. B) Absorption
coefficient of HULIS and Black carbon in cm−1. . . . . . . . . 26
2.4 Modelled depth profile of actinic flux (λ = 451nm) in the up-
per snow, results from TUV in solid and results from Eq.2.2 in
dashed line. In the ‘near-surface zone’, there is an enhance-
ment at small solar zenith angle (< 30◦) due to the conversion
of direction radiation to diffuse radiation and rapid attenua-
tion of actinic flux for large solar zenith angle (> 80◦) as pho-
tons tends to scatter upwards and out of the snowpack. . . . . 28
x2.5 Normalised observed(red) and modelled (blue) temperatures,
Tˆ , at depth A) 2 cm, B) 10 cm, C) 20 cm and D) 50 cm at Dome
C between 2009-2010 (Frey et al., 2013). . . . . . . . . . . . . . 30
2.6 Comparison the different parameterisations of diffusivity in
air as a function of temperature by Jacobson (1999) in black,
Atkins and Paula (2010) in pink, Tang et al. (2014) in blue, and
Ivanov et al. (2007) in dash line (O3 only) for A) NO; B) NO2;
C) NO3; D) HNO3; E) O3 and F) N2O5 . . . . . . . . . . . . . . 32
2.7 Pressure different induced by horizontal wind across topogra-
phy bump. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.8 Reproduced by Thibert et al. (1998), Figure 5: The HNO3-H2O
equilibrium phase diagram at low HNO3 mole fraction. . . . 36
2.9 Reproduced by Akinfiev et al. (2001), Figure 8: The NaCl-H2O
equilibrium phase diagram. . . . . . . . . . . . . . . . . . . . . 36
2.10 Liquid water fraction, φH2O, at various concentration of NaCl
derived from Eq. 2.17 by Cho et al., 2002 (solid line) and by
NaCl-H2O phase diagram (dashed line) as a function of tem-
perature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.11 The mean mixed solute activity coefficient of HNO3, γH+,NO3− ,
as a function of, A) temperature; and B) molarity (Hamer and
Wu, 1972). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.12 Processes involved in the equilibrium between gas-phase and
condensed-phase, where cg,∞ is the gas-phase concentration
in the SIA far away from the droplet, cg,surf is the gas-phase
concentration at the surface (outside the droplet), cc,surf is the
condensed-phase concentration at the surface (inside the droplet)
and cc is the average condensed-phase concentration. . . . . . 39
2.13 Partitioning coefficient of HNO3 to an ice surface as a func-
tion of temperature by parameterisation recommended from
Burkholder et al. (2015), in blue, and Crowley et al. (2010), in
green. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.14 Initial uptake coefficient obtained from different laboratories
and the parameterisation of accommodation coefficient used
within this study. . . . . . . . . . . . . . . . . . . . . . . . . . . 43
xi
2.15 A) Compared the uptake of HNO3 by growing ice surface via
water vapour deposition on ice by Domine et al. (1995), Dom-
iné and Thibert (1996), and Ullerstam and Abbatt (2005), in
blue (left axis), dash green (right axis) and dark green (right
axis), respectively for Dome C 2009-2010; B) The partial pres-
sure of water vapour and HNO3, in red (left axis) and orange
(right axis), respectively at Dome C 2009-2010; C) The air tem-
perature at Dome C 2009-2010. . . . . . . . . . . . . . . . . . . 44
2.16 A) Compared the uptake of HNO3 by growing ice surface via
water vapour deposition on ice by Domine et al. (1995), Dom-
iné and Thibert (1996), and Ullerstam and Abbatt (2005), in
blue (left axis), dash green (right axis) and dark green (right
axis), respectively for Halley 2004-2005; B) The partial pressure
of water vapour and HNO3, in red (left axis) and orange (right
axis), respectively at Halley 2004-2005; C) The air temperature
at Halley 2004-2005. . . . . . . . . . . . . . . . . . . . . . . . . 45
2.17 A map of Antarctica showing the location of Dome C and Hal-
ley (King et al., 2006). The topographic contours are at 1000 m
interval and the latitude contours are at 10◦ interval. . . . . . 48
2.18 The major ions found in surface snow at A) Dome C, which
dominated by NO3 – and Cl– (Udisti et al., 2004) and B) Halley,
which the dominant ions are Na+ and Cl– (Jones et al., 2008).
Note that the H+ ion is excluded from the chart. . . . . . . . . 49
2.19 The mean (±standard deviation) density profile of 13 snow
pits at Dome C (Gallet et al., 2011). . . . . . . . . . . . . . . . . 51
2.20 The specific surface area, SSA, at Dome C by Picard et al., 2016
in ’X’ and values used in this study in solid-line at Dome C,
and dash-line at Halley, which are adjusted by the observed
air temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1 Reactions involving the cycling of NOx, HOx and O3. . . . . . 127
5.2 Observed mixing ratio of NO (Blue) and NO2 (Red) at at 0.01
m above the surface of snowpack at Dome C, December 2009
(Frey et al., 2013). . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.3 A. Initial profile of the concentration of nitrate in snow, (Erb-
land et al., 2013); B. The initial profile of concentration of nitric
acid in SIA; C. The vertical profile of snow density, ρsnow, (Gal-
lée et al., 2015); D. The vertical profile of specific snow area,
SSA, (Gallée et al., 2015). . . . . . . . . . . . . . . . . . . . . . . 138
xii
5.4 A. Observed Wind speed at 3.3 m above surface of the snow-
pack in m s−1 with an average (±σ) = 2.5 ± 1.4 (Green, right
axis) and the observed temperature of the surface of the snow-
pack in ◦C on 26 December 2009; B. Modelled temperature
profile within the snowpack in ◦C; C. The ratio of effective dif-
fusion constant with wind, Deff,wind, to the effective diffusion
constant without wind, Deff,nowind, for NO2 within the snow-
pack (Eq. 5.4). Note: Depth in C is plotted logarithmically.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.5 A. Photolysis rate coefficient for gas-phase NO2 (G11 on Ta-
ble 5.4), at the surface of the snowpack. Green - observation
by Frey et al. (2013); Blue - modelled results from TUV. B. Es-
timated vertical profile of photolysis rate coefficient for gas-
phase NO2 (within a 1 m snowpack with Eq. 5.11. . . . . . . . 140
5.6 A. Photolysis rate coefficient for gas-phase O3 (G11 on Table
5.4), at the surface of the snowpack. Green - observation by
Frey et al. (2013); Blue - modelled results from TUV. B. Es-
timated vertical profile of photolysis rate coefficient for gas-
phase O3 (within a 1 m snowpack with Eq. 5.11. . . . . . . . . 141
5.7 Modelled vertical profile of photolysis rate coefficient of A.
NO3 – to NO2, JC1 (C1 on Table 5.4); B. condensed-phase NO3 –
to NO2 – , JC2 (C2 on Table 5.4); and C. condensed-phase NO2 –
to NO, JC3 (C3 on Table 5.4). . . . . . . . . . . . . . . . . . . . . 141
5.8 Modelled vertical profile of A. NO ; B. NO2; and C. O3 within
the snowpack. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.9 Observed flux of NOx (red-dash), FNOx , by Frey et al. (2009);
and modelled flux of NO (blue), NO2 (green), and NOx (red-
solid) flux of NOx, at Dome C in December 2009. . . . . . . . 143
xiii
B.1 Photolysis rate coefficient for the NO3 – anion (LH panels), the
NO2 – anion (middle panels) and NO2 (RH panels) computed
by TUV (solid line) and ze method (dashed line) at two dif-
ferent solar zenith angles, θ, at 0◦ (top row) and 66◦ (bottom
row). At θ= 0◦ the transfer velocity ratio is maximum while
minimum transfer velocity ratio when θ=∼ 66◦. Blue is the
“melting snow”, Scatt2, (ρ= 0.4 g cm−3, [BC] = 4 ng(C) g−1 and
σscatt = 2 m2 kg−1); red is the “standard snow”, Standard, (ρ= 0.4 g cm−3,
[BC] = 4 ng(C) g−1 and σscatt = 25 m2 kg−1); and black is the “heav-
ily polluted snow”, BC128, (ρ= 0.4 g cm−3, [BC] = 128 ng(C) g−1
and σscatt = 25 m2 kg−1). Surface (depth = 0 cm) values of pho-
tolysis rate coefficient from “RT method” and “ze method” are
the same (see Eq. (??) for calculation of JTUV). The deviation
between the two methods was the largest for “melting snow-
pack”, especially for small solar zenith angles, and the the ze
method provided the best estimation compare with RT method
with the “heavily polluted” snowpack. . . . . . . . . . . . . . . 167
xiv
List of Tables
1.1 Experimental techniques for measuring surface disorder on ice
(Huthwelker et al., 2006, and therein) . . . . . . . . . . . . . . . 9
1.2 Summary of the source term, Sg, of the general 1-D mass trans-
port equation Eq. 1.10 by various snow chemistry models. . . 21
5.1 The gas phase diffusion constant, Dg, at 296 K in Torr cm2 s−1 130
5.2 Summary of the performance from different model runs for
Dome C along with Cv(RMSD) . . . . . . . . . . . . . . . . . . 131
5.3 Vales of e-folding depth, ze, for chemical species, in cm. . . . . 133
5.4 List of chemical reactions included in the 1D model . . . . . . 134
5.5 Initial concentration in SIA and the atmospheric boundary con-
centration for gas-phase species. . . . . . . . . . . . . . . . . . 137
1Chapter 1
Introduction
1.1 Importance of Snow Photochemistry
Nitrogen-containing trace gases, such as nitric oxide (NO), nitrogen dioxide
(NO2), nitric acid (HNO3), dinitrogen pentoxide (N2O5), and nitrate radical
(NO3), play an important role in the chemistry of the atmosphere by alter-
ing the concentration of tropospheric ozone (O3) and partition of hydroxyl
radical (OH) and hydroperoxyl radical (HO2). Tropospheric O3 is one of the
most important air pollutants in terms of impacts to human and plant health.
It is also a greenhouse gas that changes the regional energy balance and cli-
mate via direct radiative forcing and indirectly by oxidising aerosols that has
a strong radiative forcing (Fowler et al., 2008). Therefore, it is necessary to
understand the natural tropospheric O3 chemistry of the troposphere and
predict the background tropospheric O3 level. On the other hand, OH radical
is known as the atmospheric cleaner which reacts with most trace species in
the atmosphere, such as hydrocarbons, greenhouse gas methane and tropo-
spheric ozone precursor NO2.
Nitrogen oxides, NOx = NO + NO2, in the troposphere are mainly from
the downwelling from the stratosphere (Jacobson, 2005) or produced in the
troposphere via lightning, biomass burning, or anthropogenic fossil fuel burn-
ing, where the nitrogen in the atmosphere or in the fuel get oxidised under
high temperatures (Seinfeld and Pandis, 2012). The concentration of NOx
were expected to be very low (few pptv) in remote boundary layer. The dom-
inant source of NOx in the Antarctica proceeds mainly from downwelling
from the stratosphere. In contrasts, due to the meteorology and atmospheric
transport patterns in the Arctic the direct input of reactive nitrogen from the
stratosphere is limited and NOx proceeds mainly through long-range trans-
port from lower latitudes within the troposphere.
In the past, the snow and ice has been viewed as a sink of atmospheric
species and measuring trace gases concentration at high latitudes was to im-
prove understanding the chemistry of a clean background atmosphere. How-
ever, recent evidence has shown that sunlit snow can have a major influence
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on the concentration of atmospheric oxidants in the overlying atmosphere by
releasing reactive trace gases into the boundary layer due to photochemical
reaction within the upper snowpack. A concentration of NOx that was 3 to
>10 times higher than the ambient air concentration and with a diurnal varia-
tion was observed within the snow interstitial air (SIA) at Summit, Greenland
(Honrath et al., 1999). The observation was explained by nitrate within the
snow was photolysed to release NOx to SIA and to the overlying boundary
layer. Other studies (e.g. Jones et al., 2000; Honrath et al., 2000; Jacobi et
al., 2004; Davis et al., 2008) also confirmed that irradiate natural snow, from
both high-latitude or mid-latitude, with light caused the release of NOx. The
impact of the snow photochemistry on atmospheric composition varies de-
pending on the background concentration of radicals and the boundary layer
height. For example, at the South Pole and Dome C, Antarctica, a large mix-
ing ratio of NOx, equaling those from the mid-latitudes had been observed
(Davis et al., 2008; Frey et al., 2013) due to the shallow boundary layer that
concentrated the NOx emitted from sunlit snowpack, and hence, the snow
emission dominate the boundary layer chemistry. The isotopic composition
of surface snow and aerosols (McCabe et al., 2007) as well as the ratio of
organic to inorganic nitrate in Antarctica show a strong evidence for strato-
spheric source of nitrate in winter but a much stronger tropospheric signature
in the summer, which is likely be recycled from photolysis of NO3 – within
the near-surface snow.
The photolysis of snow nitrate can occur through the following pathways,
with producing nitrogen dioxide (NO2) as the major pathway (Grannas et al.,
2007)
NO3
− + hv(+H+) −−→ NO2 + OH (R1)
and producing nitrite anion (NO2 – ) as the secondary pathway:
NO3
− + hv −−→ NO2− + O(3P) (R2)
The photochemically produced NO2 – can further photolysed as follow:
NO2
− + hv(+H+) −−→ NO + OH (R3)
The rate of the photolysis reaction is dependent on the amount of solar ra-
diation available, the quantum yield and the absorption cross-section of the
photolysed species (See Sect. 1.2.5 for details). The porous structure of the
snowpack allows physical exchange of gases between the SIA and the over-
lying atmosphere, and therefore part of these photochemical produced NO
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and NO2 escape the snowpack to the atmosphere above.
As shown in Fig. 1.1, the gas-phase NO can be oxidised by ozone (O3 via
R4), hydroperoxyl radicals (HO2 via R5) and peroxy radical (RO2 via R6) to
from NO2, which can reacts with ground-state oxygen atom, O, via R7, and
leads to a net destruction of O3. The coupling reactions between NOx, O3,
HO2 and ROx can be described as follow (Eyring, 1962):
NO + O3 −−→ NO2 + O2 (R4)
NO + HO2 −−→ NO2 + •OH (R5)
NO + RO2 −−→ NO2 + RO (R6)
NO2 + O −−→ NO + O2 (R7)
(R8)
Net : O3 + O −−→ O2 + O2
When sunlight is present, NO2 can also undergo photolysis by sunlight to
form back to NO and O3, which competes with R7
NO2 + hv −−→ NO + O(3P) (R9)
O(3P) + O2
M−−→ O3 (R10)
The photolysis of NO2 is one of the major sources for the in-situ production
of O3 in the troposphere other than the oxidation of volatile organic com-
pounds (VOCs). Nonetheless, the interconversion between NO and NO2 has
a timescale of 5 min (Seinfeld and Pandis, 2012), which is a lot more rapid
than the oxidation of VOCs (one to several hours).
The in-situ loss of tropospheric O3 results mainly from photolysis of O3
and the reaction with HO2 radicals as
O3 + hv −−→ O2 + O(1D) (R11)
O3 + HO2 −−→ OH + O2 (R12)
The O3 destruction pathways, R11 & R12, each responsible for ∼ 40% of O3
loss in the troposphere. In the presence of sunlight, in a particular region, the
atmosphere is acting as a source of sink of tropospheric O3 is depending on
the local concentration of NO, HO2, RO2 and O3. The local production and
destruction of O3 in the background troposphere can be estimated from
PO3 = (kR5[HO2] + kR6[RO2])[NO]
LO3 = kR11[O(1 D)][H2O] + kR12[HO2][O3]
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FIGURE 1.1: Nitrogen cycle in the atmosphere and in the
snowpack.
The destruction of O3 leads to production of OH radical, directly, through
R12 and, indirectly, through the reaction between the excited singlet oxygen
atom, O(1D), formed from the photolysis of O3 (R11), and water molecule
O(1D) + H2O −−→ OH + OH (R13)
Besides the reactions with NO (R5) and O3 (R12), the HO2 radicals can react
with itself to form hydrogen peroxide (H2O2), which can act as a temporary
reservoir for HOx = OH + HO2
HO2 + HO2 −−→ H2O2 + O2 (R14)
H2O2 + hv −−→ OH + OH (R15)
H2O2 + OH −−→ HO2 + H2O (R16)
Termination of the chain reactions of NOx (R4, R5, R6, R7 & R9) and HOx
(R14, R15 & R16) occurs when OH reacts with NO or NO2 to form nitrous
acid (HONO) and nitric acid (HNO3), respectively, as
NO + •OH M−−→ HONO (R17)
NO2 +
•OH M−−→ HNO3 (R18)
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During night time, no photolysis reactions can occur (R9) that almost all NOx
is converted to NO2 (R4, R5 & R6). The major removal path for NO2 at night
is its reaction with O3 to form nitrate (NO3) radical
NO2 + O3 −−→ NO3 + O2 (R19)
The concentration of NO3 radicals during the day is very low (< 1 ppt, Sein-
feld and Pandis, 2012 ) as it normally gets photolysed or react with NO and
converted back to NO or NO2. At night, the lack of solar radiation and low
concentration of NO, the NO3 radical reacts with NO2 to produced N2O5,
which can be hydrolysed to form HNO3 as follow
NO3 + NO2
M−−⇀↽− N2O5 (R20)
N2O5 + H2O −−→ 2 HNO3 (R21)
Nitric acid is a very soluble gas which can be deposited to water vapour
droplets to form acid rain or acid snow or it can react with sea salt aerosols
and mineral dust.
In the polar region, where anthropogenic pollution is rare, the NOx emis-
sion from snow found to significantly influence the oxidising capacity in the
lower atmosphere (Jones et al., 2008). Beine et al. (2002) measure midday
NOx flux of 0-5 × 1012 molecule m−2s−1 at Alert, Canadian Arctic between
April and May 2000, Jones et al. (2000) observed a NOx flux of ∼3.2 × 106
molecule cm−2s−1 from near the center of a 10 cm3 snow cube held a meter
above the ground at Neumayer, Antarctic. Chen et al. (2001) observed a high
OH radical concentration at the South Pole corresponds to the rapid radical
cycling driven by the emissions of NOx from snow, which the impact was
enhanced by the low boundary layer height . Frey et al. (2015) also observed
a net increase in O3 production caused by the emission of NOx from snow at
Dome C, Antarctica.
Furthermore, permanent ice sheets in the polar regions, mainly Greenland
and Antarctica, preserve nitrogen compounds that are either deposited as ni-
trate aerosols and directly from gas phase HNO3 onto the snow then com-
pacted into ice or enclosed within air bubble as gas-phase nitrogen species,
such as N2 and N2O, when snow and ice compressed with depth. The con-
centration of the nitrate in polar ice varies between 10-1000 µgkg−1 and the
amount of nitrate preserved in the ice core depends on 1) amount of wet de-
position, which linked to emission, strength and pathway of transport of ni-
trogen species from the source of origin to the deposition site; 2) the efficiency
of dry deposition, which included adsorption and absorption on snow of gas-
phase HNO3 that formed by direct oxidation of NO2 (R18) or via NO3 radical
Chapter 1. Introduction 6
and N2O5 (R20 & R21) and nitrate aerosols; and 3) physical and chemical pro-
cesses in the snowpack driving air-snow recycling of reactive nitrogen, which
included the photolytic loss of nitrate from snow and gas species transport
within and out of the snowpack.
Due the relatively short lifetime of NOx, the nitrate records in polar ice
has been using as an indictor of changing regional emission of NOx, by as-
suming all the other factors listed above, such as deposition efficiency and
post-depositional changes, do not contribute toward any variation in the pre-
served nitrate. However, these assumptions are probably only reasonable for
a short-time scale, i.e. a century, when the climate conditions are relatively
stable but not for long-time scale. Therefore, it is necessary to understand
all these other factors in order to interpret the ice core record of nitrate for
estimating the atmospheric composition in the past (Wolff et al., 2002; Wolff
et al., 2008).
1.2 Current Understanding of Air-Snow Interaction of
Trace Gases
The snow chemistry is still a relatively young study area that the interaction
between air and snow is still not fully understood, such as the location of
reactive species in snow and the physical exchange mechanism (Huthwelker
et al., 2006). There are different possible locations where the reactive species
might be located within the snow grain (BartelsRausch et al., 2014), such as
on the surface of ice (Ch. 1.2.1), in the disordered interface (DI, Ch.1.2.2), in
the liquid found at grooves between snow grains (Ch.1.2.3), or within the ice
crystal (Ch. 1.2.4). The current measuring techniques can only measure the
average uptake of ice but not identify each individual processes at different
locations (Huthwelker et al., 2006). Improving the understandings of the lo-
cation of reactive species is critical as it might have impacts on the rate of
chemical reactions (See Sect.1.2.5) and the physical exchange (uptake and re-
lease) mechanism of chemical species between air and snow and its efficiency.
Metamorphism is the process responsible for the post-depositional phys-
ical evolution of snow, which changes the specific surface area (SSA, area
per unit mass of snow) and modifies the shape and size of the snow grain.
Metamorphism can occur at temperature below freezing, which often refers
as the ‘dry snow metamorphism’ and mainly due to water vapour gradient
(Colbeck, 1982). In general, there are two types of dry metamorphism, the
‘equi-temperature’ and ‘temperature gradient’ (Sommerfeld and LaChapelle,
1970). The ‘equi-temperature’ metamorphism happens when the tempera-
ture gradient is low (<9 ◦C m−1) and the vapour transport is driven by the
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differences in curvature between adjacent snow grains. The ‘temperature gra-
dient’ metamorphism is the major drive of water vapour transport. The dif-
ference in temperature generates a water vapour flux within the snowpack,
especially at the top meter of the snowpack where a strong temperature gra-
dient can be found due to the diurnal cycle. The vapour flux causes con-
densation on parts of the snow grain and sublimation on other parts. Pinzer
et al., 2012 found under a constant temperature gradient of 50 ◦C m−1, up to
60% of the ice mass get redistributed per day. However, the redistribution of
the reactive species under a temperature gradient is still not clear (Domine
et al., 2008).
1.2.1 Air-Ice Interaction
At 190 K, ice is crystalline in the form of hexagonal type structure even to
the outermost layer and water molecules arrange themselves in bilayer (Ab-
batt, 2003). The crystalline structure of the ice crystal at the surface will get
more and more disordered as temperature increases towards melting and so
the mobility of the surficial water molecules. Gas molecules can be adsorbed
on the ice surface when the temperature is within the ice stability region.
Adsorption is the adhesion of molecules to a surface which is the process
that initiates the interaction between air and ice. The adsorbed molecules
are physically accommodated into a weakly bound state, which might in-
volve hydrogen bounds, charge transfer or Van der Waals interactions de-
pending on the gas-molecules and the surface properties of the adsorbent.
Under higher temperatures and/or low partial pressure of the strong acid,
such as HNO3 and HCl, the adsorption can be well described by single Lang-
muir adsorption isotherms which molecules can only adsorb on free surface
adsorption site, S, and the adsorption can be irreversible thermally:
X(g) + S
kads⇀↽
kdes
XS (1.1)
where X(g) is a gas phase molecule, XS is the adsorbed molecule, kads and
kdes are rate the adsorption and desorption respectively. The probability of
adsorption when a molecule collides with a solid or liquid surface can be de-
scribed by the surface accommodation coefficient (also known as the sticking
probability), α. The chance of a molecule being adsorbed increases as tem-
perature decreases, the dependency of accommodation coefficient to temper-
ature is as follow (Crowley et al., 2010):
α =
exp{ln( α01−α0 )[−
∆obsH
R (
1
T − 1Tf )]}
1− exp{ln( α01−α0 )[−
∆obsH
R (
1
T − 1Tf )]}
(1.2)
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where α0 is the reference accommodation coefficient at reference temperature
found by experiment, Tf (K), ∆obsH is the enthalpy of activation (J mol−1),
andR is the molar gas constant (J K−1 mol−1). The fraction of free adsorption
site on the surface, θ, is a function of surface concentration and the maximum
number of available surface site per unit area, Nmax or as a function of the
equilibrium constant for Langmuir adsorption, Keq.
θ =
[XS]
Nmax
=
Keq[X(g)]
1 +Keq[X(g)]
(1.3)
The value of Langmuir adsorption equilibrium, Keq, can be found by labora-
tory experiments and is also the ratio of the rate constant of adsorption, kads,
to the rate constant of desorption, kdes.
kads =
αv
4
1
Nmax
(1.4)
kdes =
kads
Keq
(1.5)
where v is the mean molecular velocity.
On top of Langmuir adsorption of gas molecules on the surface of ice,
molecules can be taken up to the ice when water molecules condense to the
ice surface which called co-condensation. Condensation or sublimation of
H2O is caused by the natural temperature gradients exist in snowpack which
leads to significant fluxes of water vapour. Uptake of trace gases into growing
ice occurs when the residence time on the surface is longer than the frequency
of water molecules condensate on the surface.
1.2.2 Air-Disordered Interface Interaction
Molecular dynamics (MD) had been used to estimate the structure of water
molecules on the surface of the ice using both classical and first-principles
approaches. The MD approach shows the surface disorder, often referred as
the breakup of the solid crystal structure of ice at the solid-air interface and
deviates from the ideal hexagonal ice lattice (BartelsRausch et al., 2014), starts
around 200 K The disorder at the surface increases and extends deeper into
the ice crystal as temperature increases that the surface structure deviates
from the bulk structure as temperature increases. The disordered surface
layer is often referred as the disordered interface (DI), which is presented
at the surface of a snow grain and acts as the interface between air and ice.
However, the physical and chemical properties of the DI are still not well un-
derstood. One of the most used assumptions is that all or a fraction of the
impurities are found in the DI (BartelsRausch et al., 2014).
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Different laboratory methods had been used to quantify the disordered
fraction of ice, i.e. estimate the thickness of the DI. The measurement tech-
niques included atomic positioning, changes of refractive index, proton backscat-
tering, and optical extinction coefficient (Table 1.1). In general, the thick-
ness of the DI correlate positively with temperature but the average thick-
ness of DI found within pure ice are ranging from 0.3 nm (monolayers of
water molecule) to tens of nm down to a temperature of -80 ◦C. There are
TABLE 1.1: Experimental techniques for measuring surface
disorder on ice (Huthwelker et al., 2006, and therein)
Technique Physical features Thickness
(nm)
AFM Existence of a viscous surface layer on ice 0.2-40
Ellipsometry Refractive index of the surface layer of ice
is between those off water and ice
1-20
Infrared Spectrum Attenuation of the ice surface is equal to
the one measured at triplet point of water
and gradually change to one measured of
ice as temperature decreases
NEXAFS Photoelectron spectrum of ice surface
slowly change from a water-like spec-
trum to ice-like spectrum as temperature
decreases
0.3-3
NMR Self-diffusion constant in the interfacial
layer is between those of water and ice
Proton Channelling Larger vibrations of oxygen atoms in the
near-surface region
10-100
Surface sensitive X-
ray scattering
Direct evidence that surface layer is
disordered
Surface conductivity High mobility of ice in the surface region
where AFM = Atomic force microscopy; NEXAFS = Near-edge X-ray
absorption fine structures spectroscopy; NMR = Nuclear magnetic
resonance;
three main reasons for this wide range of values, 1) the methods used were
all based on examining different physical properties of the surface layer and
some methods interact more with the surface than some other. 2) Limitation
of the measuring techniques that the thickness cannot be observed directly
that the reported values are average values over the entire probing area. 3)
the preparation of the ice might have an impact on the orientation and de-
position of the water molecules which have an impact on the optical prop-
erties of the ice. Moreover, studies have also found the thickness of the DI
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increases with the presence of impurities, of which the impacts are impurity
type and concentration dependent. For example, acetic acid induces a minor
amount of H2O hydrating while nitrate and acetone only induced a small
change to the structure of the ice surface and does not change the majority of
the hydrogen-bonding network (Krepelova et al., 2010). However, the exact
relationship between temperature, the type and quantity of impurities to the
thickness of the DI is not yet established.
Recent laboratory study (Sazaki et al., 2012) had found that the disordered
regions are heterogeneously distributed across the ice surface at near melt-
ing temperature. They have observed directly that round liquid-like droplets
appear on the ice surface at -0.4 ◦C and thin liquid-like layer on ice from -
0.2 ◦C. The distribution of the disordered regions at the lower temperature
is still unknown. The most used assumption is that the disordered region
is homogeneous and continuously spread across the surface of the ice. The
partitioning between air and DI as well as the rate of reactions are often as-
sumed to be same as those measured in liquid water as it is not yet feasible to
measure the physical and chemical properties of the DI (Domine et al., 2008;
BartelsRausch et al., 2014).
1.2.3 Air-Liquid Water Interaction
In the presence of impurities, liquid can co-exist with ice at subzero tempera-
tures down to the eutectic temperature of that particular mixture (Atkins and
Paula, 2010). The amount of liquid solution and the impurity concentration of
the liquid solution can be found by the thermodynamic equilibrium phase di-
agram, which is a function of temperature and the total amount of impurities
in the mixture. However, liquid water does not have a prefect wettability on
ice that prevents the liquid spreading completely over the ice surface Domine
et al. (2013b). The surface tension exerts, σsurf , between the liquid water, ice
and air causing a water droplet to form on the ice surface with a contact an-
gle, θ, between the ice surface and the tangent to the surface of liquid water
at the liquid water-ice interface (Fig. 1.2). The contact angle, Θ, of a water
droplet in equilibrium with the ice surface is described by Youngs´ equation
(Atkins and Paula, 2010)
cos θ =
σai − σwi
σaw
(1.6)
where σai, σwi and σaw are the surface tension at the air-ice, water-ice and
air-water interface. The value of σaw is relatively easy to measure by deform-
ing the liquid, which σaw measured to be 75.7 mJ m−2 at 0◦C (Hobbs, 1974).
Measuring the surface tension of others are much more difficult but can be
estimated from σaw, e.g. σwi ' Lf σawLv , where Lf and Lv as the latent heats
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of freezing and vapourisation of water respectively or σwi ' σai − σaw. The
values of σwi estimated from various ways are ranging from 15-33 mJ m−2 at
-40 ◦C and σai varied from 85-122 mJ m−2 at 0◦C. From these measured and
estimated surface tension value, the contact angle can be between 0.62-1.41◦
from Eq. 1.6, which suggests liquid water does not completely wet the solid
ice surface.
FIGURE 1.2: Drop of water on an ice surface with a contact
angle, θ.
The surface tension between liquid and ice causes liquid to form iso-
lated patches on the ice surface. Ketcham and Hobbs (1969) observed vis-
ible amount of liquid water formed in grooves at grain boundaries, triple
junctions (veins) and quadruple (nodes) before wetting the surface of the ice.
Domine et al. (2013b) suggested that majority of the surface of the snow grain
is ice which possibly adsorbed chemical species, and a small amount of true
liquids coexist with ice but would be located in grooves at grain boundaries
and triple junctions. Some studies suggested that the liquid presents at the
grain boundaries could act as a diffusion short cuts for transport of trace el-
ements within the snowpack (e.g. Aguzzi et al., 2003), that they found the
diffusion of HCl and HBr were an order of magnitude faster in polycrys-
talline ice compared to single crystal ice. Nevertheless, the diffusion rate at
the grain boundary is hard to identify with the current techniques.
1.2.4 Bulk Ice Diffusion
Solid solution can also be formed between the ice crystal and ice-soluble im-
purities, such as HNO3, HCl and HCHO. Impurities might be incorporated
into the ice crystal during cloud formations or diffused into the interior ice
crystal structure when there is a concentration gradient across the outer layer
of the snow grain and its centre (BartelsRausch et al., 2014). The molecular
transport within the ice matrix can be described as stochastic transport which
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is governed by Brownian motion (Huthwelker et al., 2006),
∂n(x, t)
∂t
= −D∂
2n(x, t)
∂x2
(1.7)
where n is the concentration of the impurities at a distance x from the centre
of the snow grain, t is time and D is the diffusion constant. The solid-phase
diffusion constant and thermodynamic solubility in ice can be found by ex-
posing single ice crystal to diluted trace gases under a well-controlled envi-
ronment for a period of days to weeks. For HNO3 the diffusion constant is in
the 10−16 m2s−1 order of magnitude at 253 K (Thibert et al., 1998). However,
the measured diffusion constant in pure ice has a large variation that Thib-
ert et al. (1998) suggested it is possible that there are two different diffusive
processes in the ice; 1) diffusion through the signal crystal matrix which ex-
pected to be slow and 2) diffusion through grain boundaries, triple junctions
and other crystal defects that expected to be quick as they are less ordered in
comparison to the crystal lattice (Huthwelker et al., 2006). Therefore, due to
numerous experimental artefacts, the measured solubility and diffusivity of
impurities in ice might have a large error margin.
To summarise, snow grain is a multi-phase media of which impurities can
be adsorbed onto the ice surface, formed solid solution with the bulk ice or
dissolved into DI or micro-liquid pockets.
1.2.5 Photochemical Reactions
The production rate of NO2 from the photolysis reaction of NO3 – (React. R1)
can be written as follow:
d[NO2]
dt
= JR1 [NO3
−] (1.8)
where d[NO2]dt is the rate of change of NO2 concentration with time corre-
sponds to photolysis of nitrate, [NO3 – ] is the concentration of nitrate, and
JR1 is the first-order photolysis rate constant of reaction R1. The photolysis
rate constant, J , with a units of s−1 is a function of actinic flux (I), quantum
yield (Φ) and absorption cross section of the photolysed species (σ), which is
defined as follow:
J(z, θ, T ) =
∫ λ2
λ1
I(λ, z, θ)Φ(λ, T )σ(λ, T )dλ (1.9)
where z is the depth of the snowpack, θ is the solar zenith angle and λ is
the wavelength. The quantum yield for photolysis of nitrate in snow still re-
mains a major uncertainty in current snow chemistry models. The measured
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quantum yield of NO2 from photolysis of nitrate in ice through reaction R1,
ΦR1, ranges from 0.0028 (Chu and Anastasio, 2003) to 0.6 (Zhu et al., 2010)
at -20◦C depending on the experimental technique, i.e. preparation of the
snow sample and the choice of product to be measured. For example, Chu
and Anastasio (2003) prepared ice pellets by slow freezing sodium nitrate so-
lution (NaNO3) on a template, then illuminate it at wavelength above 290
nm, and measure the photochemically produced •OH. The quantum yield
of •OH, ΦOH from nitrate photolysis which was assumed to be equivalent
to ΦR1. They found the ΦR1 is a function of pH and temperature, that it
value decreases as pH or temperature decrease. The authors suggested that
the small ΦR1 is likely due to a domain-specific effect known as the ‘cage ef-
fect’, which the initially formed photoproducts in liquid and ice are unable
to escape as they are surrounded by water molecules. The collisions between
the photoproducts and water molecules consumed the excess energy of the
photoproducts that they often reform as the initial compound.
On the other hand, Zhu et al. (2010) adsorbs nitric acid (HNO3) on the
surface of the ice films, then irradiate it at wavelength 308 nm, and determine
ΦR1 by measuring the photo-produced NO2. The large ΦR1 is suggested to
be as a result of the photolabile nitrate located on the surface of the ice film
by surface adsorption, which is more likely to escape the ice. Therefore, the
quantum yield from Chu and Anastasio (2003) probably account for cage ef-
fect while Zhu et al. (2010) study have little or no cage effect and that is the
major reason for the large deviation in the value.
Measurements with natural snow samples by Meusinger et al. (2014) sup-
port the theory of nitrate reservoirs dependent quantum yield for nitrate pho-
tolysis reaction. Meusinger et al. (2014) measured the quantum yield for loss
of nitrate, ΦR1+R2, the combined quantum yield of React. R1 and R2 plus the
cage effect, by illuminating snow samples collected from the top ∼ 10 cm of
the snowpack at Dome C, Antarctica, at 200 and 305 nm for a various period
of time from 5 to 283 hours. The snow nitrate concentrations were measured
prior and after the illumination. They observed the quantum yield for loss
of nitrate decreases with irradiant exposure time, that ΦR1+R2 reduced from
0.44 at the beginning of the experiment to 0.003 after 283 hours of illumina-
tion. The irradiant exposure time dependent quantum yield was explained
by the two different snow-photochemical domains, one of accessible photo-
labile and one of buried nitrate. The photolabile nitrate might correspond to
adsorbed HNO3 on the ice surface and resulted in a higher quantum yield
as photoproducts can leave the snow easily. The buried nitrate might corre-
spond to nitrate that surrounded by water molecules, such as solid solution
of HNO3 in ice, aqueous HNO3 solution that coexist with solid solutions of
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HNO3 or in the disordered interface, that the cage effect inhibiting emission
and enhanced reformation of nitrate. Meusinger et al. (2014) concluded that
quantum yield for nitrate photolysis has a complex mechanism and should
not be quantified as a single value.
1.2.6 Snow Budget of NO3 –
The deposition of nitrate in snow is reversible of which the loss of nitrate from
snow can be through chemical and physical processes. The chemical loss of
nitrate corresponds to lose through nitrate photolysis while the physical loss
is often referred to lost through evaporation and/or desorption. The relative
importance of the physical and chemical loss of nitrate has been quantified
by analysing the stable isotopic composition of nitrate and suggested that
photolysis dominates nitrate loss from snowpacks (Frey et al., 2009), which
is significant in dry regions such as the high East Antarctic Plateau (Rothlis-
berger et al., 2000; Frey et al., 2009; Erbland et al., 2013). A brief summary of
the isotope approach is given below.
The stable isotopic ratios, δ, of nitrate are expressed as δ15N, δ17O and
δ18O, where δ = Rspl/Rref − 1, with Rspl and Rref as the isotopic fractionation
of the sample and reference, respectively, and R denoting the isotope ratios:
15N/14N, 17O/16O, and 18O/16O.
A common metric to analyse oxygen isotopes is the ‘oxygen isotope anomaly’,
∆17O = δ17O − 0.52 × δ18O. The relative importance of different formation
pathways of atmospheric nitrate can be obtained from ∆17O analysis. As the
atmospherically produced O3 has a large positive ∆17O value while OH pos-
sesses lower ∆17O value, and the isotopic composition would be transferred
to the atmospheric nitrate when they oxidise the nitrogen in the atmosphere.
However, the post-depositional snow nitrate fractionation in ∆17O is minor
compared to the signal residual from the tropospheric oxidation, it is hard to
identify the post-depositional processes from ∆17O analysis.
Nonetheless, a δ15N value up to +399 h have been observed in nitrate
obtained from surface snow at Dome C, which is significantly higher than the
δ15N value from non-polar atmospheric particulate nitrate (∼ −10 to +10h,
Erbland et al., 2013 and therein). The fractionation of post-depositional loss
of nitrate can be quantified by the apparent fractionation constant, 15εapp,
of which, a negative 15εapp indicates enrichment of 15N (Blunier et al., 2005).
Blunier et al. (2005) and Frey et al. (2009) observed a 15εapp ranging from -49.8
to -71.0h at Dome C.
The apparent fractionation constant associated with nitrate photolysis,
15εpho, is estimated to be negative with a max 15εpho = −48h based on zero
point energy shift model (Frey et al., 2009). And the apparent fractionation
Chapter 1. Introduction 15
constant associated with the physical loss of nitrate, 15εphy, is estimated to be
only slightly negative (-3.6±1.1 h at -10◦C, Erbland et al., 2013), based on
study of natural snow from Dome C carried under a controlled environment
which does not take the effects such as temperature gradient and wind pump-
ing into account. Despite the apparent fractional constant associated with the
chemical, 15εpho, and physical, 15εphy, loss are both negative it is possible to
determine the main loss process from 15εapp due to the large difference in
magnitude.
1.3 Current Snow Chemistry Models
Snow chemistry box models have been developed to estimate the interac-
tion between trace gases and snow located at the surface of the snowpack
and the post-depositional exchange of snow chemistry. One-dimensional (1-
D) air-snow models have been developed to predict the vertical distribution
of different trace gases, such as formaldehyde (HCHO), hydrogen peroxide
(H2O2), nitrogen oxides (NOx) etc., within the SIA and the in snow concentra-
tion. Global chemical transport model had been ran with an idealised snow-
pack along with snow radiative transfer model to investigate the potential
spatial variability in NO3 – concentration in snow, recycling and redistribu-
tion of reactive nitrogen across Antarctica and Greenland (Zatko et al., 2016a).
Below is a brief summary of various snow chemistry models.
1.3.1 Box Models
McConnell et al. (1997) and Bock et al. (2016) both developed a box model to
describe the exchange of chemical species between surface snow and the at-
mosphere above based on the interaction between air and ice. McConnell et
al. (1997) model is to estimate concentration of hydrogen peroxide (H2O2) in
the atmosphere from the concentration of H2O2 in the surface snow samples
at the South Pole, Antarctica, so called the inversion model. They assumed
the deposition of the atmospheric H2O2 on snow is via co-condensation with
water vapour and that the uptake is reversible when the co-condensation are
supersaturated with respect to the solid phase. The degassing of H2O2 from
ice matrix from snow grain was described by a spherical diffusion model of
individual snow grains and the snow-atmospheric partitioning coefficient,
KD. The value of KD was adjusted to fit the observed concentration of H2O2
in the atmosphere. The tuned snow-atmospheric partitioning coefficient,KD,
showed a similar relationship with temperature as the laboratory found val-
ues, yet, the model tuned value is an order of magnitude higher. Recent box
model developed by Bock et al. (2016) is to investigate the physicochemical
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processes of nitrate in the surface snow at Dome C, Antarctica and to pre-
dict the concentration of nitrate in surface snow from the concentration of
nitric acid in the atmosphere above. They suggested the concentration of ni-
trate in the snow is driven by thermodynamic equilibrium solubility on the
outer layer of the snow grain followed by solid-state diffusion in the win-
ter whereas in the summer the uptake of nitrate acid is dominated by co-
condensation of nitric acid and water vapour. The co-condensation related
parameters were adjusted in Bock et al. (2016) model. In one of their con-
figurations (configuration 2-BC2) an empirical relationship between the co-
condensation concentration and the partial pressure of nitric acid and water
vapour were used to fit the model results to the observation while in an-
other configuration (configuration 2-BC3), they varied the complementary
error function, which has a value between 0-1, to match the modelled results
to the observations.
The two box snow chemistry models briefly introduced above are based
on an air-ice interaction and both requires tuning parameters to fit the results
to the observations, which limited the predictive capability of the models.
1.3.2 1-D Models
For 1-D transport model, the vertical distribution of trace gases within snow-
pack can be described by a general partial differential diffusion equation:
∂[Xg]
∂t
=
∂
∂z
κ
∂[Xg]
∂z
+ Sg (1.10)
where [Xg] is the concentration of the trace gas, t is time, z is the depth of
the snowpack, κ is the diffusivity of the gas in snow (molecular diffusion and
windpumping) and Sg is the source term, which can be the net of chemical
production and destruction and/or mass transfer from one phase to another.
The source term in various previously developed snow-chemical models is
listed in Table 1.2. Some of the models assumed an ‘air-ice’ interface between
snow grains and surrounding air (Albert, 1996; McConnell et al., 1998; Hut-
terli and Rothlisberger, 1999) that the models included mass transfer into the
ice phase while others assumed an ‘air-DI’ interface between snow grains and
surrounding air (Liao and Tan, 2008; Thomas et al., 2011; Toyota et al., 2014;
Murray et al., 2015) that they included mass transfer into the DI, chemical
production and loss. All of these models have the required physical char-
acteristics of the snowpack, such as the snow temperature, ventilation, solar
radiation, and chemical reactions in snow estimated by separate established
chemical kinetic models.
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Albert (1996) model is more focus on how the of permeability of the snow-
pack can have an impact on the transport of chemical species. They compared
model results with mass transport experiments with inert gases, which con-
cluded permeability has a first-order effect on transport in the snow. Snow
layers with high permeability can act as a channel for faster flow in the air.
The 1-D model developed by McConnell et al. (1998) was based on the air-ice
exchange box model of H2O2 by McConnell et al. (1997) as well as the value of
partitioning coefficient, KD, found in that study (from the same location) to
estimate the deposition, uptake and release, and final preservation of H2O2 in
snow. The model was driven by the concentration of H2O2 in the atmosphere
and was validated against the concentration profile of H2O2 from the South
Pole. They suggested that the H2O2 in surface snow is always out of equilib-
rium as the change of temperature and the change of concentration of atmo-
spheric H2O2 is faster than the uptake capacity of snow. The vertical trans-
port of formaldehyde, HCHO, in the snowpack was investigated by Hutterli
and Rothlisberger (1999) and also based on air-ice interactions, which was
assumed to be a combination of adsorption and partitioning between bulk
phase (Table. 1.2). The model results were fitted to the observation collected
at Summit, Greenland by adjusting the sorption parameters, including the
mass transfer coefficient, kb, and the partitioning coefficient KD, that has a
form related to temperature.
The production of nitrous acid, HONO, within the top 2.5 m of the snow-
pack and emission of HONO out of the snowpack were estimated by Liao
and Tan (2008) with a 1-D air snow model that included chemical production
and loss via photolysis of HONO and NO3 – respectively, and the interaction
between air and snow grain only restricted to solvation in the DI (which is
referred as QLL in their paper). In their model, a single value of the volume
ratio of DI to snow and the pH of the snow were chosen arbitrarily and the
surface layer was assumed to be a true liquid with Henry’s law as the par-
titioning coefficient. The PHANTAS 1-D model developed by Toyota et al.
(2014) is a multiphase transport and chemistry model to study the exchange
of bromine (Br2), ozone (O3) and mercury (Hg) in Arctic snow on sea ice in
the springtime. They assumed the DI (which is referred as liquid-like layer,
LLL, in their paper) is covering the entire snow grain with bulk liquid prop-
erties and that all the condensed-phase reactants are located in the DI. The
PHANTAS model also assumed the DI of the snow grains are interconnected
that aqueous-phase diffusion is allowed through those inter-connecting DI
along with the vertical transport in gas-phase (as in Eq. 1.10). However, as
there are no observed or laboratory measured values for the diffusivity of
DI, it was assumed to be 10% of those measured in bulk liquid, which is an
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empirical fractionation. They concluded that the release of Br2 to the atmo-
sphere is dominated by the deposition of hypobromous acid (HOBr) from the
atmosphere oxidised Br– on the snow grains which then converted to Br2 via
aqueous radical chemistry in the DI.
An other 1-D model - MISTRA-SNOW developed by Thomas et al. (2011)
was used to estimate the emission of NOx and Br from snow to the overlying
atmosphere at Summit, Greenland. The interface between air and snow was
assumed to be air-DI (referred as LLL in the paper). The DI was assumed to
have a fixed thickness of 10 nm and have a partitioning coefficient and rate of
reactions same as those measured in liquid. In MISTRA-SNOW, it assumes
only a fraction of the reactants are located in the DI, that are available to
undergo photolysis reactions and transfer in and out of the snow grain. The
fraction of the total nitrate, bromide and chloride found in the DI was used
as an adjustable parameter to fit the results of the model to the observations.
They estimated only 6% of the total nitrate is located in the DI while 100%
of the total bromide and chloride is located in the DI. They have identified
a few processes, such as the diurnal cycle, the contribution of windpumping
to the emission flux, attenuation of actinic flux in the snowpack, and that
play an important role in the boundary layer composition over sunlit snow.
Murray et al. (2015) model share the same framework as in MISTRA-SNOW,
except the diffusion equation (Eq. 1.10) is solved by a different numerical
method and the thickness of the DI is adjusted online depending on the solute
concentration and temperature.
1.3.3 Global Models
Zatko et al. (2016a) incorporates a parameterisation of NO3 – photolysis within
an idealised snowpack into a global transport model (GEOS-Chem) to es-
timate the associated snow-sourced NOx flux and redistribution of reactive
nitrogen across Antarctica and Greenland. The spatial patterns of NOx are
determined by 1) the spatial patterns of liquid-absorbing impurity concen-
tration in snow, which changes the penetration depth of radiation; 2) surface
temperatures, which changes the quantum yields for NO3 – photolysis; and 3)
the amount of ’photolabile’ NO3 – . The ’photolabile’ NO3 – is referred to the
dry deposited NO3 – originated from long range transport and stratosphere
as well as downward recycled flux of HNO3 while the wet deposited NO3 –
are assumed to be embedded in the interior of the snow grain and has a neg-
ligible contribution to the NOx emission. The ratio between the concentration
of dry deposited photolabile NO3 – and total NO3 – (dry + wet deposition) is
adjusted in the model and that the major uncertainties in Zatko et al. (2016a)
model are the quantum yield for NO3 – photolysis and the concentration of
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photolabile NO3 – . Their results also suggested the reactive nitrogen is recy-
cled multiple times between air and snow across most of Antarctica, except
near the coast. In Greenland, only central Greenland experience multiple re-
cycling, as it is closer to pollution sources that the source of dry deposition
is mainly via transport. For the same reason, the influenced by NOx emis-
sion from snow in the Greenland boundary layer is less as its proximity to
pollution sources.
To summarise, all the previous developed snow-chemical models requires
empirical parameterisations or tuning parameters, which are optimised with
respect to a particular set of observations, to provide a match between the
modelled results and observations due to the gaps in knowledge of both the
physical and chemical interactions between the air and snow. These models
help to improve the understanding of the interaction and exchange between
air and snowpack, however, it might only be valid at a particular site and also
have limited predictive capability.
1.4 Aims of the thesis
The aim of this PhD project is to improve the predictive capability of the snow
chemistry model for the emission of nitrogen oxide, NOx from sunlit snow to
the overlying atmosphere by investigating the physical interaction between
air and snow. The framework of the new model is based on previous 1-D
air-snow model, which includes important processes such as diffusion, ad-
vection in the snowpack generated by surface wind and topography, gas and
condensed phase chemistry in the snowpack, but focus on the following: 1)
the attenuation of solar actinic flux, which is the main driver of the produc-
tion and emission of NOx from snow via photolysis of NO3 – . As suggested
by Thomas et al. (2011) that an accurate description of the actinic flux within
the snowpack is required, it is necessary to access the impact of parameter-
isation solar radiation with Beer-Lambert law, which often adopted in snow
chemistry or climate models, on the photochemical production of NOx in
snow; 2) develop a new multi-phase air-snow exchange model to test the hy-
pothesis by Domine et al. (2013b), which suggests majority of the surface of
snow grain is ice and if real liquid co-existed with ice at the surface of the
snow grain, the liquid is concentrated in grooves at grain boundaries rather
than forming a continuous liquid layer cover the whole surface of the snow
grain as suggested previously; This development is crucial as it is a new way
of describing the interaction between air and snow and is important in terms
of improving existing model and the knowledge of snow photochemistry. 3)
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to access if the multi-phase air-snow exchange model would improved the es-
timation of NOx emission flux as well as the dynamics of NOx and O3 within
the snowpack at Antarctica.
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TABLE 1.2: Summary of the source term, Sg , of the general
1-D mass transport equation Eq. 1.10 by various snow chem-
istry models.
Model / Ref-
erence
Sg note
Albert, 1996 −kf ([Xg]− [Xi]K ) kf is the mass transfer coeffi-
cient andK is the air-ice equilib-
rium partition coefficient
McConnell
et al., 1998
− 1KD
∂[Xi]
∂t KD is the air-ice partitioning co-
efficient and ∂[Xi]∂t is the rate of
diffusion into and out of mod-
eled snow grains
Hutterli
and Roth-
lisberger,
1999
− θiθa kb([Xg]KD − [Xi]) kb is the mass transfer coeffi-
cient, where kb = kbae(−kbb/kT )
and KD is the ice-air equilib-
rium partition coefficient, where
KD =
SSA
θi
KDa
√
Te(KDb/kT ))
Liao and
Tan, 2008
P−D−kmt LWC1−LWC ([Xg]−
[XDI]Pair
H )
P and D are the chemical pro-
duction and loss terms, kmt
is the mass transfer coefficient,
LWC is the dimensionless liq-
uid water content, Pair is the air
pressure and H is the Henry’s
law constant,
Thomas
et al., 2011
P−D−kmt(ω1[Xg]− [XDI]kccH ) P and D are the chemical pro-
duction and loss terms, kmt is
the mass transfer coefficient, ω1
is the dimensionless liquid wa-
ter content (m3aq/m3air) of the
snow LLL and kccH is the dimen-
sionless Henry’s law constant,
Toyota et al.,
2014
Pg − Lg[Xg] −
1−φ
φ kmt([Xg]− [XDI]KHRT )
Pg and Lg is the chemical pro-
duction and lost terms in gas
phase, φ is the porosity of
the snowpack and KH is the
Henry’s law conefficient
Murray et
al., 2015
P−D−Vrkmt([Xg]− [XDI]KH ) P and D are the chemical pro-
duction and loss terms, Vr is
the volumetric ratio of QLL to
interstitial air, kmt is the mass
transfer coefficient and KH is
the dimensionless Henry’s law
constant
[Xg] is the concentration in the gas phase, [Xi] is the concentration in the ice
phase, and [XDI] is the concentration in the QLL
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Methods
2.1 Model Overview
To estimate the emission flux and vertical distribution of trace gases in the
snowpack interstitial air, such as NOx and O3, as well as the snow nitrate
NO3 – profile in the near surface snow, a one-dimensional (1D) air-snow model
is created. Building on an existing 1D model, the new model (Fig. 2.1) in-
cludes optical radiation and heat transfer in snow, windpumping, gas-phase
diffusion, interfacial transfer of chemical species, solid-phase diffusion, and
heterogeneous chemical reactions. The main focus of this work is on improv-
ing the description of the interaction between air and snow of HNO3, and
hence, improve the predictive capacity of air-snow model.
Each component of the 1D model is to be discussed in details in the fol-
lowing sections. In brief, the photolysis rate coefficient of a photochemical
reaction, J , is a function of the actinic flux, I , the quantum yield of the pho-
tolysis reaction, Φ, and the absorption cross-section of the photolysis species,
σ (Eq. 1.9). Therefore, the radiative-transfer (Ch.2.2) through the atmosphere
and in snow is important for determining the actinic flux in snow and rate
of photochemical reactions above and in snow ; Heat transfer (Ch.2.3) is re-
quired for estimating the temperature profile within snowpack, which has
impacts on the rate of chemical reactions, rate of diffusion, condensation,
and interfacial mass transfer ; Both gas-phase diffusion (Ch.2.4.1) and wind-
pumping (Ch.2.4.2) responsible for the transport of trace gases in and out as
well as up and down the snowpack ; The interfacial transfer is the interac-
tions between air and ice and is referred as the mass transfer to and from
the gas-phase and condensed-phase; The solid-phase diffusion is to describe
the movement of species within the snow grain; and the model includes gas-
phase chemistry in the atmosphere and both gas-phase and condensed-phase
chemistry in the snowpack (Ch. 2.7.2).
The air-snow interaction model is validated with year long data set from
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FIGURE 2.1: 1D air-snow exchange model schematic which
included gas phase chemical reactions in the upper and lower
troposphere and snowpack, attenuation of actinic flux, wind
pumping and gas phase diffusion across the boundary layer
and the surface of the snowpack, heat transfer within the
snowpack, exchange between snow grain and SIA, ice phase
chemical reactions and solid state diffusion within snow
grain.
Halley, coastal Antarctica and Dome C, Antarctic Plateau (Ch.2.6.1). How-
ever, due to data availability the complete 1D model is validated with sum-
mer time data set from Dome C. The snowpack is limited to the photic zone,
the depth where actinic flux can penetrate to and often defined as 3-4 times
the e-folding depth. In Antarctica, where the temperature is low and has a rel-
atively small influence from light absorbing impurities, the typical e-folding
depth is around tens of cm. Therefore, in this study, the working layer is
limited to the top 1 m of the snowpack.
2.2 Radiative Transfer
Radiation is the propagation of photon, a quantum of electromagnetic energy
that has no mass and no electric charge. Before the solar radiation reaches
the ground, it might have been scattered, absorbed, or transmitted by air
molecules, pollutants, water droplets or clouds when traveling through the
atmosphere or by snow grain when propagating in the snowpack.
The probability of a photon being scattered or absorbed by a particle can
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be represented by the scattering coefficient, κscatt, and the absorption coef-
ficients, κabs, respectively. The sum of the absorption and scattering coef-
ficient is known as the extinction coefficient, κext = κscatt + κabs. The ra-
tio of scattering to total extinction is known as the single scattering albedo,
ω0 = κscatt/κext. Here, we focus on the transfer of photons in the UV and
visible wavelength as those wavelengths are the driving force for all tropo-
spheric photochemical processes.
Scattering is the combined effects of reflection, refraction and diffraction.
The angular distribution of radiation intensity scattered is related to the wave-
length of the incident radiation, λ, and as well as the size of the particle, Dp,
which can be expressed as the dimensionless size parameter, αscatt =
piDp
λ
and the angle deviated from the photon’s original path after scattering is
referred as the scattering angle, Θ. Scattering can be approximated by ge-
ometric optics when the size of the particle is much larger compares to the
wavelength of the radiation, i.e. αscatt  1. When the particles are similar
size to the wavelength of the radiation, i.e. a water droplet or a large aerosol
particles in the air that the size parameter αscatt ' 1, the scattering of radia-
tion is described by the Mie Theory (Fig. 2.2), where the scattering angle and
intensity of the scattered radiation is found by a complex scattering phase
functions. The distribution of the scattered intensity can be expressed by the
asymmetry parameter, g, which is a function of the phase function. For g = 1,
it indicates light scattered in the forward direction (Θ = 0◦), g = −1 for light
scattered completely in the backward direction (Θ = 180◦).
Rayleigh scattering is to describe the scattering of radiation by particles
with similar diameters as its wavelength (i.e. αscatt  1) One of the char-
acteristics of Rayleigh scattering is the radiation scatter symmetrically in the
forward and backward direction. The intensity of the forward and backward
scattered radiation are equal and at Θ = 90◦, the intensity of the radiation
is half of the forward/back scatter. The Rayleigh scattering is the dominant
regime of scattering in the atmosphere, of which the size of air and gas-phase
molecules are much smaller than the wavelength of radiation.
The absorption spectra in the atmosphere are complex. In general, most
of the incident radiation with wavelengths shorter than 290 nm is absorbed
by O2 and O3, the radiation with wavelengths between 300-800 nm is weakly
absorbed by the atmosphere, and from 800-2000 nm, the longwave radiation
is moderately absorbed by water vapour in the atmosphere. In the Antarc-
tica, the total ozone column has a strong seasonal variability due to the ozone
hole that the ozone column has a minimum around spring (Chu and Anasta-
sio, 2003). The depletion of ozone leads to an increase of short wavelength ra-
diation reaching the ground. At the same time, at high latitude, there are also
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FIGURE 2.2: Scattering of incident radiation with a wave-
length λ by a particle with a diameter d. The angular dis-
tribution of radiation intensity scattered by a particle with
a given refractive index is depends on both the wavelength
of the incident radiation and the size of the particle. When
the particle is much smaller than the wavelength of the inci-
dent radiation, the radiation would scatter symmetrically in
the forward and backward direction, which is often referred
as ‘Rayleigh scattering’. When the particle is about the same
size as the wavelength, the scattering and absorption of light
can be computed by the ‘Mie scattering’ theory.
relatively less anthropogenic gases and particles, such as CO2, CH4, black
carbon and nitrates, are suspending in the atmosphere compared to mid or
low latitude. The suspended particles, depending on their size, absorption
spectrum and location, can change the absorption and scattering in the atmo-
sphere and hence changes the amount of radiation reaches the ground. The
way the particles change the reflection and absorption of visible and infrared
radiation can be described by the aerosol optical depth, AOD. An AOD less
than 0.1 indicates clear sky with good visibility and higher the AOD implies
less clear and hazier sky. The wavelength dependency of the AOD is de-
scribed by the Angstrom exponent, Å, as follow
AOD(λ)
AOD(λ0)
=
(
λ
λ0
)Å
(2.1)
where AOD(λ) is the AOD at wavelength λ and AOD(λ0) is the AOD at the
reference wavelength λ0.
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For snow, the Mie Theory is applicable by assuming snow grains are
spherical. The scattering coefficient of snow increases as the size of the snow
grain decreases and the size of the snow grain is depending on the tempera-
ture and age of the snow. Smaller the snow grain implies a larger surface area
per unit volume, hence, increase the chances of a photon ‘meeting’ an edge
and gets scattered. Snow has a tendency to scatter radiation in the forward
direction that it has a asymmetry parameter, g = 0.886 (Libois et al., 2014).
The absorption coefficient of snow depends on the combination of ab-
sorption by ice and by the impurities within the snow, such as Black Car-
bon (BC), dust, and HUmic LIke Substances (HULIS). The absorption in the
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FIGURE 2.3: A) Absorption coefficient of pure ice as a func-
tion of wavelength λ, in cm−1 by Warren (1984) in Green and
the revised compilation Warren and Brandt (2008) in Blue. B)
Absorption coefficient of HULIS and Black carbon in cm−1.
near-UV and blue wavelengths of pure ice is really small (Fig. 2.3A, War-
ren and Brandt, 2008) and that is the reason for why glacier and borehole
in snow appear blue as red preferentially absorbed. The wavelength depen-
dency of the overall absorption coefficient of snow depends on the type and
quantity of the impurities. For example, the absorption of HULIS decreases
with wavelength while the absorption of BC is effectively independent of
the wavelength while the absorption of HULIS decreases with wavelength
Fig. 2.3B). The scattering coefficient of pure snow, in the near-UV and visible
wavelengths, is much larger than the absorption coefficient that the single
scattering albedo, ω0, is close to unity. The absorption increases as wave-
length increase into the infrared region (Fig. 2.3A).
The attenuation of actinic flux through the atmosphere and within snow-
pack can be estimated by radiative transfer models. The Tropospheric Ultra-
violet and Visible model-snow, TUV, developed by Lee-Taylor and Madronich
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(2002) is one of the more advanced radiative transfer models which coupled
the radiative transfer between the atmosphere and the snowpack, where the
optical properties of the snowpack is defined by scattering, κscatt, and ab-
sorption coefficients, κabs, as well as the asymmetry factor, g.
The values of scattering, σscatt = κscatt/ρsnow, and absorption cross-section,
σabs = κabs/ρsnow, which are the scattering and absorption coefficient ad-
justed by the snow density respectively, can be determined by TUV from the
measured reflectance and e-folding depth, ze, the depth at which incident
radiation has been reduced to 1/e (∼ 37%) of it initial value. A range of val-
ues of σscatt and σabs were used to calculate the irradiance at different depth
in snow, which were then used to interpret a range of values of reflectance
and e-folding depth. The values of σscatt and σabs of a particular snowpack
can then be found by matching the modelled and measured reflectance and
e-folding depth.
TUV version 4.4 was used in this study. A few edits regarding the ab-
sorption coefficient of pure ice by Warren and Brandt (2008), the quantum
yield and adsorption cross-section of photochemical reactions of NO3 – (Chu
and Anastasio, 2003), NO2 – (Chu and Anastasio, 2007) and H2O2 (Chu and
Anastasio, 2005) at 258 K were added to the reaction list. The absorption
peak of NO3 – , NO2 – and H2O2 at sub-zero temperature are between 320 and
375 nm, therefore, it is important to adopt the most recent adsorption cross-
section of pure ice of which the adsorption in the blue and near-ultraviolet
(200 - 390 nm) are few orders of magnitude smaller than the previous es-
timation by Warren (1984) (Fig. 2.3A). The values of absorption coefficient
of ice by Warren (1984) had to be revised, especially in for wavelengths be-
tween 250-600nm, as the attribution of scattering in ice in the UV and visible
wavelengths has been underestimated in the laboratory measurements. The
attenuation of radiation in the UV and visible wavelengths is dominated by
scattering in ice, the revised values of absorption coefficient of ice by Warren
and Brandt (2008) is comparable to the field measured values by Ackermann
et al. (2006).
The computational cost of running a complete radiative transfer model
on a global scale model is expensive that many snow photochemical mod-
els simplified the transmission of radiation in snow with Beer-Lambert law,
which the actinic flux, I , as a function of depth, z, and the e-folding depth, ze:
I(z) = I0e
z−z0
ze (2.2)
where I0 and z0 are the actinic flux and depth at the reference depth, i.e. at
the surface of the snowpack, z = 0. The e-folding depth parameterisation is
simple and provide a good estimation of actinic flux profile in the asymptotic
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FIGURE 2.4: Modelled depth profile of actinic flux (λ =
451nm) in the upper snow, results from TUV in solid and re-
sults from Eq.2.2 in dashed line. In the ‘near-surface zone’,
there is an enhancement at small solar zenith angle (< 30◦)
due to the conversion of direction radiation to diffuse radia-
tion and rapid attenuation of actinic flux for large solar zenith
angle (> 80◦) as photons tends to scatter upwards and out of
the snowpack.
zone, where the radiation is completely diffused and attenuate exponentially.
However, it can lead to over or underestimation of actinic flux in the near
surface zone (See Fig. 2.4) by neglecting the complex subsurface enhance-
ment mechanism due to the combination of direct radiation is converting to
diffusion radiation by scattering near the surface and upwelling radiation es-
caping the snowpack. A detail study on the difference between the radiative
transfer model, TUV, and the e-folding depth parameterisation in estimat-
ing the actinic flux profile, and hence, photolysis rate coefficient, for different
types of snowpack is presented in Ch. 3.
2.3 Heat Transfer in Snow
The transport of heat within the snowpack is driven by different physical pro-
cesses, including 1) thermal conduction of heat through the network of inter-
connected snow crystal; 2) thermal conduction through the snow interstitial
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air (SIA); 3) latent heat exchange through condensation and sublimation un-
der the almost always exist temperature gradient in dry snow; and 4) thermal
convection which driven by wind flowing over surface roughness. The com-
bination of the first three processes can be expressed as the effective thermal
conductivity, keff , which can be measured by inserting a heated needle probe
into the snowpack and analysing the rate of dissipation of the heat pulses sent
by the probe (Courville et al., 2007). Sturm and Benson (1997) also proposed a
parameterisation of keff for seasonal snow based on the density, ρsnow, of the
snowpack, however, the parameterisation is not applicable to polar snow-
pack (Domine et al., 2008). The thermal conductivity of air, kair, is signifi-
cantly lower than the thermal conductivity of ice, kice, at the temperatures
found in the polar regions, for example, at -40 ◦C, kair = 0.021Wm−1K−1
(Haynes, 2016) whereas kice = 2.60Wm−1K−1 of which the thermal conduc-
tivity of ice is calculated as kice = 9.828e−0.0057T (Paterson, 1994). The sen-
sible heat fluxes are likely to be much larger than the latent heat fluxes due
to the low temperatures found in Antarctica, especially at Dome C where the
atmospheric moisture content is low (Gallée et al., 2015). Therefore, the ther-
mal conductivity of the polar snowpack can be simplified as follow by only
considering conduction through the snow crystal:
ksnow = kice
(
ρsnow
ρice
)2−0.5 ρsnow
ρice
(2.3)
where ρsnow is the density of snowpack and ρice is the density of ice. This
simplification agrees well with the observed effective thermal conductivity
from East Antarctica near-surface snow, which keff = 0.2-0.4 W m−1 K−1 for
density between 350-450 kg m−2 (Courville et al., 2007).
Assuming there are no lateral heat transport, i.e. the horizontal tempera-
ture gradients are very small, no internal heat production and the snowpack
is an semi-infinite medium, the heat transfer in snow can be expressed as
∂T
∂t
=
∂
∂z
(
ksnow
ρsnow c
)
∂T
∂z
(2.4)
where T is the temperature, z is depth, t is time, c is the specific heat capacity,
and c (J kg−1 K−1) = 152.2+7.122T (Paterson, 1994). The temperature profile
within the snowpack is driven by the observed surface temperature of the
snowpack, Tskin, and the initial temperature profile is estimated as follow
(Paterson, 1994):
T (z, t) = At e
(−z√ ω
2ksnow
) sin
(
ωt− z
√
ω
2ksnow
)
(2.5)
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where At is the amplitude of the temperature change, ω is the frequency of
the surface temperature change. Eq. 5.13 was solved by the Crank-Nicholson
method described in Sect. 2.7.1 with a spin up time of 30 days. An exam-
ple of the model output from the heat transfer model is shown in Fig. 2.5,
where the normalised measured and modelled temperature, Tˆ , is plotted at
various depth. The normalised temperatures were plotted due to the dif-
ference in measuring techniques and they were not calibrated against each
other. The skin temperatures, which used as the boundary condition for the
temperature model, were measured with IR-sensor. Whereas the tempera-
tures further down the snowpack were measured with thermocouples. Even
the thermocouples were wrapped up in white teflon tape, it is likely to absorb
light and created a positive bias.
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FIGURE 2.5: Normalised observed(red) and modelled (blue)
temperatures, Tˆ , at depth A) 2 cm, B) 10 cm, C) 20 cm and D)
50 cm at Dome C between 2009-2010 (Frey et al., 2013).
The major diurnal variation at different depths was captured, however,
the mismatch might be caused by 1) positive bias of the thermocouples that
absorb more sensible heat, especially during mid-day; 2) inaccurate thermal
conductivity due to neglecting latent heat transport and lack of accurate den-
sity measurement of the snowpack. There were no density profile measure-
ments were taken together with those temperature measurements and only
a mean Dome C density profile (Gallet et al., 2011) were used when deter-
mining the thermal conductivity (Eq. 5.14). However, the spatial variation of
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the snowpack stratigraphy can be large at Dome C (See Ch. 2.6.4) and an in-
crease in snow density would increase the diffusion coefficient, hence, a more
effective transport of heat; 3) the heat transport caused by convection were
not taken into account, howver, it is suggested that the turbulent condition
is only effective in the shallow layer (Pietroni et al., 2014). Furthermore, the
wind speed at Dome C is generally low (average wind speed at 3.3 m above
ground was ∼2.5 m s−1 in December 2009- January 2010).
2.4 Macroscopic Mass Transport in Snowpack
The transport of chemical species can be separated into macroscopic and
microscopic level. The macroscopic mass transfer is referred as the verti-
cal transport of species from local atmosphere into the snow as well as the
distribution of chemical species within the snow caused by both molecular
diffusion (Ch.2.4.1) and windpumping (Ch.2.4.2).
2.4.1 Molecular Diffusion within Snow Interstitial Air
Molecular diffusion in snow interstitial air, SIA, play an important role in the
transport of trace gases in polar snowpack despite being a relatively slow
process, especially at sites with low wind speed (Albert and Shultz, 2002).
The diffusivity of a gas molecule in air, Dg, can be parameterised by Jacobson
(1999) as
Dg =
5
16Adi2 ρair
(
RT Mair
2pi
MHNO3 +Mair
Mgas
)
(2.6)
where A is the Avogadro’s number, R is the universal constant, ρair is the
density of air, Mair is the molecular weight of dry air, Mgas is the molecu-
lar weight of the gas molecule (e.g. HNO3) and di is the diameter of the gas
molecule (the average diameter of a gas molecule is 4.5-5×10−10 m). The dif-
fusivity can also be approximated using mean free path length and thermal
velocity, ν, as follow (Atkins and Paula, 2010)
Dg =
1
3
2η
ρairνair
νgas (2.7)
where η is the viscosity of air, νair and νgas is the thermal velocity of the air
and the targeted gas molecule. The thermal velocity is defined as ν =
√
8RT
piM ,
where M is the molecular mass of air or gas molecule.
To minimise the additional errors that might arise using parameterised
diffusivity, here, we used the measured gas phase diffusivity by Tang et al.
(2014). All the measurements were done at 296 K and assuming the tempera-
ture dependence can be described by Fuller’s method the diffusion coefficient
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FIGURE 2.6: Comparison the different parameterisations of
diffusivity in air as a function of temperature by Jacobson
(1999) in black, Atkins and Paula (2010) in pink, Tang et al.
(2014) in blue, and Ivanov et al. (2007) in dash line (O3 only)
for A) NO; B) NO2; C) NO3; D) HNO3; E) O3 and F) N2O5
at temperature T can be expressed as
Dg(T ) = Dg(296K)
(
296
T
)−1.75
(2.8)
The diffusivity of HNO3 in air is 87±7 Torr cm2 s−1, measured by using
denuders at 296 K. The diffusivity of other gases used in this study, such
as NO, NO2, NO3, and N2O5, were measured using flow tubes and have a
values of 176±18, 106±37, 92±46, 65±33 Torr cm2 s−1 at 296 K respectively.
Despite the importance of O3 and HO2 in the troposphere and stratosphere,
there is no measurement of the diffusivity of O3 and HO2 in air (or N2 / O2)
available. Therefore, an estimated value for the diffusivity of O3 and HO2
was used, which have a value of 96 and 107 Torr cm2 s−1 at 296 K, respec-
tively. The parameterisations of diffusivity of different chemical species in
air summarised in Fig. 2.6.
In snow, the molecules have to diffuse within the pore space of the porous
snow, that the diffusivity of species in snow has to scaled by the tortuosity, τ ,
of the snowpack. The tortuosity is often defined as the squared ratio of the
minimum possible path length to the mean path length. Albert and Shultz
(2002) found the tortuosity of the surface wind-packed snow is ∼0.5. The
diffusivity of a gas-phase species in snow due to molecular diffusion, kdiff , is
expressed as
kdiff = τ Dg (2.9)
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2.4.2 Windpumping
Windpumping is to describe the air flow in snow due to the pressure gradi-
ents exert over a snow surface, which has a major impact on dry deposition
of chemical species from the atmosphere into the snow. The pressure gradi-
ents can be created by barometric pressure variations, wind turbulence and
steady wind flow over topography (Waddington et al., 1996, therein). Baro-
metric pressure variations are caused by synoptic weather systems of which
the air pressure can change on the order of 5% over periods of a few days.
A rise in air pressure would force air into the snowpack and a reduction in
air pressure would draw air out. However, the air flow rate in snow and
the aerosol deposition velocity due to the barometric changes are found to
be negligible (Waddington et al., 1996, therein). The pressure changes due to
wind turbulence are faster than the pressure changes due to barometric varia-
tion. Wind turbulence can increases the air flow in surface and particle depo-
sition velocity by tenfold depending on the wind speed and the permeability
of snow. However, for turbulent ventilation, the air masses are moves from
the boundary layer, which is already depleted of aerosols and trace gases,
into the snow that the dry deposition flux should still be very small.
FIGURE 2.7: Pressure different induced by horizontal wind
across topography bump.
Steady air flow within the snow is driven by horizontal wind flow over
an uneven surface (Fig. 2.7). The dynamic wind pressure causes air pressure
to build up on the upwind face of a topographic bump while the airfoil effect
lowers the pressure on the lee side near the crest of the bump. The distribu-
tion of the pressure within snow is depending on the shape and orientation
of the topographic bump. The pressure gradient across the surface created by
the topography is found to be much bigger than the pressure gradient caused
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by barometric pressure and turbulence. The maximum pressure different in-
duced by steady flow over an uneven surface is given by
p0 = C ρairU
2
10
h
λ
(2.10)
where C is an empirical constant of proportionality (C ≈ 3), U is the wind
speed at 10 m above ground, h and λ are the height and wavelength of the to-
pography bump. The pressure induced by topography decreases with depth,
and hence, the sub-surface air flux in the vertical direction, Qz , is a function
of the pressure induced at the surface, p0, depth, z, permeability, kp, of the
snowpack, viscosity of air, µ, induced pressure at the surface, p0, and the
windpumping e-folding depth, δ.
Q¯z(z) =
kp
µ
p0
pi2
1
δ
e−
z
δ (2.11)
where the windpumping e-folding depth, δ, is defined as follow
δ =
αasp√
α2asp + 1
λ
2pi
(2.12)
where αasp is the horizontal aspect ratio of the topographic bumps. The to-
pographic bumps are elongated in the direction of the wind for αasp < 1, and
elongated across the wind for αasp > 1. Substituting Eq. 2.10 and Eq. 2.12 to
Eq. 2.11, the vertical air flux can be expressed as
Q¯z(z) =
kp
µ
6ρairU
2
10
pi
h
λ
1
λ
√
α2asp + 1
αasp
e−
z
δ (2.13)
The surface topography is the dominant driving force for air flow in the snow,
therefore, air flow induced by barometric pressure and wind turbulence are
neglected and only topography induced flow is taken account when deter-
mining the diffusivity due to windpumping, kwp.
kwp = Q¯z(z)∆z (2.14)
where ∆z is the thickness of the snowpack. kwp has the highest value near
the surface and that SIA at the top few cm would be well mixed by wind
induced air fluxes when there is a strong wind. As mentioned earlier, the gas
transport in snow is depending on the sum of both molecular diffusion and
windpumping. The effective diffusion constant, κ, in the snowpack is the
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sum of both contributing terms
κ = kdiff + kwp = τDg + Q¯z(z)∆z (2.15)
This effective diffusion constant, κ, is a key parameter for determining the
vertical temporal variation in concentrations of chemical species, details are
listed in paper Ch.??.
2.5 Microscopic Mass Transport in Snowpack
The microscopic mass transfer is henceforth referred as the physical exchange
of mass between snow grains and the surrounding air by surface adsorption,
co-condensation and solvation in liquid micropocket as well as the solid-
phase diffusion within snow grain. Details of how the different processes
are linked are presented in Ch.4 Sect. 3, the focus of this section is to discuss
the assumptions that made and the choice of parameterisations for liquid wa-
ter content (Ch.2.5.1), non-Equilibrium Kinetics (Ch.2.5.3), surface adsorption
(Ch.2.5.3) and co-condensation (Ch.2.5.4) used in the final air-snow interac-
tion mode.
First, the assumption made about the shape and size of the snow grains,
which is one of the key variables for quantifying the interaction between air
and snow. The snow grain is simplified as a sphere with an effective radius,
Reff , which often define using the surface to volume ratio of the snow grain,
i.e. the specific surface area, SSA, as follow (BartelsRausch et al., 2014)
Reff =
3
ρice SSA
(2.16)
where ρice is the density of ice.
2.5.1 Liquid Water Content
Liquid solution co-exists with ice when the temperature is above the eutectic
temperature of a particular H2O-X mixture, where X is a chemical compound.
The eutectic temperature of a complex solution is always lower than those of
the simple solutions of the components. However, for simplicity, the eutectic
temperature is selected based on the mixture most abundant ion. For exam-
ple, at Dome C the major ion is NO3 – (Erbland et al., 2013, details in Ch.2.6.1)
and so the eutectic temperature of the HNO3-H2O system is used (Te = -42.5
◦C, Fig. 2.8, Thibert et al., 1998 ). At Halley, NaCl is dominating the ionic
composition and so the eutectic temperature of a NaCl-H2O mixture is used
(Te = -21.2 ◦C, Fig. 2.9, Akinfiev et al., 2001).
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FIGURE 2.8: Re-
produced by
Thibert et al.
(1998), Figure
5: The HNO3-
H2O equilibrium
phase diagram at
low HNO3 mole
fraction.
FIGURE 2.9: Re-
produced by
Akinfiev et al.
(2001), Figure 8:
The NaCl-H2O
equilibrium phase
diagram.
Above the eutectic temperature, the liquid water content, φH2O, of an ice
grain, at a given concentration of the total mixture and temperature can be
derived from the phase diagram. However, in natural snow, the chemical
composition is a lot more complex, i.e. it does not only contain only a single
component. It is impossible to create a phase diagram for each combination
of components, therefore, parameterisation by Cho et al. (2002) was applied
for deriving the liquid water content.
φH2O(T ) =
mH2ORTf
1000∆H0f
(
T
Tf − T
)
Φaqbulk [Iontot(bulk)] (2.17)
where φH2O(T ) has units of m3liquid m
−3
ice , mH2O is the molecular weight of wa-
ter, R is the ideal gas constant, Tf is the freezing temperature of pure water in
K, ∆H0f is the enthalpy of fusion in J mol
−1, Φaqbulk is the fraction of the total
solute in the aqueous phase and [Iontot, bulk] is the total ionic concentration
in the melted sample. At Dome C, the total ionic concentration is simplified
to be the sum of concentration of H+ and NO3 – where as at Halley, the total
ionic concentration is assumed to the sum of concentration of H+, Na+, NO3 –
and Cl– .
The liquid water fraction, φH2O, calculated from Eq. 2.17 and the phase
diagram of NaCl-H2O, at various concentrations of NaCl is shown Fig. 2.10
as a function of temperature. The values of φH2O from both methods are
comparable. However, note that there are uncertainties associated with Eq.
2.17 when applying to natural snow as the solute concentrations used in Cho
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FIGURE 2.10: Liquid water fraction, φH2O, at various concen-
tration of NaCl derived from Eq. 2.17 by Cho et al., 2002 (solid
line) and by NaCl-H2O phase diagram (dashed line) as a func-
tion of temperature.
et al. (2002) experiments were orders of magnitude greater than natural snow
and their ice samples were significantly smaller than natural snow crystal due
to the fast freezing of very small amount of solution.
The chemical properties of the liquid water fraction are assumed to be
same as the bulk liquid, of which the partitioning between air and the liquid
water fraction is described by Henry’s coefficient, kH . By means, the liquid
water fraction is assumed to have ideal behaviour. However, the concen-
tration of solutes in the liquid water fraction is likely to be too large to be
considered as an ideal dilute solution that the non-ideality should be taken
into account. The non-ideal behaviour can be estimated using the activity
coefficient, γ. For example, dissolution and dissociation of HNO3 in liquid
water involves the following reactions
HNO3(g) −−⇀↽− HNO3(aq) (R22)
HNO3(aq) −−⇀↽− H+(aq) + NO3−(aq) (R23)
(R24)
Net : HNO3(g) −−⇀↽− H+(aq) + NO3−(aq)
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FIGURE 2.11: The mean mixed solute activity coefficient of
HNO3, γH+,NO3− , as a function of, A) temperature; and B)
molarity (Hamer and Wu, 1972).
the equilibrium coefficient of reaction R22 can be expressed as
{HNO3(aq)}
{HNO3(g)} =
HNO3(aq)
HNO3(g)
=
mHNO3(aq)γHNO3(aq)
pHNO3(g)
= Keq,dissolution (2.18)
where {HNO3(aq)} & {HNO3(g)} is the activity of aqueous-phase and gas-
phase HNO3, pHNO3(g) is the saturation vapour pressure of HNO3, mHNO3(aq)
is the molality of HNO3 in solution (m, moles of solute per kg of solvent),
γHNO3(aq) is the activity coefficient of dissolved but undissociated HNO3 and
Keq is the equilibrium constant. For a dilute solution, γHNO3(aq) = 1 and the
Keq in Eq. 2.19 is referred as Henry’s constant. Likewise, the equilibrium
coefficient for the dissociation reaction R23 can be expressed as
{H+} {NO3−}
{HNO3(aq)} =
mH+mNO3−γ
2
H+,NO3−
mHNO3(aq)γHNO3(aq)
= Keq,dissociation (2.19)
where γH+,NO3− is the mean mixed solute activity coefficient, γH+,NO3− =
γH+γNO3− . The value of γH+,NO3− can be determined from theoretical pa-
rameterisation, i.e. the Pitzer’s method (Fahidy, 1993), or measurements, i.e.
by Hamer and Wu (1972). The limitation of the activity coefficient derived
from the Pitzer’s method is that it only accurate up to about 6 m whereas
the measured data are accurate up to 28 m. The temperature and molarity
dependency of the mean mixed solute activity coefficient of HNO3 measured
by Hamer and Wu (1972) is shown in Fig. 2.11.
The overall equilibrium constant for the combined reactions of dissolu-
tion and dissociation is often referred as the effective Henry’s constant,Keq,eff ,
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which is the product of Keq,dissolution and Keq,dissociation, such that
{H+} {NO3−}
{HNO3(g)} =
mH+mNO3−γ
2
H+,NO3−
pHNO)3(g)
= Keq,eff (2.20)
The measured data by Hamer and Wu (1972) are accurate up to 28 m, it is still
lower than the estimated molarity found in the liquid water fraction. Hence,
it is not possible to quantify the uncertainties caused by assuming the liquid
water content as an ideal diluted solution. For molality higher than ∼4-5
m, the activity coefficient tends to increase with molarity and hence lower
the equilibrium constant. Therefore, by assuming the liquid water content
has an ideal behaviour, it is likely to overestimate the concentration in the
aqueous-phase.
2.5.2 Non-Equilibrium Kinetics
The processes involved in the equilibrium of the gas-phase and the surface
of a droplet (Fig. 2.12): 1) Gas-phase diffusion from far away (> µm) from the
droplet to the surface of the droplet, which is likely to be driven by turbulence
and molecular diffusion; 2) Interfacial mass transport; and 3) Condensed-
phase diffusion and chemical reactions; Under certain conditions that equilib-
rium might not be reached, for example, if the rate of reaction in the condensed-
phase is faster than it can be replaced from the gas-phase so it will not come
into thermodynamic equilibrium.
FIGURE 2.12: Processes involved in the equilibrium between
gas-phase and condensed-phase, where cg,∞ is the gas-phase
concentration in the SIA far away from the droplet, cg,surf
is the gas-phase concentration at the surface (outside the
droplet), cc,surf is the condensed-phase concentration at the
surface (inside the droplet) and cc is the average condensed-
phase concentration.
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Transport of gas-phase species from the SIA to the surface of the droplet
can be described using Fick’s law as diffusion flux, Jg:
Jg = −Dg dcg
dx
(2.21)
where Dg is the gas-phase diffusivity, and dcdx is the concentration gradient at
the droplet surface that dcgdx =
cg,∞−cg,surf
r with r as the radius of the droplet.
The concentration change in the condense-phase can be expressed as
dcc
dt
=
AJg
V
= −A
V
Dg
r
(cg,∞ − cg,surf) (2.22)
where A is the surface area of the droplet and V is the volume of the droplet.
The first-order rate coefficient for the gas-phase diffusion process can be de-
fined as kdg = AV
Dg
r (Sander, 1999). For an example, a liquid droplet with a
radius r the gas-phase diffusion rate coefficient kdg =
3Dg
r2
.
The interfacial mass transport from gas-phase to condensed-phase can be
expressed in terms of accommodation coefficient, α. The flux through the
phase boundary into the droplet, J inb , is defined as:
J inb =
αv¯
4
cg,surf (2.23)
where the subscript b stands for ‘boundary’ and v¯ is the mean molecular ve-
locity. The opposite flux, Joutb , through the phase boundary out of the droplet
can be expressed in the similar form as Eq. 2.23 that Joutb =
αav¯c
4 ca,surf ,
where v¯c is the mean molecular velocity in condensed-phase and αc is the
condensed-phase accommodation coefficient. The net flux through the grain
boundary, Jb, is the difference between the in and out flux.
Jb = J
in
b − Joutb =
αv¯
4
(cc,surf
K
− cg,surf
)
(2.24)
where K is the equilibrium constant, of which K = ceqc,surf/c
eq
g,surf . For exam-
ple, for a gas-aqueous interface, the ratio of aqueous-phase concentration to
gas-phase concentration at equilibrium can be described as ceqa,surf/c
eq
g,surf =
kccH , where ca,surf is the aqueous-phase concentration at the surface and k
cc
H is
the Henry‘s constant. For a gas-ice interface, the ratio between adsorbed con-
centration and gas-phase concentration at equilibrium can be described as
ceqi,surf/c
eq
g,surf = Keq, where ci,surf is the ice-phase concentration at the surface
and Keq is the Langmuir adsorption equilibrium constant. The concentra-
tion change in the condensed phase due to interfacial mass transport can be
expressed as:
dcc
dt
= −AJb
V
=
A
V
αv¯
4
(
cg,surf − cc,surf
K
)
(2.25)
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The first-order rate coefficient for the interfacial mass transport can then be
defined as ki = AV
αv¯
4 . For an example, a liquid droplet with a radius r the
diffusion rate coefficient ki = 3αv¯4r .
Assuming the fluxes of gas-phase diffusion, Jg, is equal to the interfacial
mass transport, Jb, and the concentration of condensed-phase species, cc, is
homogeneous, i.e. cc,surf = cc, that the rate of change of concentration in
the condensed phase can be expressed as (See App.A for deviation of the
expression)
dcc
dt
=
A
V
(
r
Dg
+
4
v¯α
)−1 [
cg,∞ − cc
K
]
(2.26)
the term ‘ AV
(
r
Dg
+ 4v¯α
)−1
’ is often referred as the mass transfer coefficient,
kmt, for a chemical species transfer from air to liquid/solid. The mass transfer
coefficient for chemical into a liquid spherical droplet with radius r would be
kmt = (
r2
3Dg
+ 4r3v¯α). Note that this derivation of kmt is often used for describing
the mass transfer between air and DI in previously developed models (e.g.
Liao and Tan, 2008; Thomas et al., 2011; Toyota et al., 2014; Murray et al.,
2015, , as shown in Table. 1.2). In those models, the DI is assumed to be
covering the entire surface of the snow grain, i.e. the DI has a surface area
of ∼ 4pir2, however, the volume of the DI is only a fraction of the volume
of the snow grain, i.e. VDI = φH2OVgrain. Therefore, using a mass transfer
coefficient of a liquid droplet is likely to be underestimated the mass transfer
through the boundary as the flux is divided by the volume of the entire snow
grain instead of the volume of DI.
2.5.3 Surface Adsorption on Ice
For the surface adsorption of HNO3 on snow in Antarctica, it was assumed
the surface of the snow grain and the surrounding air are not in equilibrium
and is defined as
d[HNO3(ads)]
dt
= kads
(
[HNO3(g)][S]−
[HNO3(ads)]
Keq
)
(2.27)
where [HNO3(ads)] is the surface concentration of HNO3 on ice due to the
net surface adsorption, [S] is the concentration of available surface site, and
Keq is the Langmuir adsorption equilibrium constant. A non-equilibrium ap-
proach is taken as concentration of nitric acid in the atmosphere in Antarctica
is below the concentration for saturating adsorption surface site (Ullerstam et
al., 2005) and the constant sublimation and condensation of water vapour are
likely to prevent the adsorption equilibrium being reached (details see paper
Ch. 4, Sect. 3.1.1). Here, the choice of surface adsorption related parameters,
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such as Langmuir adsorption equilibrium constant, Keq, and the reference
accommodation coefficient, α0, are discussed.
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FIGURE 2.13: Partitioning coefficient of HNO3 to an ice sur-
face as a function of temperature by parameterisation recom-
mended from Burkholder et al. (2015), in blue, and Crowley
et al. (2010), in green.
Burkholder et al. (2015) and Crowley et al. (2010) recommended two dif-
ferent Keq parameterisations for HNO3 adsorption on an ice surface (with
units of cm3molecule−1) both valid for temperature between 214 to 240 K.
Burkholder et al. (2015) suggested Keq for HNO3 on ice is best described by
a linear relation with temperature, as follow
Keq = −8.2× 10−12T + 2.01× 10−9 (2.28)
whereas Crowley et al. (2010) suggested Keq for HNO3 on ice is exponential
to the inverse of temperature, as follows
Keq =
KlinC
Nmax
=
7.5× 10−5 exp(4585T )
2.7× 1014 (2.29)
whereKlinC is the partitioning coefficient expressing in units of cm andNmax
is the maximum number of adsorption site. The Nmax parameterisation rec-
ommendation by Crowley et al. (2010) is used this study (Nmax = 2.7 × 1014
molecule cm−2). The temperature dependence of the two different parameter-
isations of KlinC is shown in Fig. 2.13. The recommendation from Crowley et
al. (2010) is a lot more sensitive to temperature and has an unrealistically high
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value at temperatures below the recommended temperature range (T<214
K). The winter temperature in Antarctica can be below 200 K, therefore, the
parameterisation suggested by Burkholder et al. (2015) is more suitable for
extending to temperature below the lowest recommended temperature .
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FIGURE 2.14: Initial uptake coefficient obtained from differ-
ent laboratories and the parameterisation of accommodation
coefficient used within this study.
The accommodation coefficient is a function of temperature as shown in
Eq. 1.2. The reference accommodation coefficient, α0, can be interpreted from
the initial uptake coefficient, γ0, obtained by laboratory experiments, mainly
by two different techniques - CWFT-MS and Knudsen cell. In this study, the
value from Hudson et al. (2002) at 220 K is chosen to be the reference ac-
commodation coefficient as their experiment was at carried at a temperature
range close to the temperature that can be found in the lower atmosphere
in the Antarctica. The temperature dependent accommodation coefficient
(Thomas et al., 2011) used in this study matches reasonably well with the
values found by various other studies (Fig. 2.14 in purple).
2.5.4 Co-condensation/ Sublimation
Co-condensation is the process of uptake of gas-phase species by ice surfaces
undergoing growth by water vapour deposition. The contribution of co-
condensation of nitrate to the overall concentration of nitrate at the grain sur-
face depends on 1) the deposition efficiency of HNO3 on growing ice, and/or
2) the rate of ice growth on the grain surface.
Domine et al. (1995) suggested the deposition of a gas i along with wa-
ter vapour on to the ice surface can be determined from the condensation
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FIGURE 2.15: A) Compared the uptake of HNO3 by growing
ice surface via water vapour deposition on ice by Domine et
al. (1995), Dominé and Thibert (1996), and Ullerstam and Ab-
batt (2005), in blue (left axis), dash green (right axis) and dark
green (right axis), respectively for Dome C 2009-2010; B) The
partial pressure of water vapour and HNO3, in red (left axis)
and orange (right axis), respectively at Dome C 2009-2010; C)
The air temperature at Dome C 2009-2010.
kinetics as
Xi =
Pi
PH2O
αi
αH2O
√
MH2O
Mi
(2.30)
where Xi is the mole fraction of i in condensed-phase by condensation, Pi
and PH2O is the partial pressure of i and water vapour respectively, α is the
accommodation coefficient (Eq. 1.2), Mi and MH2O is molar mass of i and
water vapour respectively. The solid-state diffusion is an important process
for chemical species that has a high affinity for ice and high diffusion coeffi-
cient in ice, e.g. DHNO3 ∼ 10−10 cm2 s−1 (Dominé and Thibert, 1996). There-
fore, the incorporation mechanism of HNO3 into ice by co-condensation can
be determined by equilibrium solubility of gas in ice . The thermodynamic
equilibrium solubility of HNO3 in ice has been measured by Thibert et al.
(1998) at nitric acid partial pressure between 10−4 and 10−3 Pa, at 238-258 K:
XHNO3 = 2.37× 10−12e(
3532.2
T )P
1/2.3
HNO3
(2.31)
where T is temperature in K. Ullerstam and Abbatt (2005) also found the mole
fraction of HNO3, which deposited onto the growing ice surface, is indepen-
dent of the gas-phase water vapour partial pressure and only proportional to
the gas-phase partial pressure of HNO3 at nitric acid partial pressure between
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FIGURE 2.16: A) Compared the uptake of HNO3 by growing
ice surface via water vapour deposition on ice by Domine et
al. (1995), Dominé and Thibert (1996), and Ullerstam and Ab-
batt (2005), in blue (left axis), dash green (right axis) and dark
green (right axis), respectively for Halley 2004-2005; B) The
partial pressure of water vapour and HNO3, in red (left axis)
and orange (right axis), respectively at Halley 2004-2005; C)
The air temperature at Halley 2004-2005.
10−7 and 10−6 hPa, at 214, 229 and 239 K:
log10(XHNO3) = 0.56× log10(PHNO3)− 3.2 (2.32)
The comparison of the three parameterisations (Eq. 2.30, 2.31 and 2.32)
for the concentration of nitrate in the co-condensation phase for data from
Dome C 2009-2010 and Halley 2004-2005 are shown in Fig. 2.15 & 2.16 A.
The concentrations estimated by the co-condensation kinetics Eq. 2.30 are 1-
3 orders of magnitude lower than the equilibrium solubility (Eq. 2.31) and
water vapour independent parameterisation (Eq. 2.32). In the summer, the
mole fraction of HNO3 calculated from co-condensation kinetics (Eq. 2.30)
and the equilibrium solubility (Eq. 2.31) both shows an opposite trend to the
water vapour independent parameterisation (Eq. 2.32), as shown in Fig. 2.15
& 2.16 A.
The co-condensation kinetic (Eq.2.30) is inversely proportional to the par-
tial pressure of water vapour (Fig. 2.15 & 2.16 B), concurrently, the equilib-
rium solubility of HNO3 (Eq.2.31) is inverse proportion to temperature (Fig.
2.15 & 2.16 C). In the summer, at both validation sites, the partial pressure
of water vapour and temperature both increases as the partial pressure of
HNO3 increase. Therefore, the molar fraction of HNO3 estimated from the
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co-condensation kinetic (Eq. 2.30) and equilibrium solubility (Eq. 2.31) do
not have the same trend as the observed partial pressure of HNO3. In this
study, the parameterisation by Ullerstam et al. (2005, Eq. 2.32) is used to de-
termine the nitrate concentration in the condensed phase as 1) the range of
nitric acid partial pressure and temperature used within their experiments
were in the similar magnitude of what found in the polar regions ; 2) it is the
most up-to-date published work; and 3) to avoid the uncertainties regarding
to the partial pressure of water vapour and temperature on the deposition
mechanism.
The growth rate of the snow grain is driven by the gradient of the water
vapour density gradient between the ambient air, ρv,amb, and the surface of
the snow grain, , ρv,s.
dm
dt
= 4pir2Dv,air
ρv,amb − ρv,s
∆x
(2.33)
where dmdt is the mass growth rate, Dv,air is the diffusivity of water vapour
in the air, r is the radius of the grain and ∆x is the radial distance. The wa-
ter vapour density gradient can be changed by the curvature of the particles
by Kelvin’s Law and/or temperature gradient (Flanner and Zender, 2006).
Kelvin’s Law stated the equilibrium vapour pressure over curved surfaces,
ps, exceeds that over planar surface, peq, the ratio of the two is given by
ps
peq
= exp
(
2γ
RvTρicer
)
(2.34)
where γ is the surface tension of ice against air, Rv is the specific gas constant
for vapour and ρice is the density of ice. The surface saturation ratio (ps/peq)
is only 1.021 and 1.002 for r = 0.1 and 1 µm and the ratio is very close to
1 for l larger than 10 µm. In general, the effective radius is larger than 20
µm thus the Kelvin curvature effect does not contribute significantly to the
vapour density gradient except for the initial short timescale growth of fresh
snow which has branch dendrites with sharp curvature. The vapour density
gradient due to the curvature effect is neglected in this study for simplicity.
The temperature at a given depth within the snowpack can be derived
from the heat transport model as shown Sect. 2.3 and the water vapour den-
sity can then be calculated as follow
ρv =
PsatRH
100RvT
(2.35)
where Psat is the saturated vapour pressure and RH is the relative humid-
ity. They are no known measurement of RH inside the snowpack, however,
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given the high density of solid surface, the SIA is assumed to be saturated.
More details about how co-condensation linked with other processes can be
found in Ch. 4 Sect. 3.1.1.
2.6 Model Validation
2.6.1 Study Sites: Dome C and Halley
Antarctica has an area of ∼14 million km2 and is surrounded by ocean and
covered by a glacial ice sheet. Its remoteness and lack of local anthropogenic
pollution that it can be considered as the most pristine location on earth. Data
from a coastal (Halley) and high evaluation inland (Dome C) site were cho-
sen to validate the model as they lie at a similar latitude (∼ 75◦S, Fig. 2.17)
and thus subject to similar diurnal variation, yet, they have a very different
meteorological condition and chemical compositions in atmosphere and in
snow.
Dome Concordia station at Dome C (Lat. 75◦06′S, Long. 123◦19′E, Evl.
3233 m a.s.l) is located on the East Antarctic Plateau and about 1100 km from
the coast (Cap Prud’homme). As Dome C is located on top of a dome with no
discernible slope, therefore, it does not experience the typical strong katabatic
winds observed in Antarctica and has a very low precipitation rate. The local
climate is dominated by temperature inversion and has a cold, clear and calm
condition with an annual mean wind speed of 3 m s−1. The typical winter
temperature is below -60 ◦C with a minimum temperature around -83 ◦C
and, even in the summer, temperatures hardly rise above -25 ◦C (Gallée et al.,
2015).
Halley Research Station (Lat. 75◦35′S, Long. 36◦39′W, Evl. 35 m a.s.l) is
located at the coastal Antarctica on the Brunt Ice Shelf on the southeastern
shore of the Weddell Sea. As Halley is located by the coast, it experiences
moist maritime air masses originated both from over the Antarctic continent
and from the Atlantic sector of the Southern Ocean, therefore Halley has a
a relative high snow accumulation rate (480 kg m−2 yr−1) and humidity that
generally close to saturation with respect to ice, or even slightly supersatu-
rated and the monthly mean wind speed is between 5-8 m s−1. The typical
winter temperature is below -20 ◦C with a minimum temperature around -55
◦C, whereas in the summer, mean temperature are around -5 ◦C with rare
occasion that rise above 0 ◦C (King et al., 2006).
The chemical composition of the surface snow is very different at the two
study sites due to the different geographic location. At Dome C, the major
ion is NO3 – whereas Halley is strongly influenced by sea salt aerosols that
the ion composition is dominated by Na+ and Cl– (Fig. 2.18).
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FIGURE 2.17: A map of Antarctica showing the location of
Dome C and Halley (King et al., 2006). The topographic con-
tours are at 1000 m interval and the latitude contours are at
10◦ interval.
2.6.2 Measurements of Atmospheric Nitrate
In general, the measuring techniques for atmospheric aerosols and gases con-
centration are based on passing air through an air sampler at a known flow
rate then trapping the particles in the air by a filter or a cascade of filters. The
particles on the filters are usually extracted into a known volume of extra
pure water then analysed using ion chromatography (IC).
The collection efficiency of a particular particle can be affected by many
factors such as flow rate, wall loss, particle bounce and nature of the filter
(Fu et al., 2008). Air samplers with a high flow rate ( > 600 STP− L min−1)
are referred as high volume air sampler (HVAS) and those with a lower flow
rate (∼ 20-30 STP− L min−1) are referred as low volume air sampler (LVAS).
The LVAS have a higher collection efficiency for particle size less than 10 µm
compared to HVAS. For particles larger than 10 µm there is significant loss of
particles via wall loss with the LVAS (Fu et al., 2008). For cascade filters, the
LVAS can separate different-sized aerosols more accurately than the HVAS.
The two sets of data used in this study; 1) from CHABLIS campaign from
January 2004-February 2005 at Halley (Jones et al., 2008) and 2) from January
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FIGURE 2.18: The major ions found in surface snow at A)
Dome C, which dominated by NO3 – and Cl– (Udisti et al.,
2004) and B) Halley, which the dominant ions are Na+ and
Cl– (Jones et al., 2008). Note that the H+ ion is excluded from
the chart.
2009 - January 2010 at Dome C (Erbland et al., 2013), use two different meth-
ods to measure nitrate in the atmosphere. During the CHABLIS campaign
at Halley, gaseous nitrate acid (HNO3) were measured with an annular De-
nuder System at weekly and daily resolution. The Annular Denuder System
is one of the most commonly used techniques to collect acidic gases. Air
was pumped through the denuder tubes that coated with sodium carbonate
(Na2CO3) solution at a low flow rate. After a period of sampling time, the
coating was risen with a known amount of Milli-Q water to extract HNO3.
The extracted solution was then analysed using ion chromatography (IC). In
general, the removal efficiency of HNO3 using Na2CO3 coating is over 70 %
(Fitz, 2002). During this campaign, a second denuder was used to determine
the artefact formation of nitrate which then uses for correcting the concentra-
tion of ambient HNO3. The concentration of particulate nitrate (p-NO3 – ) was
also measured by LVAS with a Zefluor (Teflon) filter at weekly, daily and 6-
hourly sampling resolution. The Zefluor filter is a relatively inert filter which
HNO3 is likely lost by volatilisation and minimised retention of HNO3. The
advantage of the inert property of Zefluor/Teflon filter has minimised the er-
ror from atmospheric HNO3 but at the same time it might underestimate due
to dissociation of p-NO3 – to HNO3, especially with low relative humidity
and when atmospheric H+ concentration is high. The p-NO3 – and other par-
ticulate matter were extracted from the filters by agitating in an ultrasound
bath with extra pure water. The concentration of other major ions such as
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Na+, Ca2+ were also measured alongside with p-NO3 – using an IC.
At Dome C, Erbland et al. (2013) measured the ‘total atmospheric nitrate’
(sum of HNO3 and p-NO3 – ) using HVAS 4-stage cascade filter with glass
fibre filters at 1-2 weekly resolution. Gaseous HNO3 were collected via ab-
sorption into the glass fibre filter due its high alkalinity (Lodge, 1989) and
adsorption on the other particulate matter collected on the filters (Appel et
al., 1984; Erbland et al., 2013). The total nitrate was transferred from the filter
into solution by centrifuging the filter into Milli-Q water then analysed using
IC.
2.6.3 Measurements of Atmospheric NOx
The atmospheric NOx was measured at Dome C from December 2009 to Jan-
uary 2010 (Frey et al., 2013). The NOx was detection by a 2-channel chemilu-
minescence detector (CLD), one with a photolytic converter (PLC) at 3 differ-
ent level - 0.01, 1.00 and 4.00 m above ground. The technique measures the
concentration of NO based on the reacting NO with excess O3 to produced
electronically excited NO2, then measure the photons emitted by electroni-
cally excited NO2 when it returns to the ground state. One of the CLD chan-
nels was to measure the ambient atmospheric NO concentration whereas the
other channel with PLC is to measure the concentration of NOx, where the
NO2 in the ambient air is converted to NO via photolysis. The difference in
signal between the 2 channels was then used to calculate the concentration of
NO2 in the atmosphere.
The baseline, instrument sensitivity, detector artefacts and conversion ef-
ficiency needs to be measured regularly in order to convert the CLD signal
into atmospheric mixing ratios. The baseline was measured every couple of
minutes for all three inlets (height), where it was determined by measuring
the ground state NO2 after being excited. The baseline level for all three in-
lets was similar, except when the NOx concentrations between the inlets were
very different. To correct the signal, baseline was subtracted from each indi-
vidual specific inlet. The instrument sensitivity and artefacts were measured
every 14 hours. The sensitivity to NO was determined by the standard addi-
tion to the sample air matrix of a 1 ppmv NO/NO2 mixture. The artefacts of
the detector were originated from surface reactions of NOx in inlets and re-
action cells, which was determined by overflowing the instrument inlet with
scrubbed ambient air. The conversion efficiency was found by addition of
known mole-fraction of NO2 and has an average of 0.30.
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FIGURE 2.19: The mean (±standard deviation) density profile
of 13 snow pits at Dome C (Gallet et al., 2011).
2.6.4 Measurements of Snow Physical Properties
Physical properties of snow, such as density (ρsnow) of the snowpack and the
snow surface area (SSA), controls on the vertical temperature profile, the ca-
pacity of the snow to accommodate chemical species and the transport of
chemical species. Despite these crucial roles, the snow properties are not al-
ways being measured when snow samples were collected for chemical anal-
ysis due to time constraint or availability of equipment and labours. The
density profile used for Dome C in this study was adopted from (Gallet et al.,
2011). which a mean density profile was obtained by averaging 13 snow pits
at Dome C between November 2008 to January 2009 (Fig. 2.19). Density was
measured by weighing a known volume of snow samples for each stratified
layer. The density at Dome C tends to increase from the surface to ∼15 cm
then followed by an essentially constant density. The spatial variation of the
stratification is large, for example the snow pit C2 and C3 in (Gallet et al.,
2011) were only 20 m apart but C2 has a thick layer of depth hoar between
37-70 cm depth while for the pit C3 have a faceted crystals or mixed-form
crystals alternate at the same depth. The large spatial variation leads to the
large error bar in the mean density profile.
The SSA values used in this study were interpolated from the 3-years
time-series by Picard et al. (2016). They measured SSA of superficial snow
at Dome C between 2012-2015 obtained by automatic spectral radiometer in
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FIGURE 2.20: The specific surface area, SSA, at Dome C by
Picard et al., 2016 in ’X’ and values used in this study in solid-
line at Dome C, and dash-line at Halley, which are adjusted
by the observed air temperature.
the visible/near infrared range. The seasonal variations of SSA at Dome C is
significant that SSA in winter is 3-fold larger than the values in summer but
the interannual variations are relatively small (Fig. 2.20).
2.6.5 Measurements of Snow Optical Properties
Optical properties of snowpack are also important as its determinate the rate
of photochemical reactions in snow. The field measured values of e-folding
depth and snow surface reflectance by France et al. (2011) at Dome C were
used in this study. The optical properties of 14 snowpits all within 5 km were
accessed. The e-folding depth was measured for each stratified snow layer
that thicker than 25 cm with a custom-built 6 spectrometer (6 channels and
fibre optics with a cosine corrector connected to individual spectrometers).
Measurements were made by placing the probe horizontally into the shaded
face of the snowpack at varying depths in a single stratigraphic layer and
recorded the irradiance in the UV-Visible wavelength (320-700 nm). The spec-
trometers were calibrated by simultaneously measuring the intensity of the
radiation above the snowpack and also measuring dark spectra, which were
recorded in the field by capping the fibre optic probe. The e-folding depth of
the soft (mixture of rounded grains and surface hoar) and hard (mixture of
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faceted and rounded faceted grains) windpack snow are similar (∼ 10 cm),
and these types of snow are often found in the top two layers of snowpack
at Dome C. Often beneath the soft and hard windpack layer, below a depth
of 20 cm, there is hoar like layer which consists of a mixture of faceted grains
and depth hoar). The e-folding depth of the hoar like layer is roughly twice
as much as the soft and hard windpack layer.
For the 1D model, where photochemistry was included as one of the pro-
cesses, a single value of e-folding depth is used to estimate the photochemical
reaction rate in the snowpack using Eq. 1.9 & 2.2 . This simplification was
based on the assumption that at least 85% of the photochemically produced
NO2 are originated from the top 20 cm, which is in the soft and hard wind-
pack layers (France et al., 2011).
2.7 Technical Tools
2.7.1 Finite Difference method - Crank-Nicolson Method
A general 1D diffusion equation is in the following form
∂U
∂t
=
∂
∂x
(
k(x, t)
∂U
∂x
)
(2.36)
The differential equation can be used to describe the transport of heat or
mass. In this thesis, all the differential equation are solved by the Crank-
Nicolson Method, which is a finite-difference method for solving partial dif-
ferential equations. The Crank-Nicolson method is an implicit method and
it is chosen for its stability and improved convergence (Press et al., 1996). To
obtain an unconditional stability for the Crank-Nicolson method, the time
and spatial dependent diffusion coefficient, k(x, t), needs to be computed at
the midpoint of each temporal subinterval. The Crank-Nicolson method can
be numerically approximated as
Un+1i − Uni
∆t
=
k
n+1/2
i
2
(
Un+1i+1 − 2Un+1i + Un+1i−1
(∆x)2
+
Uni+1 − 2Uni + Uni−1
(∆x)2
)
(2.37)
where n is the nth time step, i is the ith element of the spatial grid and
k
n+1/2
i = k(xi, tn+1/2).
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The system can be expressed in matrix form as
b1 c1 0 0 0 0
a2 b2 c2 0 0 0
0 a3 b3 c3 0 0
0 0
. . . . . . . . . 0
0 0 0 aN−1 bN−1 cN−1
0 0 0 0 aN bN


U1
U2
U3
...
UN−1
UN

=

d1
d2
d3
...
dN−1
dN

(2.38)
where the coefficients are
ai = −dn+1/2i /(2∆x2) i = 2, 3, . . . , N − 1
bi = (1/∆t) + (d
n+1/2
i /∆x
2)
ci = −dn+1/2i /(2∆x2)
di = aiU
n
i−1 + (1/∆t+ ai + ci)U
n
i + ciU
n
i+1
For the Dirichlet boundary conditions, i.e. a fixed boundary condition
b1 = 1, c1 = 0, d1 = U0
aN = 0, bN = 1, dn = UN
For the Robin boundary conditions, also known as convective boundary con-
dition, such that
∂U
∂x
= g0 (2.39)
then the upper boundary coefficient would be as follow,
b1 =
1
∆t +
d
n+1/2
i
∆x2
c1 = −d
n+1/2
i
∆x2
d1 =
(
1
∆t −
d
n+1/2
i
∆x2
)
Un1 +
d
n+1/2
i
∆x2
Un2 − 2d
n+1/2
i
∆x
gn+10 +g
n
0
2
2.7.2 ODE solver - KKP
Kinetic PreProcessor (KPP-2.2) is a software package for simulating the atmo-
spheric chemical kinetics system by integrating sets of ordinary differential
equations. KPP allow simulation of chemical kinetic systems in Fortran90
and Matlab. The Matlab version was adopted for quick implementation and
analysis. Some of the complex reaction rates are parameterised by the Master
Chemical Mechanism (MCM, http://mcm.leeds.ac.uk/MCM/) were added
to the KPP’s reaction rates file. The MCM’s parameterisation for photolysis
reactions are based on the typical photolysis rate coefficients that found at
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low and mid-latitudes, where the amount of aerosol in the vertical column
of the atmosphere is likely to be higher than polar region as well as hav-
ing a much lower surface albedo. Therefore, the photolysis rate coefficients
used within this study were attained offline with a radiative transfer model
- TUV (Sect. 2.2). Lookup tables of surface photolysis rate coefficients for
both gas and condense phase photolysis reactions were created with typical
atmospheric and surface conditions, i.e. aerosol optical depth (AOD(500 nm)
= 0.015, Tomasi et al., 2007), and Ångstrom Exponent (Å = 1.60, Tomasi et al.,
2007) surface albedo (ω0 = 0.95, France et al., 2011) and ozone column (200-
400 DU with an interval of 50 DU), found in the polar regions with a solar
zenith angle resolution of 0.5◦. A clear sky condition were assumed as the
clouds cover at Dome C are generally low (King et al., 2006).
The solar zenith angle is calculated for each time step in KPP and the cor-
responding surface photolysis rate coefficients, J(z0), are obtained from the
lookup table and interpolated to the input ozone column value. The photol-
ysis rate coefficient of a particular layer in the snowpack, i.e. from depth z1
to z2, is represented by the depth-integrated photolysis rate coefficients, v.
v = J(z0)
∫ z=z2
z=z1
e
z−z0
ze dz (2.40)
where z0 is at the surface, i.e. z0 =0. Eq.2.40 are implemented using trapezoid
rule as part of the ROOT_Rates.m file. Here is an example of determining the
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depth-integrated photolysis rate coefficient of a condensed-phase reaction.
function [v] = Jsnow_c(React)
%------------------------------------------------------
% Calculate depth-integrated photolysis rate coefficient of
% condense phase reaction between depth zu and zb
% Inputs :
% React = which reactions
% 2) NO3- -> NO2 + O- [T=258K]
% 3) NO3- -> NO2- + O(3P) [T=258K]
% 4) NO2- -> NO + O- [T=258K]
% 5) H2O2 -> 2OH [T=258K]
% Output
% v = depth -integrated photolysis rate coefficient of
% condensed phase in snowpack, [sˆ-1]
%------------------------------------------------------
global Jg_lookup zu zb ze
Jzu = Jg_lookup(React).*exp(-zu/ ze) ; %J at z = zu
Jzb = Jg_lookup(React).*exp(-zb/ ze) ; %J at z = zb
v = (zb-zu)*(Jzu+Jzb)/2; %trapezoidal rule.
return
The quantum yield adopted for the condense phase photolysis rate coef-
ficients implicitly taken account the cage effect - make two chemical species
from one, but these recombine to form the initial chemical before the prod-
ucts can escape cage. In practice, there is a need to convert the units of the
photochemical products by multiplying the ratio of volume of ice/liquid to
volume of air, i.e. kH2Oair = (m
3
ice + m
3
aq)/m
3
air. The following code are also
implemented to KPP.
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function [kH2O2g] = Caq2Cg(rho_snow, rho_water)
%------------------------------------------------------
% This function to convert the units of the photochemical
% product from liquid concentration to gas concentration.
% i.e. d[NO2(c)]/dt = J [NO3-(c)]
% units conversion : d[NO2(g)]/dt = kH2O2g [NO2(c)]
% Inputs :
% rho_snow = density of snow, [kg m-3]
% rho_water = density of water, [kg m-3]
% Output
% kH2O2g = rate constant for the conversion
% , [mˆ3_H2O mˆ-3_air sˆ-1]
%------------------------------------------------------
global DT
kH2O2g = (rho_snow./(rho_water - rho_snow))./DT;
return
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Abstract. Snow photochemical processes drive production
of chemical trace gases in snowpacks, including nitro-
gen oxides (NOx =NO+NO2) and hydrogen oxide radical
(HOx =OH+HO2), which are then released to the lower
atmosphere. Coupled atmosphere–snow modelling of theses
processes on global scales requires simple parameterisations
of actinic flux in snow to reduce computational cost. The dis-
agreement between a physical radiative-transfer (RT) method
and a parameterisation based upon the e-folding depth of ac-
tinic flux in snow is evaluated. In particular, the photolysis of
the nitrate anion (NO−3 ), the nitrite anion (NO−2 ) and hydro-
gen peroxide (H2O2) in snow and nitrogen dioxide (NO2) in
the snowpack interstitial air are considered.
The emission flux from the snowpack is estimated as the
product of the depth-integrated photolysis rate coefficient, v,
and the concentration of photolysis precursors in the snow.
The depth-integrated photolysis rate coefficient is calculated
(a) explicitly with an RT model (TUV), vTUV, and (b) with
a simple parameterisation based on e-folding depth, vze . The
metric for the evaluation is based upon the deviation of the
ratio of the depth-integrated photolysis rate coefficient de-
termined by the two methods, vTUV
vze
, from unity. The ratio
depends primarily on the position of the peak in the photol-
ysis action spectrum of chemical species, solar zenith angle
and physical properties of the snowpack, i.e. strong depen-
dence on the light-scattering cross section and the mass ratio
of light-absorbing impurity (i.e. black carbon and HULIS)
with a weak dependence on density. For the photolysis of
NO2, the NO−2 anion, the NO
−
3 anion and H2O2 the ratio
vTUV
vze
varies within the range of 0.82–1.35, 0.88–1.28, 0.93–
1.27 and 0.91–1.28 respectively. The e-folding depth param-
eterisation underestimates for small solar zenith angles and
overestimates at solar zenith angles around 60◦ compared to
the RT method. A simple algorithm has been developed to
improve the parameterisation which reduces the ratio vTUV
vze
to 0.97–1.02, 0.99–1.02, 0.99–1.03 and 0.98–1.06 for pho-
tolysis of NO2, the NO−2 anion, the NO
−
3 anion and H2O2
respectively. The e-folding depth parameterisation may give
acceptable results for the photolysis of the NO−3 anion and
H2O2 in cold polar snow with large solar zenith angles, but it
can be improved by a correction based on solar zenith angle
and for cloudy skies.
1 Introduction
Field and laboratory experiments over the past 2 decades
have provided evidence that photochemical reactions occur-
ring within snow lead to the emission of various gaseous
compounds from the snowpack (e.g. Jacobi et al., 2004;
Jones et al., 2000; Beine et al., 2002, 2006; Dibb et al.,
2002; Simpson et al., 2002) and production of radicals, e.g.
hydroxyl radical (OH), within the snowpack (e.g. Mauldin
et al., 2001; Chen et al., 2004; Sjostedt et al., 2005; France
et al., 2011). The porous structure of snowpacks allows the
exchange of gases and particles with the atmosphere. The
exchange between snowpack and overlying atmosphere de-
pends on dry and wet deposition, transport (including wind
pumping and diffusion) and snow microphysics (e.g. Bartels-
Rausch et al., 2014). Thus snow can act as both a source
and a sink of atmospheric chemical species as summarised
in Bartels-Rausch et al. (2014) and Grannas et al. (2007).
Photochemistry in the snowpack needs to be fully under-
stood because (1) emitted photolysis products play an impor-
Published by Copernicus Publications on behalf of the European Geosciences Union.
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tant role in determining the oxidising capacity of the lower
atmosphere – e.g. concentration of O3, HOx , H2O2 – and
(2) chemical preserved in ice cores, and potential palaeo-
climate proxies, may be altered by reactions with OH rad-
icals, photolysis or physical uptake and release (Wolff and
Bales, 1996).
The photolytic lifetime of a chemical species in the snow-
pack is the reciprocal of the photolysis rate coefficient (also
known as the photodissociation rate coefficient), J , which
is dependent on the actinic flux (also known as spherical or
point irradiance) in the snowpack, I , the quantum yield of
the photolysis reaction, 8, and absorption cross section of
the photolysing species, σ .
J (θ,z,T )=
∫
σ(λ,T )8(λ,T )I (θ,z,λ)dλ, (1)
where θ is solar zenith angle, z is the depth into the snow-
pack, λ is the wavelength of the incident solar radiation and
T is the temperature of the snowpack.
Under clear-sky conditions, a homogeneous snowpack can
be separated into two optical layers based on the propaga-
tion of actinic flux from the surface into the snow: the near-
surface layer, i.e. the top few centimetres of the snowpack,
where direct solar radiation is converted into diffuse radi-
ation. Below the near-surface layer is the asymptotic zone,
where all solar radiation is diffuse and will decrease expo-
nentially with depth (Warren, 1982).
The relationship between actinic flux (and the photolysis
rate coefficient) and depth is complex near the surface of the
snowpack due to rapidly changing contributions from both
direct and diffuse radiation. Enhancement or attenuation of
actinic flux in the near-surface layer compared to above the
snow is dependent on the solar zenith angle (Fig. 1 and Fig. 4
in Lee-Taylor and Madronich, 2002). Snowpack is a very
scattering and low absorption environment for UV–visible
photons with individual snow grains tending to forward-
scatter photons (Warren, 1982). The enhancement in actinic
flux compared to above the snow occurs for solar zenith an-
gles< 50◦. For solar zenith angles∼ 50◦ actinic flux will de-
crease almost exponentially with depth (Wiscombe and War-
ren, 1980). For direct radiation from a low sun (large solar
zenith angle, i.e. > 50◦) there is a larger probability that the
photons will be scattered upwards and out of the snowpack,
leading to a rapid decrease in actinic flux with depth in the
first few centimetres of the snowpack, i.e. decreasing faster
than exponential (Warren, 1982).
In the asymptotic zone radiation is diffused, and provided
that the snowpack is semi-infinite – i.e. the albedo of the sur-
face underlying the snow does not affect the calculation of
the actinic flux within the snowpack – the radiation decreases
exponentially according to Beer–Lambert law (France et al.,
2011, define semi-infinite as 3–4 e-folding depths).
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Figure 1. Depth profile within “cold polar snow” (base case:
ρ = 0.4 gcm−3, [BC]= 4 ng(C)g−1 and σscatt= 25 m2 kg−1) of ac-
tinic flux, I , at λ= 451 nm at different solar zenith angles θ .
I (z,λ)= I0 e−
z−z0
ze(λ) , (2)
where I0 is the actinic flux at a reference depth z0 within the
asymptotic zone, and ze(λ) is the asymptotic e-folding depth
at which I has decayed to 1/e,∼ 37 % of its reference value,
I0.
Radiative-transfer (RT) models, such as the TUV-snow
model (Lee-Taylor and Madronich, 2002), were developed
to capture the non-exponential attenuation of radiation near
the surface of the snowpack. However, running a radiative-
transfer model is a time-consuming step within large-scale
(e.g. 3-D) chemical transport models or global climate mod-
els, so photolysis rate coefficients in the snowpack, J , are
often parameterised with e-folding depth (e.g. Thomas et al.,
2011), i.e.
Jze (θ,z)= J0(θ)e−
z−z0
ze(λ) , (3)
where Jze (θ,z) is the parameterised photolysis rate coeffi-
cient at depth z; J0 is the photolysis rate coefficient at the
surface of the snowpack at solar zenith angle θ ; and ze is
the e-folding depth of the snowpack. The aim of this paper
is to investigate the accuracy of the e-folding depth parame-
terisation (Eq. 3) relative to a value of J calculated using a
physically explicit RT model and Eq. (1). The metric to com-
pare the two models is the depth-integrated photolysis rate
coefficient (also known as the transfer velocity; France et al.,
2007), which may be considered approximately proportional
to the flux of potential gaseous photo-produced compounds
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Table 1. Reference for quantum yield, 8, used for Reactions (R1)–(R4) and (R7) and absorption cross section, σ , of the NO−3 anion, the
NO−2 anion, H2O2, and NO2.
Reaction Reference for 8 Quantum yield, Action spectrum peak
8 at 258 K λact peak, nm
R1 Chu and Anastasio (2003) 0.00338 321
R2 Warneck and Wurzinger (1988) 0.00110 321
R3 Chu and Anastasio (2007) 0.12066∗ 345
R4 Gardner et al. (1987) 0.97900 375
R7 Chu and Anastasio (2005) 0.68300 321
Species Reference for σ
NO−3 Chu and Anastasio (2003)
NO−2 Chu and Anastasio (2007)
NO2 DeMore et al. (1997)
H2O2 Chu and Anastasio (2005)
∗ Quantum yield at λ= 345 nm, the photochemical action spectrum peak of the NO−2 anion.
from the snowpack. The depth-integrated photolysis rate co-
efficient, v, is calculated (Simpson et al., 2002) as
v(θ)=
∫
J (θ,z)dz. (4)
The depth-integrated production rate of a chemical species
B from the photolysis of a chemical species A, FB(θ), is the
product of concentration of A, [A], and the depth-integrated
photolysis rate coefficient, vA, assuming the concentration of
A is constant with depth.
FB(θ)= [A]vA(θ) (5)
For example, the photolysis of the nitrate anion, NO−3 , is im-
portant and has therefore been studied extensively in the past.
It leads to emission of nitrogen oxides (NOx =NO+NO2)
to the atmosphere. The following reactions summarise the
main channels of NOx production from NO−3 photolysis in
snowpack. The quantum yield and absorption cross section
of all the chemical species used in this study are listed in
Table 1.
NO−3 +hν → NO2+O−, λact peak = 321nm, (R1)
NO−3 +hν → NO−2 +O(3P), λact peak = 321nm, (R2)
NO−2 +hν → NO+O−, λact peak = 345nm, (R3)
where hν represents a photon and λact peak is the wavelength
corresponding to the maximum in the action spectrum. Here
the action spectrum is the spectral photolysis rate coeffi-
cient plotted as a function of wavelength. For example, the
action spectrum shows that nitrate photolysis is most effi-
cient at 321 nm. Snow is a porous medium in which gas-
phase reactions can occur in the interstitial air. Gaseous nitro-
gen dioxide (NO2) has a large quantum yield, and its action
spectrum peak is in the UV-A wavelengths, around 375 nm.
Long-wavelength UV light penetrates deeper into the snow-
pack than shorter-wavelength UV. Therefore, NO2 photol-
yses within the snowpack and may produce ozone (Reac-
tions R4 and R5).
NO2+hν → NO+O(3P), λact peak = 375 nm, (R4)
O(3P)+O2+M→ O3+M (R5)
Studies have also demonstrated that photolysis of NO−3
and NO−2 in snow and ice contribute to the formation of OH
radicals within the snowpack (Dubowski et al., 2001, 2002;
Cotter et al., 2003; Chu and Anastasio, 2003; Anastasio and
Chu, 2008) through reaction of oxygen radical anion (O−)
with water (Reaction R6).
O−+H2O→ OH+OH− (R6)
In the presence of oxygen, formation of the OH radical may
create a radical-initiated oxidising medium allowing oxida-
tion of organic chemicals to emit species such as formalde-
hyde, acetaldehyde or organic halogens to the lower atmo-
sphere (McNeill et al., 2012). Another source of OH radicals
in the snowpack is photolysis of hydrogen peroxide (H2O2)
(Chu and Anastasio, 2005, 2007):
H2O2+hν → 2OH, λact peak = 321 nm. (R7)
The ratio of the depth-integrated photolysis rate coeffi-
cients, Q= vTUV
vze
, determined from the two methods – the RT
model and e-folding depth parameterisation – were calcu-
lated for the photolysis of NO−3 , NO
−
2 , NO2 and H2O2 in
snow. Reactions rate coefficients for Reactions (R1)–(R4)
and (R7) were determined for hypothetical snowpacks with
different physical and optical properties and under different
environmental conditions, e.g. total column ozone.
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2 Modelling procedure
The hypothetical homogeneous snowpacks defined in this
study were based on three different types of snow – cold
polar, wind-packed and melting snow (Table 2, Marks and
King, 2014). The snowpacks are assumed to be semi-infinite.
Sensitivity tests calculating Q were run against the fol-
lowing parameters – base case: a typical cold polar snow-
pack; case 1: the density of the snowpack was varied; case 2:
the scattering cross section was varied; case 3: the black car-
bon (BC) mass ratio was varied; case 4: the HUmid LIke
Substances (HULIS) mass ratio was varied; case 5: the mass
ratio with both BC and HULIS was varied; case 6: the asym-
metry factor was varied; and case 7: the total column ozone
was varied. Values for these parameters, listed in Table 3,
were chosen based on previous field measurements made
in various geographic locations and conditions (i.e. Gren-
fell et al., 1994; Beaglehole et al., 1998; King and Simp-
son, 2001; Fisher et al., 2005; France et al., 2010; Marks and
King, 2014).
In case 1, snow densities were varied in the range observed
typically in natural snowpack of 0.2–0.6 gcm−3 (Marks and
King, 2014, and references therein).
In cases 2–5, the scattering cross section and mass ratio
of light-absorbing impurities of the snowpack were varied –
both of which have an impact on the propagation of actinic
flux within the snowpack. The reciprocal of the e-folding
depth, ze, is the asymptotic flux extinction coefficient, κext,
which is the sum of the scattering, rscatt, and absorption co-
efficients, µ (Lee-Taylor and Madronich, 2002). The scatter-
ing and absorption coefficients describe the attenuation per
unit length, and both are density-dependent (Lee-Taylor and
Madronich, 2002). For general use, the following scattering,
σscatt, and absorption, σabs, cross sections are introduced:
σext = σscatt+ σabs, (6)
where σext = κext/ρ is the extinction cross section, σscatt =
rscatt/ρ is the scattering cross section of snow and σabs =
µ/ρ is the absorption cross section of snow and light-
absorbing impurities. In case 2, values of σscatt were selected
to cover a wide range of snow types (Table 2). The values of
the scattering cross section are assumed to be independent of
wavelength (Lee-Taylor and Madronich, 2002).
The absorption cross section of snowpack is due to
wavelength-dependent absorption by ice, σ iceabs, and light-
absorbing impurities, σ+, such as black carbon and HULIS:
σabs = σ iceabs+ σ+. (7)
Warren et al. (2006) showed that BC can dominate the ab-
sorption in snow as it is a factor of ∼ 50 more efficient
absorber of light than mineral dust particles of the same
mass. Thus in sensitivity test case 3, black carbon is con-
sidered to be the only light-absorbing impurity. For the
work presented here the light-absorption cross section of
Table 2. Properties of snow type studied. Optical and physical prop-
erties are based on work by Marks and King (2014) and references
therein.
Snow type ρ σscatt
gcm−3 cm2 kg−1
Cold polar snow 0.2–0.6 15–25
Wind-packed snow 0.2–0.6 5–10
Melting snow 0.2–0.6 0.2–2
black carbon, σ+BC, is assumed to be wavelength-independent
and equal to ∼ 10 m2 g−1 (France et al., 2010; Lee-Taylor
and Madronich, 2002). To account for all pollution sce-
narios, from clean to dirty, the mass ratio of black carbon
is varied from 4 to 128 ng g−1, to cover the concentration
range typically measured in coastal (Beaglehole et al., 1998),
Antarctica-near research stations (Zatko et al., 2013) or in
midlatitude snow. Other common pollutants found in snow
samples include HULIS, which represent an important frac-
tion of biomass burning, biogenic and marine aerosol etc.
(e.g. Voisin et al., 2012). HULIS absorb most effectively in
the UV region of the solar spectrum, and the absorption cross
section decreases towards the visible (Hoffer et al., 2006).
Concentrations of HULIS measured in polar snow vary be-
tween 1 and 1000 ngg−1 and depend on the measurement
method (Voisin et al., 2012; France et al., 2012), which is
taken into account by the range of values used in case 4. In
natural snow, it is rare that HULIS would be the only light-
absorbing impurity within snow as shown in France et al.
(2011) and France and King (2012); therefore, in case 5 a
combination of both black carbon and HULIS were used and
varied.
In case 6, the asymmetry factor, g, is the average cosine
of the scattering angle and is a measure of the preferred scat-
tering direction. Sensitivity tests were run with two differ-
ent values of g of 0.89 and 0.86 as discussed by Marks and
King (2014) and Libois et al. (2014) respectively. Both se-
lected values are close to 1, indicating light scattering by
snow grains is dominated by forward scattering.
Within case 7, column ozone values were varied to cover
the seasonal and spatial variability observed above the polar
regions. The effect of column ozone on the depth-integrated
photolysis rate coefficient ratio was explored as downwelling
UV radiation is very sensitive to stratospheric ozone absorp-
tion and the attenuation is a strong function of wavelength.
Typical value of column ozone in Antarctica (also the global
average; Kroon et al., 2008) is about 300 DU but can be as
low as 150 DU in the Antarctic O3 hole (Kramarova et al.,
2014). Column ozone generally increases from the tropics
to midlatitudes. Therefore, there are three different values of
total column ozone: 200, 300 and 400 DU.
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Table 3. Optical properties of the snowpacks used. The bold numbers are to highlight the optical property that is varying in that particular
case.
ρ [BC] σscatt O3 col. g ze ∗ Designation
g cm−3 ng(C)g−1 m2 kg−1 DU cm−1
Base case 0.4 4.0 25 300 0.89 13.3 BaseC
Case 1 0.2 4.0 25 300 0.89 25.2 Den0.2
Density of snowpack 0.6 4.0 25 300 0.89 9.1 Den0.6
Case 2 0.4 4.0 2 300 0.89 35.3 Scatt2
Scattering cross section 0.4 4.0 7 300 0.89 24.4 Scatt7
Case 3 0.4 0.18 25 300 0.89 36.9 BC0.18
Black carbon content 0.4 32.0 25 300 0.89 4.9 BC32
0.4 128.0 25 300 0.89 2.5 BC128
Case 6, g 0.4 4.0 25 300 0.86 12.0 g0.86
Case 7 0.4 4.0 25 200 0.89 13.3 O3200
Ozone column 0.4 4.0 25 400 0.89 13.3 O3400
ρ [HULIS] σscatt O3 col. g ze ∗ Designation
g cm−3 ngg−1 m2 kg−1 DU cm−1
Case 4 0.4 1.0 25 300 0.89 36.9 HULIS1
HULIS content 0.4 8.0 25 300 0.89 22.0 HULIS8
0.4 17.0 25 300 0.89 15.3 HULIS17
0.4 1000.0 25 300 0.89 2.06 HU1000
0.4 17.0 2 300 0.89 37.0 HU17S2
0.4 1000.0 2 300 0.89 7.3 HU1000S2
Case 5 [BC] + [HULIS]
Combined 0.4 0.6 + 8 7 300 0.89 30.6 Comb
∗ For cases 1–2 and 4–6, the reported e-folding depth, ze , is the average of e-folding depth at 321, 345 and 375 nm. For cases 3 and 7, ze is the
e-folding depth at 321 nm
2.1 RT method: radiative-transfer model, TUV
The attenuation of actinic flux with depth was calculated
by a coupled atmosphere–snow radiative-transfer model,
TUV 4.4, using an eight-stream DISORT (Discrete Ordi-
nates Radiative Transfer Program for a Multi-Layered Plane-
Parallel Medium) model (Lee-Taylor and Madronich, 2002).
The model treats the snow as a weakly absorbing, very scat-
tering homogenous layer with its optical properties described
by the variables g, σscatt, and σabs. The snowpacks were mod-
elled as described in detail in Lee-Taylor and Madronich
(2002) except the absorption cross section of ice was updated
to values given by Warren and Brandt (2008). The model
configuration in this study used 110 snowpack layers with
1 mm spacing in the top 1 cm and 1 cm spacing for the rest of
the 1 m snowpack, and 72 atmospheric layers with 1 m spac-
ing for the first 10 m above snowpack surface then 10 m in-
tervals until 100 m, 100 m interval up to 1 km, 1 km intervals
up to 10 km and 2 km intervals up to 80 km, with no atmo-
spheric loading of aerosol and assumed clear-sky conditions.
Values of the photolysis rate coefficient, J , for Reac-
tions (R1)–(R4) and (R7) were calculated by TUV using
Eq. (1). The absorption cross section of the chromophores
in the ice phase are assumed to be the same as the aque-
ous phase and are listed with temperature-dependent quan-
tum yields for reactions used in this study (Table 1). Photol-
ysis rate coefficients calculated with the TUV are referred to
as the “RT method”.
2.2 ze method: e-folding depth
The e-folding depths, ze, for the snowpacks described in Ta-
ble 3 were calculated by fitting Eq. (2) to an actinic flux depth
profile through snowpack obtained from TUV with a verti-
cal resolution of 1 cm from 20 cm below the snowpack sur-
face. At this depth, radiation is effectively diffuse and decays
exponentially with depth (asymptotic zone). Field measure-
ments of e-folding depth have been previously carried out
over similar depths in the snowpack (e.g. France and King,
2012).
Values of ze were determined for three wavelengths (λ=
321, 345 and 375 nm) and at seven different solar zenith an-
gles (0, 36.9, 53.1, 66.4, 78.5, 80 and 90◦). These wave-
lengths were chosen as they represent the peak of the pho-
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tolysis action spectrum for each chemical species (Table 1).
The photolysis rate coefficients were approximated by scal-
ing the surface photolysis rate coefficient calculated by the
RT method (TUV model) with the average e-folding depth,
ze, over seven solar zenith angles at a wavelength that is near
the peak of the action spectrum of the chemical species (as
shown in Eq. 3). For example in the case of NO−3 photolysis,
Jze,NO−3
(θ,z)= JNO−3 (θ,z0) e
− z−z0
ze(λ= 321 nm) , (8)
where Jze,NO−3 (θ,z) is the parameterised photolysis rate co-
efficient at depth z; JNO−3 (θ,z0) is the photolysis rate coeffi-
cient of NO−3 at the surface obtained by the RT method (TUV
model); and z λ= 321 nme is the e-folding depth, ze, at a wave-
length of 321 nm. For clarity, this e-folding depth parameter-
isation is called the “ze method”.
2.3 Ratio of depth-integrated photolysis rate
coefficients
To determinate the accuracy of the ze method relative to the
RT method, the ratio of depth-integrated photolysis rate coef-
ficients, Q, was determined. The Q ratio is defined as depth-
integrated photolysis rate coefficient calculated with the RT
method over the depth-integrated photolysis rate coefficients
estimated by the ze method. For example, Q in the case of
NO2 (Reaction R1) is given by
Q= vT UV,NO2
vze,NO2
=
∫
JNO−3→NO2(z)dz
JNO−3→NO2(z0)
∫
e
− z−z0
zλ= 321 nme dz
, (9)
where Jze,NO−3→NO2(z0) is the photolysis rate coefficient for
NO−3 photolysis at the surface of the snowpack. For Reac-
tions (R3), (R4) and (R7), the surface photolysis rate coeffi-
cients were scaled, with e
−z−z0
ze with e-folding depth at 345,
375 and 321 nm respectively for each depth z.
3 Results and discussion
The study evaluates the accuracy of parameterisation of pho-
tolysis rate coefficient to variation in solar zenith angle, dif-
ferent photolysis precursors, snowpack properties and to-
tal column ozone. Correction factors were also found for
each different species to improve the performance of the ze
method.
3.1 The response of e-folding depth to solar zenith
angle and wavelength
Radiation in the asymptotic layer, i.e. below the first few cen-
timetres of the snow surface (Fig. 1), decreases exponentially
with depth as observed previously at various polar and non-
polar sites (Warren and Wiscombe, 1980; Marks and King,
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Figure 2. The e-folding depth, ze, as a function of wavelength and
dependence on (a) snow density, ρ (case 1); (b) scattering cross
section, σscatt (case 2); (c) absorption due to black carbon, [BC]
(case 3); (d) absorption due to HULIS, [HULIS] (case 4). Values
of e-folding depth decrease as values of density, black carbon mass
ratio and scattering cross section increase across wavelengths be-
tween 300 and 600 nm. For snowpacks containing black carbon as
the only absorber other than ice, the change in e-folding depths are
not sensitive to wavelength in the UV and near UV. However, for
snowpacks containing e.g. HULIS the change in e-folding depth is
sensitive to wavelength.
2014; Fisher et al., 2005; King and Simpson, 2001). Table 3
lists the average e-folding depth across seven solar zenith
angles for all cases. For the base case, cases 1–3, 6 and 7,
the e-folding depths listed are averaged not only across so-
lar zenith angles but also across three wavelengths (321, 345
and 375 nm). There are no significant differences between
the calculated e-folding depths, across different solar zenith
angles or across the three wavelengths of which the variation
coefficients are between 0.002 and 2 %. For snowpacks in
cases 4 and 5, the e-folding depths were at a single wave-
length (321 nm) only and the variation coefficients range
from 0.007 to 0.16 %. Figure 2 shows how e-folding depth
varies with wavelength and density, black carbon mass ratio,
HULIS mass ratio or scattering cross section of the snow-
pack. At all wavelengths, the e-folding depth decreases with
increasing snow density, and increasing the mass ratio of the
black carbon increased the absorption of incident radiation.
Absorption of HULIS is wavelength-dependent; i.e. increas-
ing mass ratio of HULIS only increases absorption of UV
and near-UV radiation. However, the absorption of the inci-
dent radiation in the visible wavelengths is independent of
the mass ratio of HULIS. Increasing the scattering cross sec-
tion also leads to a decrease in e-folding depth.
Scattering of photons typically occurs at the air–ice inter-
face of a snow grain and absorption occurs within the snow
grain. A denser snowpack implies more scattering or absorp-
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tion events per unit length. A larger scattering cross section
will typically reduce the path length of a photon through the
snowpack and reduce the possibility for absorption by ice
or light-absorbing impurities. Therefore, increases in density,
light-absorbing impurities and scattering cross section result
in a smaller e-folding depth.
3.2 Variation of Q, ratio of depth-integrated photolysis
rate coefficients
Depth-integrated photolysis rate coefficients of the four
chemical species considered (NO−3 , NO−2 , H2O2 and NO2)
were calculated by the RT method and the ze method. To
evaluate the accuracy of the approximation by the ze method,
the ratio Q ( vTUV
vze
using Eq. 9), is calculated and considered
independently.
3.2.1 Variation with solar zenith angle
When the solar zenith angle is between 0 and 37◦, using the
ze method leads to a depth-integrated photolysis rate coef-
ficient ratio, Q, of up to 1.35 (Fig. 3). The underestimation
of the ze method at small solar zenith angles is due to the
enhancement of actinic flux compared to above the surface
in the near-surface layer being considered in the RT method
but being neglected in the ze method. For solar zenith an-
gles around 50◦ and larger than 80◦ the value of Q is close
to unity, suggesting the ze method may be a good approx-
imation for these solar zenith angles. Wiscombe and War-
ren (1980) suggested that solar illumination around a solar
zenith angle of 50◦ was effectively the same as diffuse radia-
tion, which deceases exponentially with depth from the snow
surface. At large solar zenith angles (> 80◦) there is little di-
rect solar radiation relative to diffuse radiation illuminating
the snowpack and the snowpack is effectively illuminated by
diffuse radiation; thus the difference between the two meth-
ods is small. Between the solar zenith angles of ∼ 66 and
75◦, i.e. minimum values of Q in Fig. 3, the direct radiation
entering the snowpack may be potentially scattered out of
the snowpack due to the strong forward-scattering property
of snow. Hence, the actinic flux attenuates at a quicker rate
than the e-folding depth in the near-surface zone, and the ze
method overestimates the intensity of solar radiation in the
snowpack.
In reality, only high-altitude glaciers in the tropics, such
as those found in the Himalayas or Andes, would experience
the overhead sun or small solar zenith angles in the sum-
mer. In the polar regions, where snow emission can domi-
nate boundary layer chemistry (e.g. Davis et al., 2004), so-
lar zenith angles vary between 42.8◦ (Antarctic/Arctic Cir-
cle) and 66.5◦ (at the pole) at summer solstice and close
to or greater than 90◦ during winter solstice for the Antarc-
tic/Arctic Circle. Within this solar zenith angle range, the ze
method is most likely to yield small overestimates of fluxes
and photochemical production rate. However, small “effec-
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Figure 3. The ratio of depth-integrated photolysis rate coefficient,
Q= vTUVvze , for the two different methods as a function of solar
zenith angle, θ . (a) NO−3 anion; (b) H2O2; (c) NO−2 anion; (d) NO2.
Magenta: BaseC snowpack (ρ= 0.4 gcm−3, [BC]= 4 ng(C)g−1
and σscatt= 25 m2 kg−1).
Figure 4. The effective solar zenith angle, θeff, is the same as the
solar zenith angle of direct solar radiation, θdir, on a flat surface
(left). However, on a surface that has an incline (right) the effective
solar angle, θeff, is the difference of the direct solar zenith angle and
the angle of the surface, φ, and typically smaller.
tive” solar zenith angles can be achieved in sloping snow-
covered terrain, as shown in Fig. 4. The effective solar zenith
angle, θeff, on a snow-covered slope is the difference between
the solar zenith angle normal to a horizontal surface, θdir, and
the angle of the slope, φ. Therefore, the ze method might
lead to underestimation of depth-integrated production rates
on snow-covered mountains.
3.2.2 Variation with chemical species and total column
ozone
The value of the ratio Q for the photolysis of the NO−3 anion
and H2O2 is very similar in terms of its response to changing
solar zenith angle (Fig. 3a and b). The maximum and mini-
mum values of Q are ∼ 1.27 (underestimation of solar radi-
ation by the ze method), at direct overhead sun, and ∼ 0.92
(overestimation of solar radiation by the ze method), at solar
zenith angles of ∼ 66–70◦. The disagreement between the
two methods for the photolysis of NO−2 is slightly larger,
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with the ratio Q ranging between 0.88–1.28 (Fig. 3c). The
approximation with the ze method is the most inaccurate for
the photolysis of NO2 within snowpack interstitial air, having
Q values range between 0.82 and 1.35 (Fig. 3d).
The NO−3 anion and H2O2 have the peak of their action
spectrum in the UV-B, while the NO−2 anion and NO2 have a
peak in near-UV and visible wavelengths respectively. Solar
radiation in the UV region is less intense and more diffuse
relative to the UV-A and visible radiation at the snow surface
as (1) the ozone layer absorbs strongly in the UV-B and UV-
C while relatively weakly in the UV-A and almost negligibly
in the visible region and (2) the Rayleigh scattering of pho-
tons by air molecules increases as the wavelength decreases.
The actinic flux attenuation profile with depth, in snow, of
more diffused actinic flux can be better approximated by the
e-folding depth; therefore, the ze method provides a better
estimation of photolysis rate coefficient profile for NO−3 and
H2O2 compared to NO−2 and NO2.
The wavelength of the peak in the action spectrum of
a chemical species also has an impact on its response to
changes in column ozone concentration (case 7) in terms of
photolysis rate coefficient. The surface photolysis rate coeffi-
cients for NO−3 and H2O2 are more sensitive to the changes in
column ozone, due to their action spectrum peak in the UV-
B region, compared to species that have their peak in UV-A,
such as NO−2 and NO2. The surface values of JNO−3 (Fig. 5a)
and JH2O2 increased by∼ 20 % when total ozone column de-
creased from 300 to 200 DU, while surface values of JNO−2
and JNO2 (Fig. 5b) only increased by approximately 6 and
0.9 % respectively. When total ozone column increased from
300 to 400 DU, surface values of JNO−3 and JH2O2 dropped
approximately by ∼ 14 %, whereas surface values of JNO−2
and JNO2 only decreased by ∼ 5 and 0.6 % respectively.
Despite the value of the photolysis rate coefficient vary-
ing with values of different column ozone, especially for the
NO−3 anion and H2O2, the propagation of radiation through-
out the snowpack was not affected by the column ozone; i.e.
the value of Q was unchanged by changing the ozone col-
umn, and the ze method is not sensitive to ozone column val-
ues.
3.2.3 Variation with snow physical properties
Density (case 1), scattering cross section (case 2), light-
absorbing impurities (cases 3–5) and asymmetry factor
(case 6) were considered as the four varying physical prop-
erties of the snowpack in this study. Figure 3 highlights three
results in terms of various physical properties of the snow-
packs: Firstly, snow density has a small effect on the ability
of the ze method to reproduce the results of RT method. Sec-
ondly, the ze method underestimates depth-integrated photol-
ysis rate coefficients significantly for relatively clean snow-
packs and snowpacks with low scattering cross section at
small and large solar zenith angles. Thirdly, changes of Q
Figure 5. The effect of different column ozone amount on the pho-
tolysis rate coefficient of (a) NO−3 and (b) NO2 at three selected
solar zenith angles (0◦, 66◦ and 85◦).
with increasing mass ratio of light-absorbing impurities de-
pend on the chemical species being photolysed. All three of
these effects depend on either the ratio of direct to diffuse ra-
diation in the top of the snowpack or the conversion of direct
solar radiation to diffuse solar radiation in the near-surface
layer of the snowpack.
With regard to the density of the snowpack, the photolysis
rate coefficient maxima are at a deeper depth for snowpacks
with lower density. That is, the path length of the photon
is longer for less-dense snowpacks. However, for the range
of density values found in natural snow (case 1, ρ= 0.2–
0.6 gcm−3) the difference in the Q ratio is very small, of the
order of ∼ 3.5 % (red symbols and lines in Fig. 3).
Scattering cross section of the snowpack: lower values
of the scattering cross section imply longer path length of
the photon between individual scattering events. Hence, the
maximum photolysis rate coefficients tend to occur deeper
into the snowpacks, as shown in blue in Fig. 6 (Scatt2, i.e.
melting snow), compared with snowpacks that have a larger
scattering cross section (magenta in Fig. 6, BaseC, i.e. cold
polar snow). Thus for snowpacks with a small scattering
cross section the agreement between the RT and ze meth-
ods is likely to be poor as the ze method will not capture the
behaviour in the near-surface layer accurately.
Light-absorbing impurities in the snowpack: the propa-
gation of actinic flux and the vertical variation of photoly-
sis rate coefficient within snowpack is dominated by scat-
tering when light-absorbing impurity contents are low and
therefore the absorption properties of the impurity become
unimportant, i.e. there is no difference between the value
of Q for snowpack BC0.18 and HULIS1 listed in Table 3.
In case 3, absorption due to black carbon, the variation
of Q with solar zenith angle is approximately the same
for the photolysis of NO−3 (λ∼ 321 nm), H2O2(λ∼ 321 nm),
NO−2 (λ∼ 345 nm) and NO2(λ∼ 375 nm). Except for heav-
ily polluted snow, e.g. snowpack BC128 (ρ= 0.4 gcm−3,
[BC]= 128 ng(C)g−1 and σscatt= 25 m2 kg−1), the ratio Q
for photolysis of the NO−2 anion and NO2 deviated from
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Figure 6. Photolysis rate coefficient for the NO−3 anion (a
and d), the NO−2 anion (b and e) and NO2 (c and f) com-
puted by TUV (solid line) and ze method (dashed line) at
two different solar zenith angles, θ , at 0◦ (top row) and 66◦
(bottom row). Maximum and minimum depth-integrated pho-
tolysis rate coefficient ratio occurred at θ = 0◦ and θ =∼ 66◦
respectively. Blue is the “melting snow”, Scatt2 (ρ= 0.4 g cm−3,
[BC]= 4 ng(C)g−1 and σscatt= 2 m2 kg−1); black is the “heav-
ily black carbon polluted snow”, BC128 (ρ= 0.4 g cm−3,
[BC]= 128 ng(C)g−1 and σscatt= 25 m2 kg−1); magenta is
the “BaseC snow” BaseC (ρ= 0.4 g cm−3, [BC]= 4 ng(C)g−1
and σscatt= 25 m2 kg−1); and green is the “HULIS-polluted
snow”, HULIS8 (ρ= 0.4 gcm−3, [HULIS]= 8 ngg−1 and
σscatt= 25 m2 kg−1). Surface (depth= 0 cm) values of photolysis
rate coefficient from the “RT method” and “ze method” are the
same (see Eq. 8 for calculation of JTUV).
snowpacks with lower black carbon mass ratio slightly (∼ 3
and ∼ 3.5 % respectively). In Fig. 6, black lines representing
the extreme polluted case – BC128 – the photolysis rate coef-
ficient calculated by the two methods matches at around 2 cm
depth for the NO−3 anion, but ∼ 4 and ∼ 5 cm for the NO−2
and NO2 respectively. The latter two compounds have the
peak of their action spectrum at larger wavelengths relative
to the NO−3 anion and H2O2 as discussed in Sect. 3.2.2. The
ratio of direct to diffuse incident solar radiation in the snow-
pack increases with wavelength around 300–400 nm and will
increase the difference between the photolysis rate coeffi-
cient depth profile calculated by the ze and RT methods es-
pecially in the top few centimetres of the snowpack.
In case 4, the absorption due to HULIS is considerable. A
mass ratio of 100 ngg−1 of HULIS in the snowpack will re-
duce the photolysis of NO−3 anion and H2O2 much more than
the photolysis of NO−2 and NO2 as HULIS absorption cross
section increases with decreasing wavelengths. The absorp-
tion cross section due to 1, 8, 17 and 1000 ngg−1 of HULIS
is respectively equivalent to 0.18, 1.4, 3.0 and 177 ng(C)g−1
of black carbon at 321 nm, but only equivalent to 0.11, 0.87,
1.85 and 109 ng(C)g−1 of black carbon at 345 nm and 0.06,
0.50, 1.05 and 62.0 ng(C)g−1 of black carbon at 375 nm. If
the light-absorption by impurities in a snowpack is domi-
nated by black carbon, then the value of e-folding depth in
the UV-B and UV-A will be similar. However, if the light-
absorption in the snow is dominated by HULIS (or even
dust), then strictly a different e-folding depth is needed for
each wavelength that is characteristic of the photolysis of the
species of interest.
Asymmetry factor of the snowpack: Libois et al. (2014)
recently suggested that the value of the asymmetry param-
eter, g, should be g = 0.86 due to non-spherical grains ob-
served in the laboratory and in the field in Antarctica and
the French Alps. The e-folding depth is sensitive to the value
of the asymmetry factor as shown by Libois et al. (2013).
Reducing the asymmetry factor from 0.89 to 0.86 reduces
the tendency of photons being forward-scattered, and hence
the e-folding depth is reduced by ∼ 11 %. The reduction in
photolysis rate coefficient is also∼ 11 %. Nevertheless, there
are no significant relative differences between the RT and ze
methods for changing g. The parameterisation with e-folding
depth generated a similar approximation of photolysis rate
coefficient for either of the two g values. The other proper-
ties of the snowpacks were unchanged.
3.3 Parameterisation correction
The difference in the depth-integrated photolysis rate coeffi-
cient, v, between the ze method and RT method can be min-
imised by applying a correction factor, C(θ), as a function
of the solar zenith angle. The correction factor, C(θ), was
computed by fitting a quadratic equation to the plot of depth-
integrated photolysis rate coefficient ratio,Q (Eq. 9), of each
reaction as a function of solar zenith angle. The fitting is cat-
egorised into two types of snow – (1) wind pack and cold
polar snow, and (2) melting and clean snow. Formulation of
the correction factor, C, is shown in Eq. (10), and the coeffi-
cients (a,b,c) of the quadratic equation are listed in Tables 4
and 5 for “wind pack and cold polar” and “melting and clean”
snow respectively. The depth-integrated photolysis rate coef-
ficient approximated by the ze method at a particular solar
zenith angle can then be corrected by multiplying by the cor-
rection factor, C(θ), at that particular solar zenith angle as
shown in Eq. (11).
C(θ)= a cos2(θ)+ bcos(θ)+ c, (10)
vCorrze (θ)= C(θ)vze (θ), (11)
whereC(θ) is the correction factor at a particular solar zenith
angle; a, b, c are the coefficient of the quadric equation; vze
is the depth-integrated photolysis rate coefficients approxi-
mated by the ze method; and vCorrze is the corrected depth-
integrated photolysis rate coefficient vze .
For snowpacks with a large e-folding depth, i.e. > 30 cm
– for example either having a small scattering cross section
or containing a small amount of light-absorbing impurities –
it is suggested to apply correction factors for “melting and
clean snow” when solar zenith angles are smaller than 50◦
and larger than 80◦ to reduce the error by 10–30 %. For snow-
packs that have an e-folding depth smaller than 30 cm, the
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Table 4. Parameterisation correction for “cold polar and coastal” snowpacks. Values of the correlation coefficient were calculated for two
different snowpacks (BaseC, HULIS8 and Comb) with and without applying the correction factors.
BaseC HULIS8 Comb
Species a b c R2, vze R2, vCorrze R
2
, vze R
2
, vCorrze R
2
, vze R
2
, vCorrze
NO−3 0.452 −0.320 1.000 0.9788 0.9996 0.9862 0.9971 0.9468 0.9927
H2O2 0.485 −0.334 0.989 0.9758 0.9998
NO−2 0.494 −0.345 0.980 0.9749 1.0000
NO2 0.758 −0.495 0.941 0.9435 0.9995
Table 5. Parameterisation correction for “melting and clean” snowpack. Values of the correlation coefficient were calculated for two different
snowpacks (Scatt2, HULIS1 and Comb) with and without applying the correction factors.
Scatt2 HULIS1 Comb
Species a b c R2, vze R2, vCorrze R
2
, vze R
2
, vCorrze R
2
, vze R
2
, vCorrze
NO−3 0.523 −0.384 1.146 0.9004 0.9996 0.8742 0.9991 0.9481 0.9833
H2O2 0.550 −0.378 1.107 0.8503 0.9934
NO−2 0.565 −0.394 1.106 0.8883 1.0000
NO2 0.868 −0.565 1.062 0.8352 0.9995
“wind pack and cold polar snow” correction factors should
be applied when the solar zenith angles are small than 30◦
or between 60 and 70◦. This could reduce the error by up to
15 %.
The correction was evaluated by comparing the depth-
integrated photolysis rate coefficients computed by the RT
method, vTUV, to depth-integrated photolysis rate coefficient
approximated by the ze method, vze , and the corrected depth-
integrated photolysis rate coefficient by the ze method, vCorrze ,
for all four species at 20 different solar zenith angles of snow-
pack BaseC (Table 3) using wind pack and cold polar snow-
pack correction factors, and results are shown in Fig. 7. For
evaluating the melting and clean snowpack correction fac-
tors, snowpack Scatt2 (Table 3) was used, and results are
shown in Fig. 8. The corrections factors for the NO−3 pho-
tolysis rate coefficient were also tested against snowpacks
HULIS1, HULIS8 and Comb (Table3).
The correlation between vze and vCorrze with vTUV is de-
scribed by the square of correlation coefficients, R2, listed in
Tables 4 and 5 correction factors for wind pack and cold po-
lar, and melting and clean snowpacks respectively. The ap-
proximation of depth-integrated photolysis rate coefficient
has improved significantly with the correction factor, espe-
cially for (1) the melting and clean snowpack, (2) photolysis
of the NO−2 anion and (3) NO2 at small solar zenith angles.
There are many factors that might have an impact on the
disagreement between the two methods not taken into ac-
count in this study. Cloudy skies are not taken into account.
However, clouds convert direct radiation into diffuse radia-
tion. Under a very thickly clouded sky all radiation reach-
ing the ground will be diffused and the decay of actinic flux
within the snowpack would be exponential. Therefore, on
a cloudy day the ze method would provide a very good ap-
proximation of actinic flux profile and photolysis rate coef-
ficient within snowpack even without correction. Other as-
sumptions have also been made on snowpack properties, i.e.
assuming homogeneous single-layer snowpack, black car-
bon or HULIS as the only absorber other than ice and con-
stant vertical chemical concentration profile. Geographic lo-
cation and weather conditions may have a major influence on
the number of layers within snowpack and the distribution
of their physical and optical properties. Last, but not least,
field observations on the Antarctic Plateau (Frey et al., 2009;
France et al., 2011) show there is a much higher nitrate an-
ion concentration in the top few centimetres of the snowpack,
the region of the snowpack where the solar radiation attenua-
tion is often non-exponential, than deeper into the snowpack,
causing a potentially larger error estimating depth-integrated
production rates from the ze method.
4 Conclusions
The parameterisation of snowpack actinic flux based on the
e-folding depth – the ze method, which approximates the ac-
tinic flux profile by an exponential function – may lead to un-
der/overestimation of depth-integrated photolysis rate coef-
ficients compared to the RT (radiative transfer) method. The
deviation depends on the chemical species, solar zenith angle
and properties of the snowpack. The ze method is most likely
to provide a poor estimation of depth-integrated photolysis
rate under four conditions: (1) solar zenith angle or effec-
tive solar zenith angle being small (θ <37◦); (2) the chemical
species of interest having an action spectrum peak near or in
the visible wavelength, such as NO−2 and NO2; (3) melting
Atmos. Chem. Phys., 15, 7913–7927, 2015 www.atmos-chem-phys.net/15/7913/2015/
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Figure 7. Depth-integrated photolysis rate coefficient at various
solar zenith angle for different species within snowpack BaseC
(ρ= 0.4 g cm−3, [BC]= 4 ng(C)g−1 and σscatt= 25 m2 kg−1).
(a) Depth-integrated photolysis rate coefficient of the NO−3 anion;(b) depth-integrated photolysis rate coefficient of H2O2; (c) depth-
integrated photolysis rate coefficient of the NO−2 anion; (d) depth-
integrated photolysis rate coefficient of NO2; blue circle – vTUV,
computed by TUV; green cross – vze , calculated by the e-folding
depth method; pink diamond – vCorrze , corrected vze by coefficients
listed in Table 4.
snowpack, which has a small value of scattering cross sec-
tion; and (4) clean snowpack, which has a small absorption
cross section due to low impurity content.
The discrepancy between the ze and RT methods can be
improved by applying the correction factors,C(θ), especially
for melting and clean snowpack (i.e. snowpacks have an e-
folding depth larger than ∼30 cm), for which the ratio of
depth-integrated photolysis rate coefficient between the two
methods, Q, has reduced from 0.82–1.35 to 0.97–1.02 for
photolysis of NO2, from 0.88–1.28 to 0.99–1.02 for photoly-
sis of the NO−2 anion, from 0.93–1.27 to 0.99–1.03 for pho-
tolysis of the NO−3 anion and from 0.91–1.28 to 0.98–1.06
for H2O2. In the polar regions, solar zenith angles larger
than 42.8◦ are the norm; the simple ze method provides an
acceptable estimation (10–16 % underestimation compared
to radiative transfer model). However, if the site of interest
is a tropical glacier, low-latitude, slope snowpack or have a
small effective solar zenith angle (θ < 37◦) and is moderately
to heavily polluted (e.g. e-folding depth smaller than 30 cm),
then correction factors, C, from Tables 4 should be applied
to reduce error up to 15 %. Correction factors, C, listed in
Table 5 should be applied when the snowpack is clean, wet
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Figure 8. Depth-integrated photolysis rate coefficient at various
solar zenith angle for different species within snowpack Scatt2
(ρ= 0.4 g cm−3, [BC]= 4 ng(C)g−1 and σscatt= 2 m2 kg−1).
(a) Depth-integrated photolysis rate coefficient of the NO−3
anion; (b) depth-integrated photolysis rate coefficient of H2O2;
(c) depth-integrated photolysis rate coefficient of the NO−2 anion;(d) depth-integrated photolysis rate coefficient of NO2; blue circle
– vTUV, computed by TUV; green cross – vze , calculated by the
e-folding depth method; red diamond – vCorrze , corrected vze by
coefficients listed in Table 5.
or melting (e.g. e-folding depth larger than 31 cm) to reduce
the difference by up to 30 %.
The values of e-folding depth used in some of the pre-
vious modelling studies were broadly based on field mea-
surements (Thomas et al., 2011; Simpson et al., 2002). Re-
cently research groups have started to develop new algo-
rithms to estimate optical properties of snowpack, such as
grain size and mass ratio of pollutants, from satellite mea-
surements (Zege et al., 2011; Malinka, 2014; Khokanovsky,
2015). These measurements and algorithms can be integrated
into large-scale chemical transport models in the future to
estimate e-folding depth and photolysis rate coefficient for
wide inaccessible areas.
An important approximation of the e-folding depth (ze)
method is that snowpack is optically thick, i.e. assuming the
snowpacks are semi-infinite. For shallow snowpacks the ex-
act RT method should be used. It is unlikely a robust simple
parameterisation could be developed to correct the ze method
for shallow snowpacks over a range of light-absorbing snow-
pack, solar zenith angles and underlying terrains for the thin
snowpack, i.e. soil or sea ice. For shallow snowpacks (< 2–
3 e-folding depths) the RT method is recommended.
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Appendix A
Table A1. Notation.
σ Absorption cross section of chemical species cm2 molecule−1
σice Absorption cross section of ice cm2 kg−1
µabs Absorption coefficient m−1
σ+ Absorption cross section per mass of impurities cm2 kg−1
I Actinic flux quantacm−2 s−1 nm−1
ze Asymptotic e-folding depth cm
g Asymmetry factor dimensionless
c Correction factor for depth-integrated photolysis rate coefficient dimensionless
ρ Density of snowpack gcm−3
κext Extinction coefficient m−1
σext Extinction cross section m2 kg−1
J Photolysis rate constant s−1
F Photochemical production rate µmolcm−2 s−1
8 Quantum yield dimensionless
Q Quotient, ratio of depth-integrated photolysis rate coefficient dimensionless
rscatt Scattering coefficient m−1
σscatt Scattering cross section m2 kg−1
θ Solar zenith angle degree
σabs Total absorption cross section cm2 kg−1
v depth-integrated photolysis rate coefficient cms−1
λ Wavelength nm
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Abstract. Emissions of nitrogen oxide (NOx = NO + NO2) from the photolysis of nitrate (NO−3 )
in snow affect the oxidising capacity of the lower troposphere especially in remote regions, of high
latitudes with little pollution. Current air-snow exchange models are limited by poor understanding
of processes and often require unphysical tuning parameters. Here, two multi-phase models were
developed from physically-based parameterisations to describe the interaction of nitrate between the5
surface layer of the snowpack and the overlying atmosphere. The first model is similar to previous
approaches and assumes that below a threshold temperature, To, the air-snow grain interface is pure
ice and above To, a disordered interface (DI) emerges covering the entire grain surface. The second
model assumes that air-ice interactions dominate over all temperatures below melting of ice and that
any liquid present above the eutectic temperature is concentrated in micropockets. The models are10
used to predict the nitrate in surface snow constrained by year-round observations of mixing ratios
of nitric acid in air at a cold site on the Antarctic Plateau (Dome C, 75◦06′S,123◦33′E, 3233 m
a.s.l.) and at a relatively warm site on the Antarctic coast (Halley, 75◦35′S,26◦39′E, 35 m a.s.l). The
first model agrees reasonably well with observations at Dome C (Cv(RMSE) = 1.34), but performs
poorly at Halley (Cv(RMSE) = 89.28) while the second model reproduces with good agreement15
observations at both sites (Cv(RMSE) = 0.84 at both sites). It is therefore suggested that in win-
ter air-snow interactions of nitrate are determined by non-equilibrium surface adsorption and co-
condensation on ice coupled with solid-state diffusion inside the grain, similar to Bock et al. (2016).
In summer, however, the air-snow exchange of nitrate is mainly driven by solvation into liquid mi-
cropockets following Henry’s law with contributions to total surface snow NO−3 concentrations of20
75% and 80% at Dome C and Halley respectively. It is also found that the liquid volume of the snow
grain and air-micropocket partitioning of HNO3 are sensitive to both the total solute concentration of
1
mineral ions within the snow and pH of the snow. The second model provides an alternative method
to predict nitrate concentration in the surface snow layer which is applicable over the entire range
of environmental conditions typical for Antarctica and forms a basis for a future full 1D snowpack25
model as well as parameterisations in regional or global atmospheric chemistry models.
1 Introduction
Emissions of nitrogen oxides, NOx = NO + NO2, from snow to the overlying air as a result of pho-
tolysis of the nitrate anion, NO−3 , within snow have been observed in polar (Jones et al., 2001; Beine
et al., 2002) and midlatitude regions (Honrath et al., 2000). They were found to have a significant30
impact on the oxidising capacity of the atmospheric boundary layer, especially in remote areas, such
as the polar regions, where anthropogenic pollution is small (Grannas et al., 2007). The cycling of
NO and NO2 in the troposphere alters the concentration of tropospheric ozone, O3, partitioning of
hydroxy radicals, HOx, and organic peroxy radicals, ROx. Tropospheric ozone is a pollutant and a
greenhouse gas, and changes in the concentration can impact the regional energy balance and there-35
fore climate (Fowler et al., 2008). Conversely, HOx radicals are responsible for removal of many
atmospheric pollutants (e.g. Gligorovski et al., 2015), such as the greenhouse gas methane, and ROx
radicals play an important role in the oxidation of volatile organic compounds (VOCs). Further-
more, NOx emission from NO−3 in snow imply post-depositional loss of NO
−
3 , which complicates
the interpretation of NO−3 measured in polar ice cores (Wolff et al., 2008; France et al., 2011).40
The exchange of nitric acid, HNO3, between the atmosphere or snow interstitial air and snow
grains is complex, and is controlled by chemical and physical processes. The relative contribution
of photochemical and physical processes has been a matter of debate (Röthlisberger et al., 2000).
Isotopic studies have shown that photolysis of NO−3 is the dominating loss process of NO
−
3 in snow
(Frey et al., 2009; Erbland et al., 2013). Based on a typical photolysis rate coefficient of nitrate, JNO−345
≈ 1× 10−7 s−1 (at the surface in Dome C at a solar zenith angle of 52◦, France et al., 2011), the
characteristic time for nitrate photolysis is∼ 107 s. Thus, the characteristic time of nitrate photolysis
is much larger compared to other physical processes near the snowpack surface, such as grain surface
adsorption and solid-state diffusion (Table 1). At the top few mm of snowpack, hereafter called the
skin layer and the focus region of snowpack in this paper, the physical uptake of nitrate is much50
quicker than the photochemical loss due to the availability of nitric acid at the snowpack surface.
Therefore, it is assumed that the photochemical processes are negligible, and only physical processes
are considered. The skin layer is defined as the top 4 mm of the snowpack, which is the depth of
which the surface snow nitrate samples were collected at Dome C (Sect. 4.1).
The snow grain and the air around it form together a complex multiphase interface (Bartels-55
Rausch et al., 2014). Gaseous HNO3 can be taken up by different reservoirs in snow, for example
the molecule can 1) adsorb on the ice surface; 2) diffuse into the ice crystal and form solid solution;
2
3) co-condense to the growing ice or 4) dissolve into the liquid solution located in grain boundaries,
grooves at triple junctions or quadruple points.
Air-snow models have been developed to predict the exchange of trace gases between the snow-60
pack and the overlying atmosphere and the greatest challenge faced currently is the model descrip-
tion of the air-snow grain interface. One group of models assume a disordered interface, DI, at the
snow grain surface with liquid-like properties (e.g. Boxe and Saiz-Lopez, 2008; Thomas et al., 2011;
Toyota et al., 2014; Murray et al., 2015). The DI is defined as a thin layer on the surface of the snow
grain and is assumed to have the following characteristics; 1) DI reaction and partition rate constants65
are similar to those in the aqueous phase, e.g. Henry’s Law coefficients are used to describe the par-
titioning between air and the DI; 2) DI thickness of pure ice ranges from <1 to ∼100 nm based on
observations (Bartels-Rausch et al., 2014) but is often set to an arbitrary value, e.g. 10 nm (Thomas
et al., 2011; Murray et al., 2015); and 3) all (Toyota et al., 2014) or a fraction (Thomas et al., 2011;
Murray et al., 2015) of the total solutes are located in the DI.70
Another group of models assumes the interface between snow grain and surrounding air to be
ice (e.g. Hutterli et al., 2003; Bock et al., 2016). The distribution of hydrogen peroxide, H2O2, and
formaldehyde, HCHO, within the snowpack has been estimated using a physical air-snow and firn
transfer model which included temperature driven ‘Air-Ice’ uptake and release (Hutterli et al., 2003;
McConnell et al., 1998). The bulk concentration of H2O2 is determined by solid-state diffusion of75
H2O2 in ice while the bulk concentration of HCHO is determined by linear isotherm adsorption of
HCHO on ice. A physical exchange model has been developed by Bock et al. (2016) to describe
the concentration of NO−3 in the skin layer at Dome C, East Antarctic Plateau. Bock et al. (2016)
proposed that the skin layer snow nitrate concentration at Dome C is determined by thermodynamic
equilibrium ice solubility on the grain surface followed by solid-state diffusion during winter. During80
summer the large increase in NO−3 concentration in the skin layer snow is mainly attributed to
co-condensation of HNO3 and H2O. However, Bock et al. (2016) model implies no loss of NO−3
due to sublimation, a process that has been suggested to be important in surface snow dynamics
(Röthlisberger et al., 2000).
Both types of models require tuning parameters used to fit the model output to a chosen set of85
observations. Some of these parameters do have a physical meaning yet the tuned values may not,
for example the fraction of solute in the DI (Thomas et al., 2011) or the ion partitioning coeffi-
cients (Hutterli and Röthlisberger, 1999). Whereas some may not have a strict physical meaning,
for example the co-condensation related parameters were adjusted in Bock et al. (2016) model, one
of their configurations (configuration 2-BC2), total snow nitrate concentration contributed by co-90
condensation, which is the simultaneous condensation of water vapour and trace gases at the air-ice
interface, has an empirical relationship with the partial pressure of nitric acid and water vapour while
in another configuration (configuration 2-BC3) they varied the complementary error function when
calculating the contribution from co-condensation to match the modelled results to the observations.
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Any ‘tuning’ of a model to a specific set of observations may affect the confidence in model runs95
under different conditions or scenarios.
The aim of this paper is to develop a physical exchange model based on physical parameterisations
and experimental data to describe the exchange of nitrate between the atmosphere and the skin layer
of snow and minimising the number of tuning parameters. It is a first step towards a full snowpack
model that would include deeper snow and other processes, such as wind pumping, molecular dif-100
fusion, and photochemistry. Two temperature dependent, multi-phase models (Model 1 and Model
2), are developed to evaluate two different concepts to describe the interaction of nitrate between air
and snow.
Model 1 is based on the hypothesis of the existence of a DI covering the entire snow grain above
a threshold temperature, To (Sect. 3.1). Below To, the interface between snow grain and air is as-105
sumed to be ‘Air-Ice’, and the concentration of NO−3 at the grain boundary is determined by non-
equilibrium surface adsorption and co-condensation coupled with solid-state diffusion into the grain.
Above To, the interface is assumed to be ‘Air-DI’ of which the NO−3 concentration is defined by non-
equilibrium solvation into the DI based on Henry’s Law coefficient. This is similar to the approach
taken by other models (e.g. Thomas et al., 2011; Toyota et al., 2014).110
Model 2 is based on the hypothesis of Cho et al. (2002), that liquid co-exists with ice above
eutectic temperature, Te. The liquid forms micropockets and is assumed to be located in grooves
at grain boundaries or triple junctions due to the limited wettability of ice (Domine et al., 2013).
Therefore, at all temperatures below melting the major interface between air and snow grain is
assumed to be pure ice and the concentration of NO−3 in ice is defined by non-equilibrium surface115
adsorption and co-condensation followed by solid-sate diffusion within the grain. Above Te, the
partitioning of HNO3 to the liquid micropockets is described by Henry’s Law (Sect. 3.2).
The models are validated with available observations from two sites in Antarctica that have very
different atmospheric composition, temperatures and humidities: Dome C on the East Antarctic
Plateau and Halley in coastal Antarctica.120
2 Current Understanding of Physical Air-Snow Processes
Below we briefly review the current understanding of physical air-snow processes, which are relevant
to nitrate. A more comprehensive discussion can be found in a recent review paper (Bartels-Rausch
et al., 2014).
2.1 Surface Adsorption at the Air-Ice Interface125
The probability of a gas molecule being adsorbed on a clean ice surface can be described by the
dimensionless surface accommodation coefficient, α (Crowley et al., 2010). The adsorbed molecule
can then be desorbed thermally or it can be dissociated and diffuse into the bulk and form a solid
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solution (Abbatt, 1997; Huthwelker et al., 2004; Cox et al., 2005). At a low partial pressure of HNO3,
the adsorption of HNO3 on an ice surface can be described by the single-site Langmuir adsorption130
(Ullerstam et al., 2005b):
HNO3,(g) + S
kads

kdes
HNO3,(ads) (R1)
where HNO3,(g) and HNO3,(ads) are the gas-phase and surface adsorbed nitric acid, and S is the
surface site for adsorption. The concentration of surface sites, [S], i.e. number of site available per
unit volume of air, is defined as follow:135
[S] = (1− θ)Nmax Aice
Vair
(1)
Here, θ is the fraction of surface sites being occupied, Nmax is the maximum number of surface
sites with a unit of molecule m−2ice , Aice is the surface area of ice per unit volume of snowpack with
a unit of m2ice m
−3
snowpack, and Vair is the volume of air per unit volume of snowpack with a unit
of m3air m
−3
snowpack. Note that [S] has units of molecule m
−3. The adsorption coefficient, kads ,and140
desorption coefficient, kdes, in R1 are defined as
kads =
αv
4
1
Nmax
(2)
kdes =
kads
Keq
(3)
Note that kads has a unit of m3 molecule−1 s−1 while the unit of kdes is s−1, v is the average gas-
phase molecular speed and Keq is the equilibrium constant for Langmuir adsorption on ice with145
a unit of m3 molecule−1. The value of Keq for HNO3 is inversely correlated with temperature
because the scavenging efficiency of HNO3 due to adsorption increases as temperature decreases.
The parameterisations and values for the above variables used in this study are listed in Table A1. The
value of the accommodation coefficient, α, is the same as the experimental initial uptake coefficient,
γ0, if the time resolution of the laboratory experiments is high enough (Crowley et al., 2010). Fig. A1150
shows the experimental initial uptake coefficients, γ0, by various studies as a function of temperature.
A comparison of different parameterisations of Keq is shown in Fig. A2.
2.2 Solid-State Diffusion
Due to its solubility and diffusivity, HNO3 can form a solid solution in ice. The solid-state diffu-
sion in natural snow was found to be an important process for understanding the partitioning of155
highly soluble gases, including HNO3, between the atmosphere and snow (Bartels-Rausch et al.,
2014). Thibert et al. (1998) derived a solid-state diffusion coefficient, kdiff , and a thermodynamic
solubility of HNO3 in ice from sets of HNO3 concentration diffusion profiles obtained by exposing
single ice crystal to diluted HNO3 at different temperatures for a period of days to weeks. However,
Thibert et al. (1998) did not present the kinetics of HNO3 uptake on ice and hence a characteristic160
time for equilibrium between air and ice could not be established. A diffusion-like behaviour has
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been observed from flow-tube studies for trace gas uptake onto ice (e.g. Abbatt, 1997; Huthwelker
et al., 2004; Cox et al., 2005) suggesting the solid-state diffusion of nitrate molecules can occur
concurrently with surface adsorption (R1), such that
HNO3,(ads)
kdiff
 HNO3,(ice) (R2)165
where HNO3,(ice) is the nitric acid incorporated into the ice matrix.
2.3 Coexistence of Liquid Solution with Ice
Liquid aqueous solution coexists with ice in the presence of soluble impurities, such as sea salt and
acids. The liquid exist down to the eutectic temperature defined by the composition and solubility
of the impurities in the ice. Cho et al. (2002) parameterised the liquid water fraction, φH2O(T ), as a170
function of total ionic concentration of impurities, Iontot,and temperature as follows:
φH2O(T ) =
mH2ORTf
1000∆H0f
(
T
Tf −T
)
Φaqbulk [Iontot(bulk)] (4)
where φH2O(T ) has a units of m
3
liquid m
−3
liquid+solid, mH2O is the molecular weight of water, R is
the ideal gas constant, Tf is the freezing temperature of pure water in K, ∆H0f is the enthalpy of
fusion in J mol−1, Φaqbulk is the fraction of the total solute in the aqueous phase and [Iontot,bulk]175
is the total ionic concentration in the melted sample. There are different hypothesises regarding the
location of the liquid solution. Most studies assume the liquid solution forms a thin layer covering
the whole grain surface (e.g. Kuo et al., 2011) while Domine et al. (2013) suggested the liquid is
located in grooves at grain boundaries and triple junctions. The arguments of the latter study were 1)
the ionic concentration is so low in natural snow that only a small amount of liquid can be formed;180
and 2) the wettability of ice by liquid water is imperfect, preventing the liquid drop from spreading
out across the entire solid surface. The volume of liquid is small relative to the ice grain and if spread
uniformly across the ice grain the thickness would be less than the diameter of the H2O molecule
which is unrealistic.
The partitioning of atmospheric acidic gases between air and the liquid fraction of snow can be185
described by Henry’s law using the effective dimensionless Henry’s law coefficient, keffH , (Sander,
1999)
keffH = k
cc
H
Ka
[H+(aq)]
(5)
where kccH is the dimensionless temperature dependent Henry’s Law coefficient (App. A), Ka is
the acid dissociation constant and [H+(aq)] is the concentration of hydrogen ions. Fig. A3 shows190
the temperature and pH dependence of keffH . At a given temperature, k
eff
H increases by an order of
magnitude between pH 5 and 6.5 (Fig. A3 A), the typical range of pH in natural snow (Udisti et al.,
2004). While at a given pH, keffH decreases by 2 orders of magnitude between -40
◦C and 0◦C (Fig.
A3 B). Note that the range of pH measured by Udisti et al. (2004) is the pH of the melted sample,
6
which might be different from the pH of the liquid fraction of the snow grain not observable by195
current measurement techniques.
3 Modelling Approach
The aim of this paper is to focus on the physical exchange mechanisms of HNO3 between air and
snow to predict the concentration of nitrate in the skin layer of the snowpack, as a first step towards a
full snowpack model. The two models are constrained by the observed atmospheric concentration of200
HNO3, air temperature, skin layer temperature, atmospheric pressure and humidity. The loss or gain
in the atmospheric HNO3 due to the mass exchange between air and snow are included implicitly
by constraining the models with the observed atmospheric concentration of HNO3. The following
assumptions were made in both Model 1 & 2: 1) the concentration of HNO3 in snow interstitial
air is the same as in the overlying atmosphere justified by a short characteristic time scale for gas-205
phase diffusion of ∼ 1 s (Table 1); 2) the physical properties of the skin layer are homogeneous and
include density and specific surface area (SSA); and 3) the snow grain is assumed to be a radially
symmetrical sphere with an effective radius, Reff , which is estimated from the SSA as the follows:
Reff =
3
ρice SSA
(6)
where ρice is the density of ice. Snow metamorphism and resulting changes in snow grain size are210
not modeled explicitly, but are approximated instead by prescribing temporal changes in SSA. Here
an annual cycle of SSA is included based on observations at Dome C (Picard et al., 2016), ranging
from 25 m2kg−1 in summer to 90 m2kg−1 in the winter (details in Sect. 4.3 and Fig. A4a), and
yielding a Reff of ∼130 µm in summer, which gradually reduces to ∼ 30 µm in winter (Fig. A4b).
Modeled co-condensation (Eq. 9 & 10) does not change model snow grain size, since the involved215
ice volumes are relatively small compared to the volume of the snow grain. The model set up implies
also that the snow grain size remains constant during each model time step of ∆t = 10 min.
For the calculation of solid-state diffusion the snow grain is divided into N concentric shells of
equal thickness. To optimise model performance and computational cost, the number of concentric
shells is fixed to N = 85, yielding a model shell thickness ∆r of ∼ 1.5 µm in summer and ∼ 0.5 µm220
in winter due to seasonal change in grain size. ∆r remains at all times smaller than the minimum
typical length-scale, <x>, a molecule diffuses over a finite time, ∆t, and described by the root-mean
square displacement, <x> =
√
6∆tkdiff . Minimum typical length-scales occur in winter when air
temperatures are lowest, and for a modeling time step, ∆t = 10 min, they range between 1.5 µm at
Dome C and 5.5 µm at Halley.225
3.1 Model 1 - Surface Adsorption/Solvation & Solid Diffusion
In Model 1, the uptake of HNO3 is treated as a two-step process consisting of interfacial mass trans-
port across the air-snow grain boundary and subsequent diffusion into the bulk, a similar approach as
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taken by Bock et al. (2016). Below a threshold temperature, To, the snow grain boundary is assumed
to be ‘Air-Ice’ and the concentration of the outermost model shell is determined by the combination230
of adsorption and co-condensation on ice (details in Sect. 3.1.1 & Fig. 1a). Above To, the air-snow
grain boundary is assumed to be ‘Air-DI’, and the concentration of the outermost model shell is
determined by solvation governed by Henry’s law into the disordered interface, DI, (Details in Sect.
3.1.2 & Fig. 1b).
The threshold temperature, To, is a value based on lab experiments. The temperature at which a235
disordered interface is detected on pure ice varies between 238 and 270 K depending on the mea-
surement technique (Domine et al., 2013 and references therein). Here, To, is set to 238 K, the lower
end of the range. Model uncertainties due to the uncertainties in To are evaluated in a sensitivity
study further below (Sect. 6.5).
The physical properties of the DI are still poorly known, and currently there are no physical pa-240
rameterisations available to estimate DI thickness, partitioning coefficients or diffusivities. Hence,
for the DI in Model 1 the following four assumptions are made: 1) the partitioning between air and
the DI follows Henry’s law, similar to previous models (e.g.Thomas et al., 2011 & Toyota et al.,
2014); 2) the model geometry described above implies that the DI, i.e. the outermost model shell of
the snow grain, follows the seasonal cycle of snow grain specific surface area and has a thickness of245
1.5 µm in summer decreasing to 0.5 µm in winter. A seasonal cycle is qualitatively consistent with
laboratory measurements, which show that DI thickness increases with temperature (Bartels-Rausch
et al., 2014). But the absolute model values are larger than previous lab measurements on pure ice,
which range from the thickness of a monolayer of water (0.3 nm) to ∼100 nm, depending on the
measurement technique (e.g. Bartels-Rausch et al., 2014), or values adopted in previous model stud-250
ies (range 10-30 nm) (e.g. Thomas et al., 2011, Toyota et al., 2014, Murray et al., 2015). However,
DI thickness is also sensitive to the type and concentration of impurities, and generally increases
with ion concentration (e.g. Dash et al., 2006; Bartels-Rausch et al., 2014); 3) the DI is interacting
with the bulk ice, i.e. solvated nitrate ions diffuse into the interior of the snow grain and the mass
transport is determined by the solid-state diffusion coefficient of ice, kdiff and the concentration gra-255
dient across the snow grain; and 4) the solid-state concentration of nitrate in the bulk is limited by
the thermodynamic equilibrium solubility of ice (e.g. by Thibert et al., 1998 as shown in Eq. 19),
except the outermost model shell of the snow grain.
3.1.1 T ≤ 238K: Non-Equilibrium Surface Adsorption & Co-condensation
At a temperature below To = 238 K the interface between air and snow grain is assumed to be pure260
ice. The concentration of nitrate at the grain boundary, [HNO3(surf)], is determined by a combination
of non-equilibrium kinetic adsorption and co-condensation:
[HNO3(surf)] = [HNO3(ads)] + [HNO3(cc)] if T ≤ 238K (7)
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where [HNO3(ads)] is the concentration contributed by the sum of surface adsorption and des-
orption and [HNO3(cc)] is the concentration contributed by co-condensation or co-sublimation.265
This configuration but without the contribution by co-condensation is referred to as ‘Model 1 -
BCice’, where ‘BC’ stands for boundary condition. The net rate of adsorption can be described as
d[HNO3(ads)]
dt = kads[HNO3(g)] [S]−kdes[HNO3(ads)]. Substituting kdes with Eq. (3), the net adsorp-
tion rate is expressed as
d[HNO3(ads)]
dt
= kads
(
[HNO3(g)] [S]−
[HNO3(ads)]
Keq
)
(8)270
Ullerstam et al. (2005b) have shown that for partial pressures of HNO3 lower than 10−5 Pa the
ice surface is not entirely covered with HNO3, and therefore, undersaturated. The annual average
atmospheric partial pressure of HNO3 recorded at Dome C is ∼ 10−6 Pa (Traversi et al., 2014)
and is ∼ 10−7 Pa at Halley (Jones et al., 2008), hence, the ice surface is unlikely to be saturated
with HNO3. A non-equilibrium kinetic approach is taken instead of an equilibrium adsorption as275
natural snowpacks are constantly undergoing sublimation and condensation of H2O, especially in
the skin layer, due to temperature gradients present over a range of timescales from a fraction of
seconds to days and seasons (Bartels-Rausch et al., 2014). Pinzer et al. (2012) observed that up to
60% of the total ice mass was redistributed under a constant temperature gradient of 50 K m−1 over
a 12 hour period. Field observations (Frey et al., 2013) and the results from a heat transfer model280
(Hutterli et al., 2003) at Dome C in summer show temperature gradients of 71 K m−1 across the top
2 cm and 130 K m−1 across the top 4 mm of the snowpack, respectively. At Halley, the modelled
summer temperature gradient in the top cm of snow is about 41 K m−1. Therefore, the dynamic
H2O exchange and redistribution at the snow grain surface prevent the equilibrium of adsorption
from being reached and require a kinetic approach.285
The temperature gradient and relative humidity gradient between the surface of the snowpack and
the skin layer create a gradient in water vapour pressure, which drives condensation or sublimation of
ice, depending on the sign of the gradient. Uptake of HNO3 molecules to growing ice is known as co-
condensation. The surface concentration of NO−3 contributed by co-condensation or co-sublimation,
[HNO3(cc)], is given by290
[HNO3(cc)] =XHNO3
ρiceNA
mH2O
∆t
Vgrain
dV
dt
(9)
where XHNO3 is the mole fraction of HNO3 condensed along with water vapour (XHNO3 = 10
−3.2P 0.56HNO3 ,
Ullerstam and Abbatt, 2005a), ρice is the density of ice (in kg m−3), and NA is Avogadro’s constant
(6.022× 1023 molecule mol−1). The rate of volume change of snow grain, dVdt , is specified by the
growth law described by Flanner and Zender (2006)295
dV
dt
=
4piR2eff
ρice
Dυ
(
dρυ
dx
)
x=r
(10)
where Dυ is the diffusivity of water vapour in air and dρυdx is the local water vapour density gradient,
i.e. between air away from the snow grain and the air near the grain surface. However, to the author’s
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knowledge there are no observations reported and the calculation of water vapour density at these
microscopic scales is computational costly as it would require 3-D modelling of the metamorphism300
of the snow grain. For simplicity, the macroscopic (few mm) water vapour gradient across the skin
layer was used to estimate the rate of volume change of snow grain due to condensation or subli-
mation, i.e.
(
dρυ
dx
)
x=r
in Eq. 10 is replaced by
(
dρυ
dz
)
z=4mm
. The water vapour density, ρυ , can be
calculated as follows:
ρυ =
PsatRH
100Rv T
(11)305
where Psat is the saturated vapour pressure (Pa), RH is the relative humidity (%), Rv is the gas
constant (J kg−1 K−1) and T is temperature (K). There are no measurements of fine resolution of
vertical snow profile of RH and temperature available, therefore, RH within the snowpack was as-
sumed to be 100% and the temperature of the skin layer is estimated using a heat transfer temperature
model based on the heat diffusion equation (Hutterli et al., 2003):310
∂T
∂t
=
∂
∂z
kw(z)
∂T
∂z
(12)
where T is the temperature, t is time, kw is the thermal conductivity (App. A, Table A1) of snowpack
and z is the depth.
3.1.2 T > 238K: Non-Equilibrium Solvation
At temperatures above To = 238 K the interface between air and the entire surface of the snow grain315
is assumed to be a DI.
[HNO3(surf)] = [HNO3(DI)] if T > 238K (13)
The DI is also assumed to be out of equilibrium with the surrounding air as the exchange of water
molecules at the surface of the snow grain is expected to be rapid that the surface is redistributed
before equilibrium is reached (Details in Sect. 3.1.1). The concentration of the DI is then defined by320
the following equation:
d[HNO3(DI)]
dt
= kmt
(
[HNO3(g)]−
[HNO3(DI)]
keffH
)
(14)
The mass-transfer coefficient, kmt, is defined as kmt =
(
Reff
2
3Dg
+ 4Reff3vα
)−1
, where Dg is the gas-
phase diffusivity (Sander, 1999). Note that in this model the concentration of the DI is used as the
outermost boundary condition for solid-state diffusion within the grain (See Sect. 3.1.3) and the325
transfer of NO−3 into the bulk is limited by the concentration gradient across the snow grain, the
maximum solubility and diffusivity of ice.
3.1.3 Solid-State Diffusion
The concentration gradient between the grain boundary and its centre drives solid state diffusion of
nitrate within the bulk ice. The NO−3 concentration profile within the snow grain can be found by330
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solving the following partial differential equation
∂[NO−3 ](n)
∂t
= kdiff
(
2
n
∂[NO−3 ](n)
∂n
+
∂2[NO−3 ](n)
∂n2
)
(15)
where [NO−3 ](n) is the nitrate concentration in the n
th concentric model shell, with n= 0,1,2, . . . ,N
and kdiff is the solid-state diffusion coefficient, which is assumed to be homogeneous across the snow
grain. By substituting U(n∆r) = n∆rReff [NO
−
3 ](n), Eq. 15 can be re-written as335
∂U(n∆r)
∂t
= kdiff
(
∂2U(n∆r)
∂n2
)
(16)
where U(n∆r) is the concentration at distance n∆r from the centre of the snow grain, with N∆r =
Reff . The nitrate concentration at the centre is set to U(0) = 0 and at the grain boundary U(N∆r) =
[HNO3(surf)], which is defined by surface adsorption and co-condensation at temperatures below To
(Eq. 7) or by solvation into the DI at temperature above To (Eq. 13).340
The diffusion equation is solved with the Crank-Nicolson scheme (Press et al., 1996) and the bulk
concentration of NO−3 in the ice grain, [NO
−
3(bulk)], is the sum of the number of NO
−
3 molecules in
each shell divided by the volume of the whole grain, expressed as
[NO−3(bulk)] =
∑
[NO−3 ](n)V (n)∑
V (n)
=
∑
[NO−3 ](n)V (n)
Vgrain
(17)
where V (n) is the volume of the nth layer of the concentric shell,
∑
V (n) is the total volume of the345
grain, Vgrain, and the concentration of nitrate in the nth layer can be determined by re-substituting
U that [NO−3 ](n) =
Reff
n∆rU(n∆r).
3.2 Model 2 - Non-Equilibrium Kinetic Adsorption & Solid Diffusion and Equilibrium Air -
Liquid Micropocket
Model 2 is based on the hypothesis that the major air-snow grain interface is pure ice at all tem-350
peratures below melting temperature, Tm, and that liquid coexists with ice when the temperature is
above the eutectic temperature, Te (Fig. 2). The liquid solution is assumed to be located in grooves
at grain boundaries or triple junctions between grains and in the form of micropockets. This as-
sumption implies that the grain surface area being covered by liquid solution is negligible. The bulk
concentration of NO−3 in Model 2 is defined as follows:355
[NO−3(bulk)] =

∑
[NO−3 ](n)V (n)
Vgrain
if T < Te.∑
[NO−3 ](n)V (n)
Vgrain
+ φH2O k
eff
H [HNO3(g)] if Te ≤ T < Tm.
(18)
The term ‘
∑
[NO−3 ](n)V (n)
Vgrain
’ in Eq. 18 is representing the nitrate concentration in the ice-phase and
is applied to all temperatures below the melting temperature, Tm. At T < Tm, HNO3 can be ad-
sorbed/desorbed and co-condensed/co-sublimated from the ice surface as was the case in Model 1
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when T < To (Sect. 3.1.1). The adsorbed and co-condensed molecules on the ice surface then dif-360
fuse into or out of the bulk ice depending on the concentration gradient of nitrate as was the case in
Model 1 (Sect. 3.1.3). The nitrate in the snow grain contributed by these processes is referred to as
the ice-phase nitrate.
The term ‘φH2O k
eff
H [HNO3(g)]’ in Eq. 18 is representing the nitrate concentration in the liquid-
phase when T ≥ Te. At T ≥ Te, liquid co-exists with ice, and the bulk mass of NO−3 is contributed365
by NO−3 located both within the ice and in the liquid micropocket. The volume of liquid can be
calculated from the liquid water fraction, φH2O (Eq. 4). The liquid in the micropocket is assumed
to be ideal and the partitioning between air and liquid micropocket is described by Henry’s Law
(Eq. 5). This implies instantaneous equilibrium between air and liquid micropocket, and is justified
because; 1) the volume of the liquid solution is small which up to 10−7−10−6% of the total volume370
of the ice grain (as discussed below); 2) HNO3 is strongly soluble in solution; 3) the characteristic
time of the interfacial mass transport across a liquid surface of a droplet with 70 µm diameter is only
∼ 10−7 s (Table 1); and 4) the diffusivity of HNO3 is faster in liquid-phase (9.78× 10−10 m2 s−1
at 0◦C, Yuan-Hui and Gregory, 1974 ) than in ice (3.8× 10−14 m2 s−1 at 0◦C). The characteristic
time of liquid-phase diffusion within a 70 µm diameter water droplet is ∼1 s (Table 1).375
Both the values of pH and Φaqbulk (in Eq. 4) are updated at each model time step with values from
the previous time step. At Dome C, the major anion in melted snow is NO−3 (e.g. Udisti et al.,
2004). Therefore, it is assumed that nitrate and hydrogen ions are the only ions present in the skin
layer snow, i.e. [Iontot(bulk)] = 2×[NO−3 ] in Eq. 4, and the eutectic temperature of a H2O-HNO3
system of 230.64 K (Beyer et al., 2002) is chosen as the threshold temperature for the existence of380
micropockets. In contrast, at Halley snowpack ion chemistry is dominated by NaCl (Wolff et al.,
2008), contributing ∼70% to the total ion concentration in the 2004-05 Halley data set, due to the
proximity of sea ice and open ocean. Surface snow at Halley also contains a significant amount of
sulphate ion, SO−4 , from sea salt sulphate and sulphuric acid, together contributing ∼ 20% of the
total ion concentration. However, for simplicity, the only anions included in the calculation of φH2O385
at Halley are NO−3 and Cl
−, such that [Iontot(bulk)] = 2×( [Cl−] + [NO−3 ]) in Eq. 4 and the value
of Te used is that for a H2O-NaCl system of 251.95 K (Akinfiev et al., 2001).
3.3 Model BC1 by Bock et al. (2016)
Previously Bock et al. (2016) developed a model for air-ice exchange of nitrate in surface snow
assuming only air-ice interaction and equilibrium with the surrounding air. They defined the concen-390
tration of nitrate in the outermost model shell of the snow grain in their Configuration 2 - BC1 by
the thermodynamic equilibrium solubility parameterisation by Thibert et al. (1998):
[NO−3 ](n=N) = 2.37× 10−12exp
(
3532.2
T
)
P
1/2.3
HNO3
ρiceNA
m¯H2O
(19)
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where N is the number of concentric shells in the snow grain, T is the snow temperature (K),
PHNO3 is the partial pressure of HNO3 (Pa) and m¯H2O is the molar mass of H2O. They concluded395
that the concentration of nitrate in surface snow at Dome C during winter is mainly governed by
thermodynamic equilibrium solubility coupled to solid-state diffusion. (Bock et al., 2016)
The configuration after Bock et al. (2016) (referred to as ‘Bock - BC1’ from hereon) is compared
with the non-equilibrium adsorption coupled to solid-state diffusion model presented in this paper
(‘Model 1 - BCice’, Sect. 3.1.1). Note that co-condensation was excluded in these model runs to400
allow a direct comparison between the two different approaches. The two configurations are analysed
and discussed in Sect. 6.1 based on data collection during winter at Dome C and Halley.
4 Model Validation
Model calculations are constrained and validated with existing observations of atmospheric NO−3 ,
skin layer snow NO−3 concentration, and meteorology at Dome C and Halley, which are summarised405
below.
4.1 Observation at Dome C
Dome C is characterised by the following: 1) air temperatures are below the freezing point year
round, and no snow melt occurs, with an annual mean of −52◦C, maximum of −17◦C in summer
(mid November until the end of January) and minimum temperature of −80◦C in winter (April to410
mid September) as shown in Fig. 3a (Erbland et al., 2013). The diurnal temperature variation is ∼10
K in summer, spring (mid September until mid November) and autumn (February to March). 2)
the air-snow chemistry of reactive nitrogen is relatively simple due to the remoteness of the site. In
particular, concentrations of sea salt and other particles that may scavenge atmospheric HNO3 are
low on the East Antarctica Plateau (Legrand et al., 2016). Hence, the main atmospheric nitrate is415
gaseous HNO3 that dissolves in or adsorbs onto snow grains (Traversi et al., 2014). 3) Furthermore,
a low snow accumulation rate of 27 kg m−2 yr−1 (Röthlisberger et al., 2000) leads to significant
post-depositional processing of nitrate driven by photolysis before the surface snow is buried by
new snowfall (e.g. Röthlisberger et al., 2000; Frey et al., 2009).
Observations of skin layer snow nitrate concentration, atmospheric nitrate concentration, temper-420
ature, and pressure were carried out previously at Dome C during January 2009 to 2010 (Erbland
et al., 2013) and are shown in Fig. 3. The snow samples were collected from the ‘skin layer’ snow,
the top 4 ± 2 mm of the snowpack, approximately every 3 days (Erbland et al., 2013). The skin
layer was assumed to be spatially heterogeneous with an uncertainty in thickness of about 20% due
to the softness of the uppermost layer and sampling by different people. The nitrate concentration in425
the melted sample was measured by ion chromatography (Erbland et al., 2013).
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The concentration of atmospheric nitrate, i.e. the sum of atmospheric particulate nitrate (p−NO−3 )
and the concentration of gaseous nitric acid (HNO3), was collected on glass fibre filters with a high
volume air sampler (HVAS) as described in Morin et al. (2008). Erbland et al. (2013) stated that the
concentration of atmospheric nitrate shows good agreement with HNO3 gas-phase concentration430
measured by denuder tubes at Dome C over the same time period, therefore we equate the observed
atmospheric nitrate with gaseous HNO3. The filter was positioned approximately 1 m above the
snow surface and changed weekly. The atmospheric boundary layer is assumed to be well mixed so
that the atmospheric nitrate at the snowpack surface would be the same at 1 m. The characteristic
transport time of HNO3 from the snowpack surface to the skin layer (4 mm) is on the order of 1435
s, which is much shorter than the temporal resolution of the model (10 min, Table 1). Therefore,
the concentration of gaseous HNO3 in the open pore space of the skin layer was assumed to be the
same as in the air above the snow. The concentration of gaseous HNO3 was more than 2 orders of
magnitude higher in the summer than in autumn/ early winter (Fig. 3b).
Continuous meteorological observation and snow science are carried out at Dome C under the440
‘Routine Meteorological Observations’ of the Concordia Project by the Italian National Antarctic
Research Programme, PNRA, and the French Polar Institute, IPEV (http://www.climantartide.it).
Temperature and humidity were measured at 10 s resolution. Both the temperature and relative hu-
midity were measured at 1.6 m above the snow surface with a platinum resistance thermometer
(VAISALA PT100 DTS12) with a precision of ± 0.13 ◦C at −15◦C, and the humidity sensor (HU-445
MICAP, VAISALA) had a precision of ± 2 %. Based on the assumption of a well mixed boundary
layer, the RH above the snowpack surface was assumed to be the same as that at 1.6 m. Atmospheric
nitrate concentrations and meteorological data used as model input have been linearly interpolated
to 10 minute resolution.
4.2 Observation at Halley450
Halley is at a similar latitude as Dome C but in coastal Antarctica at sea level and with very differ-
ent geographic features. Halley is on the Brunt Ice Shelf and is close to the Weddell Sea in three
directions. Hence the temperature, relative humidity, and concentration of atmospheric aerosol are
much larger at Halley than Dome C. The average surface temperature in summer is around −10◦C
and below −20◦C in the winter. Occasionally, the temperature can rise above 0◦C (surface melt is455
possible) or drop to −55◦C (See Fig. 4a). The annual mean snow accumulation rate at Halley is 480
kg m−2 yr−1 (Wolff et al., 2008), about one order of magnitude larger than at Dome C and therefore
limiting post-depositional processes relative to Dome C.
Meteorological and chemical data were collected at Halley under the CHABLIS (Chemistry of the
Antarctic Boundary Layer and the Interface with Snow) campaign at the Clean Air Sector Laboratory460
(CASLab), (details in Jones et al., 2008, 2011). The site description and data given in details else-
where (Jones et al., 2008), below is a brief description. Measurement of atmospheric concentration
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of HNO3 were carried out at weekly resolution using annular denuders (URG corporation) mounted
7-8 m above the snow surface with a collection efficiency of 91% (Fig. 4 B). The atmospheric bound-
ary layer is assumed to be well-mixed so that the nitric acid concentration at the snowpack surface465
would be the same as at 7-8 m. Surface snow (the top 10 to 25 mm) was collected on a daily basis
and the samples were analysed using ion chromatography (Fig. 4 B). Bulk concentrations of the
major anions and cations were measured, including Cl−, SO2−4 and NO
−
3 (Wolff et al., 2008). The
concentrations were interpolated to the 10 minutes model resolution.
Other meteorological data included 10 minute averages of air temperature by Aspirated PRT, RH470
by Humidity probe (Vaisala Corp) and wind speed and direction by Propeller vane. All sensors were
at 1 m above the snow surface. All values were linearly interpolated to the model time step of 10
min.
4.3 Other Model Inputs
There are no available pH measurements of the snowpack, therefore, the pH of the DI in Model 1475
and the initial pH in Model 2 is assumed to be 5.6 (Udisti et al., 2004, based on the pH of the com-
pletely melted samples) at both Dome C and Halley. There are no measurements of SSA recorded
during 2009-2010 for skin layer snow. The SSA and effective grain radius in this study are estimated
based on observations at Dome C from 2012 to 2015 by Picard et al. (2016) as well as the annual
temperature variation, as shown in Fig. A4. To the author’s knowledge there are no observations of480
SSA are available for Halley. Therefore the observations of SSA from Dome C were adjusted taking
into account the shorter cold period, which tends to have a larger SSA (Fig. A4, dashed line).
4.4 Statistical Analysis
Three-day running means are calculated from all model outputs to better match the time resolution
of the snow observations. The performance of the models is assessed by the coefficient of variation485
of RMSE, Cv(RMSE), as a goodness of fit. The Cv(RMSE) is defined as
Cv(RMSE) =
√∑n
t=1(obs(t)−model(t))2 /n
obs
(20)
where obs(t) andmodel(t) are the observed value and modelled value at time t respectively, n is the
number of observations, and obs is the observation mean.
5 Results490
5.1 Dome C
The predicted concentration of nitrate in skin layer snow for Model 1 and Model 2 in Dome C (Fig. 5
and Table 2) are discussed by season - Winter to Spring (April - Mid November) and Summer (Mid
November - January).
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5.1.1 Winter to Spring495
The average temperature (±1σ) at Dome C between late autumn to late spring in 2009 is 213.7
(±7.9) K (Fig. 3 A), which is below the threshold temperature, To, for detection of DI (set at 238
K, purple shaded area in Fig. 5 A) for Model 1 and below the eutectic temperature, Te, for a H2O-
HNO3 mixture (230 K, yellow shaded area in Fig. 5 B) for Model 2. Therefore, in winter, the skin
layer concentration of nitrate is well described by non-equilibrium kinetic surface adsorption and500
co-condensation coupled to solid-state diffusion within the snow grain in both models. The models
combine both processes and agree very well with the observations of nitrate (Fig. 5 A & B) with
a Cv(RMSE) = 0.73 (Table 2). Both models captured the small peak from mid April to early May
and another peak from mid to end of August then a steady increase from middle September till the
beginning of November, except for the peak in late February.505
The results from ‘Bock-BC1’ and ‘Model 1 - BCice’ are shown in Fig. 6a. Both the configurations
resulted in a very similar trend and variation until mid Sept. Despite the ‘Model 1 - BCice’ approach
yielding a larger Cv(RMSE) = 0.65 compared to the “Bock-BC1’ approach Cv(RMSE) = 0.52,
(Table. 2), the ‘Model 1 - BCice’ approach captures the temporal pattern from mid September till
early November but not in the ‘Bock-BC1’ approach.510
5.1.2 Summer
The average temperature (±1σ) from late spring to early autumn is 240.0 (±5.0) K (Fig. 3a) and the
dominant process determining the snow nitrate concentration are solvation into the DI coupled with
solid state diffusion in Model 1 and partitioning of nitrate to the liquid micropockets in Model 2.
Model 1 captures some trends observed in early spring and during the summer period, including515
the decrease in concentration of nitrate from the beginning of February, the rise between mid and late
November, and the sharp increase in mid December (Fig. 5a). It also reproduced the steep decrease
in concentration at the beginning of 2010 (Fig. 5a) . However, Model 1 (with To = 238 K) did not
capture the peak in early February and overestimated the concentration of nitrate by a factor of 1.5-5
in December (Fig. 5 A).520
The results from Model 2 agreed reasonably well with the observation in these few months with
Cv(RMSE) of 0.67. With the contribution from the partitioning of HNO3 in the micropockets, the
features in early February and the peaks between November and mid December were captured (Fig.
5 B). The model underestimates the the nitrate concentration from mid December until January 2010
by a factor of 3. During the summer period, the partitioning into the micropockets contributed∼75%525
to the total NO−3 concentration.
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5.2 Halley
Model results for Model 1 and Model 2 in Halley (Fig. 7 and Table. 3) are presented by the season
- Late Autumn to Winter (April - Mid September) and Spring to Early Autumn (Mid September -
February).530
5.2.1 Late Autumn to Winter
The mean temperature (±1σ) during this period at Halley is 244.72(±7.7) K (Fig. 4a). During this
period, the temperature was mostly above the threshold temperature (To = 238 K, purple shaded area
in Fig. 7 A) used in Model 1 but below the eutectic temperature for a H2O-NaCl mixture (252 K,
yellow shaded area in Fig. 7 B ) used in at Halley in Model 2. Therefore, the main process controlling535
the concentration of NO−3 in Model 1 is solvation into the DI whereas in Model 2 the main control-
ling processes are the combination of non-equilibrium adsorption and co-condensation coupled with
solid-state diffusion. Performance of Model 1 was poor (Cv(RMSE) = 27.78), overestimating the
concentration of NO−3 by two orders of magnitude (Fig. 7 A). However, some of the trends were
reproduced during this cold period such as the two small peaks in mid April and early May, and the540
rise in mid September (Fig. 7 A).
The modelled results from Model 2 (Cv(RMSE) = 1.08) were a much closer match to the obser-
vations compared to Model 1. It captured the first peak in mid April and the small peak in beginning
of September (Fig. 7 B). However, it did not reproduce the peak in mid August and underestimated
the NO−3 concentration for the majority of the time.545
The results from ‘Bock-BC1’ and ‘Model 1 - BCice’ are shown in Fig. 6b. Similar to the Dome
C site, the modelled results from both approaches are very similar in value and temporal variations
and both the configurations failed to reproduce the peak in mid August.
5.2.2 Spring to Early Autumn
Similar to the winter months, Model 1 overestimated the bulk NO−3 concentration at Halley by an550
order of magnitude and failed to capture any of the variability (Fig. 7 A) with Cv(RMSE) = 89.28.
Model 2, however, reproduced some features during the warmer months, such as the peak in late
September followed by a steady rise in October, the spikes in mid December, beginning of and mid
January and also the peak and trough in late January (Fig. 7 B). The partitioning to the micropockets
contributed ∼80% of the total NO−3 concentration during this period. Results from Model 2 are555
within the same order of magnitude compared to the observations (Cv(RMSE) = 0.65, Table. 3).
6 Discussion
The results from both Model 1 and 2 show that the bulk NO−3 concentration in surface snow can be
reasonably well described by non-equilibrium adsorption and co-condensation coupled with solid-
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state diffusion during autumn to spring at Dome C and in winter at Halley, i.e. when it is cold and560
the solar irradiance is small. In the summer months, the combination of warmer temperatures and
a larger range of diurnal temperature causes the ‘Air-Ice’ only processes to no longer provide an
accurate prediction. The concentration of NO−3 in the surface snow, during the warmer months, is
mainly determined by solvation into DI in Model 1 or partitioning into micropockets in Model 2.
Overall, the results from Model 1 match reasonably well with the year-round observations at565
Dome C (Cv(RMSE) = 1.34). However, for Halley, Model 1 overestimated the concentration by
two order of magnitude (Cv(RMSE) = 89.28). On the other hand, results from Model 2 agree well
for both study sites year-round (Cv(RMSE) = 0.84 for both Dome C and Halley). The mismatch
between the models and observations can be separated into 2 categories - data limitations and model
configurations, and will be discussed below.570
The temporal resolution of the concentration of atmospheric nitrate at both study sites was roughly
5 to 10 days, therefore, any substantial changes in the atmospheric input within a short time scale
might be missed and consequently the relative changes in concentration of nitrate in snow might
not be observed. Secondly, the vertical snow pit profile of NO−3 at Dome C (and sites with a low
accumulation rate) tended to have a maximum concentration of NO−3 at the surface of the snowpack575
(Röthlisberger et al., 2000), especially during the summer period, and the concentration of NO−3
decreases sharply with the depth in the snowpack. The skin layer is the most responsive layer of
snow to the changes in the concentration of HNO3 in the atmosphere above. The snow samples
from Dome C were collected carefully from the top 4±2 mm while the snow samples from Halley
were collected from the top 25 mm. It is possible that the snow NO−3 concentrations measured at580
Halley may be ‘diluted’ from deeper snow, with a smaller nitrate concentration than the surface
layer, leading to a positive model bias.
Thirdly, atmospheric nitrate can be found in the particulate forms of NO−3 , i.e. associated with
Na+, Ca2+ or Mg2+ (Beine et al., 2003). An increase in sea salt aerosol concentration can shift
gaseous HNO3 to particle-phase (i.e. NaNO3, Dasgupta et al., 2007), and therefore, decreases the585
ratio of gaseous HNO3 and the total atmospheric nitrate. At Dome C, the atmospheric sea salt aerosol
concentration in late winter or early spring can be up to a factor of 4 larger than the annual mean (∼
5 ng m−3, Legrand et al., 2016) due to the large sea ice extend (Jourdain et al., 2008). Therefore,
using the total measured atmospheric nitrate as gaseous HNO3 for constraining the models might
lead to an overestimate of [NO−3 ] in snow at Dome C, especially in early summer. At the coastal site590
of Halley, there is a strong influence from sea salt aerosol with corresponding larger concentration
of nitrate containing aerosol, especially in spring time that the monthly mean p−NO−3 mixing ratio
is ∼ 4.6 pptv (Rankin et al., 2003; Jones et al., 2011). Therefore, neglecting the dry deposition of
nitrate aerosols might underestimate the concentration of nitrate in the surface snow in spring time.
The concentration of p−NO−3 (data not show here, see Jones et al., 2008 for more information)595
is typically 2.6 and 3.0 times higher than the concentration of nitric acid in winter and summer,
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respectively, but was up to 8.3 times higher in spring during 2004-2005 at Halley. This might explain
the underestimation of concentration of nitrate in surface snow in winter and spring at Halley.
Lastly, no detailed information is available on timing and amount of snowfall events for the time
periods in question at both study sites. Single snowfall events can increase the nitrate concentration600
in surface snow by up to a factor of 4 above the background (Wolff et al., 2008). The contribution of
snow nitrate from fresh precipitation may be less important at low accumulation sites, such as Dome
C compared to sites with large snow accumulation like Halley. Wolff et al. (2008) reports that the
large concentration of NO−3 recorded from mid until end of August was due to new snowfall, which
explains why both models failed to reproduce the peak. In the following sections, various processes605
included in Model 1 and 2 will be discussed.
6.1 Kinetic ‘Model 1-BCice’ Approach vs Equilibrium ‘Bock-BC1’ Approach
The ‘Model 1-BCice’ approach defines the snow grain boundary concentration of NO−3 by non-
equilibrium, kinetic surface adsorption while the ‘Bock-BC1’ approach after Bock et al. (2016)
defines the concentration of the outermost shell of the snow grain by thermodynamic equilibrium610
ice solubility. Both approaches describe the interaction between air and ice, therefore, only results
from the winter period are compared. For both sites, the ‘Model 1-BCice’ and ’Bock-BC1’ approach
resulted in very similar trends except the peak in late October at Dome C (Fig. 6, Table 2 & 3), of
which the ‘Model 1-BCice’ approach managed to reproduce but not the ‘Bock-BC1’ approach.
The peak of snow nitrate in late October at Dome C corresponds to an increase in atmospheric615
HNO3 (Fig. 3 B). The grain surface concentration of the ‘Bock-BC1’ approach is a function of the
partial pressure of HNO3 with an exponent of 1/2.3 (Eq. 19), while the concentration of the grain
boundary defined by the ‘Model 1- BCice’ approach is linearly related to the concentration of atmo-
spheric nitrate (Eq. 8). Therefore, the ‘Model 1- BCice’ approach is more responsive to any changes
in the atmospheric nitrate concentration compared to the ‘Bock-BC1’ approach. Other advantages of620
the former approach are, 1) dynamic characteristics of the grain surface due to changing temperature
gradients are taken into consideration; 2) applicability even for sites with high accumulation rates
where the skin layer is buried by subsequent snowfall before reaching equilibrium.
At Halley, in winter, the concentrations of NO−3 are underestimated by both approaches (Fig. 6
and Table 3). There are 2 possible explanations. First, the SSA values used may be underestimated625
and lead to an underestimation of adsorption or dissolution in the outermost shell of the snow grain,
further field observations are required to verify this. Secondly, due to higher temperatures at Halley
compared to Dome C, other processes might be involved in controlling the snow surface concentra-
tion of NO−3 , such as snowfall (not included in the models) or partitioning into liquid micropockets
in Model 2 (discussed in Sect. 6.4).630
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6.2 Co-Condensation - ‘Air-Ice’ Interaction
The process of co-condensation/sublimation is considered as part of the ‘Air-Ice’ interaction in both
Models 1 and 2. It is driven by the difference in water vapour density across the skin layer snow and
the overlying atmosphere. The water vapour density gradient depends exponentially on the temper-
ature gradient. At Dome C the temperature is extremely low and relatively dry, especially in winter,635
and therefore it is not surprising that only 2% of the grain surface concentration of NO−3 is from
co-condensation during winter and spring (Fig. 6 A, difference between the light and dark blue line).
In contrast, at Halley, where winter is warmer and it is relatively humid, ∼21% of the grain surface
concentration is contributed by co-condensation during winter (Fig. 6 B, difference between the light
and dark blue line). As shown in Table 3, the Cv(RMSE) decreased slightly in winter after including640
co-condensation as part of the ‘Air-Ice’ interaction. In the summer, the dominant process in Model
1 is solvation into the DI (See Sect. 6.3) while in Model 2 the dominant process is partitioning into
the micropockets (See Sect. 6.4), hence the contribution from co-condensation to the skin nitrate
concentration is insignificant.
There are a few possible sources of uncertainties in the calculation of co-condensation/sublimation645
processes. For example, the macro-scale gradients of water vapour pressure (across a few mm) were
used instead of micro-scale gradients (across a few µm) and there were no precise measurements of
skin layer snow density. Uncertainty in the density would lead to uncertainty in the modelled skin
layer snow temperature (Eq. 12). Despite the potential errors in the calculation of co-condensation,
the large NO−3 concentrations in the skin layer in the summer are unlikely to be driven by co-650
condensation. An unrealistically large average rate of volume change, dVdt , of 130 and 118 µm
−3 s−1,
equivalent to an average grain volume increases of 170% and 135% per day, would be required for
Dome C and Halley respectively if the large concentration of NO−3 in summer was contributed by
co-condensation (Eq. 9 & 10). Assuming the RH in the open pore space of the skin layer snow to
be 100% and RH of the overlying atmosphere to be the same as measured at 1 m above snowpack,655
a macro-temperature gradient as high as 2.7×103 K m−1 would be required across the top 4 mm
of the snowpack to match the large concentration of bulk NO−3 in the summer at Dome C and in
an average temperature gradient of 500 K m−1 would be required across the top 10 mm of the
snowpack at Halley. Therefore, the required temperature gradients are 1- 2 orders of magnitude
larger than indicated by observations or modelled result (Frey et al., 2013, and as listed in Sect.660
3.1.1).
6.3 Disordered Interface - Model 1 (T > To = 238K)
In Model 1, the air-snow grain interface is described as ‘Air-DI’ at T> 238 K. Therefore, at Dome
C, the ‘Air-DI’ regime applies only during summer months due to the extremely cold tempera-
tures in winter, whereas, at Halley most of the time the interface is considered as ‘Air-DI’. Model665
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1 simulations suggest that an ‘Air-DI’ interfaceat T> 238 K leads to an overestimation of nitrate
concentration in early December at Dome C and all year round at Halley. The poor performance of
Model 1 at Halley and at Dome C in summer is attributed to uncertainties in physical and chemical
properties of the DI.
Here, To has been set to the lower end of the temperature range, where the onset of a DI is ob-670
served in the lab on a pure ice surface (Bartels-Rausch et al., 2014). The exact DI onset temperature
is uncertain as reported values vary with different experimental setups, probing and sample prepara-
tion techniques (Bartels-Rausch et al., 2014). Furthermore, for a mixture of H2O and impurities it
has been observed that already at 100 K below the melting point a small fraction of water molecules
begins to leave the outermost crystalline layer of the ice with the number of mobile molecules in-675
creasing with temperature (Conde et al., 2008). When the temperature is within 10 K below the
melting point, molecules might even begin to leave the deeper crystalline layer. Therefore, the cho-
sen threshold temperature, To, might be substantially different from what would be found in natural
snow or it might not be representative to be used as the threshold all year-round. The Model 1 sen-
sitivities to To are evaluated below (Sect. 6.5), and suggest that goodness of fit improves slightly at680
Dome C with a 2 K increase, but shows no significant improvement at Halley (Table 4).
The onset and thickness of the DI not only depend on temperature, but also the speciation and
concentration of impurities present within the snow grain (McNeill et al., 2012; Dash et al., 2006).
Different impurities have different impacts on the hydrogen bonding network at the ice surface and
hence have a different impact on the thickness of the DI, leading in general to a thickening compared685
to pure ice (Bartels-Rausch et al., 2014). However no accepted model parameterisation is available.
In this model imposing a seasonal cycle of SSA and therefore grain size causes the thickness of the
outermost model shell to vary between 1.5 µm in summer and 0.5 µm in winter (Sect. 3.1), relatively
large values and potentially contributing to the positive bias in Model 1. This is explained as follows:
the bulk concentration of NO−3 is calculated as the sum of number of molecules in each model shell690
divided by the total volume of the snow grain (Eq. 17). At T > To the outermost model shell is
equivalent to a DI and its concentration is determined by Henry’s Law (Eq. 13), which is independent
of grain size and thus model shell thickness ∆r. However, the absolute number of molecules in each
model shell including the DI, increases with ∆r yielding a larger bulk concentration in summer.
Choosing a thinner outermost model shell may reduce the Model 1 bias at Halley.695
In summary, a combination of potential factors contribute to why Model 1 performs reasonably
well at Dome C, but not at Halley: 1) at Dome C the chemical composition of surface snow is
relatively simple, dominated by the nitrate anion, which would induce only insignificant changes to
the hydrogen bonding network at the DI surface compared to a more complicated snow composition
(Bartels-Rausch et al., 2014) and suggesting that the surface properties of snow at Dome C are likely700
to be comparable to pure ice; 2) at Halley temperatures occasionally rise above 0 ◦C potentially
causing melting and significant changes in snow grain morphology at the surface especially; 3) as
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temperature increases the DI may become more distinct from ice and more isolated from the bulk
and may have less or even no interaction with the bulk. This is supported by previous laboratory
experiments showing that physical properties, such as extinction coefficient and refractive index, of705
the ice surface gradually change from the measured value of ice to the measured value for water and
the layer of disordered water molecules grows increasingly thicker as temperature approaches the
melting point (Huthwelker et al., 2006).
6.4 Micro-Liquid Pocket - Model 2 (T ≥ Te )
Model 2, which includes non-equilibrium surface adsorption and co-condensation coupled with solid710
diffusion within the grain and partitioning in liquid micropockets, successfully reproduces the con-
centration of NO−3 of the surface snow without any tuning parameters for both Dome C and Halley
all year round. This is a crucial outcome as it indicates that Model 2 can be used for predicting
the air-snow exchange of nitrate at the surface for a wide range of meteorological and depositional
conditions that are typical for the entire Antarctic ice sheet.715
The liquid water fraction is a function of the total ionic concentration (Eq. 4). Hence, neglecting
the existence of other ions may lead to underestimation of the micropocket volume. The additional
liquid would increase the dissolution capacity of HNO3 and hence increase the estimated NO−3
concentration. As shown in Fig. 7 B, the estimated bulk NO−3 concentration followed a similar trend
as the ‘other ions concentration’, which is the observed Cl− concentration. Despite NO−3 being720
the major anion in the surface snow in Dome C, other anions, such as Cl− and SO2−4 , were also
detected from the same samples (Udisti et al., 2004). Jones et al. (2008) also measured SO2−4 along
with Cl− and NO−3 from the surface snow samples from Halley. The mismatch between modelled
and observed nitrate concentration in the summer can be explained by assuming nitrate to be the
only impurity at Dome C, or nitrate and sea salt as the only impurities at Halley. Nevertheless, the725
underestimation of the NO−3 concentration due to underestimating the liquid-water content may be
compensated or even overwhelmed if atmospheric deposition of other acids such as HCl or H2SO4
increases, which lowers the pH and reduces the solubility of HNO3 in the micropocket.
Note that the micropockets only exist above the eutectic temperature. For simplification, the eutec-
tic temperature was based on a system containing H2O and the most abundant solute within surface730
snow. However, in reality, the presence of other impurities might have an impact on the eutectic
temperature. Moreover, the liquid in the micropocket is assumed to behave ideally and, therefore,
Henry‘s coefficient is used to describe the partitioning between air and the micropocket. In reality,
there may be some deviation from ideality as the concentration of solutes in the micropocket is likely
to be too large to be considered as an ideal dilute solution. The non-ideality should be accounted for735
in terms of activity coefficient, γ. At equilibrium, the relationship between a soluteB and the solvent
can be expressed as follow (Sander, 1999):
KB =
γBxB
PB
(21)
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where PB is the vapour pressure of B, γB is the activity coefficient of B and xB is the mole fraction
of B. The value of the activity coefficient approaches unity as the mole fraction of B approaches740
zero (γB → 1 as xB → 0) and, under such ideal-dilute condition, the equilibrium constant, KB , is
defined as Henry’s law coefficient. Values of activity coefficient can be found experimentally. The
available parameterisation of activity coefficient of HNO3(aq), H+ and NO−3 is only accurate for
concentration up to 28 m (Jacobson , 2005). When the molarity is higher than ∼4-5 m, depending
on the temperature, the activity coefficient of H+ and NO−3 increases as molarity increase. The con-745
centration of the micropocket is estimated based on the parameterisation by Cho et al. (2002), which
predicts a concentration a lot larger than the limit of activity coefficient parameterisation available at
present. Hence, it is not possible to quantify the uncertainties caused by assuming the micropocket
has ideal-solution behaviour. If the relationship between activity coefficient and molarity extend to
molarity larger than 28 m, the activity coefficient will be larger than 1 and hence reduces the value of750
the equilibrium constant, KB , compared to the Henry’s Law coefficient. By means, the assumption
of ideal-solution behaviour of micropocket is likely to overestimate the concentration of the mi-
cropocket. The activity coefficient of highly concentrated solution is needed to be found by further
experimental studies.
6.5 Sensitivity Analysis755
In order to assess the robustness of the findings presented here they were analysed as a function
of model sensitivities to constraints, parameterisations and measurement uncertainties. Parameters
were varied one at a time by the given range while keeping all others constraints and parameterisa-
tion the same (Table. 4, Column 1). The coefficient of variation, Cv(RMSE), was calculated from
each sensitivity test (Table. 4) and compared with the Cv(RMSE) of the ‘Control’, which uses the760
observed values and parameterisation listed in Sect. 4 and Table. A1.
Both Model 1 and 2 are sensitive to the concentration of HNO3 in the air and the concentration
of NO−3 in snow. Reducing concentration of HNO3 in the atmosphere by 20% or increasing the
concentration of NO−3 in snow by 20% improves the performance of both models. This supports the
suggestion that the atmospheric nitrate observed at Dome C only represents the upper limit of nitric765
acid and it is likely to lead to an overestimation of the concentration of nitrate in snow (Sect. 6) while
at Halley, the skin layer snow might well be ‘diluted’ by snow sample from the deeper layer (Sect.
6).
Both models are sensitive to the value of SSA as a smaller SSA implies a smaller surface area per
unit volume of snow, and hence, less surface sites available for adsorption per unit volume of snow.770
It has a more notable impact in Model 1 and in the winter, when the grain boundary processes play
an important role for the overall snow nitrate concentration due to the cold temperature. A similar
explanation applies the value of the maximum number of adsorption site, Nmax. However, varying
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the accommodation coefficient, α, by ± 10% does not have a significant impact on the performance
of the models (Table 4).775
Model 1 is very sensitive to the threshold temperature, To. At Dome C, the best match (lowest
Cv(RMSE)) between modelled and observation is with a threshold temperature 2 K larger than
the control To = 238 K. However, increasing To to 242 K worsens the model performance further
(Fig. 5A, Green line & Table 4). When a larger value of To is used, a larger in-snow temperature is
required to assume the interface is ‘Air-DI’. Nitrate concentrations at the grain boundary, U(Reff),780
have a much larger value when the interface between air and grain boundary is defined as ‘Air-
DI’ (Eq. 13) than when it is defined as ‘Air-Ice’ (Eq. 7). At Dome C, a larger value of To may
have reduced the overestimation in late November due to a larger fraction of time falling below the
threshold but compromised the good fit from mid December onward and yield a higher Cv(RMSE).
At Halley, despite the improvement in Cv(RMSE) when a higher temperature threshold was used,785
the modelled [NO−3 ] is still an order of magnitude larger than the observation (Fig. 7 B).
Model 1 is not sensitive to the pH of the DI. Even though the effective Henry’s law coefficient
increases by an order of magnitude when pH increases from 5 to 6.5 (Fig. A3), the Cv(RMSE)
remains the same. This behaviour can be explained by the combination of the kinetic approach
and slow diffusion rate of nitrate in ice that the rate of change in the grain boundary concentration790
remains small even if the boundary concentration increases.
Model 2 is sensitive to the eutectic temperature, Te, but not as much as for To in Model 1. Increas-
ing Te in Model 2, only improves the performance at Dome C but not Halley. Higher Te implies that
a larger temperature is required for the co-existence of liquid micropockets. For Dome C, increasing
Te by 2-4 K reduces the overestimation in November without compromising the results from mid795
December onwards, as the average temperature during that period was higher than Te = 234K.
7 Conclusions
Two surface physical models were developed from existing sphysical parameterisations and labo-
ratory data to estimate the bulk concentration of NO−3 in the skin layer of snow constrained by
observed atmospheric nitrate concentrations, temperature and humidity.800
Model 1 assumes that below a threshold temperature, To, the outermost shell of a snow grain is
pure ice, whereas above To the outermost shell is a disordered interface (DI). The nitrate concen-
tration at the air-ice boundary is defined by non-equilibrium kinetic adsorption and co-condensation
whereas the nitrate concentration at the air-DI boundary is defined by non-equilibrium kinetics based
on Henry’s Law. A non-equilibrium grain boundary is assumed as the partial pressure of HNO3 is805
low in Antarctica and a large temperature gradient is expected across the snowpack surface which
leads to redistribution of water molecule at the grain surface. The boundary of the grain is also
assumed to be interacting with the bulk so that the mass transport is driven by the concentration
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difference between the outermost model shell and centre of the grain and constrained by solid-state
diffusion. The uncertainties of Model 1 are 1) the temperature threshold, To, that defines the emer-810
gence of the ‘air-DI’ interface; 2) the partitioning coefficient of HNO3 into the DI; 3) the interaction
between the grain boundary and the bulk ice; and 4) the thickness of the DI and its dependence on
temperature and ion concentration. Assuming too large of a DI thickness results in an overestimate
of the bulk concentration of nitrate. The modelled skin layer concentration of NO−3 from Model 1
agreed reasonably well with observations at Dome C but overestimated observations by an order of815
magnitude at the relatively warmer Halley site. The poor performance of Model 1 at the warmer site
suggests that as the temperature increases the disordered interface is becoming more liquid-like and
disconnected from the bulk ice.
Model 2 assumes that below melting temperature, Tm, the outermost model shell of a snow grain
is pure ice and above eutectic temperature, Te, liquid exists in grooves at grain boundaries and820
triple junctions as micropockets. The nitrate concentration at the air-ice boundary is defined by non-
equilibrium kinetic adsorption and co-condensation. The boundary of the grain is also assumed to be
interacting with the bulk and the mass transport between the surface and centre of the grain is driven
by solid-state diffusion. The nitrate concentration of the liquid micropocket is defined by Henry’s
law. Equilibrium between air and liquid in micropockets is assumed because the liquid micropocket825
volume is small and HNO3 is very soluble in water implying fast interfacial mass transport. The
main uncertainties in Model 2 are three-fold, 1) dry and wet deposition of atmospheric nitrate are
currently not included in the model, but lead to episodic increases of NO−3 in surface snow; 2) the
liquid micropocket is likely not an ideal solution due to high ionic strength, which is likely leading
to overestimation of solvation; and 3) third the eutectic temperature of natural snow is assumed to830
be that of a single major ion - water system but may be different because snow ionic composition is
complex. However, Model 2 reproduced the skin layer concentration of NO−3 with good agreement
at both Dome C and Halley without any tuning parameters.
Both Model 1 and 2 suggest that in the winter the interaction of nitrate between the air and skin
layer snow can be described as a combination of non-equilibrium kinetic ice surface adsorption and835
co-condensation coupled with solid diffusion within the grain. Only Model 2 provides a reasonable
estimate at both sites year-round, that suggests in the summer, the major interface between snow
grain and surrounding air is still air-ice, but it is the equilibrium solvation into liquid micropockets
that dominates the exchange of nitrate between air and snow. Despite the simplified parameterisa-
tion of processes in Model 2, it provided a new parameterisation to describe the interaction of nitrate840
between air and snow as ‘air-ice’ with a liquid formed by impurities present as micropockets as sug-
gested by Domine et al. (2013) instead of an ‘air-DI’ interface assumed by most models developed
previously. Moreover, the non-equilibrium boundary between air and snow grain allows the models
to work at sites with high rate of accumulation that the snow layer might be buried by fresh snowfall
before reaching equilibrium.845
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Additional modelling studies, e.g. including uptake of other chemical species and aerosols such
as H2SO4 and nitrate aerosols, backed up by field observations from other locations with various
meteorological conditions as well as laboratory studies on the eutectic point of a multi-ion - H2O
system, uptake coefficient at a higher temperature, are needed to improve the performance of Model
2. Moreover, the models presented here are describing the exchange between air and the skin layer850
of snowpack as the uptake processes are much quicker than the photochemical loss, and therefore,
can be modelled by ‘physical-only’ processes. Atmospheric nitrate can reach deeper than the skin
layer via wind pumping and temperature gradient, however, the nitric acid concentration in snow
interstitial air is expected to be small compared to the overlying atmosphere due to the high uptake
of nitrate near the surface of the snowpack. A smaller concentration of HNO3 in snow interstitial855
air implies a smaller uptake in deeper snow, and hence the photochemical loss cannot be assumed to
be negligible in deeper snow. Therefore, a more complex multi-layer model including both physical
and chemical processes is required to reproduce the nitrate concentration in deeper snow and to
implement in regional and global atmospheric chemistry models.
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8 Notation
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Symbol Description units
α Accommodation coefficient dimensionless
Aice Surface area of ice per unit volume of snowpack m2 m−3snowpack
Cv(RMSE) Coefficient of variation N/A
DI Disordered Interface N/A
Dv Water vapour diffusivity m2 s−1
D′s Gas-phase diffusivity in snow m2 s−1
∆H0f enthalpy of fusion J mol
−1
[HNO3(ads)] Nitric acid concentration contributed by surface adsorption molecule m−3
[HNO3(cc)] Nitric acid concentration contributed by co-condensation molecule m−3
[HNO3(DI)] Nitric acid concentration in the DI molecule m−3
[HNO3(g)] Nitric acid concentration in gas-phase molecule m−3
[HNO3(ice)] Nitric acid concentration in solid ice molecule m−3
[HNO3(surf)] Nitric acid concentration on surface of grain molecule m−3
[Iontot,bulk] Total ionic concentration in melted snow sample molecule m−3
kads Adsorption coefficient on ice m3 molecule−1 s−1
kdes Desorption coefficient on ice s−1
kHcc Henry’s Law coefficient dimensionless
keffH Effective Henry’s Law coefficient dimensionless
kdiff Diffusivity in ice m2 s−1
kw Thermal conductivity of snowpack Wm−1K−1
Ka Acid dissociation constant molecule m−3
Keq Equilibrium constant for Langmuir adsorption m3 molecule−1
¯mH2O Molecular mass of water kg mol
−1
Nmax Maximum number of adsorption sites molecule m−2
[NO−3(bulk)] Bulk nitrate concentration molecule m
−3
φH2O Liquid water fraction dimensionless
Φaqbulk Fraction of the total amount of solute in aqueous phase dimensionless
Reff Effective radius of snow grain derived from SSA data m
R Ideal gas constant J mol−1 K−1
ρice Density of ice kg m−3
ρv Water vapour density kg m−3
[S] Number of available surface sites per unit volume of air molecule m−3air
SSA Specific surface area m2 kg−1
Te Eutectic temperature K
Tf Reference temperature K
To Threshold temperature in Model 1 K
θ Fraction of surface sites being occupied dimensionless
v Mean molecular speed m s−1
Vair Volume of air per unit volume of snowpack m3air m
−3
snowpack
Vgrain Volume of a snow grain m3
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Table 1. Characteristic times associated with gas-phase diffusion, mass transport and uptake of gas into ice
grain
Process Expression Order of magnitude, s
Interfacial mass transport to a liquid surfacei 4Reff
3vαaq
10−7
Gas-phase diffusion to the surface of a spherical dropletii R
2
eff
3D′s
10−4
Molecular diffusion between snowpack and the atmosphereiii z
2
D′s
100
Liquid-phase diffusion within a water dropletiv 4R
2
eff
pi2 kdiff(aq)
100
Surface adsorption on icev 1
kdes
103
Solid-state diffusion within a snow grainvi 4R
2
eff
pi2 kdiff
106
Photolysis at a snowpack surfacevii 1
J
> 107
i Sander (1999), with an effective radius, Reff = 70 µm, and accommodation coefficient on liquid water,
αaq = 7.5× 10−5 exp(2100/Temp) (Ammann et al., 2013). ii Sander (1999), with an effective molec-
ular diffusivity, D′s =Da/τg , where the tortuosity, τg = 2 and molecular diffusivity in free air at 296
K, Da(296K) = 87 Torr cm2 s−1 (Tang et al., 2014). iii Waddington et al. (1996), with a snow layer
thickness, z = 4 mm. iv Finlayson-Pitts and Jr. (2000), with a diffusion coefficient in liquid water,
kdiff(aq) = 1× 10−9 m2 s−1 (Yuan-Hui and Gregory, 1974) . v Crowley et al. (2010), with an equi-
librium constant for Langmuir adsorption, Keq = 2× 10−16 m3 molecule−1 and adsorption coefficient,
kads = 1.7× 10−19 m3 molecule−1 s−1. vi Finlayson-Pitts and Jr. (2000), with a diffusion coefficient in
ice, kdiff = 6×10−16 m2 s−1 (Thibert et al., 1998). vii Finlayson-Pitts and Jr. (2000), with a surface NO−3
photolysis rate coefficient, J , = 10−7 s−1 (Thomas et al., 2011).
Table 2. Summary of model performance at Dome C based on the coefficient of variation of RMSE,
Cv(RMSE)
Model description Short name Whole year Winter-Spring Summer
DOY 30 - 385 DOY 90 - 318 DOY 319 - 385
Surface Adsorption & Solid Diffusion Model1-BCice - 0.65 -
Ice Solubility & Solid Diffusion Bock-BC1 - 0.52 -
Surface Adsorption-Co Condensation/DI Solvation
& Solid Diffusion
No threshold (no Solvation) Model 1-none 1.07 0.65 0.88
To= 238 K Model 1-238K 1.34 0.73 1.11
Surface Adsorption-Co Condensation & Solid Dif-
fusion + micropocket
Model 2 0.84 0.73 0.67
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Table 3. Summary of model performance at Halley based on the coefficient of variation of RMSE, Cv(RMSE)
Model description Short name Whole year Winter Spring -Early Autumn
DOY 87 - 406 DOY 90 - 257 DOY 258 - 406
Surface Adsorption & Solid Diffusion Model1-BCice - 1.13 -
Ice Solubility & Solid Diffusion Bock-BC1 - 1.12 -
Surface Adsorption-Co Condensation/DI Solvation
& Solid Diffusion
No threshold (no Solvation) Model 1-none 1.06 1.06 0.95
To= 238 K Model 1-238K 89.28 27.78 87.15
Surface Adsorption-Co Condensation & Solid Dif-
fusion + micropocket
Model 2 0.84 1.08 0.65
30
Table 4. Sensitivity test for Model 1 and 2 based on the coefficient of variation of RMSE, Cv(RMSE), the
metric was used to measure a goodness of fit. Note that column one is not fitted to the observation and the
values are only varying to show the sensitivity of the models against inputs and parameterisation.
Parameter Model 1 Model 2
Dome C Halley Dome C Halley
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Control 1.34 0.73 1.11 89.28 27.78 87.15 0.84 0.73 0.67 0.84 1.08 0.65
[HNO3] −20% 0.98 0.60 0.81 71.19 22.12 69.5 0.80 0.62 0.64 0.77 1.10 0.56
+20% 1.73 0.90 1.45 107.36 33.43 104.80 0.95 0.88 0.76 0.92 1.07 0.75
SSA −10% 1.06 0.63 0.88 79.35 24.79 77.46 0.83 0.67 0.67 0.84 1.10 0.65
+10% 1.63 0.84 1.36 99.22 30.75 96.86 0.84 0.78 0.67 0.83 1.07 0.65
α −10% 1.34 0.73 1.11 79.35 24.78 77.46 0.83 0.73 0.67 0.83 1.08 0.65
+10% 1.34 0.73 1.11 79.35 24.80 77.46 0.83 0.73 0.67 0.83 1.08 0.65
Nmax −10% 1.32 0.67 1.10 89.27 27.77 87.15 0.83 0.69 0.67 0.84 1.09 0.65
+10% 1.36 0.80 1.13 89.29 27.78 87.15 0.84 0.77 0.67 0.84 1.07 0.65
To (Model 1) or -2 K 3.53 0.91 3.00 90.45 42.54 87.31 0.95 0.92 0.75 0.85 1.12 0.65
Te (Model 2) +2 K 0.50 0.64 0.36 67.49 25.33 65.62 0.73 0.65 0.58 0.86 1.07 0.65
+4 K 0.61 0.65 0.47 50.76 23.86 49.00 0.72 0.65 0.57 0.88 1.06 0.67
pH -0.4 1.34 0.73 1.11 89.28 27.78 87.15 - - - - - -
+0.4 1.34 0.73 1.11 89.28 27.78 87.15 - - - - - -
+0.8 1.34 0.73 1.11 89.28 27.78 87.15 - - - - - -
[NO3
−] −20% 1.85 0.98 1.54 111.87 34.84 109.2 0.99 0.96 0.79 1.09 1.08 0.93
+20% 1.04 0.61 0.86 74.22 23.07 72.45 0.80 0.64 0.64 0.74 1.10 0.51
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Figure 1. Schematic of Model 1. a) At T≤ 238 K the concentration of NO−3 at the boundary of the snow grain
is determined by Air-Ice processes, i.e. non-equilibrium adsorption and co-condensation. b) At T > 238 K the
concentration of NO−3 at the boundary of the snow grain is determined by Air-DI processes, i.e. non-equilibrium
solvation into DI.
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Figure 2. Schematic of Model 2. At T < Tm, the concentration of NO−3 at the boundary of the snow grain
is determined by Air-Ice processes, i.e. non-equilibrium adsorption and co-condensation. At T ≥ Te, liquid is
assumed to co-exist with ice and the liquid fraction is in the form of micropockets that are located at grain
boundaries and triple junctions (Domine et al., 2013).
33
32 60 91 121 152 182 213 244 274 305 335 366
190
210
230
250
T a
ir,
 
K 
DOY 2009/2010
6.2
6.4
6.6
6.8
P,
 x
10
 
4  
Pa
 
Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan0
400
800
1200
1600
[N
O 3−
], n
g g
−
1
UTC (2009/2010)
 
 
0
50
100
150
200
[H
NO
3,
(g)
], n
g m
−
3Skin layer nitrate
Atmospheric nitrate
Dome C
A
B
Figure 3. Atmospheric and snow observations from Dome C from Erbland et al. (2013)). (A) Air temperature
(blue, left axis) and atmospheric pressure (red, right axis). (B) NO−3 in the snow skin layer (i.e. top 4 ± 2
mm, orange square, left axis) and atmospheric NO−3 , i.e. sum of the atmospheric particulate NO
−
3 and HNO3
(green, right axis).
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Jones et al. (2008). (A) Air temperature. (B) NO−3 in the surface snow (i.e. top 10 ± 15 mm, orange square,
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Figure 5. (A) Model 1 output of Dome C skin layer snow concentration of NO−3 . At T < To the interface
between air and snow grain is assumed to be ice (‘Air-Ice’) and the NO−3 concentration is determined by a
combination of non-equilibrium adsorption on ice and co-condensation coupled with solid-state diffusion. At
T > To, the interface between air and snow grain is assumed to be a DI (‘Air-DI’), i.e. the NO−3 concentration is
determined by a combination of non-equilibrium solvation into the DI coupled with solid-state diffusion. Note
that the y-axis is broken between 2000-3500 ng g−1. Orange squares: observation; Light blue: Model 1 with
To > Tm, i.e. only air-ice interaction; Dark blue: Model 1 with To = 238 K; Green: Model 1 with To = 242 K;
Purple shaded area indicate times when T > To = 238 K; (B) Model 2 output of Dome C skin layer snow NO−3
concentration. The major interface between air and snow is assumed to be ice (‘Air-Ice’) at T < Tm and the
NO−3 concentration in ice is determined by a combination of non-equilibrium adsorption and co-condensation
coupled with solid-state diffusion. Above T > Te =230 K, liquid co-exists with ice in the form of micropocket.
The partition between air and micropocket is determined by Henry’s law. Orange squares: observation; Light
blue: Model 1 with To > Tm, i.e. air-ice only interaction; Pink: ‘Model 2’ - air-ice interaction plus micro-
liquidpockets; Yellow shaded area indicates times when T > Te = 230 K (Te for HNO3-H2O system).
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Figure 6. Comparison of the ‘Kinetic’ approach (this work, in dark blue) with the ‘Equilibrium’ approach (sim-
ilar to Bock et al. (2016), in green), and the contribution from the co-condensation process (Results from Model
1- none, in light blue) in winter. The ‘Kinetic’ approach describes the air-snow interaction of nitrate as non-
equilibrium kinetic surface adsorption coupled with solid diffusion inside the grain whereas the ‘Equilibrium’
approach describes the interaction as equilibrium solubility coupled with solid diffusion inside the grain. The
‘Model 1-none’ describes the interaction as co-condensation plus non-equilibrium kinetic surface adsorption
coupled with solid diffusion within the grain. (A) Results at Dome C. (B) Results at Halley.
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Figure 7. (A) Model 1 output of Halley skin layer snow concentration of NO−3 . At T < To the interface
between air and snow grain is assumed to be ice (‘Air-Ice’) and the NO−3 concentration is determined by a
combination of non-equilibrium adsorption on ice and co-condensation coupled with solid-state diffusion. At
T > To, the interface between air and snow grain is assumed to be a DI (‘Air-DI’), i.e. the NO−3 concentration
is determined by a combination of non-equilibrium solvation into the DI coupled with solid-state diffusion.
Orange squares: observation; Light blue: Model 1 with To > Tm, i.e. only air-ice interaction; Dark blue: Model
1 with To = 238 K; Green: Model 1 with To = 242 K; Purple shaded area indicate times when T > To = 238 K;
(B) Model 2 output of Dome C skin layer snow NO−3 concentration. The major interface between air and snow
is assumed to be ice (‘Air-Ice’) at T < Tm and the NO−3 concentration in ice is determined by a combination
of non-equilibrium adsorption and co-condensation coupled with solid-state diffusion. Above T > Te =252 K,
liquid co-exists with ice in the form of micropocket. The partition between air and micropocket is determined
by Henry’s law. Orange squares: observation; Light blue: Model 1 with To > Tm, i.e. air-ice only interaction;
Pink: ‘Model 2’ - air-ice interaction plus micro-liquidpockets; Grey (Right axis) - measured bulk concentration
of other ions, where other ions refers to the sum of [Na+] and [Cl−]; Yellow shaded area indicates times when
T > Te = 252 K (Te for NaCl-H2O system)
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Appendix A: Parameterisation
Table A1. Parameterisation for HNO3
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Figure A1. Initial uptake coefficient for HNO3 as a function of temperature obtained from different studies. In
this study the parameterisation of α(T ) with α0 after Hudson et al. (2002) is used (Table A1, solid purple line)
and is chosen to give the best representation of the dependency on temperature.
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Figure A2. Langmuir adsorption equilibrium constant,KLinC =Keq×Nmax. The preferred temperature range
for both parameterisation is 214-240 K and within this range the two parameterisations provide a comparable
value. The Crowley et al. (2010) parameterisation deviate from the Burkholder and Wine (2015) parameterisa-
tion as temperature drop below 214 K due to the exponential temperature term. Here, the parameterisation from
Burkholder and Wine (2015) was chosen based on the extreme cold temperature found in our validation sites
(minimum winter temperature at Dome C is ∼ 199 K, Erbland et al., 2013).
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Figure A4. (A) Year-round estimates of the specific surface area (SSA) of snow at Dome C (−) and Halley
(−−) were interpolated from observations at Dome C during 2012-2015 by Picard et al. (2016) (×). The SSA
estimates for Halley take into account the shorter cold period compare to Dome C, which tends to have larger
SSA. (B) Year-round estimates of effective grain radius (Reff ) at Dome C (−) and Halley (−−) derived from
Eq. 6.
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Appendix B: Derivation for non-equilibrium kinetics865
The processes involved in the equilibrium of the gas-phase and the surface of a droplet (Fig. A5):
1) Gas-phase diffusion from far away (> µm) from the droplet to the surface of the droplet, which
is likely to be driven by turbulence and molecular diffusion; 2) Interfacial mass transport; and 3)
Condensed-phase diffusion and chemical reactions;
Figure A5. Processes involve in the equilibrium between gas-phase and condensed-phase, where cg,∞ is the
gas-phase concentration in the snow interstitial air far away from the droplet, cg,surf is the gas-phase concentra-
tion at the surface (outside the droplet), cc,surf is the condensed-phase concentration at the surface (inside the
droplet) and cc is the average condensed-phase concentration.
Transport of gas-phase species from the snow interstitial air to the surface of the droplet can be870
described using Fick’s law as diffusion flux, Jg:
Jg =−Dg dcg
dx
(B1)
where Dg is the gas-phase diffusivity, and dcdx is the concentration gradient at the droplet surface that
dcg
dx =
cg,∞−cg,surf
Reff
with Reff as the radius of the droplet. The concentration change in the condense-
phase can be expressed as875
dcc
dt
=
AJg
V
=−A
V
Dg
Reff
(cg,∞− cg,surf) (B2)
where A is the surface area of the droplet and V is the volume of the droplet. The first-order rate
coefficient for the gas-phase diffusion process can be defined as kdg = AV
Dg
Reff
(Sander, 1999). For an
example, a liquid droplet with a radius Reff the gas-phase diffusion rate coefficient kdg =
3Dg
R2eff
.
The interfacial mass transport from gas-phase to condensed-phase can be expressed in terms of880
accommodation coefficient, α. The flux through the phase boundary into the droplet, J inb , is defined
as:
J inb =
αv¯
4
cg,surf (B3)
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where the subscript b stands for ‘boundary’ and v¯ is the mean molecular velocity. The opposite flux,
Joutb , through the phase boundary out of the droplet can be expressed in the similar form as Eq.885
B3 that Joutb =
αav¯c
4 ca,surf , where v¯c is the mean molecular velocity in condensed-phase and αc is
the condensed-phase accommodation coefficient. The net flux through the grain boundary, Jb, is the
difference between the in and out flux.
Jb = J
in
b − Joutb =
αv¯
4
(cc,surf
K
− cg,surf
)
(B4)
where K is the equilibrium constant, of which K = ceqc,surf/c
eq
g,surf . For example, for a gas-aqueous890
interface, the ratio of aqueous-phase concentration to gas-phase concentration at equilibrium can be
described as ceqa,surf/c
eq
g,surf = k
cc
H , where ca,surf is the aqueous-phase concentration at the surface
and kccH is the Henry‘s constant. The concentration change in the condensed phase due to interfacial
mass transport can be expressed as:
dcc
dt
=−AJb
V
=
A
V
αv¯
4
(
cg,surf − cc,surf
K
)
(B5)895
The first-order rate coefficient for the interfacial mass transport, kb, to a droplet with a radius Reff
can then be defined as kb = 3αv¯4 Reff . By assuming the fluxes of gas-phase diffusion, Jg , is equal to
the interfacial mass transport, Jb, the rate of change of concentration in the condensed phase can be
expressed as
dcc
dt
=
A
V
(
Reff
Dg
+
4
v¯α
)−1 [
cg,∞− cc,surf
K
]
(B6)900
the term ‘ AV
(
Reff
Dg
+ 4v¯α
)−1
’ is often referred as the mass transfer coefficient, kmt, for a chemical
species transfer from air to liquid/solid. The mass transfer coefficient for chemical into a spherical
droplet with radius Reff is kmt = ( r
2
3Dg
+ 4Reff3v¯α )
−1 and if the surface of the droplet is described as
DI then the concentration at the grain surface, cc,surf = [HNO3,DI].
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Chapter 5
Towards a multi-phase 1-D
model of air-snow exchange of
nitrogen oxides at Dome C,
Antarctica
5.1 Introduction
Production of nitrogen oxides, NOx (= NO + NO2) from sunlit snow have
been observed in the polar and mid-latitudes as a result of photolysis of ni-
trate, NO3 – , in snow (Dibb et al., 1998; Honrath et al., 2000; Jones et al., 2001;
Beine et al., 2002; Jacobi et al., 2004). The emission of NOx have a significant
impacts on the oxidising capacity, such as the concentration of O3 or OH, in
the atmospheric boundary layer, especially in remote high latitude area, such
as the polar regions where pollution is less. The interconversion of the NOx,
HOx (= OH + HO2 + H2O2) and Ox (= O(1D) + O(3P) + O2 + O3) are closely
linked as shown in Fig. 5.1. The photolysis of NO2 to NO is the major precur-
sor of O3 in the troposphere and, at the same time, NO can reacts with O3 to
form back as NO2. The interconversion of NOx also involves reactions with
HOx, which shift the partitioning HOx radical towards OH via reaction NO
+ HO2 → NO2 + OH. The NOx cycle determinate when NO2 reacts with OH
to form nitric acid (HNO3).
There is a great need to understand more about the interaction of ni-
trogen species between the atmosphere and snowpack, not only to predict
the regional and global chemical transport and climate, but also crucial for
interpreting the NO3 – , one of the most preserved chemicals, record in po-
lar ice cores. The physical and chemical depositional and post-depositional
processes have a strong influence on the preserved concentrations in snow
(Rothlisberger et al., 2000; Frey et al., 2013), therefore, to reconstruct the past
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FIGURE 5.1: Reactions involving the cycling of NOx, HOx and
O3.
atmospheric composition from ice core data these processes need to be un-
derstood.
The main sources of NOx in the boundary layer above snow covered re-
mote regions includes long-range transport in the troposphere, downwelling
from the stratosphere and recycled from photolysis of NO3 – in snow as men-
tioned in Ch. 1. The major pathways for NO3 – photolysis in snow is to
produce NO2 (C1 on Table. 5.4) and the minor pathways is to produce O(3P)
and NO2 – (C2 on Table. 5.4). The photochemically produced NO2 – can be
further photolysed to produce NO and OH (C3 on Table. 5.4) . The photolysis
rate coefficient, J , in the snowpack depends on the 1) actinic flux, which is a
function of solar zenith angle, depth and optical properties of the snowpack;
2) quantum yield of the photolysis reaction, which is a function of tempera-
ture and possibly the location of the NO3 – molecules within the snow grain;
and 3) absorption cross-section. The photochemically produced NOx can es-
cape the snow grain and released to the snow interstitial air (SIA), and subse-
quently be transported out of the snowpack to the overlying atmosphere by
molecular diffusion and wind pumping (Zatko et al., 2016b).
However, due to the lack of observational constraints, the snow models
developed to estimate emission flux and seasonal and diurnal variability are
still simplistic in their description of the multiphase physical and chemical
processes in the snowpack. Most of the current snow chemistry models have
different simplifications and assumptions, such as 1) simplifying the air-snow
interface to either ‘Air-Ice’ (e.g. Hutterli and Rothlisberger, 1999; McConnell
et al., 1998; Bock et al., 2016) or ‘Air-Liquid’ or ‘Air-Disordered Interface,
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DI’ (e.g. Thomas et al., 2011; Toyota et al., 2014); 2) poor constraints on the
location/distribution of the solutes within the snow grain, of which have sig-
nificant impact on the interaction between snow grain and SIA and 3) uncer-
tainties in the quantum yield for photolysis reactions of snow (Honrath et al.,
1999; Jones et al., 2000; Beine et al., 2002). These models often require tuning
parameters, for example fitting the ion partitioning coefficients (Hutterli and
Rothlisberger, 1999), the fraction of solute in DI (Thomas et al., 2011), or the
co-condensation parameters (Bock et al., 2016), to match the model output
with the observation.
Chan et al. (2016) (Ch. 4 in this thesis) presented a box multi-phase air-
snow exchange model of nitrate that was developed from physically-based
parameterisations and reproduced with good agreement to observation with-
out requiring any tuning parameters. The temperature-dependent multi-
phase exchange model (Model 2 from Chan et al., 2016 ) is based on a hypoth-
esis suggested by Domine et al. (2008) that the air-snow interface is mainly
air and ice, and, if liquid co-existed with ice, it will be in the form of liquid-
micropocket that located between grain boundaries and triple junctions. They
suggested the interaction of nitrate between the air and snow can be de-
scribed as equilibrium solvation into liquid-micropockets in the summer in
Antarctica.
The purpose of this study is to test the hypothesis that NOx flux out of the
snowpack in summer can be attributed to a temperature-dependent exchange
of nitrate between micropocket and surrounding air, as presented by Chan et
al. (2016). A 1-D air-snowpack model incorporated the multi-phase physical
exchange between air and snow grain, heterogeneous chemical mechanism,
and vertical mass transport is developed to quantify the emission of NOx
and the dynamic of NOx and O3 within the snowpack in the summer at the
Antarctica. The model is validated with available observation from Dome C,
Antarctica.
5.2 Modelling Approach
5.2.1 Overview
The 1-D model presenting here is to describe the multi-phase air-snow ex-
change and the vertical transport of trace gases through the porous snow-
pack to the overlying atmosphere. The focus of this paper is to investigate
if the air-snow exchange model of skin-layer snow developed by Chan et al.
(2016) can be extended to deeper snow when including photochemistry. The
model is constrained by the observed atmospheric concentration of HNO3,
skin layer temperature, atmospheric pressure and wind speed. The estimated
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emission flux of NOx is compared to available observed values from Dome
C, Antarctica. The model consists of 21 layers representing the top 1 m of
the snowpack. The photolysis rates and the nitrate concentration decreases
rapidly with depth, therefore, the top layer has a thickness of 4 mm, then 1
cm interval until 10 cm and 10 cm intervals up to 1 m. The model solves a
set of partial differential equation describing the temporal and vertical spa-
tial changes of trace gases concentration in the SIA as well as the condensed
phase concentration in the snow:
∂Cg
∂t
=
∂
∂z
(
Deff,z
∂Cg
∂z
)
+ Sg, z (5.1)
where Cg is the concentration of the gas-phase chemical species of interest,
z is the depth of the snowpack, Deff,z is the effective diffusion constant, and
Sg, z is the chemical or physical source or sink term for the gaseous species of
each vertical grid, which can be expressed as follows:
Sg, z = Pg − Lg − φH2Oair
∂Cc,mt
∂t
(5.2)
where Pg is the gas-phase chemical production at each time step, Lg is the
gas-phase chemical loss term at each time step, and the last term ‘φH2Oair
∂Cc,mt
∂t ’
is the change in the gas-phase concentration correspond to the physical mass
transfer to condensed-phase, i.e. into or out of the snow grain. The volume
ratio of water (ice+liquid) to air per unit volume of snowpack, φH2Oair , with
units of m3H2Om
−3
air and is defined as
φH2Oair =
VH2O
Vair
=
ρsnow
ρice − ρsnow (5.3)
where VH2O is the volume of water (ice+liquid) per unit volume of snowpack,
Vair is the volume of air per unit volume of snowpack, ρsnow and ρice is the
density of snow and ice respectively. Here, for simplicity, the rate of change
in condensed-phase concentration as a result of mass transfer, ∂Cc,mt∂t , is only
applicable to HNO3 due to its high solubility in ice (Details in Sect. 5.2.3).
5.2.2 Gas Transport in SIA
The effective diffusion constant,Deff,z , is to describe the turbulent diffusion of
trace gases within the snowpack, which is defined as the sum of both molec-
ular diffusion and wind pumping as follow (Thomas et al., 2011):
Deff,z = τDg + Ufirn∆z (5.4)
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where Dg is the gas phase diffusion constant in free air ( values of Dg in free
air at 296 K for various species are listed in Table. 5.1), τ is the tortuosity, ∆z
is the vertical grid spacing, and Ufirn is the vertical pumping speed, which
defines as Cunningham and Waddington (1993)
Ufirn =
6kρair
piµλsurf
h
λsurf
√
α2 + 1
α
u210e
− z
δ (5.5)
where k is the permeability, ρair is the density of air, µ is the dynamic viscosity
of air, λsurf is the relief wavelength, h is the relief amplitude, α is the horizon-
tal aspect ratio of the relief relative to wind direction, u10 is the horizontal
wind speed at 10 m above the snow surface, and δ defines as
δ =
1
2
α√
α2 + 1
λsurf
pi
(5.6)
The values of τ , λsurf , h, α and parameterisations for k and µ are listed in
Table 5.2.
TABLE 5.1: The gas phase diffusion constant, Dg , at 296 K in
Torr cm2 s−1
Species Dg Reference Species Dg Reference
NO 176 Tang et al. (2014) OH 178 Tang et al. (2014)
NO2 106 Tang et al. (2014) HO2 107 Ivanov et al. (2007)
NO3 92 Tang et al. (2014) H2O2 116 Tang et al. (2014)
HNO3 87 Tang et al. (2014) O3 96.3 Ivanov et al. (2007)
N2O5 65 Tang et al. (2014)
5.2.3 Exchange Between Air and Snow Grain
Both the chemical and physical processes can change the concentration of
condensed-phase species, for example, the rate of change nitrate, ∂[NO3
−]
∂t , in
a snow grain can be expressed as
∂[NO3
−]
∂t
= PNO3− − LNO3− +
∂[NO3
−
,mt]
∂t
(5.7)
where PNO3− and LNO3− is the chemical production and loss of NO3
– at each
time step, and
∂[NO3
−
,mt]
∂t is the rate of change of concentration of NO3
– as a re-
sult of mass transfer to or from gas-phase HNO3. The temperature dependent
multi-phase air-snow interaction model, Model 2, in Chan et al. (2016) is in-
corporated into the 1-D model, which determines the concentration of NO3 –
in snow by non-equilibrium kinetic adsorption on ice and co-condensation
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TABLE 5.2: Summary of the performance from different
model runs for Dome C along with Cv(RMSD)
Parameter Symbol Value/Parameterisation Units
Tortuosity τ 0.5 I -
Relief wave-
length
λsurf 3× 10−2 II m
Relief ampli-
tude
h 1.5× 10−2 III m
Horizontal
Aspect ratio of
relief
α 1 IV -
Permeability k k = 3R2eff e
−0.013ρsnow ∗ V m2
Dynamic vis-
cosity of air
µ µ = 1.8325× 10−5( 416.16T+120)( T296.16)1.5 ∗∗ V I Pa s
I Albert and Shultz (2002), II Thomas et al. (2011), III Thomas et al. (2011),
IV Thomas et al. (2011), V Domine et al. (2013a), V I Jacobson (2005)
∗ Reff is the effective radius of the snow grain in m, and ρsnow is the density
of the snowpack in kg m−3.
∗∗ T is the temperature in K.
couple with solid-state diffusion in ice at all temperatures below the melt-
ing temperature. For temperatures higher than the eutectic temperature,
Te, liquid co-exists with ice as micropocket, which concentration defined by
Henry’s Law. The bulk concentration of NO3 – , the concentration of NO3 – in
the melted snow sample, can be expressed as (Chan et al., 2016):
[NO3
−(t)] =

∑
[NO3−(r,t)]V (r)
Vgrain
if T < Te.∑
[NO3−(r,t)]V (r)
Vgrain
+ φH2O k
eff
H [HNO3(g)(t)] if Te ≤ T < Tm.
(5.8)
where the first term ‘
∑
[NO3−(r,t)]V (r)
Vgrain
’ is the bulk concentration contributed by
the ice-phase NO3 – , of which [NO3 – (r, t)] is the nitrate concentration of the
rth concentric shell of the spherical snow grain at time t, V (r) is the volume of
each concentric shell of the spherical snow grain, Vgrain is the total volume of
the snow grain. The second term ‘φH2O keffH [HNO3(g)(t)]’ is the bulk concen-
tration contributed by the liquid-phase NO3 – presented in the micropocket,
of which φH2O is the liquid water content (volume ratio of liquid water and
the snow grain), keffH is the effective Henry’s law, Te is the eutectic tempera-
ture of the H2O-HNO3 mixture (230.64 K Beyer et al., 2002), and Tm is the
melting temperature.
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The snow grain is assumed to be a radially symmetrical sphere with ra-
dius, Reff , which is estimated from the specific surface area, SSA, as the fol-
lows (Domine et al., 2008):
Reff =
3
ρice SSA
(5.9)
of which the volume of snow grain can be calculated as Vgrain = 34piReff
3, and
the snow grain is divided as 85 evenly spread concentric shells. The liquid
water content, φH2O, is a function of bulk ionic concentration ([H
+] + [NO3 – ])
and temperature as follows (Cho et al., 2002):
φH2O(T ) =
mH2ORTf
1000∆H0f
(
T
Tf − T
)
Φaqbulk ([H
+] + [NO3
−]) (5.10)
where φH2O(T ) has a unit of m3liquid m
−3
liquid+solid,mH2O is the molecular weight
of water, R is the ideal gas constant, Tf is the freezing temperature of pure
water in K, ∆H0f is the enthalpy of fusion in J mol
−1 and Φaqbulk is the fraction
of the total solute in the aqueous phase.
5.2.4 Chemical Mechanism
A simplified multi-phase chemistry of the NOx-HOx-Ox system is used as the
cycle of NOx, HOx, Ox are closely linked (See Introduction). The temperature
dependent rate of the gas-phase reactions used are recommended by the ‘The
Master Chemical Mechanism’ website (MCM v3.2, http://mcm.leeds.ac.uk/MCM).
The parameterisation of photolysis by MCM is based on calculation at an alti-
tude of 0.5 km and latitude of 45 ◦N, therefore, not relevant to this application
that the photolysis rate constant in the model is computed offline by radiative
transfer model TUV (Lee-Taylor and Madronich, 2002). A chemical kinetics
solver Kinetic PreProcessor (KPP-2.2, Sandu and Sander, 2006) is used for
solving the chemical ordinary differential equations. A full list of reactions
included in the model can be found in Table 5.4.
Chan et al. (2015) concluded the photolysis rates within the snowpack in
the polar region can be well estimated by the e-folding depth, ze. Therefore,
the photolysis rate coefficient within the snowpack is parameterised as:
J(z) = J(z0) exp(−z − z0
ze
) (5.11)
where J(z) is the photolysis rate constant at depth z and J(z0) is the pho-
tolysis rate constant at the surface of the snowpack, i.e. z0 = 0 m. The e-
folding depth for various chemical species are listed in Table 5.3. For chemi-
cal species, that are not listed in Table 5.3, the ze were set to a default value of
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10 cm based on values reported by France et al. (2011).
TABLE 5.3: Vales of e-folding depth, ze, for chemical species,
in cm.
Species ze (cm) Reference
O3 15 Murray et al. (2015)
H2O2 13.3 Murray et al. (2015) therein
NO2 25 Murray et al. (2015)
NO3 – 10 Thomas et al. (2011)
NO2 – 16.3 Murray et al. (2015) therein
The reference photolysis rate constants, J(z0), at the surface of the snow-
pack are calculated offline by a radiative transfer model TUV (Lee-Taylor and
Madronich, 2002), using an 8-steam DISORT model. The TUV model consists
of 72 layers with 1 m spacing for the first 10 m above the snowpack surface
and then 10 m intervals until 100 m, 100m intervals up to 1 km, 1 km intervals
up to 10 km and 2 km intervals up to 80 km with clear sky, and typical aerosol
optical depth found at Dome C, AOD(500 nm) = 0.02 (Tomasi et al., 2007),
and Angstrom’s parameter, α = 1.6 (Tomasi et al., 2007) are used. Lookup
tables of photolysis rate coefficient at the snowpack surface are created for
various ozone column values ranging from 200-400 DU with an increment of
50 DU and range of solar zenith angles from 0◦-90◦ with an interval of 1◦.
The photolysis rate constants above the snowpack are a function of absorp-
tion cross-section of the reactant (σabs), the quantum yield of the reaction (φ)
and the actinic flux (I), which is a function of solar zenith angle (θ):
J(z0) =
∫
σabs(λ, T )φ(λ, T ) I(λ, θ, z0)dλ (5.12)
where λ is the wavelength and T is the temperature. The absorption cross-
section, σabs, and the values of quantum yield, φ, used are same as referenced
in Chan et al. (2015). In this study, it is assumed that all NOx formed from
photolysis of NO3 – in snow is transferred to SIA as the quantum yield used
has taken the recombination chemistry (the cage effect) into account.
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TABLE 5.4: List of chemical reactions included in the 1D
model
# Reactions n Rate constants Refs
((cm3molecule−1)1− ns−1)
Ox & HOx
G1 O(1D)+ O2→ O(3P) + O2 2 3.2× 10−11exp(67/T ) Atkinson et al. (2004)
G2 O(1D) + N2→ O(3P) + N2 2 2× 10−11exp(130/T ) Streit et al. (1976)
G3 O(1D) + H2O→ 2 OH 2 2.14× 10−10 Atkinson et al. (2004)
G4 O(3P) + O2 + M→ O3 2 6.0× 10−34(T/300)−2.6[O2] Atkinson et al. (2004)
2 5.6× 10−34(T/300)−2.6[N2] Atkinson et al. (2004)
G5 OH + O3 → HO2 2 1.70× 10−12exp(−940/T ) Atkinson et al. (2004)
G6 OH + HO2→ H2O + O2 2 4.8× 10−11exp(250/T ) Atkinson et al. (2004)
G7 OH + H2O2→ HO2 + H2O 2 2.9× 10−12exp(−160/T ) Atkinson et al. (2004)
G8 HO2 + O3→ OH + 2 O2 2 2.03× 10−16(T/300)4.57exp(693/T ) Atkinson et al. (2004)
G9 HO2 + HO2→ H2O2 + O2 2 2.20× 10−13exp(600/T )KMTa06 Atkinson et al., 2004
G10 O3 +hν → O(1D) 1 b
G11 O3 +hν → O 1 b
G12 H2O2 +hν → 2 OH 1 b
NOx
G13 NO + HO2→ NO2 + OH 2 3.45× 10−12exp(270/T ) Atkinson et al. (2004)
G14 NO + O3 → NO2 + O2 2 1.4× 10−12exp(−1310/T ) Atkinson et al. (2004)
G15 NO + NO3→ NO2 + NO2 2 1.8× 10−11exp(110/T ) Atkinson et al. (2004)
G16 NO2 + OH→ HNO3 2 KMTa08
G17 NO2 + O3 → NO3 + O2 2 1.4× 10−13exp(−2470/T ) Atkinson et al. (2004)
G18 NO2 + NO3→ N2O5 2 KMTa03
G19 N2O5→ NO2 + NO3 1 KMTa04
G20 N2O5 + H2O→ HNO3 + HNO3 2 2.6× 10−22 Atkinson et al. (2004)
G21 HNO3 + OH→ NO3 + H2O 2 KMTa11
G22 NO2 +hν → NO + O 1 b
G23 NO3 +hν → NO + O2 1 b
G24 NO3 +hν → NO2 + O 1 b
G25 HNO3 +hν → NO2 + OH 1 b
C1 NO3 – (+H+) +hν → NO2 + OH 1 b
C2 NO3 – (+H+) +hν → NO2 – + O 1 b
C3 NO2 – (+H+) +hν → NO + OH 1 b
a - Adopted from (MCM, http://mcm.leeds.ac.uk/MCM/); b- Photoly-
sis reaction rate at the snowpack surface computed from TUV and as a
function depth of snow;
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5.2.5 Heat Transport
The measured surface temperature of the snowpack is used to estimate the
variations of temperature within the snowpack by the heat transport equa-
tion (Hutterli et al., 2003) as follow:
∂T
∂t
=
∂
∂z
(
ksnow
ρsnow c
)
∂T
∂z
(5.13)
where T is the temperature, z is depth, t is time, c is the specific heat capacity,
which parameterised as c (J kg−1 K−1) = 152.2+7.122T (Paterson, 1994), and
ksnow is the thermal conductivity, which defined as:
ksnow = kice
(
ρsnow
ρice
)2−0.5 ρsnow
ρice
(5.14)
where kice is the thermal conductivity of ice, of which parameterised as kice =
9.828e−0.0057T (Paterson, 1994). The heat transfer model is allowed to spin up
300 days to the period of the model experiment to ensure pseudo-equilibrium
state as the thermal conductivity of the snowpack is low.
5.2.6 NOx Flux Estimation
The diffusive flux, F , of NOx from the snowpack to the overlying atmosphere
is calculated by the Fick’s law as
F = −Kc∂Cg
∂z
(5.15)
where Kc is the diffusion coefficient in the atmosphere, which mainly driven
by the turbulence, and the concentration gradient, ∂Cg∂z , is the concentration
difference between the modelled value at the surface of the snowpack and
the observed value in the atmosphere (See Sect. 5.3).
It is not the aim of this study to investigate the dynamic of the atmo-
sphere, therefore, values of Kc from Frey et al. (2013), which calculated for
the same period at Dome C, is adopted. They found that the values of Kc
have a strong diurnal variability, due to the diurnal variability in tempera-
ture as well as wind speed and wind direction. They calculated the average
local noon value of Kc = 0.9 m2s−1 and a nighttime value of Kc = 0.03 m2s−1.
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FIGURE 5.2: Observed mixing ratio of NO (Blue) and NO2
(Red) at at 0.01 m above the surface of snowpack at Dome C,
December 2009 (Frey et al., 2013).
5.3 Data
5.3.1 Observation at Dome C
Observation of atmospheric nitrogen oxides (NO + NO2), temperature, wind
speed and direction, and snow nitrate at the snow surface were observed at
Dome C, East Antarctica (75.1◦S, 123.3◦E, 3233 m) from 22 December 2009 to
28 January 2009 (details in Frey et al., 2013). The atmospheric NOx was mea-
sured at 0.01, 1.00 and 4.00 m above the natural snowpack with a 2-channel
chemiluminescence detector (CLD). An hourly bin during the entire period
of the atmospheric NOx at 0.01 m is calculated (Fig. 5.2) and uses as the con-
straints of the model and for calculating the diffusive flux (Eq. 5.15).
The atmospheric nitrate, the sum of atmospheric particulate nitrate (p −
NO3
−) and gaseous nitric acid (HNO3), was collected on glass fibre filter by
high volume air sampler (HVAS) as described in Morin et al. (2008). Erbland
et al. (2013) stated that the particulate nitrate data shows good agreement
with HNO3 gas-phase concentration measured by denuder tubes at Dome
C over the same time period, therefore we equate the observed atmospheric
nitrate with gaseous HNO3. The filter was positioned approximately 1 m
above the snow surface and was being changed on a weekly base. The atmo-
spheric boundary layer is assumed to be well mixed so that the atmospheric
nitrate at the snowpack surface would be the same at 1 m. Maximum atmo-
spheric HNO3 of 167 ng m−3 was observed during the summer period, while
the minimum concentration of 1.2 ng m−3 was recorded during autumn and
early winter period.
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The standard meteorological data, including wind speed and direction
at 3.3 m were measured (Fig. 5.4A shows wind speed measured on the 26
December 2009). Snow surface temperature was also recorded with an in-
frared radiometer (Fig. 5.4B shows the surface temperature of the snowpack
measured on the 26 December 2009). Atmospheric nitrate concentrations and
meteorological data used as model input have been interpolated to 3 seconds
resolution.
5.3.2 Model Initialisation
The model time steps is set to 3 seconds to satisfy model stability between
chemical production and destruction rate and the dispersion rate. The initial
bulk concentration of NO3 – in snow is shown in Fig. 5.3A (Erbland et al.,
2013) and the initial concentration of HNO3 is as shown in Fig. 5.3B, by as-
suming the fraction of the total solute in the aqueous phase, Φaqbulk, to be 0.8;
and the liquid-micropocket is in equilibrium with the SIA. The initial concen-
tration of various gas-phase species is listed in Table 5.5.
TABLE 5.5: Initial concentration in SIA and the atmospheric
boundary concentration for gas-phase species.
Species Initial Reference
O3 50 ppbv Kukui et al., 2014
OH2 4 pptv Kukui et al., 2014
NO 150 pptv Frey et al., 2013
NO2 150 pptv Frey et al., 2013
5.3.3 Other Model Inputs
There were no density of snow, ρsnow, and the specific surface area, SSA,
recorded at Dome C during the Austral summer 2009-2010. The values of
density and SSA profile observed by Gallet et al. (2011) at Dome C during the
Austral summer 2008-2009 are being used in this study (Fig. 5.3C & D).
5.4 Results and discussion
5.4.1 Effect of wind speed on chemistry in snowpack
Dome C is located at the highest point for several hundred kilometres that
it does not affect by katabatic winds (Aristidi, E. et al., 2005), and hence, the
wind speed is low. The ground level average (±σ) wind speed observed at
Dome C in late December 2009 is 2.1 ms−1 at 3.3 m above the surface of the
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FIGURE 5.3: A. Initial profile of the concentration of nitrate
in snow, (Erbland et al., 2013); B. The initial profile of con-
centration of nitric acid in SIA; C. The vertical profile of snow
density, ρsnow, (Gallée et al., 2015); D. The vertical profile of
specific snow area, SSA, (Gallée et al., 2015).
snowpack (Fig. 5.4A in blue). There is a rather small diurnal amplitude of
∼1.5 ms−1, with maximum wind speed around noon which decrease sharply
around 18:00 LT and picks up again during nighttime. Due to the low wind
speed, the chemical mass transport caused by wind pumping at Dome C only
has an impact on the top few cm. For example, the effective diffusion constant
for NO2, Deff,NO2 , has increase by ∼ 0.006-8.3 times at the 0-3 few cm when
wind pumping is included (Fig. 5.4C).
However, the effect of wind pumping is also dependent on the surface
topography, as no information available for the topography at Dome C, the
vertical mass transport contributed by wind pumping can be under- or over-
estimated and, consequently, under or over-estimated the overall gas trans-
port within the snowpack. If the relief wavelength, λsurf , and relief ampli-
tude, h, is halved of the values listed inTable 5.2, the diffusivity caused by
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FIGURE 5.4: A. Observed Wind speed at 3.3 m above surface
of the snowpack in m s−1 with an average (±σ) = 2.5 ± 1.4
(Green, right axis) and the observed temperature of the sur-
face of the snowpack in ◦C on 26 December 2009; B. Modelled
temperature profile within the snowpack in ◦C; C. The ratio
of effective diffusion constant with wind, Deff,wind, to the ef-
fective diffusion constant without wind, Deff,nowind, for NO2
within the snowpack (Eq. 5.4). Note: Depth in C is plotted
logarithmically.
wind pumping (the term‘Ufirn∆z’ in Eq. 5.5) increases by 200% and reduces
by 55%, respectively. Future field observations on the surface topography are
required to improve the estimation of the effective diffusion coefficient.
5.4.2 Diurnal Cycle
Snow Temperature
The average maximum daytime surface temperature is ∼ -27◦C occur be-
tween 11:00 -14:30 LT and the average minimum temperature is ∼ -40◦C oc-
cur between 2:00-3:30 LT (Fig. 5.4A). The daily fluctuations in the atmosphere
temperature is ∼ 13◦C and it is reflected in the near-surface snowpack. The
diurnal variability at the top 20 cm of the snowpack is a lot stronger com-
pared to below 50 cm deep in the snowpack (Fig. 5.4B). In general, there is a
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7-9 hours lag between the surface and 20 cm deep in the snowpack and 12-
14 hours lag at 35 cm depth, which leads to a positive temperature gradient
during the day and a negative temperature gradient in the evening.
The heat transport within the snowpack is dominated by the conduction
through snow crystal, yet the conduction through SIA, latent heat exchange
and convection by wind can also have an impact of the heat transport. The
thermal conductivity (Eq. 5.14) only taken account of the conduction through
snow crystal but not the others. This assumption is acceptable at Dome C,
as the air temperature is always below melting, of which the latent heat ex-
change is insignificant, and, secondly, the annual mean wind speed is low,
and hence, the heat transport via convection is negligible. However, the fu-
ture model should include other factors that can impact the heat transport
within the snowpack to be applicable for area outside the polar regions.
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FIGURE 5.5: A. Photolysis rate coefficient for gas-phase NO2
(G11 on Table 5.4), at the surface of the snowpack. Green - ob-
servation by Frey et al. (2013); Blue - modelled results from
TUV. B. Estimated vertical profile of photolysis rate coeffi-
cient for gas-phase NO2 (within a 1 m snowpack with Eq.
5.11.
The offline surface photolysis rate coefficients, J(z0), calculated by the ra-
diative transfer model - TUV (Sect. 5.2.4) shows excellent agreement with the
observation for gas-phase NO2 (Fig. 5.5) and O3 (Fig. 5.6) at Dome C in late
December 2009. The good agreement between the two indicates that the rate
of NO2 and O3 loss at the surface of the snowpack is correctly represented in
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FIGURE 5.6: A. Photolysis rate coefficient for gas-phase O3
(G11 on Table 5.4), at the surface of the snowpack. Green - ob-
servation by Frey et al. (2013); Blue - modelled results from
TUV. B. Estimated vertical profile of photolysis rate coeffi-
cient for gas-phase O3 (within a 1 m snowpack with Eq. 5.11.
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the model, despite a cloud-free condition was assumed when generating the
photolysis rate coefficient lookup table. However, the cloud-free assumption
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is a potential shortcomings of the model, which can overestimate the surface
photolysis rate coefficient for cloudy regions, such as the coastal Antarctica.
The surface photolysis rate coefficient for NO3 – (C1, Table. 5.4) have a
maximum value of ∼ 2 × 10−7s−1 at local noon (Fig. 5.7A). The use wave-
length dependent e-folding depth (Table 5.3) leads to slightly different pho-
tolysis rate coefficient profile for NO2, O3, NO3 – and NO2 – (Fig. 5.5, 5.6, and
5.7, respectively). The attenuation of photolysis rate coefficient for NO3 – is
a lot more rapid compared to the photolysis rate coefficient for NO2 as the
e-folding depth for NO3 – is set as 10 cm while the e-folding depth is set as 25
cm (Table 5.3).
Nitrogen Oxides & Ozone
The diurnal profile of NO, NO2, and O3 predicted by this model (Fig. 5.8) is
contradicting to the observations in the polar regions (e.g. Dam et al., 2015;
Frey et al., 2015) or previous model studies (e.g. Thomas et al., 2011; Murray
et al., 2015). The modelled level of NO at the near-surface layer of the snow-
pack (∼ top 30 cm) is driven by the concentration gradient of NO between
the overlying atmosphere and near-surface layer of the snowpack (Fig. 5.2A),
and hence, followed the same trend as the NO in the overlying atmosphere,
which the maximum NO occurs in the evening when solar radiation is mini-
mum. The level of NO in the SIA is also modelled to be lower than the level in
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FIGURE 5.8: Modelled vertical profile of A. NO ; B. NO2; and
C. O3 within the snowpack.
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the overlying atmosphere, and as a result, a downward flux of NO (Fig. 5.9)
from the atmosphere to the snowpack is estimated. From field measurements
and other modeling studies (e.g. Dam et al., 2015; Frey et al., 2015; Thomas et
al., 2011; Murray et al., 2015), the SIA profile of NO at the near-surface layer is
expected to be closely followed the diurnal cycle of the solar radiation due to
its instantaneous production and short lifetime and the values are expected
to be higher than the atmospheric value, and hence, a upward flux (release)
of NO from the snowpack to the overlying atmosphere. Photolysis of NO2 is
the dominant source of NO during the day and the maximum production of
NO from photolysis of NO2 should be at local noon with a production rate
∼ 1014 molec m−3 s−1 (∼ 1-10 pptv s−1). Another minor source of NO dur-
ing the day is the photolysis of NO2 – in snow with a production rate ∼ 108
molec m−3 s−1.
This 1-D air-snow model reproduced the maximum NO2 beneath the photic
zone (> ∼ 30 cm) in the evening when the solar radiation is minimum, which
agreed with observations from the field and other modeling studies. The
production of NO2 in the deep layer is suggested to be dominated by dark
chemical reactions of the NOx reservoir species (Dam et al., 2015), such as
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N2O5 (R25) and HO2NO2 (R26).
N2O5 ←−→ NO2 + NO3 (R25)
HO2NO2 ←−→ NO2 + HO2 (R26)
The dark chemical reaction of N2O5 is included as one of the chemical re-
actions in this model, which explains the enhancement of NO2 below the
near-surface layer (Fig. 5.8) and the modelled flux of NO2 matches with the
observation when the solar radiation is low (Fig. 5.9). However, the reac-
tion of HO2NO2 is not yet included in the model, which is suggested to be
an important source of NO2 production in the layer below the photic zone.
Therefore, the production of NO2 via the dark chemistry is likely to be un-
derestimated.
Moreover, the model failed to reproduce the diurnal variation of NO2 at
the near-surface layer too, which is expected to follow the diurnal pattern
of the solar radiation as the main source of NO2 at the near-surface layer is
suggested to be the photolysis of NO3 – . The maximum production rate of
NO2 via photolysis of NO3 – in the near-surface layer is ∼ 1014 molec m−3 s−1
(∼ 1-10 pptv s−1).
The consumption of O3 at the near-surface layer is related to the solar ra-
diation, which correspond to the photolysis of O3. However, the O3 at the
near-surface layer continued to deplete in the evening when the solar radia-
tion is low, which indicated the sources of O3 are missing in the model. Below
the photic zone, the depletion of O3 is due to reaction with NOx (G14, 17 & 18
in Table 5.4) or HOx (G5 & 8 in Table 5.4). However, the maximum depletion
is expected to be occurred deep in the snowpack while the maximum O3 level
is below the photic zone. The level of O3 is also expected to be lower than the
overlying atmosphere that the snowpack would be a sink of O3, however,
the depletion mechanism is still not fully understood (Dam et al., 2015). It
has been suggested that the reactions between O3 with other species, such
as the halogen and condensed-phase reaction with formic acid (HCOOH) or
NO2 – (Murray et al., 2015). These reactions are needed to be included in the
chemical mechanism to improve the estimation of O3 profile within the snow.
The poor performance of the model presented here, which did not capture
the temporal variation at the near-surface layer as well as the vertical spa-
tial variation of of NO and NO2 within the snowpack, is explained by a bug
within the model. The customised KPP has failed to include the photochem-
ically produced NO2 and NO from the photolysis of NO3 – in the system.
Therefore, the level of NOx shows in Fig. 5.8 is from the initial SIA or down-
ward transported from the overlying atmosphere. The initial value of NO2
plus the NO2 produces by the dark chemistry is higher than the level of NO2
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in the overlying atmosphere, and therefore, resulted an upward flux from the
snowpack into the atmosphere. While for initial NO minus the losses of NO
via reaction with HO2, O3 and NO3 is lower than the level of NO as there are
no production of NO from photolysis of NO3 – is included in the system. Both
the upward flux of NO2 and downward flux of NO (Fig. 5.9) reduces when
solar radiation increases as the photolysis of NO2 (G22) in the near-surface
layer reduces the level of NO2 but increases the level of NO, and hence, de-
creases the concentration gradient of NO2 as well as NO between between air
and snowpack. Moreover, NO2 is the precursor of O3, therefore, the lack of
photochemically produced NO2 in the system leads to a net consumption of
O3 within the snowpack. The bug in the KPP code has to be fixed to be able
to evaluate the hypothesis of the multi-phase air-snow exchange as presented
in Ch. 4 (Chan et al., 2016).
5.5 Conclusions
A 1-D air-snow exchange model is developed to study the dynamics of NOx
and O3 within snow to evaluate the emission flux of NOx to the overlying
atmosphere during summer at Dome C, East Antarctic. A temperature de-
pendent multi-phase air-snow mass exchange between air and snow grain
has been incorporated into the framework of previously developed air-snow
models (Thomas et al., 2011; Toyota et al., 2014), which include gas-phase
and condensed-phase chemical reactions, vertical heat transport and verti-
cal mass transport. The important features of this 1-D air-snow exchange
model include the following: 1) vertical transport of gas-phase species within
the snowpack is constrained by the observed gas-phase concentration in the
overlying atmosphere and controlled by wind pumping and molecular dif-
fusion; 2) attenuation of actinic flux, and hence, photolysis rate coefficient,
within the snowpack is parameterised by the e-folding depth; 3) a temper-
ature dependent multi-phase mass transfer between air and snow grain, of
which air-ice mass only transfer at temperatures below eutectic temperature
and at temperatures above the eutectic temperature the mass transfer is the
combination of both air-ice and air-liquid; 4) a single photolysis rate coeffi-
cient is applied to the total concentration of NO3 – in snow (sum of the NO3 –
in solid-solution and liquid micropocket) and the photochemically produced
NOx is transferred directly to the SIA.
The aim of this modeling study is to address the multi-phase mass trans-
fer between SIA and snow grain, which has not been addressed explicitly in
the past. This initial study of incorporating a temperature dependent multi-
phase interaction model into a 1-D air-snow model failed to reproduce the
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emission flux of NOx and the vertical spatial profile of NO, NO2 and O3
due to a bug in the KPP code, which fails to include the condensed-phase
photochemical products. The code correspond for solving the chemical re-
actions needs to be fixed in order to access the applicability of multi-phase
mass transfer between air-snow at all depth. Beside, there are numbers of
issues need to be addressed in the new 1-D model to further improve our
understanding of the impacts of snow photochemistry on the chemistry of
the boundary layer and the preserved NO3 – in ice core. In terms of model
developments, a relatively simple chemistry scheme is used here, future de-
velopment should include halogen and organic radicals chemistry, which are
closely linked to the depletion of tropospheric O3 and the partitioning of HOx
and NOx. The model development should focus on the including mass trans-
fer between SIA and snow of other chemical species, especially those have a
high solubility such as HOx and HO2NO2. Moreover, an atmospheric bound-
ary layer model should be coupled with the new 1-D model to describe the
interactive processes between boundary layer and snowpack.. In terms of
observations, there is lack of data on the surface topography, which causes
uncertainties in the emission flux from snow to the atmosphere.
Last but not least, the current 1-D air-snow model is developed in MAT-
LAB. The current version of the model requires a long computational time
due to the complexity of the model, which involves solving a large num-
ber of ordinary differential equations (for chemical kinetics, mass transport
within the snow grain and snowpack). Therefore, the results presented here
did not have a long enough spin-up time to ensure pseudo-equilibrium state
was reached. To improve the performance of the model in terms of compu-
tation time, it needs to be re-written in another programming languages that
are more efficient in technical calculations, such as Fortran.
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Chapter 6
Discussion
The description of snow in existing air-snow models is highly simplified even
though snow is known to be a highly dynamic environment and the air-snow
grain interface is complex. The idea of a temperature dependent multi-phase
air-snow exchange model for nitrogen oxide has been implemented for the
first time. A 1-D air-snow exchange model for reactive nitrogen is devel-
oped to estimate the NOx flux emitted from the snow and the impacts of
the emission to the oxidising capacity of the atmospheric boundary layer, i.e.
concentration of O3 and OH radicals. The findings presented Ch. 3 provides
essential information for incorporating the e-folding depth parameterisation
to estimate the attenuation of actinic flux in the snowpack. It shows adopting
the e-folding depth parameterisation for snow radiative transfer can reduce
the computation cost of in the larger model (i.e. 1-D model in this case) but
without compromising much of the accuracy comparing to a radiative trans-
fer model. The 1-D model also incorporated the newly developed air-snow
interaction model (Model 2 presented in Ch. 4), which provided a reason-
ably estimation of concentration of NO3 – in skin layer snow by assuming the
major interface between air and snow grain is air-ice and any liquid present
above the eutectic temperature is concentrated in micropockets as suggested
by Domine et al. (2013b).
However, there are still uncertainties and deficiency in the newly devel-
oped 1-D air-snow exchange model, which might be able to identify and re-
solve with future field, laboratory and modeling studies. The uncertainties in
the models are identified into three main categories: 1) description of snow,
i.e. the size of the snow grain, the air-snow interface and location of impu-
rities; 2) physical processes ; 3) chemical processes and 4) description of the
atmosphere.
6.1 Description of Snow
One simplification that made in the air-snow exchange model presented here,
and in most of the snow models, is that the snow grains are spherical with an
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effective radius, Reff . This simplification is very unlikely to be true as various
shapes of snow grain can be found within the snowpack. The Reff is an im-
portant parameter for quantifying the uptake of impurities into snow grain
and can be estimated from the specific surface area, SSA (Eq. 2.16 Bartels-
Rausch et al., 2014). However, there is no SSA data recorded together with
the validation datasets and that estimation had to be made based partly on
observations by other studies (See Ch. 2.6.4 for details). At Dome C, the in-
terannual variability in SSA of the surface snow is small (Picard et al., 2016)
but the spatial variability in the vertical SSA profile, especially in the top 15
cm of the snowpack, is significant (Gallet et al., 2011). The vertical profile of
SSA is related to the stratification of the snowpack, i.e. small rounded grain
and surface hoar have a SSA∼23-53 m2kg−1, wind crust snow has a SSA∼20-
40 m2kg−1, faceted crystal has a SSA ∼13-24 m2kg−1, and depth hoar has a
SSA ∼10-18 m2kg−1 (Gallet et al., 2011). The SSA profiles of the top 70 cm of
the snowpack at Dome C has a maximum coefficient of variation (standard
deviation divided by mean) of 35 % (Gallet et al., 2011). Even though the
sensitivity test performed in Ch. 4, Sect. 6.5 suggests the air-snow interaction
model is not that sensitive to the value of SSA, the range of SSA being tested
(±10%) is a lot smaller than the natural variability of the snowpack. There-
fore, to reduce the uncertainties in the uptake of chemical species, SSA profile
should be measured in future field studies.
Nonetheless, the two major uncertainties in snow photochemistry are still
remain as the lack of understanding in the physical and chemical properties
of the interface between air and snow grain and the location of impurities in
snow, which both have an impact on the mass transfer of chemical species
between air and snow as well as the reaction rate in snow (Ch. 1). Therefore,
the focus of this study is on improving our understandings in the air-snow
interaction and the location of impurities via modeling studies. The air-snow
interaction models presented in Ch. 4 suggests at low temperature, the air-
snow interface is ice and NO3 – can be found in both at the surface of the
snow grain and within the bulk. The concentration of NO3 – in the ‘ice-phase’
is defined by non-equilibrium surface adsorption on ice and co-condensation
coupled with solid-state diffusion within the bulk ice. However, there are
few physically-based parameterisations that adopted in the models can be
improved by future laboratory experiments to reduce the model uncertain-
ties, such as the Langmuir adsorption equilibrium constant on ice, Keq, max-
imum number of adsorption sites, Nmax, and solid-state diffusion coefficient,
kdiff .
The parameterisations of Keq and the value of Nmax recommended by
Burkholder et al. (2015) and Crowley et al. (2010) only valid between 214-240
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K. In the models, the parameterisation of Keq by Burkholder et al. (2015) is
extended to colder temperatures (T<214 K, Fig. 2.13). It has been suggested
that at T < 210 K, the uptake via adsorption is continuous and irreversible and
cannot be described by Langmuir model (Crowley et al., 2010, and references
therein). Therefore, the extending the parameterisation to lower temperature
likely leads to underestimation of the number of molecules adsorbed onto
the ice surface. On the other hand, the value of Keq was fixed to the value
of Keq at 240 K for T > 240 K, which is likely to overestimate the number
of adsorbed molecules at the ice surface. The adsorption mechanism at T <
210 and T > 240 K needs to be examined further to have a more accurate pa-
rameterisation at these temperatures. Improving the parameterisation at a
lower temperature is not only beneficial to estimate the air-ice interaction in
Antarctica in the winter time, that is below 241 K in general, but also useful
for the air- cloud droplet interaction in the stratosphere. However, parame-
terising the adsorption mechanism at T>240 K might be challenging as the
surface structure of ice is likely to become more disorganised as temperature
increases.
Moreover, the air-snow interaction models, Model 2, presented in Ch. 4,
assume that the adsorbed nitrate molecules can diffuse into the bulk ice as
suggested by other studies (Abbatt, 1997; Huthwelker et al., 2004; Cox et
al., 2005). Here, the diffusion of nitrate into the bulk is controlled by the
concentration gradient between the surface and the centre of the snow grain
and the solid-state diffusion coefficient. However, the exact diffusion kinetic
of the adsorbed species is still unclear, further investigation in the laboratory
is required in the future to better parameterised the diffusion process of the
adsorbed molecules into the bulk.
The air-snow interaction models, Model 1 & 2, presented in Ch. 4 both
have a temperature dependent multi-phase interaction. For Model 1 in Ch.
4, when the temperature is above a certain threshold, the air-snow interface
is a disordered interface (DI). The DI is assumed to have a hybrid physical
properties between liquid water and ice, i.e. the partitioning coefficient of
DI is assumed to be the same as that measured in liquid, yet, the diffusivity
of DI is assumed to be that measured in solid ice, and to have an infinites-
imal thickness (Ch. 4, Sect.3.1.2). Model 1 only provide a good estimation
of the concentration of NO3 – in surface snow at cold Dome C but not at the
relatively warm site Halley (Ch. 4, Sect. 5) suggesting the partitioning and
diffusivity of DI might be similar to that measured in ice at low temperature
and relatively low impurities concentration and as the temperature and/or
concentration of impurities increases the physical properties of the DI change
towards to those measured in liquid.
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Therefore, the poor performance of Model 1 at the relatively warm site,
Halley, might down to the poor parameterisations of the properties of the
DI at warmer temperatures. It has been observed in laboratory experiments
that the crystal structure at the air-ice interface becomes more and more dis-
ordered as the temperature approaches melting temperature. The observed
thickness of this disorder surface structure varies from a monolayer to a few
hundreds nm depending on the temperature and the measuring technique
(BartelsRausch et al., 2014). It is also suggested that the impurities concen-
tration in the snow can affect the thickness of the DI. Future laboratory ex-
periments need to focus on how the physical properties, such as partitioning,
diffusivity, and thickness, of the interface between air and snow changes with
temperature, as well as the concentration of impurities, in order to parame-
terise the DI more accurately.
Another temperature dependent multi-phase air-snows interaction model,
Model 2, presented in Ch. 4, assumes majority of the air-snow interface is air-
ice and only when the temperature is above the eutectic temperature that
liquid co-existed with ice in the form of micropockets located between grain
boundaries and grooves. The modelled results from Model 2 agreed well
with the observed NO3 – concentration in snow for both of the validation
sites without requiring any tuning parameters to fit the model results with
observations. It suggests, in the warmer months, the concentration of NO3 –
in snow is mainly governed by equilibrium solvation into the liquid microp-
ocket (Ch. 4-Fig. 5B & 6B). There are various assumptions made regarding
the existence and the physical properties of the liquid micropocket in this
study, such as the micropocket is 1) only co-exist with ice when temperature
is above eutectic temperature; 2) located between grain boundaries or triple
junctions that the grain surface area they cover is negligible; and 3) treated as
ideal-solution that Henry’s Law is used to describe the partitioning between
air and micropocket.
For simplification, the eutectic temperature, Te, was based on a system
containing most abundant solute within snow such as HNO3 at Dome C
or NaCl at Halley and H2O. Including other ionic components is likely to
lower the eutectic temperature compared to a two-component system, i.e.Te
of H2SO4-H2O binary system is ∼ 200 K (Zeleznik, 1991), depending on the
mixing ratio of each ionic components. Thermal analysis is required of detect-
ing the eutectic temperature of various multi-components system. Moreover,
as mentioned in Ch. 2.5.1, the liquid micropockets are treated as an ideal
solution, which is not likely to be the case in reality. The impacts of the non-
ideality in the concentrated liquid micropocket should also be examined by
laboratory experiments.
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6.2 Physical Processes
There are a lot of different physical processes included in the 1-D air-snow
model, such as radiative transfer, heat transport, vertical mass transport and
exchange between air and snow. In this study, the uncertainties caused by
applying the e-folding depth parameterisation for radiative transfer on the
photochemical production of NOx in snow were assessed (Ch. 3). Different
snowpack types, i.e. cold polar, windpacked, and melting snow, with var-
ious concentration of light-absorbing impurities, i.e black carbon (BC) and
humic like substances (HULIS), were investigated. The e-folding depth pa-
rameterisation found to be sufficient for estimating the attenuation of actinic
flux within typical cold polar snowpack and that the e-folding depth param-
eterisation is recommended to be incorporated into larger-scale models for
estimating photolysis reactions in snow to reduce computation cost.
The range of BC and HULIS concentrations used in Ch. 3 were limited
to the typical concentration that found in polar snow. However, snow from
the high Asian glaciers and mountains, which has more influence from the
anthropogenic sources, can have a BC mass ratio up to 1000 ng g−1 (Schmale
et al., 2017), an order of magnitude larger than the maximum BC concentra-
tion used in the study. Moreover, for the e-folding depth parameterisation
to be incorporated into global models, other light-absorbers that found in
snow, such as mineral dust, that have different spectral dependencies should
be examined too. Mineral dust is a collective term referring to minerals con-
taining aerosols, such as sand from the desert or soil that generated naturally
or anthropogenically though agriculture or deforestation etc. North Africa,
including the Saharan desert, contribute 62-73 % of the mineral dust in the at-
mosphere, other major contributors of mineral dust are Central Asia (∼ 15%),
and Arabian Peninsula (∼ 11%) (Tanaka and Chiba, 2006). Mineral dust with
diameters smaller than 10 µm can be transported long distances via dust
storms and deposit on snow surface by both dry and wet deposition (Mer-
rill et al., 1989). The mineral dust has been found to be the dominant light
absorber for snow in the mountains of Colorado (Painter et al., 2007) and in
the Qilian Mountains (Wang et al., 2014).
The absorption coefficient of mineral dust is determined by the relative
abundance of each mineral and how the minerals are mixed in aerosols and
that the absorption of mineral dust can have a large variation depending on
it originate locations, i.e. mineral dust entrained in the Sahelian region in
Africa has a high-Fe/Al ratio due to the abundance of ferralitic soil (Soko-
lik and Toon, 1999). The composition of soils vary from region to region,
for example, the clay fraction of soils from the arid and semiarid region of
China and Mongolia are mainly composed of illite, kaolinite, and smectite,
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and the silt fraction is rich in quartz and feldspars with smaller amounts of
calcite, iron oxides, i.e. hematite (Fe2O3) and goethite (FeO(OH)), and gyp-
sum (Wang et al., 2014). Quartz, calcite and gypsum were found to have
insignificant absorption at UV and visible wavelength, therefore, their con-
centration is possibly less important in this content as the photochemical ac-
tive wavelength is in the UV region. On the other hand, hematite has strong
absorption bands in the UV and visible wavelengths of all the major minerals
studied (Lafon et al., 2006) that the absorption coefficient of mineral dust, es-
pecially in the UV, is sensitive to the content in iron oxides, despite their low
concentration in the dust aerosol (Linke et al., 2006). Therefore, for a com-
plete assessment of the impact of parameterising the attenuation of actinic
flux into snow on the photochemical production of NOx and OH radicals in
snow, further modeling exercises that include a larger range of BC concen-
tration and other light-absorbing impurities, i.e. Hematite and goethite, are
needed.
The heat transport in the snowpack had been well characterised and pa-
rameterised from previous studies, e.g. Albert, 1996, and it has been re-
confirmed in this study that the heat transport model successfully captured
the variabilities observed in measured data at the different depth of the snow-
pack (Fig. 2.5). The temperature profile also shown a temperature gradient
exerts in the snowpack, especially across the top few cm, due to the diurnal
cycle. The air and the surface of the snowpack are warmed during the day
from the sun and cooled radiatively at night. Temperature gradient causes
morphological changes to size and shape of the snow grain. Pinzer et al.
(2012) observed a redistribution of ice mass up to 60% within natural snow
under an alternating temperature gradient of 50 K m−1 during a 12 hour pe-
riod. However, the redistribution of impurities under temperature gradient
is still unclear. Laboratory experiments are required to investigate how tem-
perature gradient can affect the redistribution of impurities within the grain
and, hence, the quantum yield of the photolysis reaction.
Another physical process based uncertainty would be the lack of physi-
cal exchange of chemical reactive nitrogen species other than HNO3 between
air and snow. The models presented in Ch. 4 are specially developed to
model the interaction of HNO3 between air and snow, as HNO3 is thought to
contribute to NO3 – deposited in the Antarctic snow (Michalski et al., 2005).
Thus the models did not include deposition of particulate nitrate or nitrate
aerosol. However, other forms of atmospheric nitrate, attributed to sea-spray
or mineral dust, had been measured in the polar regions. It has been sug-
gested that the sea salt (NaCl) can react with HNO3 to form sodium nitrate
(NaNO3, R27). This modification of sea salt can happen in the atmosphere
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during transport from coast to inland (Iizuka et al., 2016).
NaCl + HNO3 −−→ NaNO3 + HCl (R27)
This modification of sea salt and HNO3 by reaction R27 mainly happens
around the coastal area (70-74◦S) and at an altitude below 3000 m a.s.l. that
almost no sea salt left for the reaction at high altitudes and further inland
(Iizuka et al., 2016).
Furthermore, mineral dust does not only alter the optical properties of
the snow, in fact, mineral dust also plays a major role in the chemistry of
the atmosphere. More than 40 % of the total nitrate in the atmosphere is
coupled with mineral dust (Usher et al., 2003). The major source of min-
eral dust to East Antartica is in the southern South America region, where
the fine dust particles are transported by Westerlies wind. The dust from
the southern South America region contains calcic-rich plagioclase and cal-
cite minerals, i.e. calcite (CaCO3) and dolomite (CaMg(CO3)2) (Zárate, 2003),
which can react with HNO3 or N2O5 in the atmosphere to form calcium ni-
trate (Ca(NO3)2) and magnesium nitrate (Mg(NO3)2), respectively, as follow
(Mahalinganathan and Thamban, 2016; Bjorkman et al., 2014):
CaCO3 + 2 HNO3
%RH−−−→ Ca(NO3)2 + CO2 + H2O
(R28)
CaCO3 + N2O5
%RH−−−→ Ca(NO3)2 + CO2
(R29)
CaMg(CO3)2 + 4 HNO3
%RH−−−→ Ca(NO3)2 + Mg(NO3)2 + 2 CO2 + 2 H2O
(R30)
CaMg(CO3)2 + 2 N2O5
%RH−−−→ Ca(NO3)2 + Mg(NO3)2 + 2 CO2
(R31)
The reaction between mineral dust and HNO3 or N2O5 is enhanced under
humid condition (Goodman et al., 2000). The formation of Ca(NO3)2 is likely
to form in the atmosphere during the transport of mineral dust from south-
ern South America to the Antarctic region (Mahalinganathan and Thamban,
2016). Majority of the Ca(NO3)2 aerosols deposited in the near-coastal re-
gions (Mahalinganathan and Thamban, 2016). Therefore, neglecting the dry
deposition of nitrate aerosol such as NaNO3 or Ca(NO3)2, especially near the
coastal regions, is likely lead to underestimation of the concentration of NO3 –
in snow.
Furthermore, the concentration of nitrate in the surface snow that con-
tribute from wet deposition is also missing from the models. The snow droplet
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scavenges reactive nitrogen from the atmosphere that produced either natu-
rally, i.e. solar activity, and lightening or anthropogenically, i.e. biofuel burn-
ing. It has been suggested that NOx are formed by ionising nitrogen in the
middle stratosphere (∼ 30 km) and above during high-intensity solar proton
events (SPEs) (Melott et al., 2016). The NOx produced in the stratosphere is
most likely transported to the ground by large-scale downwelling of air in
polar winter. This transportation is a slow process that could take months
to years, of which the NOx would be broad and diffuse or diluted by other
sources (Wolff et al., 2016). However, it has also been suggested during hard-
spectrum SPEs, the protons would have high enough energy to ionise nitro-
gen in the lowermost stratosphere and upper troposphere (below∼ 20 km) to
form NOx (Melott et al., 2016; Duderstadt et al., 2016). The NOx produced by
SPEs is often assumed to be converted to HNO3, which then deposited onto
cloud droplets and transported downward to ground level as rain or snow
(Melott et al., 2016). Hence, a significant and sharp enhancement in snow
precipitation might be detected subsequent to a hard-spectrum SPEs.
Whereas anthropogenically produced NOx can have a strong influence
on the wet deposition of NO3 – in the mid-latitude regions. A snow NO3 –
concentration up to 2-10 times higher than those measured in the polar re-
gion had been measured in Tianshan, China (Zhang and Edwards, 2011).
Therefore, the future version of the skin layer exchange model should in-
clude wet deposition and coupled with chemical transport model, i.e. Whole
Atmosphere Community Climate Model, WACCM, that includes ionisation
by SPEs, to provide a better estimation of NO3 – in skin layer snow.
To summarise, the future laboratory studies should focus on the redistri-
bution of NO3 – in snow under temperature gradient and the future air-snow
modeling development should include dry deposition of nitrate aerosol and
wet deposition by coupling with chemical transport model.
6.3 Chemical Processes
The emission of NOx from snowpack to the overlying atmosphere is driven
by the photolysis of NO3 – in snow, yet, the quantum yield for the photolysis
of NO3 – is still remained as the one of the main uncertainties when estimat-
ing the emission flux of NOx. In this study the quantum yield for the photol-
ysis of NO3 – is parameterised as a function of temperature and wavelength
(Chu and Anastasio, 2003). However, the quantum yield for the photolysis
of NO3 – has also been suggested to be strongly dependent on the location of
NO3 – within the snow grain (See Ch.1.2.5). Meusinger et al. (2014) recorded
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that the quantum yield for loss of NO3 – by photolysis reaction, ΦR1+R2, re-
duced to only ∼7 % of its original value after exposing to UV radiation at -15
◦C for ∼17-33 Antarctic sunny day equivalents (Nasd, of which Nasd = 1 cor-
responds to the number of photons absorbed by nitrate in one sunny day at
Dome C). They parameterised the quantum yield as an exponential function
that depends on Nasd.
Despite the study of Meusinger et al. (2014) suggests the quantum yield
reaches minimum (ΦR1+R2 = 0.003) afterNasd =17-33, some parts of the Antarc-
tica the NO3 – in snow can remains in the photic zone (the top ∼ 30- 60 cm of
the snowpack, France et al., 2011) up to 6.5 years due to the low accumulation
rate. To access the applicability of the parameterisation for the entire snow
column in the photic zone, especially for sites with low accumulation rate, the
experiment should be repeated with snow samples collected at the various
depth of the snowpack to examine if the quantum yield reduces further after
even longer exposure of radiation. Meusinger et al. (2014) also suggested the
quantum yield for loss of nitrate might be influenced by other factors, such as
the chloride concentration and the snow type (wind-blown or wind-packed).
Future laboratory studies should investigate how the presence of other im-
purities and size of the snow grain might have an impact on the quantum
yield for loss of nitrate.
In the 1-D model presented in Ch. ??, the interaction between air and
snow is assumed to be multi-phased, which included an air-ice and/or an
air-liquid micropocket interactions depending on the temperature. The only
condensed-phase reactions (in ice and in liquid micropocket) are the photoly-
sis of NO3 – and NO2 – . The photochemically produced NOx and OH radical
are transferred from the snow grain to the snow interstitial air (SIA) by as-
suming the quantum yield for photolysis of NO3 – has taken the cage effect
into account. The partition of other species, such as Ox and HOx, between air
and snow and the subsequence dissociation and condensed-phase reactions
are not included in the newly developed air-snow model. The partitioning
between air and ice, solubility in ice as well as the chemical reaction rates of
those species are not clear and future studies should focus on parameterising
the air-ice partitioning of different chemical species.
Neglecting the mass transfer into the liquid-micropocket, the subsequence
aqueous-phase photolysis reactions and dissociation are also neglected, such
as the photolysis of aqueous-phase O3 to form H2O2 (R32), which can be fur-
ther photolysed as OH (R33 ) or dissociated into hydrogen ion (H+) and hy-
droperoxyl anion (HO2 – , R35), and dissociation of HO2 to H+ and O2 – (R35)
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as follow:
O3 + hv (
+ H2O) −−→ H2O2 + O2 (R32)
H2O2 + hv −−→ 2 OH (R33)
H2O2 −−⇀↽− H+ + HO2− (R34)
HO2 −−⇀↽− H+ + O2− (R35)
The dissociated ions could react with other species in the aqueous-phase, for
example (a complete list of aqueous-phase photolysis reactions and reactions
are described in details in Toyota et al., 2014):
OH + OH −−→ H2O2 (R36)
OH + HO2 −−→ H2O + O2 (R37)
OH + O2
− −−→ OH− + O2 (R38)
H2O2 + OH −−→ HO2 + H2O (R39)
HO2 + HO2 −−→ H2O2 + O2 (R40)
HO2 + O2
− −−→ HO2− + O2 (R41)
Therefore, neglecting the mass transfer of HOx, H2O2 and O3 between the
liquid-micropocket and SIA might have an impact on there mixing ratio and
the distribution within the SIA, especially the highly soluble HOx and H2O2.
The future development should include these mass transfer and the subse-
quence dissociation and aqueous-phase reactions.
Besides the aqueous-phase reactions, the 1-D model is missing the snow
chemistry of halogen, which been suggested to be important in polar bound-
ary layer chemistry, especially for coastal sites or over sea ice that has the
most deposition of sea salt aerosols onto the snow grain and sea ice (e.g. Saiz-
Lopez et al., 2007; Simpson et al., 2007; Grannas et al., 2007). For example, the
bromide (in the form of Br– ) contained in sea ice and snowpack can turn into
reactive bromine (BrO and Br) via a series of heterogeneous and photochem-
ical reactions (R42 & R43) then emit to the atmosphere. The reaction between
reactive bromide and with O3, which is one of the major pathways for O3
destruction in the troposphere in polar region in spring time (Grannas et al.,
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2007), can leads to a series of chain reactions, known as the bromine explo-
sion, which included the following reactions (Simpson et al., 2007):
HOBr + Br− + H+ −−→ H2O + Br2 (R42)
Br2 + hv −−→ 2 Br (R43)
Br + O3 −−→ BrO + O2 (R44)
BrO + HO2 −−→ HOBr + O2 (R45)
(R46)
Net: Br− + H+ + HO2 + O3 −−→ Br + H2O + 2 O2
Note that the reaction R42 is a multi-phase reaction. It has been suggested
that reaction R42 happens in the liquid brine solution co-exiting with ice,
which might consist of 3 sub-step: 1) uptake of gas phase HOBr; 2) reaction
in brine solution; and 3) releasing the dissolved Br2 gas (Simpson et al., 2007).
The ’Bromine explosion’ or the halogen chemistry can significantly alter the
concentration of tropospheric O3, especially during springtime in polar re-
gions when sunlight returns yet temperature remind low (< -20◦C), which
often referred as the "ozone depletion events" (ODEs).
The presence of halogen oxides (XO) can shorten the lifetime of NOx as
well, via halogen oxidation process (Bauguitte et al., 2012).
NO + XO −−→ X + NO2 (R47)
NO2 + XO
M−−→ XNO3 (R48)
Reaction R47 is a rapid reaction that the presence of halogen oxides can sig-
nificantly decrease the ratio of NO/NO2. Therefore, the chemistry of halogen
and uptake of halogen nitrate should be included in the NOx cycle model,
especially the site of interest is near the coast which has more influence from
halogen compounds (Saiz-Lopez et al., 2007).
To summarise, the future laboratory studies should focus on the improv-
ing our knowledge on the quantum yield of the nitrate photolysis in snow as
well as the partitioning of various species between air and snow and the fu-
ture modeling development should includes the condensed-phase reactions
and halogen chemistry .
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6.4 Description of the Atmosphere
The model presented in Ch. ?? is constrained by the concentration of HNO3
and NOx observed in the atmospheric boundary layer, ABL, above the snow-
pack with an assumption that the ABL is well mixed. However, the next gen-
eration models should include both chemical and physical processes in the
ABL in order to describe the interactive processes between ABL and snow-
pack. Field studies have found the concentration of gas-phase species emit-
ted from the snowpack to the overlying atmosphere is controlled mainly by
the dynamic of the ABL, such as the height of the ABL and the turbulence
diffusivity (King et al., 2006; Anderson and Neff, 2008; Frey et al., 2013).
The height of the ABL and the turbulence diffusivity both depends on the
wind speed and temperature at the surface. The height of the ABL increases
as surface wind speed and temperature increases. At low wind speed, the
height of the ABL is mainly controlled by the surface temperature and would
have a clear diurnal pattern, i.e. maximum ABL height is expected to occur at
local noon concurrent the maximum surface temperature and minimum ABL
height in the evening correspond to nighttime radiative cooling (Toyota et al.,
2014). At high wind speed, the height of the ABL is mainly controlled by the
surface wind speed rather than the temperature, i.e. the diurnal variation
of the ABL height is insignificant at wind speed above 8 ms−1. Toyota et al.
(2014) shown the maximum ABL height increased from 44 m to 268 m when
the wind speed at 2 m above the surface increased from 2 ms−1 to 8 ms−1. The
height of the ABL have an impact on the rate of accumulation of chemical
species that emitted from the snow, i.e. a stable shallow ABL allows chemical
species to accumulate a lot more rapidly than an unstable and turbulence
ABL and hence resulted a high concentration in the ABL.
The vertical mixing in the ABL is through the action of buoyancy turbu-
lence (free convection) and shear-driven turbulence (forced convection). The
efficiency of the turbulent mixing can be described as the diffusion coeffi-
cient, Kc, which can be used to calculate the diffusive flux, F , of a trace gas
by Fick’s Law (Anderson and Neff, 2008):
F = Kc
∂C
∂z
(6.1)
where ∂Cz is the concentration gradient across two different heights. The dif-
fusion coefficient, Kc, increase as temperature, wind speed, and ABL height
increases. From Eq. 6.1, for a given concentration gradient, increase in Kc
would increase the flux.
Thus, increase in temperature and wind speed increases the ABL height
and the diffusion coefficient,Kc, and, hence, the vertical mixing, which causes
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the atmospheric concentration of the chemical species emitted by the snow-
pack to dilute. Therefore, a fully coupled atmosphere-snow model with an
accurate description of the atmospheric boundary layer dynamics is required
to predict the impact of snow emission to the overlying atmosphere. Fu-
ture air-snow model development should be based on the existing air-snow
chemistry models, such as MISTRA-SNOW (Thomas et al., 2011) or PHAN-
TAS (Toyota et al., 2014), that coupled to the 1-D atmospheric boundary layer
model describing the gas, aerosol and cloud droplet chemistry as well as dy-
namics and thermodynamics of the ABL.
Besides model development, as shown in Table 4 in Ch. 4, the air-snow
interaction models are sensitive to the observed atmospheric concentration
of HNO3 and the measured concentration of NO3 – in the skin layer snow.
In order to reduce model uncertainties, the snow samples of the skin layer
should be collected more carefully and strictly restricted to from the top few
mm rather than the top few cm. Moreover, both atmospheric concentration of
HNO3 and particulate nitrate (p-NO3 – ) should be measured simultaneously,
such that the uptake of HNO3 or p-NO3 – can be modelled separately.
6.5 Outlook
6.5.1 Validation Sites
It is the first time that two sets of year-round observations from two Antarctic
sites, Dome C and Halley, are available for validating an air-snow interaction
model. This is significant as the two sites have a very different atmospheric
composition and significant meteorological differences (See Ch. 2.6.1). How-
ever, it will be beneficial to validate the models with long-time series obtained
from other locations that might have a warmer temperature (occasionally
above freezing) or larger daily temperature variation or has larger influence
by anthropogenic pollutants, i.e the Arctic or Asian mountains. Moreover,
the future field campaign should measure the concentration of atmospheric
nitric acid and particulate nitrate, the concentration of NO3 – and the ionic
strength from the snow at the top few mm of the snowpack as well as record
the SSA and precipitation events to reduce the uncertainties in the model.
6.5.2 Air-Ice Interaction of Species Other than HNO3
As mentioned in Ch. 1 that most current air-snow chemistry models assumed
all the chemical reactions in snow take place in the DI, which has the same
chemical properties as the aqueous solution, and hence, the rate of reactions
are adopted from aqueous-phase and the partitioning between air and snow
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is described by Henry’s Law (e.g. Toyota et al., 2014). This work, as described
in Ch. 4, suggests that liquid can co-exist with ice when the temperature is
above the eutectic temperature and the liquid is in the form of micropocket
located within grain boundaries or triple junction as suggested by Domine
et al. (2013b). Under such conditions, the air-snow interaction is dominated
by the partitioning between air and the liquid micropockets of which the par-
titioning of species between air and liquid micropocket can be expressed by
Henry’s Law. However, for temperatures below the eutectic temperature, the
air-snow interaction is driven by the interaction (adsorption + solid-state dif-
fusion) between air and ice. Therefore, the air-ice interaction of other species
should not be neglected, especially at sites that experience low temperature.
Future laboratory studies need to focus on gaining a better understanding of
the thermodynamic and chemical properties, such as the air-ice partitioning,
adsorption equilibrium, maximum adsorption site and solid-state diffusion
coefficient, of various species in ice.
6.5.3 Modeling the Air-Snow Interaction of Other Acidic Gases
The partition of acidic gases and ice is not only important for understanding
the NOx emission from snow but also for understanding the role of acidic
hydrate in atmospheric chemistry. Acidic gas, such as hydrochloric acid
(HCl), can be produced by volcanic eruptions, which is then removed from
the troposphere by precipitation due to its high solubility. In the strato-
sphere, the anthropogenically produced chlorofluorocarbon (CFCs) can be
broken down by the solar radiation to from active chlorine, i.e. chlorine rad-
icals (Cl) and chlorine monoxide (ClO), which leads to a direct destruction
of O3 (Seinfeld and Pandis, 2012). The chlorine radical (Cl) can also react
with methane (CH4) to form HCl, which can be taken up by polar strato-
spheric cloud (PSC). Heterogeneous reactions of HCl with chlorine nitrate
(ClONO2) or hypochlorous acid (HOCl) can occur on PSC surface as follow
(Huthwelker et al., 2006)
HCl −−→ H+ + Cl− (R49)
Cl− + ClONO2 −−→ Cl2 + NO3− (R50)
Cl− + HOCl −−→ Cl2 + OH− (R51)
The molecular chlorine (Cl2) that form on the PSC surface can then leave
the surface to the gas phase. These are the reactions that responsible for the
build up of high Cl2 concentration in polar winter, which leads to significant
O3 destruction when the sun rises again in spring time in Antarctica. A phe-
nomenon is known as the O3 hole.
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The interaction between HCl and ice has been studied intensely on ice
clouds but ont on surface snow. The uptake mechanisms of HCl is found to
be similar to the uptake of HNO3, of which the adsorption of HCl molecules
on ice is reversible and HCl can form solid-solution with ice. The air-ice in-
teraction models presented in Ch. 4 should be modified for uptake of HCl
and validated against field data.
6.5.4 Global Model
Box and 1-D exchange models are developed to describe the nitrogen cycle
in the snowpack and the overlying atmosphere in the Antarctica and Arctic.
Zatko et al. (2016a) also incorporate an idealised snowpack along with ra-
diative transfer model into global transport model to estimate investigate the
recycling and redistribution of reactive nitrogen and its spatial variability in
Antartica and Greenland. However, up to 40 % of the land on Earth is snow-
covered at given time that the photochemistry in snow might have a wider
impact to the boundary layer chemistry elsewhere, such as high mountains
in Asia or seasonal snowpack in urban area (Grannas et al., 2007).
The emission of NOx from snow in the urban area is expected to have a
small contribution to the mixing ratios of total NOx, OH and O3 in the bound-
ary layer as its proximity to pollution sources from heavy traffic, dense pop-
ulation and a lot of factories. Nevertheless, NOx flux from snow still requires
a better understanding to evaluate the natural background levels of chemical
species as well as the extent of anthropogenic pollution effect on the chem-
istry of the atmosphere, especially on the tropospheric O3. Future model
studies should focus incorporates a realistic snowpack with photochemistry
and air-snow interaction into a global model to investigate the impacts of
snow NO3 – photolysis and NOx recycling on boundary layer chemistry and
radiative forcing in all snow covered area.
Moreover, this study found that the e-folding depth parameterisation can
provide a reasonable estimation of photolysis rate coefficient profile in cold
polar or heavily polluted snow, which is commonly found in urban area or
high Asia mountains (Wang et al., 2014; Schmale et al., 2017, e.g.). In regions
or area that those criteria do not meet, then a chemical species specific correc-
tion factor, C, can be applied to minimise the errors. Therefore, in the future,
it is not necessary to incorporate a radiative transfer model to the global trans-
port model when studying impacts of snow photochemistry, instead, uses the
e-folding depth parameterisation to reduce the computational cost.
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Chapter 7
Conclusion
The main aim of this study is to improve the parameterisation for quantifying
the emission of NOx from snow to the overlying atmosphere and the findings
of this study can be summarised as to four main points.
1) Radiative transfer models that contain a snow module, such as TUV
by Lee-Taylor and Madronich (2002), can model the complex relationship be-
tween actinic flux, and hence the photolysis rate coefficient, and depth at
the top few cm of the snowpack caused by the rapid changing contributions
of direct and diffuse radiation, but it is computational costly when incorpo-
rated into larger scaled models. In this study, the impact of using a simple
e-folding depth parameterisation to estimate the attenuation of actinic flux in
the snowpack on the photochemical production rate compared to TUV was
being assessed. It is concluded in the UV-A region (320-400 nm), which is the
wavelength range correspond to the photolysis reaction of NO3 – , NO2 – , NO2
and H2O2, the simple e-folding depth parameterisation provides a compara-
ble results to TUV for typical cold polar and wind-packed snowpack. The e-
folding depth parameterisation causes underestimation (up to 30 % smaller)
of photochemical production for melting or clean snowpack at solar zenith
angles or effective solar zenith angle (e.g. on a slope) smaller than 37◦ due
to the enhancement of actinic flux in the near-surface layer. The e-folding
depth parameterisation for the photochemical production under those cir-
cumstances can be improved by applying the solar zenith angle dependent
and chemical species specific correction factor, C(θ), and the computation
cost can be reduced without compromising the accuracy.
2) The location of the reactive chemical species and the interactions be-
tween air and snow grain still remains as the major uncertainty in snow
photochemistry. The modelling study presented here suggested the inter-
face between air and snow is dominated by air-ice at all temperatures below
melting of ice and that liquid co-exists as micropocket located between grain
boundaries at temperature above eutectic temperature. The concentration of
nitrate in snow can be described as non-equilibrium adsorption on ice and co-
condensation couple with solid-state diffusion into the bulk, plus equilibrium
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solvation into the liquid micropocket at temperatures above the eutectic. A
non-equilibrium air-ice interaction is taken as the typical gas-phase concen-
tration of HNO3 in the Antarctica is low and the surface of the snow grain
is likely to be dynamic due to the constantly existing temperature gradient
that causes redistribution of water molecules. On the other hand, the volume
of the co-existing liquid at temperatures above eutectic temperatures is likely
to be small so that instantaneous equilibrium is possible. The air-snow grain
exchange model developed based on these physical processes above has suc-
cessfully reproduced the concentration of nitrate in surface snow at Dome C
and Halley without requiring any tuning parameters.
3) The air-snow grain exchange modelling study also suggests the phys-
ical properties of the air-snow grain interface might change from those ob-
served in solid ice to those observed in liquid water as the temperature in-
crease towards the melting temperature and as the concentration of chemical
impurities increases. Future laboratory experiments should focus on estab-
lishing a relationship between temperature and the physical properties of the
air-snow grain interface.
4) An 1-D air-snow photochemical model incorporated a temperature de-
pendent multi-phase interaction model, based on non-equilibrium adsorp-
tion on ice and co-condensation couple with solid-state diffusion into the
bulk, plus equilibrium solvation into the liquid micropocket at temperatures
above the eutectic, does not manage to reproduce the diurnal profile of NOx
due to the poor model constraints and instability. The 1-D air-snow model
has to be further developed to access if the temperature dependent multi-
phase interaction model can represent the mass transfer of chemical species
between SIA and snow grain. At it stand, the model predict an average emis-
sion flux of NO2, FNO2 , 3× 1012 molecule m−2 s−1, which is almost half of the
observed emission flux of NOx (Frey et al., 2013).
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Appendix A
Maths Derviation
A.1 Deviation of Mass Transfer Coefficient, kmt
The mass transfer coefficient, kmt, for transfer mass to and from gas-phase to
condensed phase is deviated by assuming the fluxes of gas-phase diffusion,
Jg (Eq. 2.23), and interfacial mass transport, Jb (Eq. 2.24), is equal:
Jg = Jb
−Dg
r
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(A.1)
Substituting Eq. A.1 to Eq. 2.22
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For a liquid droplet with a radius r, Eq. A.2 is written as
dca
dt
=
4pir2
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(A.3)
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Appendix B
Reproduction of Fig. 6 in Ch. 2
For better readability the Fig. 6 in Ch. 2, “The impact of parameterising
light penetration into snow on the photochemical production of NOx and
OH radicals in snow", is reproduced below.
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