This paper compares the performance of two different high-precision, photometric measurement techniques for bright (<11 magnitude) stars using the small telescope systems that today's amateur astronomers typically use. One technique is based on recent work using a beam-shaping diffuser method (Stefansson et al., (2017) ) and (Stefansson et al. (2018) .) The other is based on the widely used "defocusing" method. We also developed and used a statistical photometric performance model to better understand the error components of the measurements to help identify and quantify any difference in performance between the two methods. The popular light curve analysis package, AstroImageJ (Collins et al. (2017)), was used for the exoplanet image analysis to provide the measured values and exoplanet models described in this study. To measure and understand the effectiveness of these techniques in observing exoplanet transits, both methods were used at the Mark Slade Remote Observatory (MSRO) to conduct in-transit exoplanet observations of exoplanets HAT-P30b/WASP-51b, HAT-P-16b, and a partial of WASP-93b. Observations of exoplanets KELT-1b and K2-100b and other stars were also performed at the MSRO to further understand and characterize the performance of the diffuser method under various sky conditions. In addition, both in-transit and out-of-transit observations of exoplanets HAT-P-23b, HAT-P-33b, and HAT-P-34b were performed at the Conti Private Observatory (CPO). We found that for observing bright stars, the diffuser method outperformed the defocus method when using small telescopes with poor tracking. We also found the diffuser method noticeably reduced the scintillation noise compared with the defocus method and provided high-precision results in typical, average sky conditions through all lunar phases. The diffuser method ensured that all our observations were scintillation limited by providing a high total signal level even on stars down to 11th magnitude. On the other hand, for small telescopes using excellent auto-guiding techniques and effective calibration procedures, we found the defocus method was equal to or in some cases better than the diffuser method when observing with good-to-excellent sky conditions.
Historical Background
Amateur astronomers have been pushing the limits of the science and technology of astronomy for more than 300 years. They have also been personally investing in cutting-edge, state-of-the-art technology in pursuit of knowledge and have developed new technologies, processes, methods, and procedures to further improve the performance of their telescopes.
At the turn of the 20th century, educational institutions and government entities began investing in astronomical science and technology to develop large telescope systems, which had become out of reach for even the wealthiest of amateur astronomers. During most of the 20th century, even the most persistent amateur astronomers fell behind the larger institutional observatories in the discovery of new objects. They also were not able to do follow-up observations because most of these objects were not visible to the naked eye. The only area of continued amateur leadership was in comet discovery.
However, toward the end of the 20th century, it was recognized that amateur astronomers were needed after all, and a wave of "pro-am" collaborations began. By that time, professional astronomers doing discovery work were relegated to working with very large, expensive observatories. In the 1990s, amateurs were discovering many minor planets. In previous decades, professionals had viewed these objects as simply a nuisance. Now they were beginning to understand that minor planets represented a potential threat to Earth. The professionals then got involved in minor planet discovery but still needed the follow-up work that amateurs who used professional-level small telescope systems could provide.
By the end of the first decade of the 21st century, instruments, cameras, software, processes, and procedures had improved in performance and decreased in price such that amateurs could once again indulge in pro-am activities in astronomy and make real contributions by doing the follow-up work that professionals did not have the time nor the instruments to do. Other recent improvements in the 21st century include the use of webcam technology for high-resolution lunar and planetary imaging, and spectral gratings mounted in a filter wheel to perform low-resolution (R=150) spectroscopy.
Today, amateur astronomers are partnering with professionals to provide follow-up observations in the areas of minor planets, variable stars, supernova searches, and exoplanet transits, using the modern version of the classic measurement techniques of astrometry, photometry, and spectroscopy (Conti, 2016 .) The most recent, and some could argue, the most interesting area is in observing and measuring exoplanet transits. According to Conti (2016) Presently, not only have amateur astronomers been able to just "detect" exoplanets, but they are now able to provide the precise measurements needed to model the mass and orbital parameters of these planets.
The work discussed in this paper focuses on techniques for improving the photometric precision of small telescopes typically used by many of today's amateur astronomers and expanding their application in observing minor planets, variable stars, and exoplanet transits.
Introduction
The purpose of this project is to study and understand the performance of low to mid-grade, commercial off-the-shelf (COTS) astronomical equipment when making high-precision photometric measurements of bright (i.e., <11 magnitude) stars using the Defocus and Diffuser Methods. If a high level of performance could be demonstrated using one or both methods, it would be helpful to the larger amateur community. The professional community of exoplanet, minor planet, and variable star observers would then also indirectly benefit.
Refractor, Cassegrain, and Newtonian, instruments suitable for amateur astronomer contributions are typically in the size range of 12.7 to 16.5 cm for refractors, and 0.2 to 0.3 m for reflectors. This assumes that proper attention is given to the calibration and measurement processes, methods, and techniques.
Current and future NASA exoplanet missions, most notably the recently launched Transiting Exoplanet Survey Satellite (TESS) mission, may require follow-up observations of a few hundred bright, nearby stars (<11 magnitude) that are reachable by astronomers using such COTS equipment. The more often these exoplanets can be observed, the better their ephemerides can be refined.
Two High-Precision Photometry Techniques
In this paper, we compare two photometric measurement techniques that involve the formation of the image on the camera's image plane and how the point spread function (PSF) characteristics for each technique are different and contribute to the improvement of the photometric measurement error. We also discuss how these techniques are used to minimize the Poisson or shot-noise error so that the limiting factor in the total measurement is the scintillation error. Observations were conducted at the Mark Slade Remote Observatory (MSRO) and at the Conti Private Observatory (CPO.) Further analysis was performed to understand the impact of poor tracking performance on the photometric measurement's precision due to differential calibration errors, referred to as the residual calibration error (RCE) across the image plane. Stefansson et al. (2017) have shown that when using the Diffuser Method, the impact of RCE, is minimal across the image plane and can mitigate the impact of poor tracking on the total photometric error (TPE.) As stated by Stefansson et al. (2017) : The result is that the flat-field RCE is minimized when using the Diffuser Method.
One of the benefits proposed when starting this project was that the impact of the marginal tracking performance typical of many of the amateur instruments in the field can be minimized. This is in large part because the Diffuser Method's mitigation of the RCE, coupled with integrating the measurement over many pixels, averages out the noise that would otherwise result under standard practices.
This is an important part of the study because maximizing and demonstrating a photometric precision of 3-5 millimagnitudes (mmag) RMS using typical amateur equipment in the face of marginal tracking performance will increase the pool of astronomers capable of doing these measurements. Minimizing the equipment performance needed and simplifying the configuration and procedures used to acquire the needed data for high-precision photometric measurements lowers the barrier for those who want to participate in this work.
The first technique, called the Defocus Method, has been widely used by amateurs and professionals alike for several decades to minimize the overall impact of shot-noise error on the precision of the photometric measurement. In this method, the image on the camera is defocused by moving the focuser, by a few hundred microns, in the in-focus or out-focus direction. The goal is to increase the size of the PSF, which is of Gaussian shape, from a typical focus value of 2 to 3 pixels FWHM to a value of 6 to 10 pixels FWHM (Figure 1 .) The total number of pixels within the defocused PSF diameter would typically then be from 30 to 80 pixels, whereas the number of pixels within a focused PSF would be <10 pixels. The second technique used, called the Diffuser Method, is a recent technique refined and documented by Stefansson, et al. (2017.) The method used at the MSRO and the CPO employs the Engineered Diffuser™ developed by RPC Photonics, Rochester, NY, in the form of a standard 1-inch diameter filter form mounted in a 1.25-inch filter cell (see Figure 2 and Appendix A.) This inexpensive diffuser is available in several different versions based on its divergence angle value. The PSF of the diffused star image has a "top-hat" profile (see Figures 3, 4 , and 5), helping to mitigate the effects of scintillation and allowing exposures that decrease the shot noise. 
Diffuser Selection
The proper selection of the Engineered Diffuser™ starts with specifying the desired signal level required to obtain the level of Poisson or shotnoise precision required. According to Mann, et al. (2011) , to make high-precision photometric measurements of 1 mmag, the differential photometric signal level must be at least 110 7 ADU. Our data shows that this recommendation is probably applicable only to professional observatories that have seeing conditions of <1 arcsecond FWHM. In this case, the short-term scintillation noise (STSN) would approach the same level as the sample shot noise (SSN) (1.0 mmag) when observing in the pristine conditions at a highaltitude, professional observatory. This is not the case when observing with typical amateur telescopes near sea level in rural and suburban areas of the country, so the signal level requirement is not quite as high. According to equation (8) in Stefansson et al. (2017) , the PSF FWHM for the diffuser is dependent on the distance of the diffuser from the focal plane. For the camera systems used in the MSRO and CPO observatories, the diffuser is mounted in the filter wheel system, which has a filter-to-focal plane distance of 30 mm. Using an initial minimum signal value of 110 7 ADU and the full-well depth (FWD) and pixel size values for each camera, the optimum size of the diffuser was calculated using a Microsoft Excel™ spreadsheet. At the MSRO, the differences between its two cameras in FWD, filter-to-focal plane distance, and pixel size were small and the resulting PSF radius for the 0.5 diffuser is 19 pixels, a FWHM of 38 pixels for both camera systems. Figure 6 ) This remotely operated observatory houses a 0.165-m Explore Scientific 165 FPL-53 APO refractor with a 0.7x focal reducer/field flattener, f/5.1, FL=851 mm, mounted on an Explore Scientific/Losmandy G11 PMC-Eight™ mount system. The G11 mount is not auto-guided but uses a high-resolution encoder drive correction system on the right ascension axis for accurate tracking. Declination drift is minimized but not eliminated by using a near-perfect physical polar alignment. Two imaging instruments were used on this OTA during this study (Table 2) : (1) an SBIG ST2000XM monochrome camera with a CFW8 five-position filter wheel and (2) a QHY174M-GPS monochrome camera with a QHY-S 1.25-inch six-position filter wheel. During the study, the SBIG instrument was fitted with both a 1.0 and a 0.5 Engineered Diffuser™, and the QHY instrument is currently fitted with the 0.5 Engineered Diffuser™. Using the data acquired with the Defocus Method, the working limiting magnitude was determined for each camera. (Table 3 A procedure was developed in April 2018 using equation 6 in Stefansson et al. (2017) to select the proper Engineered Diffuser™ model based on balancing the need for decreasing the shot-noise level versus providing enough signal for the dimmest stars. Initially, a 1.0 divergence Engineered Diffuser™ was selected. However, it was then decided that a 0.5 diffuser was better suited to balance the need to minimize the shot-noise without "diffusing out" the dimmer stars so that we could effectively measure stars down to 11th magnitude (Figure 7 .) The Conti Private Observatory (CPO), located in Annapolis, Maryland (Table 1) , includes an 11-inch Celestron Schmidt-Cassegrain Telescope (SCT) OTA with a 0.67x focal reducer, resulting in an f/6.7, FL=1873 mm, mounted on a Losmandy G11 mount. On-axis auto-guiding was employed to reduce image shift. The camera instrument mounted on the OTA is a StarlightXpress SX-694 monochrome camera with a filter wheel that includes a clear blue-blocking (CBB) filter, a clear filter, and a 0.25 divergence angle Engineered Diffuser™. Table 4 lists all the observations obtained during this study. Items in red are discussed in detail. Nonexoplanet stars are listed using their Bayer, HD, TYCHO, or UCAC4 designator.
Observatory Instrumentation

Observing Sessions
In-transit observations of exoplanets WASP-93b, HAT-P-30b/WASP-51b, and HAT-16b were obtained at MSRO (Table 6a and 6b.) Both in-transit and out-of-transit observations of exoplanets HAT-P34b, HAT-P-23b, and HAT-P-33b were observed at CPO ( 
Exoplanet
Date UT In/Out-Transit Observation Description
HAT-P-34b
2018-06-30
In-Transit Conducted test using diffuser with 30-second exposures. Transit depth observed (0.007) compared favorably to predicted transit depth (0.0079.)
HAT-P-34b
2018-07-01
Out-of-Transit Conducted test using CBB filter with 20-second exposures. RMS values for comp stars compared not as good as previous diffuser test, except for one of the comp stars. However, transparency was not as good as when diffuser test was conducted.
HAT-P-23b
2018-07-02
In-Transit Conducted alternating tests with the diffuser with 90-second exposures, and a CBB filter with 20-second exposures. Transit depth with CBB filter was closer to predicted, and the RMS value for all the comp stars were better with CBB filter vs diffuser.
WASP-33b
2018-10-29
Out-of-Transit Conducted a diffuser test with 20-second exposures, alternating with use of a clear filter that consisted of 20 1-second exposures and binned x 2. RMS using clear filter was better than the diffuser test for 2 out of the 3 comp stars. See below for a comparison with a defocus test of the same target.
WASP-33b
2018-10-30
Out-of-Transit Conducted a defocus test to compare with the previous night's diffuser test of the same target. Despite seeing being poorer, the RMS was better than the diffuser tests for 2 out of the 3 comp stars. 10-second exposure, binned x 2. 
Measurement Error Noise Sources
This section will discuss and explain the various error sources that are involved in a high-precision photometric measurement. A statistical photometric performance model will be introduced which is used to understand and quantify the various error terms. This is necessary to effectively compare the performance differences between the Defocus and Diffuser Methods.
An Analytical View of Short-Term Scintillation Noise
As discussed in section 4, according to Mann et al. (2011) , to make high-precision photometric measurements <1 mmag, the differential photometric signal level needs to be at least 110 7 ADUs. Our data show that this recommendation is probably only applicable to professional observatories that have seeing conditions of <1 arc-second FWHM because the shot noise is as large a factor as the scintillation noise in that case.
Used only as a point of comparison with the results obtained using the Defocus and Diffuser Methods, the theoretical 1 STSN value for a focused PSF was determined by Dravins et al. (1998) in their equation (10), reprinted here:
where D is the diameter of the telescope in centimeters, is the airmass of the observation, tint is the exposure time in seconds, h is the altitude of the telescope in meters, and h0 is 8,000 m, the atmospheric scale height. The constant 0.09 factor is in units of cm 2/3 s 1/2 . As discussed in Stefansson, et al. (2017) , the scintillation noise is further modeled by adding in the impact of using multiple comparison stars when making the measurements:
where nE is the number of uncorrelated comparison stars included in the measurement. Insight into the scintillation model can be gleaned by looking at the terms in equations 1 and 2. For example, the overall scintillation improves when more time is spent acquiring the signal because of the (2tint) -1/2 term. Thus, for a given magnitude star, the scintillation will improve the more time is spent taking more data. This is because longer integrations of the signal tend to smooth out and average out the scintillation noise.
In this study, we calculated the STSN based on a three-sample standard deviation (SD) of the measured sample AstroImageJ (AIJ) Collins, et al. (2017) residual error (RE) values. The computed AIJ RMS value was used as the source for the total scintillation noise (TSN) used in these calculations. (See section 7.2 for a discussion of TSN.)
The theoretical STSN value for a focused image using the Dravins et al. (1998) equation (our equation 1) for the MSRO (100-m altitude) 16.5-cm refractor, with an airmass of 1.2 and an exposure time of 300 sec using four comparison stars, is 1.3 mmag RMS. In measuring the star UCAC4-536-047613 (60-second exposure), the STSN value measured using the Defocus Method was 1.68 ±0.17 mmag. This seems to be a reasonable result based on the various factors involved, including the comparison star count, the airmass, the exposure time, the lunar phase, and the Moon's proximity to the star. The lunar percent illumination for this measurement was only 2.8%.
Using the values for the Defocus Method used in the observation of exoplanet HAT-P-30b/WASP-51b (60-second exposures, a best-case airmass of 1.2, and four comparison stars), the theoretical STSN is 2.9 mmag RMS. The STSN measured using the Defocus Method was 3.60 ±0.33 mmag. Again, this value seems reasonable even though it was affected by the lunar percent illumination, which, for this observation, was 86.1% (see Figure 8 and section 8.3.)
As an alternative to the Dravins et al. (1998) analytical model (equations 1 and 2), which lengthens the exposure time or increases the number of comparison stars, one can also use the Defocus or Diffuser Method to reduce the measured STSN value by spreading the light measurement over more pixels compared with the focused PSF. This reduction is over and above that which is expected with longer exposures.
To further understand the photometric noise components, in the following sections, we introduce a statistical photometric performance model to calculate the error terms involved. With the measured values for TSN, SSN, and STSN, this model separates the long-term scintillation noise (LTSN) value from the TSN and allows us to calculate the TPE value. This also allows us to make an effective comparison of the performance between the two methods.
Total Scintillation Noise (TSN)
The TSN error includes both STSN and LTSN. In our performance model, the TSN value used is calculated in AIJ by taking the SD of the RE over the total number of samples used in the analysis. Tables  6a and 6b show the number of samples used versus the number acquired in each session. The main assumption in this photometric performance model is that the SD of the RE over the session is an indicator of the TSN, and that it contains both the LTSN and the STSN. In our study, the TSN is defined as the SD of the RE as calculated by AIJ and reported as an RMS value.
Because both the TSN and STSN are measured values, the LTSN is calculated from these two values.
In the Diffuser Method, the TSN value is greater than the SSN value; therefore, all the observations using the Diffuser Method are scintillation limited.
Short-Term Scintillation Noise (STSN)
The STSN is the error resulting from short-term changes in the signal over a short duration <10 minutes. The STSN follows a Poisson distribution and is caused by the variation in the light brightness as it passes through the atmosphere. The time frame and value for the STSN is based on calculating a 3-sample SD of the measured sample AIJ RE values. This noise is assumed to be independent of the SSN in the signal.
Long-Term Scintillation Noise (LTSN)
The transparency noise error, defined as the LTSN in this study, is caused by the long-term changes in the atmosphere. This results in small errors in the differential measurement over the observing session. The LTSN is calculated by subtracting the STSN from the measured TSN in quadrature.
Exoplanet transits can take from 2 to 4 hours to complete. Adding an additional hour before ingress and after egress can mean that observing sessions upwards of 4-6 hours in duration are not uncommon. Depending on the local environmental conditions, sky conditions, and the current lunar illumination value, either the LTSN or the STSN can make up the bulk of the TPE and is the limiting factor in determining the overall precision of the exoplanet transit measurement.
Total Photometric Error (TPE)
Taking all the previously enumerated errors into account, the resulting TPE value can be calculated and determined. The TPE value is a statistically calculated number obtained by summing all the constituent error terms (SSN, STSN, and LTSN) in quadrature because they are all random in nature. The TPE value gives the overall precision of the measurements made on the target object.
A Statistical Photometric Performance Model
A statistical photometric performance model was developed to understand the previously identified error components and their impact on the TPE, and on the overall measurement precision. In the following discussion, a ±1 level of error (68% confidence level) is the generally accepted measure of precision in photometric measurements and is also equivalent to the RMS value of error. Using the terms discussed in sections 7.1 through 7.5, this error model consists of three terms, the sample shot-noise term, SSN, and the two scintillation noise terms, STSN and LTSN.
As discussed in section 7.2, the TSN provided by the AIJ analysis is assumed to be composed of only scintillation noise. This is a conservative approach and provides a larger result because the value also contains the SSN involved in the scintillation measurement. This avoids underestimating the actual TPE. This approach also simplifies the model and makes it easier to determine the relative value of the components making up the TPE. The TPE is used to determine any performance difference between the defocus and diffuser methods.
After the measurement and/or calculation of the individual terms for each method, they can be compared and used to identify any performance difference between the methods. In this model, the TPE is defined by the following equation:
where TPE = total photometric error SSN = sample shot noise STSN = short-term scintillation noise LTSN = long-term scintillation noise
The SSN value is equal to the inverse of the signal to noise ratio (SNR), where SNR is computed by AIJ.
Using the TSN and the AIJ-measured value for the STSN, we can calculate the LTSN value using the following equation:
Once all the terms-SSN, STSN, and LTSNare known, then the TPE can be calculated and a comparison between the Defocus Method and the Diffuser Method can be made.
Balancing the Shot-Noise Error with the Transparency and Scintillation Error
One of the early requirements when starting this project was to determine how to choose the diffuser divergence angle needed to make effective measurements. Several factors should be considered, the most relevant of which is the proper PSF profile radius. This is a core value that needs to be set: to (1) maximize the number of stars that are not "diffused out of existence" on the image, and (2) to strike a balance to minimize the shot-noise level compared with the scintillation noise level. This ensures that the measurements are scintillation limited.
As the divergence angle of the diffuser increases, the number of pixels used to acquire the data increases. As the PSF profile increases in radius, the SNR value can be improved by increasing the exposure time without overexposing the image. As the SNR increases, the shot noise precision improves to the point where the reduction of the contribution of SSN to the TPE becomes negligible. The goal is to reduce the error contribution of the SSN to less than one-fourth of the TSN. This one-fourth value is widely used in the electronics industry when choosing a calibration standard to minimize the impact of the inaccuracy of the standard on the field measurement. In choosing that value to reduce the impact of SSN, we are also reducing the impact of the SSN on the TPE. In this way, the SSN impact will ensure that the measurement is scintillation limited.
When the SSN RMS value is reduced to one-half of the TSN RMS value and then the TSN and SSN are added in quadrature, the SSN only contributes about 12% over and above the TSN alone. For example, given:
The calculated TPE value is 11.3, or 3.35. The TSN by itself was 3.0, so a value of TPE at 3.35 shows that the contribution of the SSN is only 0.35, a very small increase of 12%. This is a oneeighth reduction versus the desired one-fourth reduction in impact. In this example, An SSN value of 1.5 mmag RMS is equal to an SNR value of 670. Obtaining an SNR of >670 ensures that the total precision is scintillation limited and not shot noise limited.
Because the SSN error term can be controlled through the selection of a specific diffuser, it can be effectively balanced against the STSN and LTSN error terms. The more the PSF radius is enlarged, the lower the average signal level for a given object at a given exposure time. To avoid having to take very long exposures for a given magnitude, we found that the diffuser PSF radius needed to be limited to <30 pixels; otherwise, the stars would not have the required SNR and they would basically "disappear."
We were able to accomplish this by using the 0.5 diffuser. We identified the problem of "diffusing out" the stars when initially using the 1.0 divergence angle diffuser with an effective PSF radius of 40 pixels. Early in this project, we identified the desired performance for this instrument as the ability obtain an SNR of at least 1,000 for a star of magnitude 10 with an exposure of 300 seconds. The overall goal with this performance level was to decrease the TPE as much as possible down into the 3-5 mmag range.
The following example illustrates how the PSF radius is related to the total signal level. To obtain a total signal level of 110 7 ADU with an average signal level equal to 25% FWD (16K ADU per pixel), the total number of pixels is 110 7 ADU divided by 16K ADU/pixel, or 625 pixels. The aperture radius would then be (625/pi), or 14 pixels. It was found that a diffuser divergence angle of 0.5 provided a measured PSF radius of 19 pixels FWHM with the MSRO filter wheel set up at a diffuser-to-image plane distance of 31 mm.
Initially, our intention was to use 1-, 3-, or 5-minute exposures. To normalize the measurements for different exposures, 1-minute exposures would be binned x3 or x5 to match 3-or 5-minute exposure measurements. We ended up using only 1-and 3-minute exposures at the MSRO.
Example Calculation Using SSN, STSN, LTSN, TSN, and TPE Values
As described earlier, the LTSN is not measured directly but is derived from the measured values of the TSN (Kruszewski & Semeniuk, 2003) is nevertheless the actual limitation for high SNR photometric measurements (Pont, Zucker, & Queloz, 2006.) The amplitude r of this 'red noise' can be estimated from the residuals of the light curve itself (Gillon, et al., 2006) , using:
where  is the RMS in the residuals and N is the standard deviation after binning these residuals into groups of N points corresponding to a bin duration similar to the timescale of interest for an eclipse, the one of the ingress/egress."
When this value is calculated using the AIJ RE values for the observations of HAT-P-30b/WASP51b and HAT-P-16b, the values for r, , and N for each of the observations are shown in Table 7 . Tables 12, 13 , and 14 because the calculation only applies to correlated low-frequency random fluctuations in the signal. In addition, based on our measurements of the LTSN shown in Table 12 , 13, and 14, the analytical value of r does not seem to include the impact of sky brightness changes over the session period. Further work is needed to determine whether this is in fact the case.
According to Stefansson et al. (2017) , the noise is only correlated when the target and comparison stars are within 20 arc-seconds of each other, which is not the case here. The comparison stars selected when processing the images were well outside that distance.
Analysis Results
The analysis results will show the measured differences in the photometric performance between the Defocus and Diffuser Methods using the statistical photometric performance model developed in section 7.6.
Data Analysis
AIJ was used in this study to perform the differential photometry, to model exoplanet transits, and to compute the various measures used in the statistical analysis. AIJ has become the standard for exoplanet transit data processing and light curve analysis. Other tools are available in the industry for performing light curve analysis, but these are oriented toward other types of objects.
After processing and modeling the exoplanet transit image data, AIJ provides the results graphically and in a measurements table (See Appendix B.) Table 8 
Exoplanet Observations
In-transit observations of exoplanets HAT-P30b/WASP-51b and HAT-16b were obtained at the MSRO.
Both in-transit and out-of-transit observations of exoplanets HAT-P-23b, HAT-P-33b, and HAT-P-34b were observed at CPO. Observations of other star fields at MSRO were performed to further characterize the performance of the Diffuser Method under various conditions. On January 5, 2018 (UT), the exoplanet HAT-P30b/WASP-51 b transit was observed at the MSRO. The Defocus Method was used to obtain data from the host TYC 208-722-1, a V-band 10.4 magnitude star. Over the 3-hour session, 162 1-minute samples were obtained, and 157 samples are included in the analysis using AIJ. See Tables 7 and 9 On November 11, 2018 (UT), the exoplanet HAT-16b transit was observed at the MSRO. The Diffuser Method was used to obtain data from the host TYC 2792-1700-1, a V-band 10.8 magnitude star. Over the 4-hour session, 86 3-minute samples were obtained, and 79 samples are included in the analysis using AIJ. See Tables 7 and 10 On January 24, 2018 (UT), the exoplanet WASP-93b transit was observed at the MSRO. The Defocus Method was used to obtain data from the host TYC 3261-1703-1, a V-band 10.97 magnitude star. This observing session accomplished only a partial transit measurement. Over the 2-hour session, 105 1-minute samples were obtained, and 85 samples are included in the analysis using AIJ. See Tables 7  and 11 
Using the Defocus Method Versus the Diffuser Method
In this study, we have demonstrated that it is possible to mitigate the effects of tracking errors and declination drift by using a diffusing optical element called an Engineered Diffuser™ (manufactured by RPC Photonics of Rochester, NY) on a small, midgrade, astronomical imaging system. As demonstrated at the MSRO, the amount of scintillation affecting the final measured photometric precision can also be reduced significantly compared with that seen when using the Defocus Method.
By using the Diffuser Method, we significantly reduced the scintillation noise contribution to the total noise to improve the precision of the measurement. In addition, the shot noise can be reduced to well below 25% of the scintillation error contribution depending on the exposure time used. The result is that the total measurement error is limited only by the sky's scintillation and transparency changes. The overall improvement in the precision, , when using the Diffuser Method over the Defocus Method at the MSRO is shown in Table 12 . Two additional observation sessions were conducted with the Defocus Method to further understand the impact that the sky conditions would have on the photometric measurements. Exoplanet HAT-P-93b was observed with the Defocus Method. The observation details for this session are presented in Tables 6a and 13 TYC1383-1191-1) for 1-minute (60-second) exposures.    The TSN value is the calculated AIJ RMS value using the rel_flux_T1 data.    The SSN is calculated from the AIJ rel_flux_SNR_T1 data. All other values are calculated using the statistical photometric performance model (equation 3.)
We found that for the observations performed at the MSRO, the TPE improved a minimum of 8.3% and up to 36.4% when using the Diffuser Method in typical moonlit skies (2% to 86% lunar illumination) with 180-second equivalent exposures. When comparing the Diffuser Method used during typical moonlit skies and transparency with the Defocus Method used during the best transparency, seeing, and no Moon (2.8% lunar illumination), the Diffuser Method still outperformed the Defocus Method with an overall improvement of 8.3%. We have found that the Diffuser Method is effective in minimizing the STSN in typical skies with an equivalent Defocus performance level in near-perfect skies. Using the Diffuser Method also results in further reducing the overall SSN compared with the Defocus Method. Using the Diffuser Method with the properly selected diffuser divergence angle ensures that the overall measurement precision is scintillation limited.
The MSRO mount tracking performance during all the sessions was not nearly perfect with drift in right ascension and declination measured over several hours (Tables 6a and 6b .) The combined right ascension and declination drift during the 3-to 4-hour sessions ranged from -96.1 arc-seconds to +142.2 arc-seconds for the Defocus Method sessions and +330.7 arc-seconds for the Diffuser Method sessions. These results show that the Diffuser Method is very effective in mitigating the impact of drift on the measurement precision and the placement of point-source PSF profiles on the CCD/CMOS image plane.
When using the 11-inch SCT system at the CPO, the results were more ambiguous. The improvement using the Diffuser Method when compared with the Defocus Method was shown to be negligible. Several factors contributing to this result may have included the well-controlled tracking rate via an auto-guiding system, careful attention to proper image calibration, and adherence to procedures used when acquiring the data. Another factor noted when using the diffuser was the impact of the telescope's central obstruction on the top-hat PSF provided by the diffuser. The resulting PSF profile was not as smooth as that imaged at the MSRO using a refractor. This may have limited the overall reduction in scintillation noise, reducing any benefit the diffuser would otherwise provide.
Observed Impact of Lunar Illumination on Short-Term Scintillation Noise
The data for exoplanets HAT-P-30b/WASP51b, WASP-93b, HAT-16b, and star TYC 1383-1191-1 (UCAC4-536-047613) were obtained over a several-month period and at different lunar illumination values (Tables 6a, and 6b .)
The sky background illumination from the Moon limits the SNR of the measurement and is obvious in the measured STSN. This effect seems to be independent of any other scintillation issues, including high clouds and haze conditions, and the analytical determination of long-term scintillation noise discussed by Gillon et al. (2008) and considered in section 7.9. A model fit to the data shows a logarithmic relationship between the STSN value and the percent of the Moon that is illuminated (Figure 8.) This model is based on the data acquired using the Defocus Method. The one sample plotted on Figure 8 that is below the modeled value was obtained using the Diffuser Method at a lunar illumination equal to 12.7% and shows a reduced STSN of 2.02 mmag versus a predicted STSN of 2.81 mmag, a reduction of 28%.
One possibility for the increase in STSN could be the amplification of sky brightness variations when the Moon is shining bright light on the sky. These relatively large variations in brightness might be due to short-term changes in the haze, dust, or other sky contaminants amplified by the bright sky background. The time frame for this variation is 10 minutes. Further work in this area should be done to help quantify this effect and how it may possibly be managed as a systematic error in the TPE calculation. 
Impact of Data Binning
To further improve the overall precision of the measurement, a sample binning process can be performed during the analysis. Stefansson, et al. (2017) , demonstrated a binning process to statistically decrease the TPE to <1.0 mmag. In most instances, the decrease in TPE was proportional to the square root of the number of samples binned. Stefansson et al. (2017) used an equivalent precision based on 30-minute sample times. Table 15 shows the results of taking the MSRO results of the TPE of the two exoplanet observations (HAT-P-30b/WASP-51 b, and HAT-16b) and binning them to an equivalent 30-minute sample time. TPE was reduced to <1.0 mmag for the Diffuser Method measurements. Figure C1 (Appendix C) shows the impact of binning on 30-minute samples taken with the Diffuser Method for the 6.26 magnitude star HD115995. The resulting AIJ RMS TSN was reduced to 0.43 mmag RMS from the 2-minute sample AIJ RMS value of 1.87 mmag RMS when using the 1.0 diffuser. Binning the data to this level (30-minutes) requires that at least 3 to 4-hours of data are available to smooth out any variations in the TPE that may occur when calculating each mean value.
Summary & Conclusions
The primary purpose of this study was to investigate whether the Diffuser Method demonstrated any improvements in photometric precision over the Defocus Method for a typical backyard amateur-level, astronomical imaging system.
We found that for observing bright stars, the Diffuser Method outperformed the Defocus Method for small telescopes with poor tracking. In addition, we found that the Diffuser Method noticeably reduced the scintillation noise compared with the Defocus Method and provided high-precision results in typical, average sky conditions through all lunar phases. On the other hand, for small telescopes using excellent auto-guiding techniques and effective calibration procedures, the Defocus Method was equal to or in some cases better than the Diffuser Method when observing with good-to-excellent sky conditions.
We have presented the comparison between the two methods for acquiring high-precision photometric data. We used the small telescope observatory systems installed in the MSRO and at the CPO. Although the difference in performance between the two methods demonstrated at the CPO (11-inch SCT) was not shown to be significant using the 0.25 diffuser, a significant improvement was shown at the MSRO using the 1.0 and 0.5 diffuser. The lack of even a marginal improvement at CPO is thought to be independent of the defocus and diffuser methods and is more likely because the CPO instruments are configured and operated to obtain high-precision photometric measurements using the Defocus Method. The following techniques used at CPO likely minimized any real difference in performance between the two methods: 1) Accurate auto-guiding using an on-axis guider-This ensures the continuous placement of the target object on practically the same pixels of the CCD over the entire observing run. This entirely mitigated the impact of tracking errors on the measurement.
2) Use of the 0.25 Diffuser-Using this smaller divergence diffuser meant that the radius of the diffused PSF was close to the same size as the defocused PSF, and therefore, the difference in the SSN between the methods was smaller. Consequently, the diffuser did not contribute any measurable improvement to the SSN precision.
3) Effect of the central obstruction-Any improvement shown when using the CPO 11-inch SCT with its central obstruction with the diffuser, coupled with the smaller PSF provided, did not show nearly the difference from the Defocus Method as expected.
Overall, the work that was put into the CPO observatory instrument configuration to minimize systematic errors and maximize the precision was very effective in providing high-precision data.
Contrary to the results shown at the CPO, the results obtained at the MSRO do show some differences between the Diffuser Method and the Defocus Method. We have shown that the observations made at the MSRO support the hypothesis that the Diffuser Method can mitigate the effects of poor tracking and marginal sky conditions that may be more typical of the amateur-level telescope systems and viewing locations. The Diffuser Method is the first such method available to mitigate the impact of poor tracking without resorting to using an auto-guiding system.
The MSRO results show that noticeable improvements can be demonstrated in several areas, and we can confidently state that they confirm the results reported by Stefansson et al. (2017.) We found that for the observations performed at the MSRO, the overall precision (TPE) improved a minimum of 8% and up to 37% when using the Diffuser Method in a typical moonlit sky. The Diffuser Method AIJ RMS TSN value plus SSN was 2.92 ±0.03 mmag RMS. A typical Defocus Method overall AIJ RMS TSN value plus SSN was 4.28 ±0.08 mmag RMS. The worst case for the Defocus Method was 4.60 ±0.12 mmag RMS.
When using the Diffuser Method, the SSN improved as much as 54% over the Defocus Method. The SSN value measured was 1.21 ±0.02 mmag RMS when using the Diffuser Method. The STSN improved as much as 44% when using the Diffuser Method compared with the Defocus Method. The Diffuser Method STSN value measured was 2.02 ±0.01 mmag RMS.
When comparing the Diffuser Method used during the typical moonlit skies and transparency with the Defocus Method session with the best transparency, seeing, and no Moon, the Diffuser Method still outperformed the Defocus Method with an overall improvement of 8%. We also found that the Diffuser Method was effective in mitigating the effects of tracking drift of as much as 330 arcseconds over a few hours.
When Stefansson, et al. published their paper in October 2017, they opened a new avenue for astronomers with small telescope observatories all over the world to discover how they could contribute at a higher precision level to the growing body of data on exoplanets and perform the necessary followup work needed on these objects. It is hoped that the work reported here further demonstrates that more can be done at the amateur level than sometimes is expected based on the conventional wisdom in the astronomical community.
Going forward, it is important to continue to spread the word about new technologies developed for professional use because there may be ways to adapt them for use by amateur astronomers. Amateurs interested in doing follow-up work for the NASA KEPLER and TESS missions should take advantage of this technology and get involved with the professional community. There is plenty of work to be done. 
