We prove existence, local uniqueness and asymptotic estimates for boundary layer solutions to singularly perturbed problems of the type ε 2 u = f (x, u, εu , ε), 0 < x < 1, with Dirichlet and Neumann boundary conditions. For that we assume that there is given a family of approximate solutions which satisfy the differential equation and the boundary conditions with certain low accuracy. Moreover, we show that, if this accuracy is high, then the closeness of the approximate solution to the exact solution is correspondingly high. The main tool of the proofs is a modification of an Implicit Function Theorem of R. Magnus. Finally we show how to construct approximate solutions under certain natural conditions.
Introduction
This paper is concerned with boundary value problems for second order semilinear ODEs of the type ε 2 u (x) = f (x, u(x), εu (x), ε), 0 < x < 1,
where the function f : [0, 1] × R 2 × [0, ∞) → R is of class C 2 , the boundary data β 0 , β 1 ∈ R are fixed numbers, and ε is a small positive parameter. We suppose that f (x, 0, 0, 0) = 0 and ∂ 2 f (x, 0, 0, 0) > 0 for all x ∈ [0, 1], (1.2) and that there exist C 2 -functions w 0 , w 1 : [0, ∞) → R such that w 0 (y) = f (0, w 0 (y), w 0 (y), 0), y > 0, w 0 (0) = β 0 , w 0 (∞) = 0, w 0 (0) = 0, (1.3) and w 1 (y) = f (1, w 1 (y), −w 1 (y), 0), y > 0, w 1 (0) = 0, w 1 (∞) = 0.
(1.4)
Here ∂ 2 f denotes the partial derivative of the function f with respect to its second variable. Similar notation will be used later on. Our goal here is to describe existence, local uniqueness and asymptotic behavior for ε → 0 of boundary layer solutions to (1.1), i.e. of solutions u with
(1.5)
In particular, we consider approximate solutions of the general form
where r ε ∈ W 2,2 (0, 1) is small in a certain sense, and derive an explicit estimate for the distance between U ε (x) and the exact solution to (1.1) . This distance will be measured by the norms u ∞ := max {|u(x)| : x ∈ [0, 1]} and u 2,ε , where
Our main result is the following (1.4) and let r ε ∈ W 2,2 (0, 1) obey r ε 2,ε → 0 for ε → +0. (1.8) Then there exist ε 0 > 0 and δ > 0 such that for all ε ∈ (0, ε 0 ) there exists exactly one solution u = u ε to (1.1) such that u − U ε 2,ε < δ. Moreover, there exists c > 0 such that u ε − U ε 2,ε ≤ cω(ε), (1.9) where ω(ε) := 1 ε Remark 1.3 Assumption (1.2) implies that the origin of the phase plane (w, w ) is a hyperbolic saddle point for each of the two-dimensional autonomous systems w (y) = f (i, w(y), w (y), 0), i = 0, 1.
(1.11)
Indeed, the corresponding linearized equations have two nonzero eigenvalues with opposite signs
Therefore, on the phase plane (w, w ) there exist one-dimensional stable manifolds corresponding to the systems (1.11) 0 and (1.11) 1 , which contain solutions of the boundary value problems (1.3) and (1.4) , respectively [1] . Moreover, every solution to (1.3) or (1.4) satisfies exponential estimates
where b i > 0 are some fixed constants (cf. Lemma 5.1). Note, we do not impose any restrictions on the form of functions w 0 and w 1 . In particular, they may be non-monotone and even partly oscillating. 
For those problems J. Hale and D. Salazar showed in [2] existence and asymptotic behavior for ε → 0 of solutions with boundary and interior layers. Their existence proofs were based on a combination of the Liapunov-Schmidt procedure and the implicit function theorem. For that they needed eigenvalue estimates for the differential operator
with corresponding homogeneous boundary conditions, where U(x, ε) is a family of approximate solutions to (1.14) . The proof of our Theorem 1.1 is also based on the implicit function theorem, but we need neither the Liapunov-Schmidt procedure nor eigenvalue estimates. Instead we use a lemma of R. Magnus [8, Lemma 1.3] which helps to verify the assumptions of a quite general implicit function theorem (see our Section 2). Moreover, our results work already in the case when just leading terms describing the behavior of the boundary layers are known (Remark 3.2), while the Hale and Salazar's approach requires an approximation of a higher order.
Remark that existence and asymptotic behavior for ε → 0 of solutions to (1.14) with monotone Dirichlet boundary layers and with trivial Neumann boundary layers is proved also by upper and lower solution techniques, see, for example, [3, 4] . Remark 1. 6 We deal here with a special choice of boundary conditions. But our results and the technique of proof remains valid with slight changes for the case of general linear boundary conditions:
Modified Implicit Function Theorem
In this section we formulate and prove an implicit function theorem with minimal assumptions concerning continuity with respect to the control parameter. This is just what we need for the proof of our Theorem 1.1.
Our implicit function theorem is very close to that of R. Magnus Theorem 2.1 Let for any ε ∈ (0, ε 0 ) be given Banach spaces U ε and V ε and maps
and there exist ε 1 ∈ (0, ε 0 ] and c > 0 such that for all ε ∈ (0, ε 1 ) the operators F ε (0) are invertible and F ε (0) −1 ≤ c.
Then there exist ε 2 ∈ (0, ε 1 ) and δ > 0 such that for all ε ∈ (0, ε 2 ) there exists exactly one u = u ε with u < δ and F ε (u) = 0. Moreover,
Moreover, for such ε and all u, v ∈ U ε we have
Hence, assumptions (2.2) and (2.3) imply that there exist ε 2 ∈ (0, ε 1 ) and δ > 0 such that for all ε ∈ (0, ε 2 )
Using this and (2.3) again, for all ε ∈ (0, ε 2 ) we get
Hence, assumption (2.1) yields that G ε maps K δ ε into K δ ε for all ε ∈ (0, ε 2 ), if ε 2 is chosen sufficiently small. Now, Banach's fixed point theorem gives a unique in K δ ε solution u = u ε to (2.5) for all ε ∈ (0, ε 2 ). Moreover, (2.6) 
The following lemma is [8, Lemma 1.3], translated to our setting. It gives a criterion how to verify the key assumption (2.3) of Theorem 2.1:
In the first case there exist u n ∈ U ε n with u n = 1 and F ε n (0)u n = 0 (because F εn (0) is Fredholm of index zero). In the second case there exist v n ∈ V ε n with v n = 1 and |F εn (0) −1 v n ≥ n, i.e.
But this contradicts to the assumptions of the lemma.
Proof of Theorem 1.1
In this section we prove Theorem 1.1. Hence, we always suppose the assumptions of Theorem 1.1 to be satisfied. In particular, we use the functions w 0 and w 1 , which are introduced in (1.3) and (1.4), respectively. We are going to apply Theorem 2.1. Thus, from the beginning we introduce the necessary setting. First, for every ε ∈ (0, 1] we set
Obviously, we have F ε (v) = 0 if and only if v + U ε is a solution to boundary value problem (1.1). Besides, we remark that
In what follows we often use a change of variables x → x/ε and x → (1 − x)/ε. Expressions obtained in result of this transformation can be estimated with a help of the next
for all y ∈ [0, 1/ε] and ε ∈ (0, 1]. Now we start to verify assumptions of Theorem 2.1. In a first step we consider condition (2.1). Taking into account assumptions (1.3), (1.4) and def intion (1.5) we find that the first component of F ε (0) equals
Obviously, the latter term in (3.1) can be rewritten as follows
Next, we transform the first term in the right hand side of (3.2) and obtain
Inequalities (1.13) imply that the absolute values of the three last integrals in
2) and the latter one into (3.1), we obtain
Now assumption (1.2) and Remark 3.
and analogous estimate for the third term in (3.4) . Thus, taking into account inequalities (1.13) we finally obtain F ε 0,ε = O( √ ε + r ε 2,ε ).
The second and the third components of F ε (0) equal w 1 (1/ε)+r ε (0) and w 0 (1/ε)+ εr ε (1) − εβ 1 , respectively, and they can be estimated due to inequalities (1.13) as O(ε + r ε 2,ε ). Consequently, 
2) is also satisfied.
In the third and last step we verify assumption (2.3) of Theorem 2.1. For that we use Lemma 2.2. It is well-known that linear differential operators of the type
with continuous coefficients c and d are Fredholm of index zero. Hence, it remains to verify the second assumption of Lemma 2.2.
Let ε n ∈ (0, 1) and v n ∈ W 2,2 (0, 1) be sequences with
We introduce auxiliary functionsṽ n in the next way:
where λ − 0 is defined in (1.12). Then it follows from (3.6) thatṽ n is a bounded sequence in the Hilbert space W 1,2 (0, ∞) with its usual norm. Hence, without loss of generality we can assume that there exists
Remark that, because of the continuous embedding W 1,2 (0, ∞) → L ∞ (0, ∞),ṽ n is a bounded sequence also in L ∞ (0, ∞). Moreover, assumption (3.6) and the continuous embedding W 2,2 (0, 1) → C 1 ([0, 1]) imply that the sequenceṽ n (0) = ε n v n (0) is bounded too. These two facts will be used in the following.
We are going to show that v * = 0. For that reason we derive a variational equation for v * . Let us take a test function η ∈ W 1,2 (0, ∞) with η(0) = 0 and consider an integral Under the above formulated assumptions, both terms in the right hand side of (3.9) vanish for n → ∞. Indeed, the latter term of (3.9) can be rewritten as a sum of tending to zero sequences [∂ 2 f (0, w 0 (y), w 0 (y), 0) − ∂ 2 f (0, 0, 0, 0)]ṽ n (y)η(y) dy +
The first term in the right hand side of (3.10) tends to zero by definition of functionṽ n . The second one vanishes since the sequenceṽ n (1/(2ε n ) + 0) = λ − 0 v n (1/2) is bounded and the sequence η(1/(2ε n )) tends to zero. Finally, the rest two terms of (3.10) tend to zero because of inequalities (1.13).
In a similar way we treat the first term in the right hand side of (3.9). Namely, we rewrite it as follows:
Then the first term in (3.11) tends to zero due to (3.7), and the second one vanishes as a product of bounded sequenceṽ n (1/(2ε n ) − 0) = ε n v n (1) (see again (3.7)) and tending to zero sequence η(1/(2ε n )). To prove that the rest two terms in (3.11) vanish too, we need a more sophisticated analysis. Since the arguments which we use below are the same for both terms, we consider only one of them, namely, the last term of (3.11). For that we rewrite it as follows
The absolute value of the second term in the right hand side of (3.12) is bounded by a constant times max 0≤y≤1/(2εn)
and this tends to zero due to inequalities (1.13), Cauchy inequality and assumption (3.6). Analogously, an absolute value of the last term of (3.12) is bounded by a constant times
{|r ε n (ε n y)| + |ε n r ε n (ε n y)|} · |ṽ n (y)| dy, and this tends to zero due to Cauchy inequality and assumptions (1.8), (3.6) . Finally, given arbitrary R ∈ (0, 1/(2ε n )), the first term in the right hand side of (3.12) can be estimated by
where we used Remark 3.1, Cauchy inequality and assumption (3.6) to write the right hand side of this inequality. Now taking first R sufficiently large such that ∞ R η(y) 2 dy is small, and then, fixing such R, take n sufficiently large such that ε n R(1 + R) is small, we see that the first term in the right hand side of (3.12) also tends to zero for n → ∞. Thus, using (3.8) and taking the limit n → ∞ in (3.9), we finally get
for all y > 0. The function w 0 together with an exponentially growing function constitutes a fundamental system for this linear homogeneous ODE (see Lemma 5.1), hence v * = const · w 0 . Moreover, (3.7), (3.8) and the compact embedding
In a similar way one can consider another auxiliary sequence of functions:
and demonstrate that it converges weakly in W 1,2 (0, ∞) to zero too. Remark, that for this consideration one should take test functions η ∈ W 1,2 (0, ∞) with arbitrary values at zero, since the initial problem (1.1) has Neumann boundary condition at x = 1. It is well-known that the compact embedding W 1,2 (0, R) → C([0, R]) holds for any fixed R > 0. Thus, the above obtained week limits forṽ n andv n imply max {|ṽ n (y)| : y ∈ [0, R]} → 0 for n → ∞, max {|v n (y)| : y ∈ [0, R]} → 0 for n → ∞.
(3.13)
Now we are going to show that
which is the needed contradiction to (3.6) . Obviously, assumption (1.2) implies that there exists a constant c > 0 such that
Therefore, we shall obtain the needed contradiction, if we prove that both terms in the right hand side of (3.15) tends to zero for n → ∞. Integrating the latter term of (3.15) by parts and taking into account assumption (3.6) and relations 3.13 we see
Thus, it remains just to consider the first term in the right hand side of (3.15). For that, we rewrite it as follows
Then, the first three terms in the right hand side of (3.16) vanish because of (3.7) (recall, that sequences ε n v n (0) and v n (1) were shown to be bounded). Concerning the rest two terms, we remark that they have a similar structure and therefore it is enough to consider one of them only, the another one can be estimated analogously. For that reason, below we continue with analysis of the latter term of (3.16). First, we rewrite it in the next way
Absolute values of the last two terms in the right hand side of (3.17) can be estimated by a constant times
respectively. Hence, Cauchy inequality and assumptions (1.8), (3.6), (3.7) imply that these terms tend to zero. The first term in the right hand side of (3.17) we first rewrite as a sum of two integrals (3.18) and then consider each of them independently. So the first integral in the right hand side of (3.18) can be rewritten as follows
Now, the latter term of (3.19) can be estimated by a constant times
Hence, inequalities (1.13) and assumption (3.6) imply that this tends to zero for n → ∞. Analogously, one can estimate the first term in the right hand side of (3.19) with a constant times
and prove that the latter expression vanishes too. Indeed, using the Cauchy inequality, assumption (3.6) and inequalities (1.13) we obtain
where R > 0 is arbitrary. Now we proceed as above. First take R sufficiently large such that the integral ∞ R {|w 0 (y)| + |w 0 (y)|} 2 dy is small. Then fix this R, use relations 3.13 and take n sufficiently large, such that the integral R 0ṽ 2 n (y)dy is small. Thus, we have verified that the first integral in the right hand side of (3.18) vanishes. In the similar way as above one can consider the second integral from (3.18 ) and verify that it tends to zero too. The only difference of this consideration consists of that one should use functionsv n (y) instead ofṽ n (y) in a final estimate analogous to (3.20) . So, for (3.14) it remains to show that 1 ε n 1 0 ε 4 n v n (x) 2 dx → 0 for n → ∞. But this follows from
The first term in the right hand side tends to zero because of (3.7), and the second one
dx → 0 (which was shown above).
Remark 3.2 If r ε = 0, then Theorem 1.1 and estimate (3.5) imply that for sufficiently small ε problem (1.1) has a locally unique solution u ε satisfying estimate 
Asymptotics of the higher orders
If the function f satisfies additional smoothness properties, then based on the leading term asymptotics W ε (x), one can construct a more precise formal asymptotic approximations of the boundary layer solution to problem (1.1). For this purpose one can use, for example, the boundary function method (see [9, 10] ). In present section we demonstrate that the above-proved results (cf. Theorem 1.1) justify any such formal approximation without involving any additional assumptions. Recall, that the ansatz of the boundary function method usually reads
Substituting first the regular part U ε (x) into the differential equation of problem (1.1) and equating formally powers of ε, we obtain a sequence of algebraic equations f (x, u 0 (x), 0, 0) = 0,
Now, if we take u 0 (x) = 0, then assumption (1.2) allows us to define uniquely from the above equations all terms u k (x) in a recurrent way. When the terms of the regular part are known, we can continue with definition of the boundary functions P ε (y) and R ε (y). For that we write boundary value problems
and equate formally powers of ε in equations and boundary conditions. In result we obtain a sequence of ε-independent problems for definition of all terms in series P ε (y) and R ε (y). In particular, the zeroth order terms give problems (1.3) and (1.4). Consequently, we may assume that P 0 (y) = w 0 (y) and R 0 (y) = w 1 (y). Further, the problems involving higher order terms are linear and read P k (y) = ∂ 2 f (0, P 0 (y), P 0 (y), 0) · P k (y)+ + ∂ 3 f (0, P 0 (y), P 0 (y), 0) · P k (y) + F k (y), y > 0, respectively. Here the function F k (y) is expressed recursively through the P i (y) with i < k. In particular, Then there exist ε 0 > 0 and δ > 0 such that for all ε ∈ (0, ε 0 ) there exists exactly one solution u = u ε to (1.1) such that u − U ε,n 2,ε < δ. Moreover, there exists c n > 0 such that u ε − U ε,n 2,ε ≤ c n ε n+1/2 .
Remark 4.3
Suppose that function f is of class C k , k ≥ 2. Then one can apply Theorem 4.2 with n = 1, n = 2, . . ., and n = k and obtain an array of solutions u ε,n to problem (1.1), each of which is unique in the corresponding ball B n := {u ∈ W 2,2 (0, 1) : u − U ε,n 2,ε < δ n }.
Since min{δ n : n ≤ k} > 0 and the centers of these balls converge to each other as ε → +0, one can choose ε 0 > 0 such that for ε ∈ (0, ε 0 ) all solution u ε,n should coincide. In other words, for sufficiently small ε Theorem 4.2 provides different asymptotics for one and the same solution to problem (1.1) which is unique in ∪ k n=0 B n .
Appendix: Exponential Decay and Growth of Solutions to Second Order ODEs
The following lemma collects well-known facts about the behavior of solutions to some auxiliary second order ODEs.
Lemma 5.1 Let f ∈ C 2 (R 2 ) and w 0 ∈ C 2 ([0, ∞)) be such that f (0, 0) = 0, ∂ 1 f (0, 0) > 0, w 0 (0) = 0, w 0 (∞) = 0 and w 0 (y) = f (w 0 (y), w 0 (y)) for y > 0. (5.1)
Then the following holds: (i) There exist a, b, y 0 > 0 such that ae λy ≤ |w 0 (y)| ≤ be λy for all y ≥ y 0 , ae λy ≤ |w 0 (y)| ≤ be λy for all y ≥ y 0 ,
The function w 0 together with an exponentially growing function constitutes a fundamental system for the linear homogeneous ODE w (y) = ∂ 1 f (w 0 (y), w 0 (y))w(y) + ∂ 2 f (w 0 (y), w 0 (y))w (y). (5.2) 
