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To each Steiner system (X, B) we associate a finite simplicial complex 
K = X(X, B) whose homology groups afford a representation of the 
automorphism group of the system. The simplicial complex K has the same 
homotopy type as the familiar simplicial complex of Tits when both are 
defined, so it is not surprising that we obtain the Steinberg representations of 
PSL(3, q) and of Aff(2, q) (which arise from projective and affine planes). 
The advantage of our simplicial complex is that one never forgets the points 
of X (in contrast, the Tits simplicial complex involves flags, i.e., it 
remembers lattice structure). This feature allows us to give an explicit 
“geometric” basis of H,(K) (Theorem 10 and Theorem 16), and this basis 
enables us to give simple proofs of the irreducibility of the Steinberg 
representations mentioned above. (For PSL(3, q), our basis coincides with 
the basis constructed by Steinberg 151.) We are also able to evaluate the 
Steinberg character for most of the group elements. Some curious 
(nonirreducible) representations of the Mathieu groups also arise. Finally, we 
construct models of projective planes of order n in a vector space over GF(2) 
of dimension n3 in such a way that we may identify collineations of the 
plane with “triangle preserving” nonsingular linear transformations of the 
space. 
DEFINITION. A Steiner system of type S(t, k, u), where 1 < t < k < v are 
integers, is an ordered pair (X, B), where X is a set of cardinal u (1x1 = u), B 
is a family of subsets /I of X (called blocks) each of cardinal k, and such that 
every t points lie in a unique block. 
The inequalities are assumed strict to avoid uninteresting cases. Here are 
some examples. 
1. A Steiner system of type S(2, n, n*) is called an affine plane of order 
n; its blocks are called (affrne) lines. If n = q, a prime power, then the 
classical aflne plane of order q is the Steiner system of type S(2, q, q*) 
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obtained from a two-dimensional vector space over GF(q). (There exist 
nonclassical affine planes of order q; for example, such exist for q = 9.) 
2. A Steiner system of type S(2, n + 1, n* + n t 1) is called a projective 
plane of order n; its blocks are called (projective) fines. When n = q, the 
classical projective plane of order q is the Steiner system obtained in the 
usual way from the one- and two-dimensional subspaces of a three- 
dimensional vector space over GF(q). As in the affine case, there may exist 
nonclassical projective planes of order q. 
3. A Steiner triple system is one of type S(2, 3, v); a Steiner quadruple 
system is one of type S(3,4, v). 
4. There exist Steiner systems of types S(5,6, 12), S(4, 5, 1 I), 
S(5, 8,24), S(4, 7,23), and S(3, 6, 22). 
For a Steiner system of type S(t, k, v), one denotes the number of blocks 
by b and the number of blocks containing a given point by r (r does not 
depend on the choice of point). There are formulas: 
b = '(' - '> ***(v--t 1) 
k(k- l)...(k-r- 1) 
and 
r=(V-l)*~(v-~tl) 
(k-l)... (k-t+ 1)’ 
DEFINITION. An isomorphism between Steiner systems (X, B) and 
(X’, B’) is a one-one correspondence f: X-r X’ such that /? E B if and only if 
$$I~(~“,‘; The automorphism group of a Steiner system is denoted by 
3 * 
EXAMPLES. 5. If (X, B) is the classical affine plane of order q, then 
Aut(X, B) is the group generated by translations and nonsingular semilinear 
transformations; we write Aff(2, q) to denote the subgroup of Aut(X, B) 
generated by all translations and nonsingular linear transformations. 
6. If (X, B) is a projective plane of order n, then Aut(X, B) is called its 
collineation group. In particular, when (X, B) is the classical projective plane 
of order q, then Aut(X, B) 2 PTL(3, q). 
7. Mendelsohn [4] has proved that for every finite group G, there exists 
a Steiner triple system (X, B) and a Steiner quadruple system (X’, B’) such 
that Aut(X, B) z G z Aut(X’, B’). 
8. The automorphism groups of the first four Steiner systems in 
Example 4 are the Mathieu groups M,,, M,, , M,,, and IV,, ; the Mathieu 
group M,, has index 2 in Aut(X, B), where (X, B) has type S(3,6, 22). 
Here is our basic construction. 
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DEFINITION. For each Steiner system (X, B), define an abstract 
simplicial complex K = K(X, B) as follows: its vertices are the elements of 
X, an i-simplex is a set of i + 1 points all lying in a block. We call K the 
simplicial complex associated to (X, B).’ 
Observe that if (X, B) has type S(t, k, u), then K is (k - I)-dimensional; 
moreover, as t > 2, every pair of points lies in a l-simplex (i.e., an edge) and 
so K is connected. 
To compute homology of a simplicial complex K, we use chain complexes 
C* (K) = .-. -+ C,(K) -tarn C,-,(K) -+..+ whose chain groups C,(K), all 
m > 0, are free abelian groups with bases oriented m-simplexes. Thus, if 
u = (X,) x, )...) x,J is an oriented m-simplex (i.e., its vertices are ordered) and 
rt is a permutation of {0, l,..., m ), then (xX0, x,, ,..., x,,) = (sgn n)a. It 
follows that rank C,(K) is the number of m-simplexes in K. The boundary 
operators 2, are the usual alternating sums. In particular, 2,(x, y, z) = 
(VT 2) - (4 2) + (x9 Y> and 2,(x, y) = (y) - (x). Of course, H,(K) = 
Z,(K)/B,(K), where Z,(K) = ker 2, and B,,,(K) = im 2,,,+, . If [ and 5’ are 
m-cycles (i.e., elements of Z,(K)), we write [ - [’ to denote “[ is homolo- 
gous to i’,” i.e., < + B,,,(K) = [’ + B,(K). 
LEMMA 1. Zf G c Aut(X, B) and K = K(X, B), then C,(K) is a chain 
complex of ZG-modules, whence H,(K) is a ZG-module for all m 2 0. 
ProoJ If 60 E G and a = C kj(xjo, xjl ,..., xj,) E C,(K), define qa = 
2 kj(VXj, > Wjl y**-’ pxj,) (note th a pa E C,(K) because q~ preserves blocks). t 
It is routine to check each C,(K) is a (left) ZG-module and each 2, is a ZG- 
map. I 
D. Grayson has shown me that K has the same homotopy type as a 
(t - I)-dimensional simplicial complex closely related to the Tits building 
construction. Recall the definition of the barycentric subdivision K’ of K: its 
vertices are the simplexes of. K; its n-simplexes are (n + 1)-tuples 
(h,, b, ,..., b,), where b, < b, < e.. < b, (here b < c means “b is a proper face 
of c,” i.e. b $ c). Of course, K and K’ have homeomorphic geometric 
realizations, 1 K ( z 1 K’ (, and hence they have the same homology groups. 
DEFINITION. An m-simplex (b,, b ,,..., b,) of K’ is short if, for each i, 
either card b, < t or bi is a block. 
Note that every face of a short simplex is short; it follows that 
A = A(X, B) = {short simplexes in K’ ) 
is a (full) subcomplex of K’. Furthermore, dim A = t - 1. 
’ R. L. Bishop has informed me that K(X, B) is the simplicial complex of the incidencee 
relation contained in X x B [see C. H. Dowken, Homology groups of relations, Ann. of Math. 
56 (1952), 89-953. 
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As an example, when t = 2 the only short simplexes have the form (x), (J), 
and (x, p), where x E X and p E B. 
LEMMA 2 (Grayson). Let (X, B) be a Steiner system of type S(t, k, v) 
and let K = K(X, B). Then (A I= (A(X, B)l is a deformation retract of the 
geometric realization (K’ 1 of the barycentric subdivision K’ of K. 
Proof A vertex of K’ is a simplex b = (x0,..., x,] of K. Define g(b) = b 
if m + 1 < t and g(b) = ,8, the (unique) block containing b, if m + 1 >, t. It is 
easy to see g: Vert K’ + Vert d defines a simplicial map g: K’ + A. If 
i: A + K’ is the inclusion, then gi = 1, and ig < l,,, i.e., for every simplex 
u E K’, we have g(u) < u. Now ig and l,, are contiguous, whence the 
continuous maps they define between geometric realizations are 
homotopic. I 
The next result is a familiar property of d, hence of K. 
THEOREM 3. If (X, B) is a Steiner system of type S(t, k, v) and ifK is its 
associated simpliciaI complex, then H,(K) is free abelian for all i > 0. 
Moreover, 
rank H,,(K) = 1, 
and 
rankH,-,(K)=Jx(K)-11, 
rank H,(K) = 0 otherwise, 
where x(K) is the Euler-Poincare characteristic of K. 
ProoJ Let 0 -+ C,- ,(K) + +. -+ C,(K) -+ C’,,(K) + 0 be the chain complex 
of K. We observed earlier that rank C,(K) is the number of i-simplexes of K; 
thus,forOgi~t-1,wehaverankC,(K)=(i,”,)whilefort~i~k-1we 
have rank C,(K) = b(i:,). It follows that the (t - 1)skeleton K’-’ of K is 
the same as the (t - I)-skeleton of a (v - I)-simplex 0, say, which is, of 
course, contractible. Therefore, for all i< t - 2, we have H,(K)? 
H,(K’-‘) 2 H,(a), i.e., H,(K)EZ and H,(K)=0 for l,<i<t-2. By 
Lemma 2, H,(K) E Hi(d) for all i. Since dim A = t - 1, its chain complex is 
O-+C,-,(A)-,-..+C,(A)+O. It follows that H,(K) z Hi(A) = 0 for 
i> t- 1 and that Ht-,(K)~HH,-,(A) is free abelian. Finally, since all 
homology vanishes outside dimensions 0 and t - 1, we have 
x(K) = 1 + (-I)‘-’ rank H,-,(K). 1 
COROLLARY 4. Let (X, B) be a Steiner system of type S(t, k, v) and let 
K be its associated simplicial complex. 
(i) If t = 2, then rank H,(K) = v(r - 1) -b + 1. In particular, 
rank H,(K) = (n’ - l)(n - 1) when (X, B) is an afine plane of order n, and 
rank H,(K) = n3 when (X, B) is a projective plane of order n. 
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TABLE I 
(1, k u) rank H,-,(K) 
(3,6,22) 560 
(4,7,23) 3520 
(5, 8924) 17,710 
(4, 5, 11) 144 
(536, 12) 330 
(ii) When t > 2, rank H,-,(K) = ]C:=, (-l)i[( 5) - b(:)](. In par- 
ticular, we have Table I. 
Proof. (i) Assume t = 2. In this case, C,(d) = 0 -P C,(d) -+ C,(d) -+ 0. 
Now C,(d) has a basis consisting of all (x, /3), where x E p (here x E X and 
/3 E B), so rank C,(d) = VY (recall r is the number of blocks containing x). A 
basis of C,(d) consists of all terms of the form (x) or co), where x E X and 
/3 E B. Therefore rank C,(d) = v + b, whence x(K) =x(d) = v + b - vr. It 
follows that rankH,(K)=]u+b-vr- ll=v(r-- 1)-b+ 1. For an affine 
plane of order n, we have b = ,* + n and I = n + 1 (by the formulas cited at 
the beginning of the article), while for a projective plane of order n we have 
b=n’+n+landr=n+l. 
(ii) Using the value of rank C,(K) given in the proof of the theorem 
f-l 
rankH,-,(K) = -1 + 1 t-1)’ 
i=O 
Changing index of summation and using the fact that Ct=, (-l)j( i ) = 0 
gives the formula of the statement. 1 
Remark. There is another way to compute H,(K) using Folkman’s 
acyclic covering lemma [2]: If 9 = {Li: i E I} is a cover of a simplicial 
complex K by subcomplexes (K = U Li) and if, for every m = 1, 2,... the 
intersection Li, n . . . n Lim is either empty or has the homology of a point, 
then H,(K) g H,(N(p)), where N(P) is the nerve of the cover 9. Here 9 
consists of the (k - 1).simplexes of K, and one observes that for i # j we 
have 1 Vert(L,) f7 Vert(Lj)l ,< t - 1 (whence N(9) has dimension < t - 1). 
If F is a field, one constructs H,(K; F), homology with coeflcients F, 
precisely as one constructed H,(K) except that the chain complex 
(C,(K), a,) of free abelian groups (with bases simplexes of K) and 
homomorphisms is now replaced by the chain complex of vector spaces over 
F (with the same bases as before) and linear transformations a, (having the 
same value on basis elements as before). 
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COROLLARY 5. If K is the simplicial complex associated to a Steiner 
system (X, B) of type S(t, k, v), then for every i > 0 and every fteld F, we 
have 
Hi(K; F) ~ Hi(K) Oz F. 
Moreover, if G c Aut(X, B), then H,- ,(K; F) a,ffords an F-representation of 
G (whose degree is computed in Corollary 4). 
Proof. For an abelian group A (in particular, for the additive group of a 
field F), the universal coefficient theorem gives 
H,(K; A) z H,(K) OzA @ Torf(Hi_ 1(K), A). 
Because H,_,(K) is always free abelian, the Tor term vanishes for each i. 
The second statement follows from Lemma 1. ! 
In the following list of ordered pairs (Mi, S,), we have Mi a Mathieu group 
and Ji the largest degree of an irreducible (complex) representation of M,: 
(M,,, 55); (M,2, 176); (Mzz, 385); (Mz3, 2024); (M24, 10395). It follows 
that our representations of the Mathieu groups are not irreducible because 
their degrees are too large. Unfortunately I have not been able to describe 
their decompositions into irreducibles (though I suspect information can be 
extracted from suitable covers of K by subcomplexes corresponding to 
contractions of Steiner systems). 
Even though our representations need not be irreducible, they are “small.” 
We first give a lemma that is essentially the “cone construction.” 
LEMMA 6. Let K be a simplicial complex and let z be a$xed vertex of 
K. Assume there is an integer m such that every m i- 1 vertices of Kform an 
m-simplex. Then there is a projection homomorphism n, : C,,,(K) -+ Z,,,(K) 
[i.e., n,(c) = [for every m-cycle Cl with 
Proof. If u = (x0, x, ,..., x,) is an m-simplex of K, then (x,, x, ,..., x,, z) 
may not be an (m + I)-simplex of K. Nevertheless, because of the hypothesis 
on K and m, the formula for 7c, is well defined (as the usual alternating sum). 
Also, %3 = 0 implies im rr, c Z,(K). Now there is a homomorphism 
c, : C,-,(K) + C,(K) taking any (m - 1)simplex ( y0 ,..., y,,- ,) into 
(Y I),“‘, y,- i, z). An easy computation shows, for every m-simplex 0, that 
jr,(o) = 0 - c,&; in particular, n,(u) = u for every m-cycle u. I 
THEOREM 7. Let (X, B) be a Steiner system of type S(t, k, v) with 
associated simplicial complex K, let G c Aut(X, B) act t-transitively on X, 
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and let F be afield in which v is invertible. Then H,-,(K; F) is a cyclic FG- 
module; moreover, if (x,, x1 ,..., x,-J is any (t - I)-simplex in K, then (the 
homology class oJ) JJzCX a(~,,, x1 ,..., x,_, , z) is a generator. 
ProoJ First of all, the transitivity hypothesis shows CI_r(K; F) is a 
cyclic FG-module with generator any (t - 1)-simplex of K. Next observe that 
the hypothesis of Lemma 6 holds for K = K(X, B) and m = t - 1. Define 
7~: C,-,(K;F)+Z,-,(K;F) by 
7r(u) = $ 1 7&(u). 
ZSX 
Now z(u) = o whenever u is a (t - 1)cycle (because v = /Xl). Also, rr is a 
G-map: if p E G, then 
~(~(Xo,...,X,-1)) = ~L(W,Y., vx,-,I 
= + 1 qylxo &T-l 2) ,..., 9 
ZEX 
=+ 2 qfpx O,“‘, PX,- 19 VW> 
WEX 
=(D 
[ 
f c qx, )..., XI-1,W) 
I 
= (pK(X() ,..., x,- 1). 
WCX 
There are FG-epimorphisms C,- ,(K; F) -+ Z, _ ,(K; F) and Z,- ,(K; F) -+ 
H,-,(K;F); it f 11 o ows that C(-r(K; F) being FG-cyclic with generator 
u = (x0,x, ,..., x,_ 1) implies HtpI(K; F) is FG-cyclic with generator the class 
of Q) = (l/v) c, &I, x1 ,***, XI-1 3 z). Clearly we may dispense with the 
coeffkient l/v and the theorem is proved. 1 
Remark. The hypothesis of G acting t-transitively on X holds, in 
particular, when (X, B) is the classical projective plane and G = PSL(3, q), 
when (X, B) is the classical affrne plane and G = Aff(2, q), and for the 
Steiner systems corresponding to the Mathieu groups. 
We now show the representations here may be irreducible (if one defines 
the Steinberg representation via Tits buildings, this is immediate from 
Lemma 2; however, we wish to prove this directly). 
DEFINITION. A triangle in a simplicial complex K is a l-chain r, 
necessarily a l-cycle, of the form 
r = 5(x, y, z) = (Y, z> - (x, z) + (x, Y), 
where (y, z}, {x, I), and {x, y} are 1-simplexes of K. 
Often we do not distinguish between a triangle and its homology class. 
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DEFINITION. A simplicial complex K is complete if every pair of distinct 
vertices forms a l-simplex of K. 
The l-skeleton of a complete simplicial complex is a complete graph. Note 
that K = K(X, B) is complete for every Steiner system (1, B). We include a 
proof of the following elementary lemma for the reader’s convenience (it was 
shown to me by M. Mostow). 
LEMMA 8. (i) Every l-cycle [ of a simplicial complex K is a linear 
combination of polygons [a “‘polygon” is a l-cycle of the form (x, , x2) + 
(x2 2 x3) + -** + (x,-1,x,) + (-%,x1)1. 
(ii) If K is complete, every l-cycle [ is a linear combination of 
triangles. 
Proof. (i) Let [ = C miui, where mi E Z and no l-simplex oi occurs 
with distinct orientations. Replacing mi by -m, and ui by -ui if necessary, 
we may assume each m, > 0. The proof is by induction on ,YJ m, > 0; clearly 
the induction begins when C mi = 0. Let 1.7~ = (yi, zi) and define 
X= Ui { yi, zi}. Since at= 0, each x E X occurs in at least two ui)s. If 
u1 = (yi, zi), rename y, as x, and z1 as x2. There exists uj # u1 involving xq; 
let x3 denote its other vertex. Since c?< = 0, we may further assume 
f3uj = (x3) - (x2), i.e., uj = (x2, x3). Iterate this procedure to obtain a 
sequence x,, x2, xj ,... . Because X is a finite set, there exists a “loop” 
xp,xp+l,..‘, x,, x,,i.e.,thereisapolygon~r=(x,,x,+,)+...+(x,_,,x,)+ 
&I 3 xP). By induction, the l-cycle [ - x is a linear combination of polygons, 
so the same is true for [. 
(ii) Since K is complete, every polygon with m edges is equal to a sum 
of m - 2 triangles. I 
It follows that if X is a projective or affne plane of order n, then H,(X) is 
the subgroup of C,(K) generated by all triangles modulo the subgroup 
generated by all “degenerate” triangles. 
Before exhibiting explicit bases of H,(K), we first state an easy fact. 
LEMMA 9. Let {x1, x2 ,..., x,) be an ordered set of collinear points in an 
afine or projective plane (X, B), and let z be a point ofl this line. Then the 
triangle z(x, , x,, z) is homologous to 
~(XI,X*,Z)+~(X2,X3,Z)+...+5(Xm_l,X,,Z). 
THEOREM 10. Let (X, B) be a projective plane of order n and let 
K = K(X, B). Choose a line 1 and label its points x,, x, ,..., x,. Then a basis 
for H,(K) consists of all triangles of the form r(xi, xi+, , z), where 0 < i < n 
and z @ 1. 
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ProoJ: First of all, there are n edges (x0, x1), (xi, x2) ,..., (x,-,, x,J on I 
and there are n2 points z @ I, so we have described exactly n3 triangles. Since 
a set with at most r generators of a free abelian group of rank r is 
necessarily a basis, Lemma 8(ii) shows it suffices to see every triangle 
r(a, b, c) is homologous to a linear combination of these n3 triangles. 
Case 1. a,bEl,c&I. 
Since r(a, b, c) = -t(b, a, c), we may assume a = xi, b = xj, and i < j. If 
j = i + 1, then r(u, b, c) is one of the special triangles in the statement. 
Otherwise, Lemma 9 gives r(~,b,c)=t(Xi,xj,C)-t(xi,xi+,,c)+ 
5(Xi+13Xi+2,C)+ “’ +r(Xj-~,Xj,C). 
Case 2. a E I, 6, c & 1. 
Assume a = xi and let xj be the intersection of 1 with the line determined 
by b and c. Now t(xi, b, c) - t(xi, xj, c) - t(xi, xi, b), and Case 1 may be 
applied. 
Case 3. a, b, c 6Z 1. 
Choose x E 1. Then $a, b, c) - r(x, c, a) - r(x, b, a) - r(x, c, b) and Case 2 
now applies. I 
There is a second basis we shall find convenient. 
DEFINITION. A Jug in an affine or projective plane is an ordered pair 
(x,, /), where I is a line and x0 E 1. 
We usually say “x0 E 1 is a flag.” 
COROLLARY 11. Let (X, B) be a projective plane of order n and let 
K = K(X, B). If x0 E 1 is aflag, then a basis of H,(K) consists of all triangles 
of the form 5(x0, x, z), where x E I- x0 and z 6S 1. 
ProoJ Using the equation r(xi, xi+ i, z) - -t(xO, xi, z) + r(x,, , xi+ 1, z), 
one may see easily that the transition matrix is invertible. 1 
For the classical projective plane X, our construction is virtually the same 
as that of Steinberg [5], although our approach is different. Steinberg 
considers oriented triangles [x, y, z] in X and, for any field F, he defines a 
vector space Z over F having generators all oriented triangles subject to 
certain relations (our H,(K; F) is a homological realization of Steinberg’s 
construction). Steinberg also constructs the dual space Z* of Z; it is 
generated by all flags (homological realizations of Z* are common 
nowadays). The basis for Z exhibited by Steinberg is precisely our flag basis. 
(I confess I rediscovered the flag basis, for I had read papers inspired by [5 ] 
but not [ 51 itself!) 
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We record two corollaries before returning to the question of 
irreducibility. 
COROLLARY 12. Let (X, B) be a projective plane of order n with 
associated simplicial complex K. Then three points x, y, z E X are collinear if 
and only if f(x, y, z) = 0 in H,(K). 
Proof: If x, y, z are collinear, then (x, y, z} is a 2simplex of K with 
boundary r(x, y, z); thus 5(x, y, z) = 0 in H,(K). Conversely, if x, y, z are 
not collinear, they form a (geometric) triangle in X. Define I to be the line 
determined by x and y; the basis determined by the flag x E I has r(x, y, z) 
as one of its elements, whence r(x, y, z) # 0 in H,(K). 1 
COROLLARY 13. Let (X, B) be a projective plane of order n with 
associated simplicial complex K. If A is the set of all oriented (geometric) 
triangles {a, b, c} in X, then the function 5: A --) H,(K) defined by 
{x, y, z } tt s(x, y, z) is one-one. 
Remark. In light of this corollary, the possible confusion caused by our 
two usages of the word “triangle” is not serious. 
Proof. Assume a = (x, y, z} and /3 = {a, b, c} are distinct oriented 
triangles in X. If both sets of vertices coincide, then a = -/I and 
r(a) = -s(p) # $/3> (b ecause r(/?) # 0). Let 1 be the line determined by x and 
y, and label the points of I: x,, = x, x, = y, x2 ,..., x,. Let us choose the basis 
of H,(K) determined by these data as in Theorem 10. 
Case 1. /I has two vertices on /. 
Now z(JI) = s(a, b, c) = +7(xi, xj, c), where i < j. If xi = x and xj = y, then 
c # z and r(a) # r(J). Otherwise 
r(P)=t(Xi,Xj,C)‘Yt(Xi)Xi+,)C)+“‘+(Xj~~l:Xj,C) 
and 7@) is not equal to the basis element r(a) = 7(x0, x, , c). 
Case 2. p has exactly one vertex on 1. 
If a = xi and if xi is the intersection of 1 with the line determined by b and 
c, then (as in Case 2 of Theorem 10) 
s(p) = r(xi, b, c) - t(xi, xj, c) - $xi, xj, b). 
By Case 1, assuming i < j, 
sCa> - [z(xi, xi+ * 3 C) + ‘** + r(xjp 13 Xj, C)] 
-[f(Xi,Xi+,,b)+...+~(~j-,,xj,b)] 
(if i > j, just reverse signs). It is plain r(/3) does not equal the basis element 
r(a)* 
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Case 3. j? has no vertices on 1. 
As in the proof of Theorem 10, for any choice of x in 1 
$a, b, c) - z(x, c, a) - r(x, b, a) - z(x, c, b) 
- [r(X,Xi,U)-r(X,Xi,C)J- [r(~X,Xj,a)-t(X,Xj,b)J 
- [r(x,xk,b)-r(x,xk,c)J, 
where xi, xj, xk are, respectively, the intersections of I with the lines deter- 
mined by c and a, by b and a, and by c and b. Note that Xi, Xj, xk are 
distinct points. Now set x = xk (as we may), so the expression above 
simplifies: 
Because this expression involves triangles with several vertices off 1, it cannot 
equal the basis triangle r(a). 1 
From now on, we shall use the “flag basis” of Corollary 11; proving 
Corollary I3 with a flag basis led me to more cases. 
The following irreducibility criterion was pointed out to me by 
Piatetski-Shapiro in the special case when A is a group ring over a field of 
characteristic zero; this case is implicit in [3]. The Lie algebra version seems 
to be well known; again we include a simple proof for the reader’s con- 
venience. 
LEMMA 14. Let F be a field, let A be an F-algebra, an let H be an A- 
module. Assume there is a subset S of A and an element u E H such that: 
(i) u#O; 
(ii) rpu = u for all q E S; 
(iii) u is the unique such element (to nonzero F-multiple); 
(iv) H is A-cyclic with generator u. 
Then H is an indecomposable A-module. In particular, if F has charac- 
teristic zero, G is a finite group, and A is the group algebra, then H is an 
irreducible FG-module. 
ProoJ Assume H = U, @ U, is a decomposition of H into nonzero A- 
modules. Now u = u, + u, with ui E Ui, i = 1,2. We have u, # 0, otherwise 
u = u, and H = Au c U,, forcing U, = 0; similarly, u2 # 0. But 
u = cpu = vu, + vu, implies vu, = u, for all v, E S. The uniqueness of u gives 
u, = ru for some nonzero r E F. Therefore, H= Au = Ark, c U,, a 
contradiction. In the special case, FG is semisimple and H is indecomposable 
if and only if it is irreducible. 1 
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Note that all conditions in the lemma are needed; in particular, one cannot 
weaken condition (iv) to read: “H is FG-cyclic.” For example, take G = S,, 
S = (( 12)), F the complexes, and x to be the reducible character x = 1, + E, 
where E is the parity character. 
THEOREM 15. Let (X, B) be the classical projective plane of order q with 
associated simplicial complex K. If F is a field of characteristic zero, then 
H,(K; F) aflords an absolutely irreducible representation of G = PSL(3, q) of 
degree q 3. 
Remark. The Steinberg representation is the unique absolutely 
irreducible representation of G of degree q3 so that this representation is, 
indeed, the Steinberg representation. 
ProoJ Choose a flag x,, E 1 and let S c G be the stabilizer of this flag: 
S = (cp E G: px, =x,, and (o(l) = 1). 
Define u E H,(K, F) by 
It is clear that u # 0, for u is the sum of all the elements of the “flag basis” 
given in Corollary 11. Moreover, cpz(x,, x, z) = ~(x~, rpx, cpz) for cp E S shows 
that rp permutes the basis elements and hence leaves their sum invariant. 
Before verifying conditions (iii) and (iv) of Lemma 14, let us recall that G 
acts doubly transitively on X. In particular, if G, = (q E G: (p(l) = I} and 
x E I - x0, there exists cp E G, interchanging x and x,, . 
To prove uniqueness of u, assume v # 0 and rpv = v for all rp E S. Now 
v = cx,z m,,z(x,, x, z) and mx. # 0 for some x, z. Double transitivity implies 
S acts transitively on the flag basis {5(x0, x, z): x E I- x0, z C$ I}: if 
x’ E I -x0 and z’ 6? I, there is rp E S with cpz(x,, x, z) = 7(x0,x', z'). Since p 
permutes the flag basis, the coefficient of 5(x0,x’, z’) in pv is mxz. But 
pv = v implies rnxtz, = m,, . Thus, all the coefficients of v are equal, say, with 
common value m # 0, and so v = mu. 
Finally we show H,(K, F) is FG-cyclic with generator U; let U denote the 
cyclic FG-submodule generated by u. Choose x1 E I- x,, ; there exists rp E G 
(necessarily p E G,) with qx, =x1 and (pxl =x0. Now &x0, x1, z) = 
~(x~,x~,(Pz)=--~(x~,x,I~z). For yEl-{x0,x,}, we have py=wEE- 
{x0,x,} and 
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= --4 z: +qj, x1 > v) + 1 qxg, w, qz); 
2 N’,Z 
therefore, 
cpu--=-(q+ l)~r(x,,x,,(42). 
Since characteristic F is zero and rp permutes X - I, we have 
y T(Xo, x,, z) E u. 
Theorem 7 now applies to show H,(K; F) is FG-cyclic with generator U; we 
conclude that H,(K; F) is an irreducible FG-module. To see that H,(K; F) is 
absolutely irreducible, observe that when L is a field extension of F, there are 
isomorphisms (Corollary 5) 
rH,(K)@,LrH,(K;L). I 
If F is a field of prime characteristic 1, then the hypotheses of Lemma 14 
hold for this FG-module whenever 1 divides neither u = q* + q + 1 nor q + 1. 
These (modular) representations are thus indecomposable (even absolutely 
indecomposable) for all such primes. Note also that the Steinberg represen- 
tation arises from an integral representation, afforded by H,(K). The ZG- 
module H,(K) is indecomposable lest H,(K; Z/ZZ) z H,(K) Oz (Z/ZZ) 
decompose. 
Denote the character of the Steinberg representation by St. It is well 
known [ 1 ] that St(rp) = 0 if rp is not semisimple [i.e., the 3 X 3 matrix 
corresponding to rp is not diagonalizable over some extension of GF(q)] 
while St(cp) = I otherwise, where n(q) is the order of a Sylow p- 
subgroup of C,(p) (here q = p”). We can easily verify these values in every 
case but one. Looking at rational canonical forms, we see there are only two 
cases when cp is not semisimple: 
and rp= 
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If the homogeneous coordinates of a point in X are [A,,& v], then, in both 
cases, ~7 stabilizes the flag x0 E 1, where x0 = [0, 0, l] and 2 is the line A = 0. 
Moreover, 9 fixes no points of I- x,,. Therefore, q permutes the flag basis 
{t(x,,, x, z): x E Z-x0, z G Z} with no fixed triangles: cpr(x,, x, z) = 
r(xO, px, cpz) # r(xO, x, z). We conclude that the trace of the n3 x n3 matrix 
describing the action of (D is 0: St(q) = 0. There are four cases when v, is 
semisimple: 
[here a, b, c are distinct elements of GF(q); moreover, the polynomials 
UZ-ddu+U-’ and u3 - da* - au - 1 are irreducible over GF(q)]. In the 
first two cases, q stabilizes a flag x0 E I (we may take x0 = [O, 0, 1 ] and 1 the 
line A = 0), and hence a, permutes the corresponding flag basis. 
Consideration of fixed points of v, allows one to count the number of fixed 
basis triangles; one concludes St(rp) = 1 in the first case and St(p) = q in the 
second case. In the third case, o stabilizes the line 1 with equation A = 0, but 
p fixes no points of 1. The formula 
v(x,, x, z) = 5(x’, px, v) 
= -t(x, 3 x’, cpz) + .r(xo 7 w, v> (x’ E 1) 
in conjunction with the fact that [ 1, 0, 0] is the only fixed point of v, shows 
St(o) = -1 in this case. Unfortunately, the final case (companion matrix of 
irreducible cubic) does not lend itself well to our viewpoint since cp has no 
fixed points and no fixed lines, and so it is difficult to find the coordinates of 
o(xO, x, z) (all that is obvious is that St(o) is an integer; actually, it is known 
that St(p) = 1). Because one of our aims is to offer elementary proofs of 
known results, there is no reason to find a complicated evaluation of St(o) in 
this last case. 
Let us now consider affine planes. The first step is to exhibit a basis of 
H,(K). 
THEOREM 16. Let (X, B) be an afJine plane of order n with 
K = K(X, B). Choose a flag x, E 1; let II,..., I, be the lines parallel to 1 and 
choose flags yi E li for 2 < i < n. Then a basis for H,(K) consists of all 
triangles of the form 
and 
$ql, x, z), XE f-x(), Z&I 
r(xO 3 Yi 3 Yh y E li - yi. 
481/92/lLlO 
142 JOSEPHJ.ROTMAN 
ProoJ Recall from Corollary 4 that rank H,(K) is (n’ - l)(n - 1). Since 
there are II - 1 points x E 1 -x, and n2 - n points z @ 1, there are 
(n’ - n)(n - 1) triangles of the first type. There are (n - 1)’ triangles of the 
second type, and so we have displayed (n2 - n)(n - 1) + (n - 1)’ = 
(n2 - l)(n - 1) triangles. It sufIices to show these triangles generate H,(K) 
and, by Lemma 8(ii), it suffices to show each triangle r(a, b, c) is a linear 
combination of these triangles. 
The proof of Theorem 10 (and Corollary 11) shows a triangle r(u, 6, c) is, 
indeed, in the span of the triangles of the first type if none of its edges is 
parallel to 1. Assume, therefore, that the line determined by b and c is 
parallel to 1. 
Case 1. aE1. 
If a = x,,, an application of Lemma 9 shows $a, b, c) is homologous to a 
linear combination of triangles of the second type. If a f x,,, then the lines 
determined by a and 6, respectively, by x, and c, are not parallel, hence 
intersect in a point d. One sees that 
r(a,b,c)-t(x o, c, 6) - r(xo, 4 b) + ~(a, c, d). 
The triangle $x0, c, b) has just been discussed; the other two triangles on the 
right side have no sides parallel to 1. 
Case 2. a 6Z 1. 
Let x, respectively, x’, be the intersection of 1 with the line determined by 
a and b, respectively, by a and c. One of x, x’ is distinct from x,,, say, 
x + x0. Then z(a, b, c) - r(x, c, a) - r(x, c, b); the triangle r(x, c, a) has no 
sides parallel to I and the second triangle has been discussed in Case 1. 1 
THEOREM 17. Let (X, B) be the classical aflne plane of order q and let 
K = K(X, B). If F is a field of characteristic zero, then H,(K; F) affords an 
absolutely irreducible representation of G = Aff(2, q). 
Remark. This must be the Steinberg representation of G which is the 
unique (absolutely) irreducible representation of G of degree (q2 - l)(q - 1). 
ProoJ Choose a “flag basis” {r(x,, x, z), t(xO, yi, y)} as in Theorem 16 
(x0 E 1 and yi E li are flags) and define u E H,(K; F) by 
u = ,& g, 6%~ x3 z>* 
Clearly u # 0 for it is a sum of distinct basis elements. Define S c G as the 
stabilizer of the flag x,, E 1: 
S = {rp E G: cpx,, = x0 and o(Z) = 1). 
Since each IJJ E S permutes the terms of u, it follows that rpu = U. 
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Before continuing with the verification that the hypotheses of Lemma 14 
are satisfied, we normalize the choice of flag x, E 1. Assume the affine plane 
is coordinatized, and choose x,, = 0 and I the line spanned by (1,O). It 
follows that S is generated by all 2 X 2 nonsingular upper triangular 
matrices [u, E S implies CD: (a,/?) t, (aa + b/I, c/I), where ac # 01. If W is the 
subspace of H,(K; F) spanned by the triangles of the form r(x,, , yi, y), then 
we claim W is an FS-module. If cp E S, then cp permutes the set of lines 
11 *,..., r,} parallel to 1; if p(ZJ = Zj, then &x0, yi, y) = r(x,, qyi, qy) = 
-r(xO, yj. ulvi) + t(x,,, yj, 9~). If U is the subspace spanned by triangles of 
form t(xO, x, z), it follows that H,(K; F) = U @ W is an FS-module decom- 
position. The uniqueness condition (iii) of Lemma 14 is enjoyed by u E U, 
for this is identical with the proof of the corresponding fact in Theorem 15 
(one needs only that S acts transitively on the given basis of U). If we can 
show there is no nonzero w E W with p,w = w for all cp E S, then 
the Krull-Schmidt theorem for FS-modules will apply to give uniqueness of 
u (to nonzero multiple) in U @ W = H,(K; F). 
Define S, to be the subgroup of S consisting of all cp of the form 
cp=G a I ); it is easy to see each Ii is a transitive S,-set. Assume 
w = ,Yi,? miy $x0, yi, y) ( y E Zi - yi) satisfies rpw = w for all p E S. In 
particular. for o E So, VW = Ci,J miy(4r(X0, yi> y) = xi., miYr(X,, oY[yi, Vy). 
Let ‘pyi = zi E Zi and let ti E Zi satisfy oti = yi. Then 
q7w==y mi,%, zi9 CPY) 
i,Y 
= x miy[&9 zi, Yi> + 5(xo~ Yi3 VYv)l 
i.g 
It follows from qw = w that for y # yi we have miY = miwy, while mifi = 0 
(because pti = yi implies t(x,,, yi, pti) = r(xg, yi, yi) = 0). Since S, acts tran- 
sitively on each Ii, we see each miY = 0 and w = 0. 
Finally, the proof that H,(K; F) is FG-cyclic with generator u is just a 
repetition of the corresponding part of the proof of Theorem 15; we need 
observe only that G acts doubly transitively on X. 1 
The same remarks we made after the proof of Theorem 15 also obtain 
here; if F is a field of prime characteristic 1dividing neither u = q* nor q + 1, 
then H,(K; F) is an absolutely indecomposable FG-module; moreover, H,(K) 
is an indecomposable ZG-module. 
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As in the projective case, one may compute St(p) for most (p. For 
example, let us show St(p) = 0 if p involves a translation t,: x t+ x + u 
(where u # 0). Assume q= t, T, where T is linear. Let I be the line spanned 
by v and choose flags yi E Ii, where I,, I, ,..., 4 I is the set of lines parallel to 1. 
It is clear that (o permutes the basis relative to the flags 0 E T- ‘2, 
T-‘yi E T-‘Zi and, also, that cp has no fixed points. It follows that St(cp) = 0 
in this case. The intractible case here is p = T, where T is the companion 
matrix of an irreducible quadratic, 
Our next goal is to construct “linear models” of projective planes of order 
n. To avoid orientation problems and to keep all finite, we work modulo 2, 
i.e., we consider H,(K; Z/22). Recall that if (X, B) is a projective plane of 
order n with associated simplicial complex K, we denoted the set of all 
oriented triangles (x,, x2, x3} in X by d, and Corollary 13 showed 
r: d + H,(K) given by (x,, x2, x3} H s(xi, x2, x3) is one-one. If )d 1 denotes 
the set of all unoriented triangles in X, it is easy to see the composite 
function jd I+ H,(K) + H,(K; Z/22) z H,(K) @ Z/22 2 H,(K)/2H,(K) is 
also one-one; we denote its image by T. 
LEMMA 18. Let z = z(q,, x, z) and 9 = z(a; , a;, a;) be triangles in 
H,(K; Z/22), where K = K(X, B) and (X, B) is a projective plane of order n. 
Then 5 + 5’ E T if and only if the set {x0,x, z, ai, ai, a:} has cardinal four 
and three of these points are collinear. 
ProoJ: Sufficiency is obvious, being a special case of Lemma 9. 
To prove necessity, let 1 =x0x, the line determined by x0 and x. As in 
Corollary 13, we express an arbitrary triangle r(al, a2, a3) in terms of the 
basis of H,(K; Z/22) corresponding to the flag x0 E I. Note that orientations 
and signs are now irrelevant because we are working modulo 2. 
Case 1. a,,a,El. 
Lemma 9 gives 
$a,, a,, a31 = %, a,, a3> + r(xo, a2, a3>. 
Case 2. a, E 1, a,, a, & 1. 
If d,, denotes the intersection of 1 and the line a2a3, then 
~(aIra2,a3)=r(a,,d2,,a2)+~(a,,d2,,a3) 
= ~(xo~ a,, a21 + f(x,, d23, a2) + r(x,,, a,, a3> + +q,, d2,, a3). 
Case 3. a,,a,,a,@l. 
~(a1,a2,a3)=7(x,,a2,a3)+~(x,,a,,a3)+~(x,,a,,a2) 
=4x,,, d23, a*) + r(+,, d,,, a3> + Go, d13, a,) 
+ 4~~ d,,, a3) + h, d12, a,) + G, d12, a2), 
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where d, denotes the intersection of 1 and the line aiai. Observe that at most 
two of d,, , d,3, d,, can coincide. Observe also that a,, u,, a3 are the only 
vertices occurring on the right-hand side that do not lie on the line 1. 
Not surprisingly, each of the first two cases is subsumed under the third 
case. To see this, let us call a subset {u, o, w) degenerate if t(~, U, w) = 0, i.e., 
U, U, w are collinear (Corollary 12). Thus, LI, E 1 implies a, = d,, = d,, and 
two of the six triangles are degenerate; if, further, a, E I, then a, = d,, and 
two more triangles are degenerate. 
Suppose now that r+r’E T: t(~~,~,~)+r(u~,u~,u~)=r(u,,u,,u,). We 
have an equation 
~=~(~,~~,~)+~(~o,dSj,~S)+~(~,,dS,,a;)+~(x,,d~,,u;)+t(x,,d’,,,u;) 
+ 7(x0,42,4) + 7(x,, d;,, a;) + +,,, d,,, a,) + ~(q,, dz3, a& 
+7(x,,d,,,u,)+7(x,,d,,,~,)+7(x,,d,,,~,)+7(x,,d,,,u,). 
This is a sum of an odd number (13) of (virtual) basis triangles equal to 
zero; therefore, there must be at least one degenerate triangle while each 
nondegenerate triangle occurs an even number of times. Note that 7(x,,, x, z) 
is nondegenerate, by hypothesis; also, the middle vertex of each triangle lies 
in 1. 
The triangle 7(x,, d,, , a?) = 0 means x,, , d,, , a, are collinear, and this can 
occur for one of two reasons: dz3 = x, ; a, E f. Either possibility forces a 
second (unprimed) triangle to be degenerate. We still have a sum of an odd 
number of triangles equal to zero, and so there is a third (unprimed) 
degenerate triangle; as before, it produces yet a fourth (unprimed) degenerate 
triangle. This procedure yields two pairs of degenerate unprimed triangles 
and two pairs of degenerate primed triangles, leaving an equation with a sum 
of five triangles equal to zero. 
Let us examine these reductions (unprimed and primed) more carefully in 
order to examine the five term equation. Table II describes the possibilities. 
“Surviving terms” refers to the remnant of the six unprimed terms. 
TABLE II 
Degenerate pairs Consequence Surviving terms 
I d,,=x,andd,,=x, a,=x,El 4%. 4,> 4 + r(xo, d,,, 4 
II d,,=x,anda,EI d,, = a, = d,, %,,d,,>an) + ~o>dzz,aJ 
=t(xo,a,,a,+r(x,,a,,a,) 
III a,Elanda,El d,, = a, and d,, = a2 r(x,,d,,,a,) + r(xo,&,a,) 
=r(xo,a,,a,) + r(xO,a,,a,) 
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TABLE III 
Degeneracy 
I’ r(xw d,,, a*) = 0 
II’ t(x,,a,,a,)=O 
III’ 5(x,, a,, a,) = 0 
Consequences 
d,,=x,,d,,=x,,a,=x,,anda,Ei 
d,,=x,,a,EI,anda,=x,EI 
a,EI,a,Elanda,=x,EI 
Aside from a harmless reordering of the vertices, the five term equation 
involves s(x,,, X, z), a pair of surviving unprimed terms of type I, II, or III, 
and a pair of surviving primed terms of one of the three types; there are thus 
nine possible such equations. Now a five term equation must have another 
degenerate triangle which we may assume, without loss of generality, is 
unprimed. Table III shows the consequence of this new degeneracy; some 
explanation is given afterward. 
In case I’, the other possible cause of degeneracy, namely, d,, = x,, 
cannot occur (because d,*, d13, d,, cannot all coincide). In case II’, the 
possibility d,3 = a3 = x0 is, similarly, impossible. Finally, in case III’, the 
possibility a3 E 1 cannot occur because a,, u2, a, are not collinear. The 
ultimate conclusion is thus the same in each case: the surviving triangle is 
r(u,, u2, u3), two of the vertices lie on I, and one of these vertices is x0. 
Only four terms survive from the original equation, and there are only 
three possible cases (we may assume x,, = a, and a, E I). 
I . II . O= 4q,,x,z) + 7(x,,,q, UJ + r(x,, d;,,a;) + ~(x,,,d;j, a;). 
II”: 0 = 4% 4 z) + $x0, u2, Uj) + z(xo, a;, ai) + 5(x0, a;, a;). 
In this list, the primed vertices satisfy the conditions in the corresponding 
cases in the first table. In these equations, there must be two terms occurring 
twice; moreover, the primed terms cannot equal one another lest their sum 
$a;, a;, a;) = 0 (recall x0 = ai in case I”). 
Finally, there are two possibilities for each four term equation. For 
example, in case I”, either t(x,, x, z) = r(xO, di3, ai) and 5(x,,, a,, u3) = 
r(x,,, di3, 4 or %,x, z) = $x0, di3, 4) and +,, Q,, 4 = r(x,, 4,, 4. 
In the first event, x = di3 and z = a; (recall middle vertices lie on Z, third 
vertices do not lie on I). Therefore z = a; E 1, a contradiction (and this case 
cannot occur). In the second event, x = d;,, z = ai, u2 = d;,, and u3 = ai. 
One concludes x,, = ai, z = ai, and a; E 1. The analysis of equations II’ and 
III’ is similar, and the lemma is proved. 1 
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Using Lemma 18 and the fact that H,(K; Z/22) z H,(K)/2H,(K), one 
may determine when the sum of two oriented triangles in H,(K) is an 
oriented triangle. We need a generalization of Lemma 18. 
DEFINITION. A string is an ordered independent set of triangles ri,..., 7, 
such that zi + 7i+ 1 + . .a + 7j E T for all 1 < i < j < m; we call m the length 
of the string. 
COROLLARY 19. (i) A string of triangles of length m involves exactly 
m + 2 points, and m + 1 of them are collinear. 
(ii) Every “maximal string” (i.e., a string of maximal length) has 
length n. 
(iii) If0i, oz are triangles with u, + o2 E T, then there is a maximal 
string of the form (a,, a?, 73 ,..., tn}. 
Proof: (i) This follows easily from Lemma 18 by induction on m > 2. 
(ii) Immediate from part (i) because every line contains exactly n + I 
points. 
(iii) Routine. 8 
DEFINITION. Let (X, B) be a projective plane of order n, let K = X(X, B), 
and let T c H,(K; Z/22) be the set of triangles. Then 
GL(X, B) = {nonsingular f: H,(K; Z/22) -+ H,(K; Z/22) (f(T) = T}. 
Each rp E Aut(X, B) determines rp, E GL(X, B), by Lemma 1, and it is 
easy to see rp F+ cp* defines a homomorphism Aut(X, B) + GL(X, B). 
THEOREM 20. If (X, B) is a projective plane of order n, then cp N ‘p.+ 
defines an isomorphism Aut(X, B) z GL(X, B). 
Proof. It is clear rp t-+ op* is one-one. To see this map is onto, assume 
f E GL(X, B). Choose distinct points a, b E X and let 1 be the line they 
determine. Choose x & 1. Now f one-one implies fr(a, b, x) # 0; moreover, 
fr(a, b, x) = ~(24, v, w) because f(T) = T; it follows that u, v, w are not 
collinear. Choose a third c E 1 (the axioms for projective planes guarantee at 
least three points on every line). Now z(a, b, x) + z(b, c, x) = t(a, c, x) E T, 
whence fr(a, b, x) + ft(b, c, x) = ft(a, c, x) E T. By Lemma 18, fr(b, c, x) 
involves only one more point (other than u, v, w), say s, and u, u, s are 
collinear. Define p(x) = w (the noncollinear fourth point). Note that 
(D: X - 1 +X is a well-defined function depending, perhaps, on the choice of 
a, b. Let 1’ be the line determined by u and v. If d E 1, then 
t(a, b, x) + z(b, c, x) + 7(c, d, x) E T, also t(a, b, x) + r(b, c, x) E T and 
s(b, c, x) + 7(c, d, x) E T. Of course, these relations are preserved by J: 
Corollary 19 shows fr(a, b, x), fr(b, c, x), and fr(c, d, x) involve only live 
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vertices, four collinear (lying on I’) and one, namely 9x, not on 1’. We 
conclude q satisfiesft(a, b, x) = r(u, u, 9x) for U, u E I’; also, this formula for 
qx is independent of the choice of a, b E 1; if c, d E I, then f7(c, d, x) = 
r(u’, Y’, qx) for u’, v’ E I’. Furthermore, p: X - I + X - I’. 
We now show that if x, , x,, x, are noncollinear points in X - Z, then 
fr(x, , x2, x3) = 7(qxI, ox*, ox3). Relative to the flag basis corresponding to 
a E I, we have (as in the proof of Lemma 18) 
7(xl,x2,xA=t(a, d,,,x,) + 643,xj) + +,d,,,x,) + 764 d,,,x,) 
+ 7(a9 d,,,x,) + 7(a,d,,,x,), 
where dij E 1. Applying f to this equation yields an expresson for 
fr(x,, x2, x3) as a sum of six triangles, each of the form r(Ui, vi, qxi) or 
7(u;, vi,qxi) for ui, ?I~, uf , U[ E I’. Choose U, E Z’, and rewrite each of these 
triangles with respect to the flag basis corresponding to u, E Z’. In this 
expression, the only vertices off I’ are px,, IJPX~, cpx,; on the other hand, we 
know that the only vertices off I’ are those of 3(x,, x,, x,) (see proof of 
Lemma 18). Therefore, ft(xr , x,, x3) = z(qx,, px,, px,). 
Our first conclusion is that p is oneeone. If x # y E X - 1 and px = qy, 
choose z E X- Z with x, y, z not collinear. Then 7(x, y, z) # 0 while 
fi(x, y, z) = t(px, rpy, ~2) = 0, contradicting f being one-one. Next, we claim 
o: X - Z-+X - I’ is a collineation of affrne planes. Assume x, y, z E X - 1 
are collinear and 9x, rpy, qz are not collinear. Then z(qxx, rpy, pz) # 0 whence 
fi(x, y, z) # 0 and r(x, y, z) # 0 (because f is oneone). This contradiction 
shows a, is a collineation. Finally, v, has a unique extension to a collineation 
of the projective plane X. 1 
The proofs above suggest the following definition. 
DEFINITION. Let (X, B) be a projective plane and let A be an abelian 
group. A representation of (X, B) in A is a function p: X x X X X -+ A such 
that: 
(i) p(x, y, z) = 0 if and only if x, y, z are collinear; 
(ii) if f E Aut(A), then fp(X x XX X) = p(X X XX X) if and only if 
there is a collineation a, E Aut(X, B) with 
fp(x, y, 2) = P@, qy, ~2) for all x, Y, 2 E X. 
THEOREM 2 1. Every projective plane of order n has a representation in 
an elementary abelian group of order 2”‘. 
Proof. Corollary 12 and Theorem 20. 1 
This notion of representation does seem reasonable, for (X, B) consists of 
points, lines, and incidence, features captured in (i), while (ii) relates the 
HOMOLOGY GROUPS OF STEINER SYSTEMS 149 
group structure of A to the plane. In light of Corollary 13, we may say 
projective planes have faithful representations. 
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