Abstract. We introduce various spaces of functions of bounded mean oscillations (BM O) defined in a domain by taking into account the behavior of functions near the boundary. Then we establish several equivalences of these spaces. Moreover, we compare our space with a BM O space introduced by Miyachi. As an application we prove that the heat and the Stokes semigroup are analytic in such a type of spaces.
Introduction
In this article, we discuss equivalences of BM O-type norms in domains. Since we will consider the behavior of functions near the boundary, our BM O norms consist of an interior and a boundary part. The reason we are interested in such problems is to prove analyticity of the heat and Stokes semigroup in domains.
The space BM O(R n ) has previously been introduced by the seminal paper of John and Nirenberg [22] . Fefferman [11] showed that BM O(R n ) is the dual of the Hardy space H 1 (R n ) and a decomposition of functions in BM O(R n ) in terms of Riesz transforms. A constructive proof of the last result was given by Uchiyama [39] . The theory of BM O(R n ) was developed in the remarkable paper of Fefferman and Stein [12] . BM O spaces play important roles in harmonic analysis and PDEs, as a substitute of L ∞ . Several operators in these fields are not bounded on L ∞ , but from L ∞ to BM O. Moreover, the real and complex interpolation theories work with BM O. For example, L p coincides with interpolation spaces with BM O space, [19] , [21] .
We already know ways to characterize functions in BM O(R n ). For instance, Carleson measures ( [6] , [12] , [37] ), A p -weights ([13] ) and LittlewoodPaley decomposition ( [38] ). The space BM O(R n ) appears in several problems in harmonic analysis; paraproduct [5] , commutator of singular integrals [9] , T (1) theorem [10] , and in PDEs, especially in fluid dynamics; wellposedness for incompressible Navier-Stokes equations on the whole space [24] and a blow up criterion for the same equation [26] .
If one considers the space BM O in a domain Ω, the situation is less clear compared with the case of the whole space R n . To discuss possible definitions of BM O in a domain, we will define various types of BM O-type (semi)norms. Sometimes we have to be careful about the behavior near the boundary ∂Ω. For this purpose we define for f ∈ L 1 loc (Ω), ν ∈ (0, ∞] and p ∈ [1, ∞) the seminorm There exists a similar definition of the BM O b -norm that was used by A. Miyachi in [31] . We generalize his norm to p ∈ [1, ∞) by As it is mentioned above, some of our results make use of extension arguments. Although for any domain the extension of L ∞ functions by 0 does not cause problems, it is an interesting problem for BM O functions on domains. Jones [23] gave a sufficient condition on domains for the existence of a bounded extension operator. Since his operator is needed in our aims, we recall its construction in the next section. But for some domains, the zero extension of BM O functions is useful, see Lemma 4. One can see that layer domains do not fulfill the Jones condition and have no extension operator, see Remark 1.
As the first application we study the analyticity of the heat semigroup, the solution operator H : u 0 → H(t)u 0 = u(·, t), where u is the solution to
If Ω is R n , the whole space, a key estimate 
This is obtained by an odd extension and (1.1); see Theorem 16 which seems to be not included in the literature. In both estimates C is a positive constant depending only on the space dimension n. From (1.2) we are able to prove that
when Ω is the half space.
For a general uniformly C 3 -domain Ω we shall establish a similar estimate but local-in-time of the form
with some constants C and T 0 independent of u 0 ∈ V M O µ,ν b when µ ∈ (0, ∞] and ν is smaller than the reach of ∂Ω (Theorem 18). The regularity part (estimate for ∇u, ∇ 2 u, u t ) is obtained by a blow-up argument similar to the one developed in [2] while the estimate for u is obtained by an argument similar to the one in [3] ; both papers discuss the Stokes semigroup.
Let us sketch the proof of the bound for ∥u∥ BM O 
As the second application we study the analyticity of the Stokes semigroup S, the solution operator of the Stokes equations, in V M O µ,ν b,0,σ (Ω) when Ω is an uniformly C 3 and admissible. Such a result was obtained for sufficiently small ν in [3] . By the equivalence result (Theorem 5) one can extend this result to general µ, ν ∈ (0, ∞] in bounded domains. Furthermore, one is able to prove that S is bounded in
b,0,σ one is able to prove that S is analytic if Ω is an admissible Lipschitz half-space with uniformly C 3 -boundary including the case µ = ν = ∞, which is not included in [3] . This analyticity results also extends to V M O M b,0,σ . Let us review literature concerning BM O type estimates of the heat equation in R n . A. Carpio [7] and the second author, S. Matsui, Y. Shimizu [16] established
, where G t denotes the Gaussian kernel and * the convolution. We remark that
which can be observed by taking u 0 constant. Moreover, this L ∞ -BM O estimate for the gradient cannot be generalized to the case when a domain has nonempty boundary under the Dirichlet condition since u may not be spatially constant even if u 0 is a constant. In [25] and also in [34, Lemma 14.4 
The BM O ∞ (R n ) estimates are obtained by H p -H q estimates, see [20] , [32] , [33] , and a duality argument. 
Jones' extension theorem
We will need to consider certain classes of domains in order to compare different BM O-type norms or to prove embeddings from BM O-type spaces to L p . For the existence of an extension operator on BM O ∞ (Ω) we will need the notion of a uniform domain. In some cases we will also need C 2 -boundary to get control over the ratio |B r (x 0 )|/|B r (x 0 ) ∩ Ω| for small r and x 0 ∈ ∂Ω. Both properties are crucial in several proofs.
Lemma 1.
Let Ω be a uniformly C 2 -domain. Then there exists a constant R > 0 depending only on C 2 -regularity of Ω such that there is a projection
where n is the exterior normal at ∂Ω in P ∂Ω x if x ∈ Ω and the interior normal of ∂Ω at
Proof. For a proof see [17, appendix] and [28, §4.4] .
We define then for a C 2 -domain the reach of Ω denoted by R * > 0 to be the supremum of all R as in the above Lemma. The reach of Ω then depends only on C 2 -regularity of Ω.
For several equivalence proofs we will need an extension theorem for BM O functions on domains that is due to P. W. Jones ([23] ). Since the construction of this extension will be important for our needs, we will give a sketch of this construction. In order to do so we need to define the dyadic Whitney decomposition of a set A.
For a set A ⊂ R n let A = {Q j } j∈N be a set of dyadic closed cubes with side length ℓ(Q j ) contained in A such that We define two different distance functions on the Whitney decomposition.
will then be defined as the length of the shortest Whitney chain connecting Q j and Q k .
For Q j , Q k ∈ A we define the second distance function as Proof. The theorem is due to [23] .
We will repeat the explicit construction off . Let A c be the complement of A and A ′ be the Whitney decomposition of its interior. Choose for every Q ′ j ∈ A ′ a corresponding Q j ∈ A in the following way. If there are cubes
. For all other cubes choose some largest cube Q 0 ∈ A and let Q 0 be the cube corresponing to all Q ′ j ∈ A ′ for which there are no cubes in
The second case appears for example if A is a bounded domain. Thenf is defined as
where Q j ∈ A is the cube corresponding to Q ′ j . Since by [23, Corollary 2.9] |∂Ω| = 0 for uniform domains, we can ignore the boundary of Ω in the construction.
Furthermore, we will need the following lemma (cf. [23, Lemma 2.10]).
Lemma 2. Let A ⊂ R n be a uniform domain, A and A ′ be the Whitney decomposition of A and A c respectively and let Q
with K the number obtained in condition (2.1) and Q j the cube corresponding to Q ′ j . Remark 1. Domains of the form Ω = R k × G with 1 ≤ k ≤ n − 1 and bounded G ⊂ R n−k are examples of domains which are not uniform. We will show that for such domains there is no Jones' extension. Let f (x) = x 1 , then for every cube Q in Ω 1 |Q|
Thus f ∈ BM O ∞ (Ω) because the cubes in Ω have side length of at most diam(G). This function cannot be extended to a functionf
would contain functions of linear growth.
Embeddings and equivalences of BM O-type norms

Theorem 2. Let Ω ⊂ R n be a domain and µ, ν ∈ (0, ∞]. Then the embeddings
hold with an embedding constant depending only on n, i.e., independent of Ω, µ and ν.
Proof. It follows from the definition of the norm that ∥f ∥
BM O µ,ν b ≤ (2 + ω n )∥f ∥ ∞ , where ω n = |B 1 (0)| is the measure of the unit ball in R n .
Remark 2. It follows from the definition that for 0
and the embedding
hold. The same statement holds for cubes in Ω of side length r and ar, respectively.
and thus
which can be rewritten as
Then we are able to estimate
Proof. We prove this theorem by using cubes instead of balls. Let Q r (x) be a cube of side length r < µ 1 centered at x. We will prove that the BM O seminorm in Q 2r (x) is controlled by the BM O µ 1 seminorm and a constant only depending on the dimension n provided that Q 2r (x) ⊂ Ω. By iteration and Remark 2 we then get the stated result. Divide Q 2r (x) into 2 n cubes Q i of side length r with disjoint interior such that each cube has one corner in x. Assume without loss of generality that f Qr(x) = 0. Then
By using Theorem 3
. Proof. Let (B i ) i∈I be a cover of Ω consisting of balls B r (x) ⊂ Ω with r < µ and balls B r (x) with x ∈ ∂Ω and r < ν. Then there is a finite subcover of Ω of balls (B i ) 1≤i≤N . This subcover contains at least one ball centered at some point on the boundary. Since there are only finitely many balls in the subcover the number r 0 := min
exists and is positive. For the balls centered at the boundary we can estimate
. By Theorem 3 we obtain then for the neighboring balls the estimate
and can continue this strategy until we estimated ∥f ∥ L 1 (B j ) on all balls
with some constant c depending only on n and the subcover (B i ) 1≤i≤N , i.e., depending only on n, µ, ν and Ω. 
which completes the proof. 
(Ω) for finite µ, ν are different because they allow different kinds of growth at infinity.
(R + ) which can be seen by calculating the mean oscillation in every interval (2 n , 2 n + Proof. We extend f by Theorem 1 tof ∈ BM O ∞ (R n ). For ν 0 := min{
and for r < ν 1 the estimate follows directly from the definition.
Theorem 7.
Let Ω be a uniformly
Proof. By Theorem 4 and Remark 2 we can assume without loss of generality that 2ν 1 = ν 2 < µ. Each B r (x 0 ) ∩ Ω with x 0 ∈ ∂Ω and ν 1 ≤ r < ν 2 is a Lipschitz domain with uniform Lipschitz regularity, where
with a uniform constant c since we have control on the Lipschitz regularity of B r (x 0 ) ∩ Ω. Thus
We can assume without loss of generality that ν 1 < ν 2 . Let {Ω i } i∈Z n−k be the collection of domains
with i ∈ Z n−k such that Ω is the interior of the closure of the disjoint union of all Ω i . Each Ω i is then just the translation of the bounded Lipschitz domain Ω 0 . Since ∂Ω i ∩ ∂Ω ̸ = ∅ for every i ∈ Z n−k we obtain by a similar argumentation as in the proof of Theorem 3 that there is a constant C depending on ν 1 , µ 1 , n and the shape of Ω 0 but independent of i such that
The number of Ω i for which
n−k such that we can estimate for ν 1 ≤ r < ν 2 (where ν 2 = ∞ is allowed) and
which was left to prove.
We have shown that Jones' extension theorem does not hold for layer domains and other domains of the form G × R n−k , where G is bounded. 
Proof. By Theorem 8 we can assume that µ = ν = ∞. It is immediate by construction that if B ⊂ Ω, then
Thus it is only left to estimate the mean oscillation in balls which have nonempty intersection with the boundary. For each B r (x) which satisfies B r (x) ∩ ∂Ω ̸ = ∅ we take x 0 ∈ B r (x) ∩ ∂Ω, then B r (x) ⊂ B 2r (x 0 ) and we have For x ∈ Ω and r > 0 with B 2r (x) ⊂ Ω and
We have now proved that
where the last inequality follows from Theorem 5.
It is now just left to estimate 
holds. This is done similarly to the argument of Theorem 9. At first we see that we can extend f ∈ BM O ∞,∞ b to a BM O ∞ functionf defined on R n . Since Ω is a Lipschitz half-space, there exists an infinite cone K of angle θ such that for all x 0 ∈ ∂Ω the relation x 0 + K ⊂ Ω holds. Then there exists a constant c θ such that for all x 0 ∈ ∂Ω and r > 0 there exists a ball for example also holds in exterior Lipschitz domains and domains of the form G × R n−k , where G ⊂ R k is a bounded C 2 -domain, where the higher boundary regularity is needed since there is no extension operator from BM O ∞ (Ω) to BM O ∞ (R n ) (cf. Remark 1) such that we need to consider extension operators on subsets of Ω. Now, we want to prove an interpolation result that shows that if a function is in BM O and L 1 , it is also in L p for a large class of domains and that we can estimate it in a certain way. We will start with the result in R n .
holds, where the constant C > 0 only depends on the dimension n.
Proof. Compare e.g. [19] and [27] .
We will later use this lemma together with Jones' extension theorem for BM O-functions.
x). If A is a bounded Lipschitz domain the constant depends only on n, p and the Lipschitz regularity of A.
Proof. We can use Theorem 1 to getf
. Furthermore, adding constants will not change the BM Oseminorm. By condition (3) on the Whitney decomposition we can see that the ball B contains all cubes in A ′ for which there exists a larger cube in A.
Thus if y /
∈ B every cube containing y corresponds to Q 0 . From this we can see thatf is on B c constantly equal to f Q 0 . The functionf − f Q 0 has then compact support and is locally integrable, thusf − f Q 0 ∈ L 1 (R n ). Lemma 5 then yields
If A is a bounded Lipschitz domain the constant C > 0 depends only on n, p and the Lipschitz regularity of A.
Proof. Note that by Lemma 2 all Q ′ j ∈ A ′ that correspond to Q j ̸ = Q 0 are contained in a cube of side length (130K 2 + 2)ℓ(Q j ) with the same center as Q j . Thus for B := B (4
because there are at most (130K 2 + 2) n cubes outside of Q j , in which f may be defined as f Q j . By the previous lemma we get
Theorem 12. Let Ω ⊂ R n be a bounded uniform domain. Let µ, ν ∈ (0, ∞] and p ∈ [1, ∞). Then the embeddings
hold.
Proof. From Lemma 3 we see that ∥f ∥
. By the equivalence result for different finite µ of Theorem 4 we get that we can replace
. Then we can use Theorem 11 in order to get
Finally we will give an equivalence result of BM O µ,ν b p for different p. Our proof here will be based on Jones' extension theorem for BM O-functions. Another proof for this fact can be found in [3] . 
Thus it is left to show that there is a constant C > 0 such that for all
holds. By the assumption r < ν < R * we see that all domains B r (x 0 ) ∩ Ω with r < ν and x 0 ∈ ∂Ω are Lipschitz domains, where we can estimate the Lipschitz regularity uniformly in r and x 0 . Since we assumed µ > ν
.
By the assumption on the Whitney decomposition and r < R * we obtain that Q 0 is at least of side length r
16
√ n and thus we can rewrite the above inequality by
Remark 5. The function f 3 of Example 1 shows that it is in fact necessary to exclude the case µ < ∞ and ν = ∞ in the case of the half space since 
Theorem 14. Let Ω ⊂ R n be an arbitrary domain and let p ∈ (1, ∞). Then the norms ∥ · ∥ BM O
Thus we have proved that
Remark 6. Our definition of b ν p is slightly different from those in [2] , [3] , [4] . In these papers the restriction on B r (x) centered at x on the boundary is
If ν is smaller than or equal to the reach R * , then this condition is equivalent to r < ν. Otherwise, B r (x) ⊂ U ν (∂Ω) is actually weaker. For example, consider Ω = int B 2 (0)\B 1 (0) and ν = 1.1 to get
The definition in the present paper is convenient to handle the case ν > R * .
The heat semigroup in BM O-type spaces
In this section we will prove several properties of the heat semigroup with respect to the considered BM O b spaces, i.e., we consider the equation
We will start with the case Ω = R n and T = ∞.
Then there is a solution u to (4.1) which satisfies the estimate
with a constant C > 0 just depending on n.
Proof. We will derive the estimate sup
We define (u(t), φ) = (u 0 , G t * φ) as a pairing of BM O ∞ and H 1 to get
The desired estimate follows from the duality (H 1 ) * = BM O ∞ . The inequality can also be derived from the estimate
which was proved in [18] (equation (41)) by a similar duality argument. The derivative estimates are also proved via a duality argument. The gradient estimate ∥∇u(t)∥ ∞ ≤ t 1/2 [u 0 ] BM O ∞ has already been proved in the appendix of [2] . We will here just prove the estimate for the second derivative ∇ 2 u, which is done by using the same ideas as the proof in the appendix of [2] . The estimate for the first derivative can be proved in a similar way. The time derivative estimate follows then from the estimate on the second derivative by u t = ∆u. As a first step we prove the estimate
for all u 0 ∈ L 1 (R n ) for the special case t = 1. By the definition of the H 1 -norm
4t the estimate
from which we can conclude that
Since a ∈ L 1 (R n ), we get with
which is (4.3) for t = 1. In order to generalize this to arbitrary time t > 0 we rescale u by the scaling transformation u λ (x) = λ n u(λx) for λ > 0. The norms in L 1 (R n ) and H 1 (R n ) are invariant under this transformation and thus we get from the equality (
We obtain now (4.3) for t > 0 by taking λ = t 1 2 . Then by duality
Similar estimates can be obtained for the half space via an odd extension and reduction to the case Ω = R n . We will first formulate the extension argument.
Lemma 7. Let µ > 0 and ν ≥ 2µ. Then there exists a dimensional constant
Proof. Let x ∈ R n and r < µ. We distinguish between two cases. If
Sincex ∈ B r (x) the relation B r (x) ⊂ B 2r (x) holds and thus by 2r < ν
The conclusion of the lemma holds in particular for the odd extension
with a constant C just depending on n. In particular, the corresponding operator
Proof. By Lemma 7 we can extend u 0 toū 0 ∈ BM O ∞ (R n ), which is a function that is odd with respect to the last component. We can now use Theorem 15 to get a solutionū to (4.1) with Ω = R n and initial dataū 0 . The solutionū then is also an odd function in the last component and satisfies the estimate 
. Furthermore, we obtain for r > 0 and
. If the underlying geometry of the domain is more complicated or one of the parameters is finite, we need a different method to prove similar estimates.
and Ω is a uniformly C 3 -domain, then there is a solution u of (4.1) with
Proof. By Theorem 3. 
where ∥f ∥ D(∆p) = ∥f ∥ p + ∥∆f ∥ p . This norm is equivalent to ∥f ∥ W 2,p and thus we have by
For estimating ∥∇ 2 u∥ W 1,p we note that u solves the equation ∆u = u t in Ω with u = 0 on ∂Ω. Since Ω is a C 3 -domain we obtain by higher regularity theory for elliptic systems as in Theorem 8.13 of [17] 
In summary we have that 
Proof. The proof is similar to the proof of the same estimate for the Stokes equations (cf. [1] , [2] ). By Lemma 8 there are solutions satisfying (4.5) for
We assume for these solutions that the estimate does not hold. Then there is a sequence of solutions u m to initial data u m 0 ∈ C ∞ c (Ω) and a sequence t m → 0 such that 
and obtain by (4.7) (4.10) and
Furthermore, by (4.8) Then Ω m expands to R n . Thus we obtain for every function
and the same equality for the partial derivatives
where the right-hand side converges to zero by (4.12) and 
where the right-hand side is equal to 0 by (4.12). Thus v satisfies the homogeneous heat equation (4.1) in R n +,−c 0 . By (4.10) and the boundary condition we know that v is bounded by Ct 1/2 (x n + c 0 ). If we take the odd extension v of v to R n , the extension still satisfies the heat equation with initial datā v 0 = 0 and the estimatev(x, t) ≤ Ct 1/2 (|x n | + c 0 ). By the uniqueness result of Chung (cf. [8, Theorem 3.1 and Theorem 3.2]) we obtain that v = 0. Thus v and its derivatives converge locally uniformly to 0 which is again a contradiction to (4.10).
We have now proved that the statement holds for all u 0 ∈ C ∞ c (Ω). By density we can extend the estimate to V M O 
(2) For all x ∈ Ω, 0 < r < µ with B r (x) ⊂ Ω and t ∈ (0, T 0 )
Proof. We will only give the key steps of the proof since the statements mainly follow from Theorem 17 and standard calculations. In Section 3 of [3] this argument has been carried out in detail for the Stokes equations and by ignoring the pressure term there one gets the result for the heat equation.
For proving (1) we use the equality
, (4.1) 1 , integration by parts and the estimate of Theorem 17 on ∇u.
For proving (2) we again use the equality
, (4.1) 1 , integration by parts and the estimate of Theorem 17 on ∇u and combine it with the estimate of (1). The statement (3) follows directly from Poincaré's inequality.
In order to prove (4) we use again the equality [3] , where the estimate was proved for the Stokes equations and the smallness assumption on ν was also necessary for obtaining control on the constants that appear in estimating the pressure term, the assumption here is only necessary for ensuring that integration by parts is possible. Thus ν can be taken larger if for all B r (x 0 ) ∩ Ω with x 0 ∈ ∂Ω and r < ν integration by parts is possible. for t < T 0 we use similar ideas to those of Section 4 and [3] , i.e., integrating by parts, fundamental theorem of calculus, using the gradient estimate and applying an equivalence result as well as an estimate for controlling the pressure term. The equivalence result we need to apply in this case is the statement of Theorem 14. The pressure estimate needs then only to be considered in balls since all subdomains of Ω appearing in the definition of the BM O M b norm are balls. The constant in this estimate (cf. Theorem 2.1 in [3] ) is scale invariant such that we have suitable control on the pressure term in every ball.
Remark 8.
(1) This theorem avoids the previously necessary assumption to consider only small domains in the boundary seminorm, which in [3] was ensured by taking ν small. [4] it was assumed that ν is sufficiently small. By using the analyticity result of Theorem 20 one can now also assume ν = ∞ in the proof. Note that for some of these domains for sufficiently large p the L p -Helmholtz decomposition fails to hold.
