When Weak Becomes Strong: Robust Quantification of White Matter
  Hyperintensities in Brain MRI scans by Werner, Oliver et al.
When Weak Becomes Strong:
Robust Quantification of White Matter
Hyperintensities in Brain MRI scans
Oliver Werner1 ?, Kimberlin M.H. van Wijnen1, Wiro J. Niessen1,2,4, Marius
de Groot1,4, Meike W. Vernooij1,3, Florian Dubost1??, and Marleen de
Bruijne1,5??
1 BIGR, Department of Radiology and Nuclear Medicine, Erasmus MC, Rotterdam,
The Netherlands
2 Department of Imaging Science and Technology, Faculty of Applied Sciences, Delft
University of Technology, Delft, The Netherlands
3 Department of Epidemiology, Erasmus MC, Rotterdam, The Netherlands
4 Department of Medical Informatics, Erasmus MC , Rotterdam, The Netherlands
5 Department of Computer Science, University of Copenhagen, Denmark
Abstract. To measure the volume of specific image structures, a typi-
cal approach is to first segment those structures using a neural network
trained on voxel-wise (strong) labels and subsequently compute the vol-
ume from the segmentation. A more straightforward approach would be
to predict the volume directly using a neural network based regression
approach, trained on image-level (weak) labels indicating volume.
In this article, we compared networks optimized with weak and strong
labels, and study their ability to generalize to other datasets. We ex-
perimented with white matter hyperintensity (WMH) volume predic-
tion in brain MRI scans. Neural networks were trained on a large local
dataset and their performance was evaluated on four independent pub-
lic datasets. We showed that networks optimized using only weak labels
reflecting WMH volume generalized better for WMH volume prediction
than networks optimized with voxel-wise segmentations of WMH. The
attention maps of networks trained with weak labels did not seem to
delineate WMHs, but highlighted instead areas with smooth contours
around or near WMHs. By correcting for possible confounders we showed
that networks trained on weak labels may have learnt other meaning-
ful features that are more suited to generalization to unseen data. Our
results suggest that for imaging biomarkers that can be derived from
segmentations, training networks to predict the biomarker directly may
provide more robust results than solving an intermediate segmentation
step.
Keywords: Image-level labels · Volume quantification · Generalizability
· White matter hyperintensities.
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1 Introduction
Quantitative imaging biomarkers are important indicators and predictors of dis-
eases. Manually annotating images to measure quantitative biomarkers is often
costly, time-consuming, and error-prone. Convolutional neural networks (CNNs)
are often used to automate the extraction of quantitative biomarkers. Gener-
ally, a CNN is trained with voxel-wise (strong) labels to perform a segmentation
task and subsequently quantitative biomarkers such as e.g. volume or shape
are derived [11,18]. A more straightforward approach would be to optimize the
method to predict the quantitative biomarker directly. Weak, image-level labels
are often used to either leverage more training data or to provide additional reg-
ularization [7,9,13,14,15]. Jia et al. [13] proposed a weakly supervised method for
segmentation of cancerous regions in histopathology images, optimized to predict
image-level binary labels and using a rough estimation of the cancerous propor-
tion as area constraint in the loss function. Dubost et al. [7] proposed a weakly
supervised approach for brain lesion detection optimized using weak labels. A
U-Net-like architecture with a global pooling step was used during training to
allow for optimization on the number of brain lesions per scan and during infer-
ence the network without global pooling layer was used to predict the location
of brain lesions. Kervadec et al. [14] proposed a semi-supervised approach for
segmentation in which weak labels were used as a constraint in the loss function
and as a way to train on unlabeled data. First a regression network was trained
to predict the total volume (computed from the segmentations). This trained
network was then used as a constraint measure for a fully supervised network
that learns to segment with both labeled data (segmentations) and unlabeled
data (predicted total volume).
In these methods weak labels were used as either surrogate or additional ob-
jective for segmentation or detection. However in some applications, segmenta-
tion is not necessary and the weak label could then become the primary objective.
White matter hyperintensity (WMH) volume quantification is a clear example
of such an application. While in most clinical studies only WMH volume is used
for the analyses, most automated methods are optimized to segment WMHs
[10,11,17,18]. WMHs are areas on fluid-attenuated inversion recovery (FLAIR)
and T2 weighted MRI scans that are hyperintense in the white matter. There
are various etiologies that can lead to WMHs, e.g. WMHs of vascular nature
(referred to as WMHs of presumed vascular origin) and of inflammatory nature
such as multiple sclerosis lesions (MS lesions) [2,23]. Depending on the dataset
(clinical vs population study e.g.) the number, volume and etiology of WMHs
can vary.
In this study we investigated the advantages of weak versus strong labels for
white matter hyperintensity quantification in brain MRI. We optimized our net-
works on a large local dataset and evaluated the performance on a separate part
of this local dataset and on four public datasets with different acquisition pa-
rameters. We showed that networks trained with only weak labels could provide
both better performance of WMH volume prediction and better generalization
to other datasets than networks trained with only strong labels. We visualised
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the attention maps to compare the features learned between the different label
types. Furthermore, we showed that the volume prediction performance was to
a large extent independent of possible confounders such as the ventricle volume.
2 Methods and Materials
In this section, we describe the datasets, the networks trained with weak labels,
the networks trained with strong labels, training details, and evaluation.
2.1 Datasets
We used data from the Rotterdam Scan Study (RSS) [12] to train the networks,
and used a separate part of the RSS dataset combined with four smaller public
datasets from WMH and MS lesion segmentation challenges to evaluate the
networks.
The RSS dataset is a large population-based imaging study and the cohort
used contained 4334 FLAIR scans. All scans were acquired on a 1.5 T GE MRI
scanner with a reconstructed voxel resolution of 0.49× 0.49× 2.5mm3. Further
information on the acquisition of these scans is discussed by De Leeuw et al. [5].
WMHs were annotated in all scans using an automated method using a FLAIR-
based threshold to classify certain voxels as WMH [4]. All segmentations were
subsequently inspected and manually corrected by a pool of experienced raters.
Furthermore, we used 60 FLAIR scans of the WMH Segmentation (Wmh-
Seg) challenge [17], 21 FLAIR scans of the Longitudinal Multiple Sclerosis Lesion
Segmentation (LongMSLes) challenge [1], 15 FLAIR scans of the MS segmenta-
tion (MSSEG) challenge [3] and 15 FLAIR scans of the MS lesion segmentation
(MSLes) challenge [21]. All scans were acquired from different subjects, except
for the LongMSLes challenge dataset, which contained 4 or 5 scans per subject.
Apart from several scans from the MSSEG challenge which were acquired on a
1.5 tesla MRI scanner from Siemens, all scans were acquired with 3 tesla MRI
scanners from mainly Philips and Siemens and one MRI scanner from GE. Voxel
resolutions ranged from 0.5 to 1.03 mm in axial plane and from 0.7 to 3 mm
in slice thickness. For the WmhSeg challenge only WMHs of presumed vascular
origin were annotated, for the other challenges only MS lesions were annotated.
For every challenge, one or two expert observers or radiologists segmented all
WMHs, except for the MSSEG challenge which provided a consensus segmenta-
tion derived from segmentations of seven radiologists.
All challenge scans were preprocessed to resemble the scans from the local
dataset in terms of voxel spacing and cropping. Furthermore, brain extraction
and bias correction were applied using N4[22]. For every scan the total volume
of WMHs was obtained by counting the number of voxels included in the WMH
segmentations in the full scan.
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2.2 Network Architecture
The models using weak and strong labels differ slightly as they were optimized
with different label types. Both networks trained with strong and weak labels
were kept as similar as possible for optimal comparison. The two architectures
are discussed below.
Regression Network Trained with Weak Labels. This network archi-
tecture was inspired by GP-Unet [7] and was trained using image-level labels,
namely total WMH volume per scan. GP-Unet combines a U-Net architecture
generally used for segmentation [20] with the global pooling (GP) method pro-
posed in [25]. This architecture improves precision thanks to the upsampling
layers and skip connections of the U-Net. The global pooling layer enables super-
vision with image-level labels. The loss used during training was mean squared
error. During inference, the network outputs the predicted total WMH volume.
Furthermore, the weights learned after the global pooling layer are multiplied
with the decoded feature maps before global pooling to create an attention map
of the network, as shown in Figure 1. For every image, a WMH segmentation was
obtained by thresholding this attention map with the threshold that provides a
sum of foreground voxels equal to the predicted WMH volume in that image.
After each convolutional layer except for the last layer, a ReLu activation [19]
was used.
Segmentation Network Trained with Strong Labels. The structure of
the voxel-wise optimized network was similar to the aforementioned GP-Unet,
excluding the global pooling layer at the end, leading to a shallow U-Net ar-
chitecture. A sigmoid activation was added at the end. During training, this
Fig. 1. Overview of the network optimized with weak labels. A shallow U-Net
like structure was used with a global pooling (GP) layer at the end. After every two
convolutions, the feature maps before the convolutions are concatenated. The weights
learned by the dense layer after the GP layer are used to weigh the last feature maps
to create an attention map.
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network was optimized using the Dice coefficient. It was trained using voxel-
wise labels containing the WMH segmentations. The output of the network was
thresholded at 0.5 to achieve the predicted segmentations. The total WMH vol-
ume was computed by summing over the number of foreground voxels of the
predicted segmentation mask.
2.3 Training Details
The local data was randomly split in a train (60%), a validation (20%), and a test
(20%) set containing 2602, 866 and 866 images, respectively. Each experiment
was repeated three times, where the only difference was the random initialization
of the network weights. Adadelta was used for optimization [24]. Batches of four
full brain images of 112× 128× 32 voxels were used as input. The images were
percentile normalized (1% and 99%) between 0 and 1. Standard on-the-fly data
augmentation was applied during training, consisting of translation (uniform
sampled between ±0.2 of the dimension length), rotation (±54 degrees), and
flipping. All code was written in Python, and Keras was used with Tensorflow
as backend.
2.4 Evaluation
The networks are evaluated on their performance in WMH volume prediction
and WMH segmentation. For all networks the predicted total WMH volume was
compared to the WMH volume computed from the annotations using intraclass
correlation (ICC), in this case ICC(2,1) [16]. Furthermore, for all networks, the
predicted segmentations are compared to the annotated WMH segmentations
using Dice score.
Additionally, for the networks trained with weak labels we investigated to
what extent the volume prediction could be explained by measuring other fac-
tors that may have strong correlation with WMH volume, including ventricle
volume, white matter volume, and cerebrospinal fluid (CSF) (outside the ven-
tricles). To this end, we modeled the relationship between predicted total WMH
volume and total volume computed from the annotations using linear regression
with ordinary least squares and adjusted for these confounders. The coefficient
of determination was computed with and without these confounders and the sig-
nificance was assessed by the p-value. The confounder volumes were extracted
from the brain MRI scans using FreeSurfer [6].
3 Results
All models were evaluated on the test set of the local dataset, containing 866
scans. While models optimized with weak labels performed poorly in segmen-
tation, with an average Dice score of 0.08 compared to the 0.78 of the network
optimized with strong labels, they performed very well in volume prediction.
The average ICC between the predicted WMH volume and the annotated WMH
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volume for the models trained using weak labels was 0.99, while for the strong
label models this was substantially lower with a value of 0.81.
Figure 2 shows the average ICC between total annotated WMH volume and
predicted WMH volume by the models trained on the local data and applied to
the four public datasets. The performance of models trained with weak labels
on total WMH volume prediction was consistently similar or higher than the
performance of models trained with strong labels for all experiments.
WmhSeg LongMSLes MSSEG MSLes
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Fig. 2. Volume prediction results on the public datasets. The y-axis shows the
average intraclass correlation coefficient(ICC) between the predicted and ground truth
WMH volume. Each point corresponds to a network trained with a different random
initialization of the weights. The lines indicate the corresponding confidence intervals
(5% and 95%). The datasets are displayed on the x-axis, details can be found in section
2.1.
Figure 3 shows the thresholded attention maps of networks trained with
weak labels. The predicted WMH segmentation of the model trained with strong
labels was very similar to the annotated WMH segmentation for the large WMH
regions. The attention map generated by the network trained with weak labels
seemed to focus on WMHs. The areas of attention seemed larger, more blurry
and smoother than the annotated segmentation, and sometimes seemed shifted.
The least square multiple regression between the annotated WMH volumes
and the WMH volumes predicted by models trained with weak labels showed
a strong, significant correlation (p < 0.01), a Pearson correlation of 0.99 and
coefficient of determination of 0.98. The Pearson correlation between ground
truth WMH volume and the possible confounders was lower, with a correlation
of 0.41 for the ventricles, 0.47 for the white matter, and 0.45 for the CSF. After
adjusting for the volume of ventricles, white matter, and CSF, the correlation
between ground truth and predicted WMH volumes was still significant (p <
0.01) and coefficient of determination stayed at 0.98.
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4 Discussion and Conclusion
Networks optimized with weak labels predicted the WMH volume more accu-
rately than networks optimized with strong labels, both in the local training
dataset and in the external datasets. The networks optimized with weak labels
could not be used to segment WMHs, but did seem to focus on areas near the
WMHs. The correlation between WMH ground truth volumes and WMH volume
prediction of the networks optimized with weak labels remained strong and sig-
nificant after correcting for possible confounders such a ventricle volume, white
matter volume and CSF volume. These results suggest that networks optimized
with weak labels may be able to identify imaging features that are more suited
to generalization to other datasets.
Networks trained with weak labels predicted WMH volume more accurately
than the networks trained with strong labels. An explanation for this could
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Fig. 3. Examples of predictions on the test set of the local dataset. The
rows show different subjects. The columns from left to right show an axial slice of
the MRI scan overlaid with the annotated WMH contours, the attention map of a
network trained with weak labels (contour of brain shown), the corresponding predicted
segmentations overlaid on the MRI scan and the last column shows the predicted
segmentations by a network trained with strong labels overlaid on the MRI scan. The
outputs of the networks trained with strong labels were almost binary due to the
sigmoid activation, and were almost identical to the binary segmentations.
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be that networks trained with weak labels were optimized on the target quan-
tity, namely the WMH volume, while networks trained with strong labels were
optimized for an intermediary task, the WMH segmentation. The correlation
between the WMH segmentation performance in Dice overlap and the WMH
volume prediction performance in ICC was not excellent for networks trained
with strong labels (Pearson coefficient of 0.71, Spearman 0.87). Networks that
predicted the segmentation the most accurately were not the models that also
predicted the volume most accurately. This underlines the differences between
the two tasks and questions the validity of optimizing on WMH segmentations
if the objective is to quantify WMH volume. Another explanation could be that
networks optimized with strong labels are forced to predict a binary label for
every voxel. The labels of some of these voxels, e.g. at the border of the WMH,
are uncertain, and forcing the network to classify them may enforce the learning
of systematic biases present in the annotations and impede the generalizabil-
ity. For example, networks might rely on the intensity threshold used by semi-
automated WMH annotations methods to create the networks’ training ground
truth segmentations. Networks optimized with weak labels are not forced to pre-
dict voxel-level labels and may be more suited to processing uncertain voxels.
The attention maps of networks trained with weak labels did not seem to
delineate WMHs, but highlighted instead areas with smooth contours around
or near WMHs. Furthermore, the statistical test showed that the features were
not derived from obvious confounders. Lastly, the volume prediction of these
models was better in all test datasets. These observations could indicate that
the features learned using weak labels are more robust and generalize better
than the features learned using strong labels.
A drawback of optimizing networks with weak labels is that the interpreta-
tion of features learnt by networks is more difficult. We corrected for the most
natural confounders, but less obvious confounders may have been omitted in
our analysis and may have influenced the network predictions. Applied to an-
other imaging quantification problem, researchers have to actively consider how
potential confounders can influence the predictions of the networks.
As we showed that both label types have different advantages, it could be
beneficial to optimize on both label types simultaneously. Weak and strong labels
have been used jointly with promising results in weakly and semi-supervised
methods [13,14].
The difference of WMH volume prediction performance between networks
trained with weak labels and network trained with strong labels seemed to be
higher in datasets that are most dissimilar to the training dataset. This dissim-
ilarity could be due to e.g. voxel spacing, difference in etiology of the WMHs
(e.g. vascular or inflammatory WMHs), differences in patient population or an-
notation style. WMHs of vascular origin were the most common type of WMHs
in the local dataset. This might be the reason that from all external datasets
the best results were obtained in WMHSeg, as this dataset contained WMH of
vascular origin while the other three datasets contained MS lesions.
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As the volume was still extracted from voxel-wise annotations, there was no
benefit in terms of cost and effort. Severity scores, like the Fazekas score [8],
are more time-efficient to annotate and can also be used for training. A pilot
experiment with severity scores was conducted, in which the severity score was
derived from categorizing the WMH volume from the local dataset into 5 classes
based on the value. The model achieved an ICC of 0.92 when evaluated on the
test set, which shows there is potential for using severity scores as a weak label.
Our results suggest that when the objective is to quantify total WMH volume,
training a network to predict this total WMH volume might be more suitable
than training a segmentation network and deriving the total WMH volume from
the resulting segmentation. More generally, for imaging biomarkers that can be
derived from segmentations, training networks to predict the biomarker directly
may provide more robust results than solving an intermediate segmentation step.
Acknowledgments This research was funded by the Netherlands Organisation
for Health Research and Development (ZonMw), project 104003005, as well as by
the Dutch Technology Foundation STW and Quantib, project number P15-26.
References
1. Carass, A., Roy, S., Jog, A., Cuzzocreo, J.L., Magrath, E., Gherman, A., Button,
J., Nguyen, J., Prados, F., Sudre, C.H., et al.: Longitudinal multiple sclerosis lesion
segmentation: resource and challenge. NeuroImage 148, 77–102 (2017)
2. Chen, X., Wang, J., Shan, Y., Cai, W., Liu, S., Hu, M., Liao, S., Huang, X.,
Zhang, B., Wang, Y., et al.: Cerebral small vessel disease: neuroimaging markers
and clinical implication. Journal of neurology pp. 1–16 (2018)
3. Commowick, O., Istace, A., Kain, M., Laurent, B., Leray, F., Simon, M., Pop, S.C.,
Girard, P., Ameli, R., Ferre´, J.C., et al.: Objective evaluation of multiple sclero-
sis lesion segmentation using a data management and processing infrastructure.
Scientific reports 8(1), 1–17 (2018)
4. De Boer, R., Vrooman, H.A., Van Der Lijn, F., Vernooij, M.W., Ikram, M.A., Van
Der Lugt, A., Breteler, M.M., Niessen, W.J.: White matter lesion extension to
automatic brain tissue segmentation on mri. Neuroimage 45(4), 1151–1161 (2009)
5. De Leeuw, F., de Groot, J.C., Achten, E., Oudkerk, M., Ramos, L., Heijboer, R.,
Hofman, A., Jolles, J., Van Gijn, J., Breteler, M.: Prevalence of cerebral white
matter lesions in elderly people: a population based magnetic resonance imaging
study. the rotterdam scan study. Journal of Neurology, Neurosurgery & Psychiatry
70(1), 9–14 (2001)
6. Desikan, R.S., Se´gonne, F., Fischl, B., Quinn, B.T., Dickerson, B.C., Blacker, D.,
Buckner, R.L., Dale, A.M., Maguire, R.P., Hyman, B.T., et al.: An automated
labeling system for subdividing the human cerebral cortex on mri scans into gyral
based regions of interest. Neuroimage 31(3), 968–980 (2006)
7. Dubost, F., Bortsova, G., Adams, H., Ikram, A., Niessen, W.J., Vernooij, M., De
Bruijne, M.: GP-Unet: Lesion detection from weak labels with a 3D regression
network. Lecture Notes in Computer Science (including subseries Lecture Notes in
Artificial Intelligence and Lecture Notes in Bioinformatics) 10435 LNCS, 214–221
(2017)
10 O. Werner et al.
8. Fazekas, F., Chawluk, J.B., Alavi, A., Hurtig, H.I., Zimmerman, R.A.: Mr signal
abnormalities at 1.5 t in alzheimer’s dementia and normal aging. American journal
of roentgenology 149(2), 351–356 (1987)
9. Feng, X., Yang, J., Laine, A.F., Angelini, E.D.: Discriminative localization in cnns
for weakly-supervised segmentation of pulmonary nodules. In: International confer-
ence on medical image computing and computer-assisted intervention. pp. 568–576.
Springer (2017)
10. Ghafoorian, M., Karssemeijer, N., Heskes, T., van Uden, I.W., Sanchez, C.I., Lit-
jens, G., de Leeuw, F.E., van Ginneken, B., Marchiori, E., Platel, B.: Location
sensitive deep convolutional neural networks for segmentation of white matter hy-
perintensities. Scientific Reports 7(1), 1–12 (2017)
11. Guerrero, R., Qin, C., Oktay, O., Bowles, C., Chen, L., Joules, R., Wolz, R., Valde´s-
Herna´ndez, M.d.C., Dickie, D., Wardlaw, J., et al.: White matter hyperintensity
and stroke lesion segmentation and differentiation using convolutional neural net-
works. NeuroImage: Clinical 17, 918–934 (2018)
12. Ikram, M.A., Brusselle, G.G., Murad, S.D., van Duijn, C.M., Franco, O.H.,
Goedegebure, A., Klaver, C.C., Nijsten, T.E., Peeters, R.P., Stricker, B.H., et al.:
The rotterdam study: 2018 update on objectives, design and main results. Euro-
pean journal of epidemiology 32(9), 807–850 (2017)
13. Jia, Z., Huang, X., Chang, E.I., Xu, Y.: Constrained Deep Weak Supervision
for Histopathology Image Segmentation. IEEE Transactions on Medical Imaging
36(11), 2376–2388 (2017)
14. Kervadec, H., Dolz, J., Granger, E´., Ben Ayed, I.: Curriculum Semi-supervised
Segmentation pp. 568–576 (2019)
15. Kervadec, H., Dolz, J., Tang, M., Granger, E., Boykov, Y., Ayed, I.B.: Constrained-
cnn losses for weakly supervised segmentation. Medical image analysis 54, 88–99
(2019)
16. Koo, T.K., Li, M.Y.: A guideline of selecting and reporting intraclass correlation
coefficients for reliability research. Journal of chiropractic medicine 15(2), 155–163
(2016)
17. Kuijf, H.J., Biesbroek, J.M., De Bresser, J., Heinen, R., Andermatt, S., Bento, M.,
Berseth, M., Belyaev, M., Cardoso, M.J., Casamitjana, A., et al.: Standardized
assessment of automatic segmentation of white matter hyperintensities and results
of the wmh segmentation challenge. IEEE transactions on medical imaging 38(11),
2556–2568 (2019)
18. Moeskops, P., de Bresser, J., Kuijf, H.J., Mendrik, A.M., Biessels, G.J., Pluim,
J.P., Isˇgum, I.: Evaluation of a deep learning approach for the segmentation of
brain tissues and white matter hyperintensities of presumed vascular origin in mri.
NeuroImage: Clinical 17, 251–262 (2018)
19. Nair, V., Hinton, G.E.: Rectified linear units improve restricted boltzmann ma-
chines. In: Proceedings of the 27th international conference on machine learning
(ICML-10). pp. 807–814 (2010)
20. Ronneberger, O., Fischer, P., Brox, T.: U-net: Convolutional networks for biomedi-
cal image segmentation. In: International Conference on Medical image computing
and computer-assisted intervention. pp. 234–241. Springer (2015)
21. Styner, M., Lee, J., Chin, B., Chin, M., Commowick, O., Tran, H., Markovic-Plese,
S., Jewells, V., Warfield, S.: 3d segmentation in the clinic: A grand challenge ii:
Ms lesion segmentation. Midas Journal 2008, 1–6 (2008)
22. Tustison, N.J., Avants, B.B., Cook, P.A., Zheng, Y., Egan, A., Yushkevich, P.A.,
Gee, J.C.: N4itk: improved n3 bias correction. IEEE transactions on medical imag-
ing 29(6), 1310–1320 (2010)
When Weak Becomes Strong 11
23. Wardlaw, J.M., Smith, E.E., Biessels, G.J., Cordonnier, C., Fazekas, F., Frayne,
R., et al.: Neuroimaging standards for research into small vessel disease and its
contribution to ageing and neurodegeneration. The Lancet Neurology 12(8), 822
– 838 (2013)
24. Zeiler, M.D.: ADADELTA: An Adaptive Learning Rate Method. arXiv preprint
arXiv:1212.5701 pp. 1–2 (2012)
25. Zhou, B., Khosla, A., Lapedriza, A., Oliva, A., Torralba, A.: Learning deep features
for discriminative localization. In: Proceedings of the IEEE conference on computer
vision and pattern recognition. pp. 2921–2929 (2016)
