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ABSTRACT
Cardiac mechanics is a branch of science that deals with forces, kinematics, and mate-
rial properties of the heart, which is valuable for clinical applications and physiological
studies. Although anatomical and biomechanical experiments are necessary to provide
the fundamental knowledge of cardiac mechanics, the invasive nature of the procedures
limits their further applicability. In consequence, noninvasive alternatives are required,
and cardiac images provide an excellent source of subject-specific and in vivo information.
Noninvasive and individualized cardiac mechanical studies can be achieved through
coupling general physiological models derived from invasive experiments with subject-
specific information extracted from medical images. Nevertheless, as data extracted from
images are gross, sparse, or noisy, and do not directly provide the information of inter-
est in general, the couplings between models and measurements are complicated inverse
problems with numerous issues need to be carefully considered.
The goal of this research is to develop a noninvasive framework for studying indi-
vidualized cardiac mechanics through systematic coupling between cardiac physiological
models and medical images according to their respective merits. More specifically, non-
linear state-space filtering frameworks for recovering individualized cardiac deformation
iv
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and local material parameters of realistic nonlinear constitutive laws have been proposed.
To ensure the physiological meaningfulness, clinical relevance, and computational fea-
sibility of the frameworks, five key issues have to be properly addressed, including the
cardiac physiological model, the heart representation in the computational environment,
the information extraction from cardiac images, the coupling between models and image
information, and also the computational complexity. For the cardiac physiological model,
a cardiac physiome model tailored for cardiac image analysis has been proposed to pro-
vide a macroscopic physiological foundation for the study. For the heart representation,
a meshfree method has been adopted to facilitate implementations and spatial accuracy
refinements. For the information extraction from cardiac images, a registration method
based on free-form deformation has been adopted for robust motion tracking. For the
coupling between models and images, state-space filtering has been applied to systemat-
ically couple the models with the measurements. For the computational complexity, a
mode superposition approach has been adopted to project the system into an equivalent
mathematical space with much fewer dimensions for computationally feasible filtering.
Experiments were performed on both synthetic and clinical data to verify the proposed
frameworks.
v
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CHAPTER
ONE
INTRODUCTION
Cardiac mechanics is a branch of science that deals with forces, kinematics, and material
properties of the heart. With the study of cardiac mechanics through anatomy, biome-
chanics, and physiology for centuries, general mechanical behaviors of the heart have been
gradually revealed to provide the important foundation for scientific studies and clinical
applications. For scientific studies, cardiac mechanics aids the studies of cardiac phys-
iology and pathology. For example, by modeling cardiac mechanical and physiological
behaviors with mathematical formulations, complicated cardiac functions can be simu-
lated using computers, through which complex physiological phenomena can be studied,
and a priori unknown behaviors such as those caused by pathologies and applications
of medicines can be predicted [84]. For clinical applications, the knowledge of disease-
specific mechanical behaviors of the heart makes diagnoses more efficient and reliable.
Furthermore, by understanding the mechanisms of cardiac diseases gained from scientific
studies, the corresponding treatments and preventions can become possible [11].
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Similar to the study of mechanics, one important step of studying cardiac mechanics is
to identify a specific functional form of the constitutive relation, which is necessary to be
determined rigorously through well-defined and controlled in vitro experiments [39]. The
most commonly performed experiments are the uni-, bi-, and triaxial tests on isolated and
excised cardiac tissues [84, 39, 94, 17]. In these experiments, specimens are taken from
exposed hearts and mounted in testing apparatuses, in which the specimens are stretched
and the corresponding forces are measured. Combining these stress-strain data with the
knowledge gained from anatomy and mechanics, the functional form of the constitutive
relation can be postulated.
With the functional form available, the values of the corresponding material parame-
ters need to be determined. Although these values can be obtained using in vitro data such
as those from the axial tests of excised potassium-arrested myocardium, the physiological
meaningfulness may be questionable as the data collected may not be representative of
any physiological state. Furthermore, the heart geometry and the complicated internal
structures should also be considered. From anatomy, we know that the heart tissue pos-
sesses a local fibrous-sheet structure comprising muscle fibers and collagen [56, 55]. As
the orientation of the fibrous-sheet structure and the stress-strain relation are changing
throughout the heart, data reflecting the combinative global behaviors are beneficial for
the physiological plausibility of the determined parameters. In consequence, experimental
data from in situ or in vivo experiments are more preferable. One of the invasive and in
vivo experiments for revealing the integrated cardiac functions is described in [101]. In
the experiment, thirteen mongrel dogs were anesthetized and their hearts were exposed.
For each heart, a micromanometer was inserted into the left ventricle through an apical
stab wound to measure the ventricular pressure, and fluid-filled catheters were introduced
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to measure the aortic and the left atrial pressures. Physical markers such as lead beads
and piezoelectric crystals were implanted into the left-ventricular wall to measure three-
dimensional and two-dimensional strains. In consequence, both in vivo blood pressures
and the corresponding myocardium deformation were measured. Combining the data
from such experiments with those from in vitro experiments and anatomy, mechanical
models were proposed and analyzed using different numerical and computational meth-
ods, and some of them have become the well-known constitutive laws in cardiac mechanics
[33, 66, 99, 16].
Although invasive experiments can provide the essential foundations of cardiac me-
chanics, their invasive natures limit their further applicability on scientific studies and
clinical applications. For scientific studies, the invasive procedures injure the heart tissue,
and the various apparatuses interfere or prevent the heart from its normal functioning,
thus the data collected may not reflect the cardiac physiology of the intact heart. Further-
more, the complicated and risky procedures limit large scale studies on the wide range
of normal and pathological cases, especially on human subjects. For clinical applications,
invasive procedures are always undesirable, especially in the diagnostic stage, as they can
introduce unnecessary discomforts, injuries, or even deaths to patients. In consequence,
noninvasive alternatives are necessary and desirable for both scientific studies and clini-
cally applications.
To study individualized cardiac mechanics noninvasively, cardiac images which provide
subject-specific and in vivo measurements are necessary [11, 22, 24]. Structural images,
such as X-ray computed tomographic images, magnetic resonance images (MRI), and
echocardiograms, can provide subject-specific cardiac geometries and motions. Functional
images, such as positron emission tomographic images, electrocardiograms, and body sur-
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face potential maps, can reveal information of energy consumption and cardiac electrical
propagation of the heart tissues. To extract useful information from images, algorithms of
image processing, computer vision, and pattern recognition have been adopted. Image seg-
mentation can recover cardiac geometries, motion tracking can obtain motions of salient
cardiac features such as heart boundaries, and image registration can combine informa-
tion from different image modalities. These subject-specific quantities can be coupled
with the general models derived from invasive experiments and arrive in individualized
cardiac mechanical functions and properties. As the procedures are noninvasive, large-
scale scientific studies are possible, and the individualized cardiac mechanical information
benefits both disease diagnosis, treatment, and surgical planning.
Nevertheless, the couplings of models and image information are complicated inverse
problems. First of all, the image-derived data are gross, sparse, or projective, and are
usually corrupted by noise of various sources. Furthermore, as the measurements cannot
directly provide the information of interest in general, the inverse problems are non-trivial,
and complicated numerical and computational algorithms are unavoidable, which means
that large computational resources are required. Moreover, as the image data reflects not
only the cardiac mechanical functions but also the cardiac physiology as a whole, cardiac
physiological models are essential to obtain physiologically plausible results.
In view of these issues, the goal of this research is to develop a noninvasive framework
for studying individualized cardiac mechanics through systematic coupling between car-
diac physiological models and medical images according to their respective merits. For
a physiologically meaningful, clinically relevant, and computationally feasible framework,
several key issues have to be properly addressed, including the heart representation in
the computational environment, the cardiac physiological model, the information extrac-
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tion from medical images, the coupling between models and measurements, and also the
computational complexity. These issues are described in the following section.
1.1 Key Issues
1.1.1 Heart Representation in Computational Environment
The heart is an important organ of the cardiovascular system with a complicated anatom-
ical structure [28]. At the organ level, a normal human heart is contained by a double-
walled sac called the pericardium, and has four chambers namely the left atrium (LA),
the right atrium (RA), the left ventricle (LV), and the right ventricle (RV). The atria
receive blood returning to the heart from the superior vena cava, the inferior vena cava,
and the left and right pulmonary veins, and pump blood to the ventricles at the beginning
of each cardiac cycle. The RV pumps blood to the lungs through the pulmonary artery,
and the LV pumps blood to the whole body through the aorta. To prevent the back flow
of blood from ventricles to atria, the tricuspid valve exists between the RA and RV, and
the mitral valve exists between the LA and LV. There are also the aortic valve between
the LV and the aorta, and the pulmonary valve between the RV and the pulmonary artery
to prevent blood flowing back to the ventricles from the vessels. The rings of these four
valves and their surrounding connective tissues form the basal ring, which separates the
atrial myocardium to the ventricular myocardium. The interatrial septum separates the
atria and the interventricular septum separates the ventricles, thus the oxygenated blood
and the deoxygenated blood cannot be mixed together.
At the tissue level, the myocardial tissues are formed by discrete layers of myocytes
[55]. These layers are on average four cells thick, separated by cleavage planes and cou-
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pled via an extensive extracellular connective tissue network. Within each layer, the
myocytes, which are cable-like and roughly cylindrical in shape, are connected together
by endomysial collagen. The myofibre orientation changes smoothly through 180o across
the free wall or interventricular septum, with myocytes oriented below the circumferential
direction on the epicardial surface and nearly perpendicular at the endocardial surfaces
of both ventricles.
Because of such a complicated architecture of the heart, it is extremely difficult, if
not impossible, to include all details in one single analysis. As a result, according to the
focus and requirements of a research, only some of the cardiac structures are chosen and
represented in the computational environment, and their interactions with other unrepre-
sented structures are described through boundary conditions. For example, in the studies
related to the ventricular deformation [66, 99, 36, 87], only the geometries representing
the ventricular parts of the heart were constructed, and the myocardium was represented
by continuous material models. The effects of the blood and other structures such as the
pericardium and the basal ring, were represented by stress and displacement boundary
conditions. Although these studies only utilized approximations of the known compli-
cated structural and physiological information, they were able to achieve physiologically
plausible results. Furthermore, the separated studies of different parts of the heart allow
detailed investigations of particular areas, which can then be combined together to reveal
the united functionality when the techniques and knowledge become mature.
Apart from which parts of the heart to be used, how to represent the structures in the
computational environment is also an important issue, because this affects the numerical
accuracy, computational feasibility, and implementation difficulty. As the space occupied
by the heart is continuous, it has to be discretized so that the problem can be implemented
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and solved using computers. In computational cardiology, finite element methods (FEM)
have been extensively used to discretize the continuous space of the heart into subspaces
called elements [38, 6]. Numerical methods are applied to each element, and the results
are further assembled together to form the global matrix representation of the system
dynamics. Since the discretization is equivalent to spatial subsampling, the more refined
the elements, the more accurate the discretization to approximate the continuous solution.
As the order of polynomial that can be handled by an element increases with the com-
plication of its structure, the implementation difficulty, accuracy, and efficiency of FEM
depend heavily on the types of elements used, and thus are related to the meshing algo-
rithms. For example, in [86], linear tetrahedral elements were used, for which the meshing
algorithm was relatively simple, and the procedures of assembling the system matrices
were also relatively easy to implement and computationally efficient. Nevertheless, as
the tetrahedral elements associated with linear interpolations, strains comprising the first
derivatives of the interpolated linear displacement field were constant within an element.
In consequence, a relatively large number of elements were required to achieve numerically
accurate results, and thus the computational complexity of solving the assembled system
dynamics was high because of the large sizes of the matrices. In [66, 99], high order ele-
ments which provide good accuracy for approximating cardiac quantities were used with
the prolate spheroidal coordinate system. The prolate spheroidal coordinate system well
expressed the heart geometry, and the high order elements allowed high order polyno-
mials to be approximated within an element, thus much fewer elements were required.
Nevertheless, for complicated geometries like the heart, the meshing procedures for high
order elements are theoretically very complicated and cannot be done automatically, so
meshing or remeshing are very time consuming and labor-intensive. In cardiac image
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analysis, different meshes are required for various image modalities and heart geometries
of different patients, and thus the use of high order elements increases the total workloads
and time requirements. As a result, FEM may not be the best choice for cardiac image
analysis because of the tradeoff between numerical accuracy and meshing difficulty.
1.1.2 Cardiac Physiological Model
To ensure the physiological meaningfulness of the recovered information, a physiologically
plausible cardiac model should be used. At the beginning of each cardiac cycle, the sinoa-
trial node located in the right atrium generates action potentials which are conducted to
the whole heart through the conduction system. The action potentials are first conducted
through the atria, then arrive at the atrioventricular bundle located in the interventric-
ular septum which divides into the left and right bundle branches to conduct impulses
to the left and right ventricles. The action potentials then reach the Purkinje fibers, and
are finally conducted throughout the ventricular myocardium [28]. The myocardial con-
tractile cells are excited by the action potentials, contract according to the sequence of
excitations, and the heart beats in a rhythmic motion. Thus, to properly model the car-
diac cycle, the electric wave propagation model (E model), the electromechanical coupling
model (EM model), and the myocardial biomechanical model (BM model) are required.
The E model describes the spatiotemporal propagation pattern of the action potentials,
providing the excitation sequence of the myocytes. The excitations are then transformed
into contraction stresses by the EM model, providing the myocardium contraction forces,
which deform the heart according to the mechanical properties governed by the BM model
through the cardiac system dynamics. Since the combination of these models gives a rel-
atively complete description of the physiological behavior of the heart, it is termed as the
8
CHAPTER 1. INTRODUCTION
cardiac physiome model [42].
Various models are available from the cellular level to the organ level [41]. For the E
model, modeling of the transmembrane ionic current in the cardiac cell is essential. Phe-
nomenological approaches based on simple FitzHugh-Nagumo (FHN) models are available
to describe the macroscopic characteristics, which are good for studying propagation of
action potentials as they are relatively simple to implement but can account for the car-
diac tissue properties [23, 81, 2]. Ionic models comprising descriptions of individual ion
currents across cell membranes are also available, and some even incorporate also the
cellular structures [82, 70]. These models are more complicated and computationally ex-
pensive, but are useful for studies which involve the change of ion channels, such as the
applications of drugs. Similarly, the EM model also has cellular-level models which relate
the ion currents and sarcomere lengths to the contraction of the myocytes [68, 15], and the
macroscopic-level models which relate the contraction stresses with the action potentials
[67, 86]. For the BM model, most models available are at the tissue level, and grounded
on continuum mechanics. Although these models usually possess nonlinear stress-strain
relations, different models have different interpretations of the local fibrous structures of
the myocardium. In [33], the myocardial tissue was assumed to be locally transversely
isotropic with respect to the muscle fiber axis, and represented by a strain energy func-
tion with five parameters. In [16], based on the structural evidence that the myocardium
is locally orthotropic [55], the model in [33] was modified accordingly and resulted in a
model with seven parameters. A pole-zero law with 18 parameters was also proposed in
[66] to describe the uniaxial and shear behavior with respect to the orthogonal axes.
The proper choices among different models are important for physiologically plausi-
ble and computationally feasible analysis. For example, when studying action potential
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propagation of the myocardium, the detailed description of the shape of the action po-
tential is generally not required, thus the use of cellular-level models is unnecessary, and
may lead to extra computational complexity and improper results because of the large
amount of parameters to be managed. As the more important factors are the cardiac
tissue properties, the FHN-based models are good enough to simulate different normal or
diseased cases with efficiency. In consequence, the choice of proper models depends on
the specifications and available resources of a particular problem.
1.1.3 Information Extraction From Medical Images
Different information can be extracted from medical images. Using segmentation meth-
ods such as level set methods [72] or active contour models [48], regions representing
heart geometries in structural cardiac images can be obtained. Furthermore, structural
image sequences can provide motions of salient cardiac features. In [63], given a set of
cardiac boundaries extracted from two-dimensional cardiac image sequences, their two-
dimensional motions were recovered by matching the local segments between contours in
consecutive image frames using a shape-based strategy. In [91], surface meshes represent-
ing surfaces of the LV were constructed for every frame in a MRI sequence. Defining the
bending energy by the curvatures of the surface meshes as the matching criterion, the
nodal correspondences between the meshes in consecutive frames were established, and
thus the nodal motions of the surfaces for the whole cardiac cycle were obtained. Apart
from motions of heart boundaries, myocardial motions are also available from tagged MRI
[106, 4]. MR tags are spatial patterns of saturated magnetization within the heart wall,
which appear as dark lines and move with the otherwise featureless tissue, providing vi-
sual indications of motions in the images. Motions of tag lines can be obtained through
10
CHAPTER 1. INTRODUCTION
segmenting the tag lines in the first frame and searching for their most probable loca-
tions in the consecutive frames using an intensity model [34, 37], or through harmonic
phase imaging which extracts the motion information embedded in the spectral peaks of
SPAMM-tagged MRI [73, 26]. Furthermore, phase contrast MRI which provide velocity
information have been used to provide the motion information within the myocardium
[65, 90, 109].
As the reliability of studying individualized cardiac mechanics largely depends on the
input measurements, it is important to accurately and robustly extract information from
medical images.
1.1.4 Coupling between Models and Images
The motion data extracted from images can be coupled with the physiological models in
different ways. In [90], the phase contrast velocities of the myocardium and the motions of
the cardiac boundaries extracted were applied as the boundary conditions of the cardiac
system dynamics, so that the heart geometry deformed under these external inputs from
the images. In [74], the work of [90] was extended, for which the displacement uncer-
tainties calculated during the surface motion tracking were incorporated to estimate the
deformation field of the whole myocardium. Using the maximum a posteriori approach,
the uncertainties were combined with a probabilistic formulation of the BM model, and
finally arrived in a formulation which enforces the boundary displacements according to
their respective uncertainties. In [36], the reconstructed global coordinates from MRI
tagging were used to estimate the stiffness and active force of the myocardium under
the expectation-maximization algorithm. Between any two consecutive frames, the total
nodal displacement error was defined between the predictions from the BM model and
11
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the observations from tagged MRI. Defining a normalized density function based on the
reciprocal of the total nodal displacement error, the stiffness and active forces maximizing
this function were estimated and refined iteratively under the expectation-maximization
algorithm until convergence. Among different algorithms, although most of them tried to
reduce the effect of the measurement errors on the recovery, only a few of them considered
also the model uncertainties and handled both together systematically.
The physiological model can provide a general description of the cardiac physiology,
however, these models were usually obtained through in vitro or in situ experiments of
anatomy, cardiology, and biomechanics, and thus may not be able to represent the in
vivo situation. Furthermore, because of the variety caused by reasons such as individual
differences or diseases, the models and their parameters are different from the realistic
cardiac functions of the patients. These result in model uncertainties. On the other hand,
the image-derived measurements can only provide sparse, gross, or projective observa-
tions in spatial and temporal domains, and are usually corrupted by noises of various
sources. These result in measurement errors. In consequence, to obtain physiologically
meaningful and clinically relevant estimations of the patients, the physiological models
and image-derived measurements should complement each other according to their own
merits under a framework which systematically handles the measurement errors and the
model uncertainties.
1.1.5 Computational Complexity
In the computational environment, in general, the heart is represented by a set of nodes
distributed throughout the myocardium bounded by elements on the heart boundaries.
As a result, finding the deformation of the heart is equivalent to solving the cardiac system
12
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dynamics for the nodal displacements. Each of these nodes contains the material prop-
erties of the cardiac physiological model, and their connections can be provided through
methods such as FEM. With these nodes and their connections, the cardiac system dy-
namics in the continuous space can be transformed into a matrix representation, which
can then be solved using numerical approaches. When there are n nodes representing the
heart in a m-dimensional space, the size of every matrix in the system dynamics is equal
to nm× nm. The more the number of nodes, the higher the numerical accuracy, but the
computational complexity also increases. Fortunately, as these matrices are sparse and
band-limited, the system dynamics can still be solved with relative ease in the forward
problems such as the simulation of a beating heart.
Nevertheless, when statistical methods such as state-space filtering are used to couple
the measurements with the models, the computational complexity can become very high
[60, 89, 97]. These methods usually involve the correlations between nodal variables,
thus dense correlation matrices with sizes polynomially increasing with the number of
nodes are required. These matrices contain millions of components, and associate with
matrix operations such as inversions and multiplications. Furthermore, the number of
forward simulations required in the filtering procedures is proportional to the number of
nodes. In two-dimensional cases, as usually only several hundreds of nodes are enough
to provide good numerical accuracy to the solutions, the computational loads can still be
handled. Nevertheless, in three-dimensional cases, several thousands or even more nodes
are required in general, and thus the resulted computational loads are too large for typical
workstations or even clusters. As as result, we are interested in finding ways to alleviate
the computation complexity of the filtering processes without a significant reduction of
accuracy.
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1.2 Contributions
For the study of individualized cardiac mechanics through medical images, there are two
main contributions:
1. Proposed a cardiac physiome model with a realistic constitutive law for cardiac im-
age analysis, and the corresponding nonlinear state-space filtering framework for
recovering individualized cardiac deformation. The recovered strain patterns can
reveal possible pathological situations, and can aid recovering individualized mate-
rial parameters. In the best of our knowledge, this is the first work which utilizes
nonlinear BM model with state-space filtering for cardiac deformation recovery from
medical images.
2. Proposed a nonlinear state-space filtering framework for recovering individualized
local material parameters of realistic nonlinear constitutive laws from medical im-
ages. This provides physiologically interesting and important results for radiologists
and scientists to further study cardiac physiology and pathology.
To obtain physiologically plausible and clinically relevant estimations of subject-specific
cardiac mechanical functions and properties with computationally feasible implementa-
tion, algorithms have been proposed to address the above key issues in this research.
For the cardiac physiological model, a cardiac physiome model tailored for studying
cardiac mechanics through medical images has been proposed. A FHN-based model which
phenomenologically describes the ion changes across cell membranes has been used as the
E model. The EM model described by a simple ordinary differential equation has been
used to convert the action potentials generated by the E model into active contraction
forces. For the BM model, a realistic orthotropic and hyperelastic constitutive law has
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been adopted. The total Lagrange formulation has been used as the cardiac system
dynamics to connect these three models together. Details are discussed in Chapter 2.
For the heart representation, to avoid the tradeoff between numerical accuracy and
meshing difficulty of FEM, a meshfree platform is used. A three-dimensional active car-
diac dynamics has been implemented using the meshfree method and the corresponding
cardiac-specific boundary conditions under the Cartesian coordinate system have been
proposed. As no meshing is involved, the distribution of nodes is more flexible, and thus
facilitates adaptive refinements to improve regional numerical accuracy. Furthermore, the
intrinsic hp-adaptivity of the meshfree method facilitates the incorporation of high order
polynomials, thus the number of nodes required is smaller than that of linear FEM for
the same accuracy. These advantages allow more flexible node distributions, and thus
facilitate the adaptivity, implementation complexity, and also computational feasibility of
cardiac image analysis. Details are discussed in Chapter 3.
For extracting robust and reliable motion information from structural images, an im-
age registration algorithm based on B-spline free-form deformation has been combined
with an algorithm which attaches meshfree nodes to apparent heart surfaces. The image
registration part provides robust results for various image quality, and the node attach-
ment part refines the motions when heart surfaces are obvious. Details are covered in
Chapter 4.
For the coupling between models and images, a state-space-based multiframe filtering
framework has been employed, and two different frameworks have been proposed according
to the nonlinearities of the physiological models adopted. By writing the cardiac system
dynamics in a state-space representation, and providing the relation between the system
state and the image-derived measurements, the model uncertainties and the measurement
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errors are systematically dealt with to arrive at statistically optimal cardiac kinematic
estimates of the subjects. Details are discussed in Chapter 5.
For the computational complexity, a mode superposition approach has been used to
reduce the computational complexity mathematically. The mode superposition transforms
the original cardiac system dynamics into a mathematically equivalent space spanned by
shape vectors of different modes, with each mode representing a particular frequency of the
displacements. As only relatively few frequencies are required for a good approximation
of the system, many shape vectors can be discarded and results in a space of much lower
dimension. With the corresponding transformations of the filtering components proposed,
the filtering procedures can be performed in this space with largely reduced computational
complexity. Details are discussed in Chapter 6.
To implement the proposed frameworks in the computational environment, different
softwares and programming packages are required. Some important procedures and the
corresponding programming packages utilized are discussed in Chapter 7.
Experiments were done to identify the advantages and disadvantages of the proposed
algorithms, including simulations on simple geometries and realistic heart geometries, and
experiments on synthetic data and clinical data. The procedures and results can be found
in Chapter 8.
16
CHAPTER
TWO
CARDIAC PHYSIOME MODEL
The cardiac physiome model comprises an electric wave propagation model, an electrome-
chanical coupling model, and also a biomechanical model. These three models are con-
nected together through the cardiac system dynamics (Figure 2.1). Although models of
different complexities are available [41, 82, 81, 2, 52, 67, 86, 15, 66, 16], as our goal is
to study subject-specific cardiac mechanics through medical images, the models chosen
should be detailed enough to include the macroscopic cardiac properties such as fiber
orientations and anisotropic material properties, but should not be too complicated that
many parameters cannot be determined using available knowledge or measurements. Fur-
thermore, the computational feasibility of the complicated inverse problems of estimating
cardiac functions and parameters has to be ensured. In consequence, the following models
have been chosen to be the components of our cardiac physiome model.
Because of the requirements of the cardiac system dynamics adopted in this paper,
three configurations of a deformable object are defined: the original configuration at time
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Electric wave 
propagation model
Myocardial 
biomechanical model
Electromechanical 
coupling model
Cardiac system dynamics
Action potentials
Active stresses Stress-strain relations
Cardiac cycles
Figure 2.1: Cardiac physiome model. The electric wave propagation model describes
the spatiotemporal propagation of the action potentials. The action potentials are con-
verted into active contraction stresses through the electromechanical coupling model. The
myocardial biomechanical model provides the material properties, thus the stress-strain
relations of the myocardium. These three models are connected together through the
cardiac system dynamics, which can be solved for the cardiac cycles.
0 for referencing, the deformed (current) configuration at time t with all quantities known,
and also the configuration at time t+ ∆t with unsolved quantities. These configurations
are necessary when describing the EM model, the BM model, and the cardiac system
dynamics.
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2.1 Electric Wave Propagation Model
After leaving the Purkinje fibers, the action potentials activate the ventricular muscles
and propagate throughout the ventricular wall to the epicardial surface through the my-
ocytes [84, 49, 28]. Myocytes are excitable and contractile myocardial cells. They are
cable-like, roughly cylindrical in shape, and typically 100 µm long and 15 µm in diam-
eter. A depolarized myocyte can excite its neighboring cells, and result in electric wave
propagation. Each myocyte has specialized contacts with its neighboring cells, mainly
in end-to-end fashion, facilitated by a step-like surface that locks into neighboring cells.
There are places called junctions where the cell membranes are fused together, and the
electrical coupling of cells is provided by the gap junctions. The intercellular channels
provided by the gap junctions are characterized as low-resistance as the effective resistance
is considerably less than what would result from two cell membranes butted together. As
a result, the action potentials propagate faster along the fiber directions.
Based on these physiological understandings, the mathematical model used should be
able to describe both cell excitations and cellular interconnections. From [49], the general
model is given as:
5 · (D5 ue) = Ce∂ue
∂t
+ Iion (2.1)
where ue is the transmembrane potential (TMP), Ce is the membrane capacity, Iion is
the total ionic transmembrane current, D is the tensor of conductivities, and 5 is the
gradient operator. The right hand side of (2.1) is the total transmembrane current, which
describes the excitation of a myocyte caused by the change in potential across the cell
membrane due to the transmembrane fluxes of various charged ions. The left hand side
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of (2.1) approximates the intercellular coupling to describe the electric wave propagation
in the cardiac tissue.
There are mainly two classes to describe the total ionic transmembrane current Iion:
ionic models and the FitzHugh-Nagumo-based models [67]. Ionic models are based on
direct experimental observations derived from voltage clamp and patch clamp studies and
describe individual ionic currents across the cell membrane. Modern ionic models also
include the changes of concentrations of major ions inside myocytes, and consist about
10 to 60 ordinary differential equations [70, 79, 15, 98]. Although ionic models accurately
reproduce various properties of action potentials, such as the shapes, restitution proper-
ties, and dynamical changes in ionic concentrations, they are not the best models for all
circumstances especially those in the macroscopic sense. On the other hand, FHN-based
models phenomenologically describe the ionic transmembrane current [23, 81, 2]. These
models are relatively easy to implement, efficient, and are able to reproduce macroscopic
characteristics of cardiac tissues such as refractoriness, dispersion relation, and simple
rate duration properties. Although these models cannot provide the precise shapes of
action potentials, they can accurately reproduce macroscopic propagation patterns such
as re-entrant cardiac arrhythmias and bundle branch block [67, 86].
As we are interested in the macroscopic electrical propagation for the active contrac-
tion components of the heart, the accurate shapes of action potentials are not required.
Furthermore, as one of our goals is to integrate information from different image modal-
ities for estimating subject-specific cardiac functions, the models used should facilitate
the complex inverse problems. As a result, a simplified reaction system of the FHN-based
model has been chosen [81]. It is able to reproduce the basic excitation propagation
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pattern through:
∂ue
∂t
= 5 · (D5 ue) + c1ue(ue − a)(1− ue)− c2uev;
∂v
∂t
= b(ue − dv)
∂ue
∂n
= 0
(2.2)
where v is the recovery variable, n is the outward normal of the heart surface, and a, b, c1,
c2 and d are the membrane parameters defining the shape of the action potential pulse.
These parameters are constant in time but not necessary in space.
The diffusion tensor of conductivities D is related to fiber orientations. Under the local
fiber coordinate system, in which the x-axis aligns with the fiber, the matrix representation
of the diffusion tensor, [D]local, can be defined as:
[D]local =

df 0 0
0 dcf 0
0 0 dcf
 (2.3)
where df and dcf are the diffusion tensor coefficients along and across the fiber respectively.
df is usually four times larger than dcf so that the action potential propagates faster along
the fiber direction. [D]local can be transformed into the global coordinate system using
tensor transformation with the fiber orientation considered [107].
The spatiotemporal pattern of ue can be obtained by solving (2.2). As no closed-form
solution is available, (2.2) is first transformed into a Galerkin weak form, then solved by
FEM or meshfree methods [81, 107]. In our current implementation, the simulation of
electrical propagation is performed on the original, undeformed configuration only. ue
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obtained can then be transformed into active contraction stresses through the EM model.
2.2 Electromechanical Coupling Model
When a myocyte is excited by the action potential ue, it generates active contraction
force through electromechanical coupling. Each myocyte contains numerous cylindrical
structures called myofibrils, which are surrounded by the membranous channels of the
sarcoplasmic reticulum [84, 49, 28]. Myofibrils are the functional units of the myocytes,
containing protein filaments that make up the contractile unit. Each myofibril is seg-
mented into numerous individual contractile units called sarcomeres, each about 2.5 µm
long. When the voltage-gated Ca2+ (calcium ions) channels are opened by the action po-
tential, Ca2+ enter the cell and initiate the release of further Ca2+ from the sarcoplasmic
reticulum. The high intracellular Ca2+ concentration causes the shortening of sarcomeres
and results in muscle contraction.
Although complex models comprising ion concentrations and sarcomere lengths are
available [53, 68, 15], because of the computational feasibility in applications to cardiac
information recovery, and also the connection with the chosen FHN-based E model, a sim-
ple but physiologically plausible ordinary differential equation proposed in [86] has been
used as our electromechanical coupling model. The design of the model was motivated by
the multi-scale approach in [9] which accounts the behavior of myosin molecular motors
so that the resulting sarcomere dynamics agrees with the sliding filament hypothesis. To
ensure the computational efficiency for simulations and cardiac image analysis, the consti-
tutive law in [9] was simplified. Although the resulted equation is simple compared with
other laws, it can properly approximate the local and global behavior of the myocardium.
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Figure 2.2: Electromechanical coupling model. The plot on the left shows the temporal
change of the active stress scalar at a point inside the myocardium. The figure on the right
demonstrates the corresponding active forces when combined with the fiber orientation.
The equation is in the form:
∂σc
∂t
+ σc = ueσ0 (2.4)
where σc is a scalar related to the active stress tensor, and σ0 is a positive constant for
scaling the active stress.
As the transmembrane potential ue can be normalized between 0 and 1, and the
changes of depolarization and repolarization are abrupt, the analytical solution can be
approximated by replacing ue with the value of 0 or 1. This avoids the time stepping,
and allows the direct control of parameters with the following model [86]:
 σc(t) = σ0
(
1− eαc(Td−t)) , if Td ≤ t ≤ Tr
σc(t) = σre
αr(Tr−t), if Tr ≤ t ≤ Td +HP
(2.5)
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where Td and Tr are the depolarization time and repolarization time respectively, deter-
mined according to the temporal pattern of ue. HP is the heart period, and σr = σc(Tr).
αc and αr are the contraction rate and relaxation rate, which are introduced for better
controlling of the increase and decrease of the contraction stress. A time constant can be
added to Td and Tr to model the delay between the electrical and mechanical phenomena.
An example of σc at a point inside the myocardium is shown in Figure 2.2.
With (2.5), the action potential of any material point can be converted to σc, and the
active Cauchy stress tensor can be obtained by:
σc = −σcf ⊗ f (2.6)
with f the normalized fiber orientation vector under the current configuration of the heart
geometry, and ⊗ the tensor product. The minus sign is necessary as σc is always positive
while a contraction stress tensor is required. The active stress σc provides the contraction
components along the fiber orientation (Figure 2.2). When it is applied to a surface in the
current configuration normal to the fiber, the magnitude of the resulted force is equal to
σc. On the other hand, when it is applied to a surface parallel to the fiber, the magnitude
of the resulted force is zero.
σc is a Cauchy stress tensor as it is obtained using the fiber orientation under the cur-
rent geometry. As the total-Lagrangian cardiac system dynamics used in our framework
requires forces defined under the reference configuration, σc is transformed into the first
Piola-Kirchhoff stress tensor through [35]:
P1 = Jσc
(
F−1
)T
(2.7)
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where F is the deformation gradient and J = det (F), the Jacobian determinant.
With P1 available, the active body force per unit volume in the reference configuration
can be obtained through the balance of linear momentum without acceleration:
RB = −Div (P1) = −Jdiv (σc) = Jdiv (σcf ⊗ f) (2.8)
with Div(·) and div(·) the divergence operators with respect to the reference configuration
and the current configuration respectively.
The active surface force per unit area in the reference configuration is obtained as:
RS = P1n = Jσc
(
F−1
)T
n (2.9)
This active surface force is important as when P1 is spatially constant, R
B = 0, and RS
is the only active component provided by the action potentials. With RB and RS ready,
the active contraction components can be related to the deformation of the heart through
the BM model and the cardiac system dynamics.
2.3 Biomechanical Model
The biomechanical model characterizes the passive material properties of the myocardium,
which relates the active forces generated by the EM model with the deformation of the
myocardium through the cardiac system dynamics. Most models available are at the
tissue level, and grounded on continuum mechanics. There are two major concerns of the
BM model, including the structural property and the stress-strain relation of the heart
tissue.
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For the structural property, recent researches found that myocardial tissues are locally
orthotropic. In the work of [56, 105], advanced microscopy techniques were used to reveal
the microscopic local structure of the cardiac tissue. The results showed that the myocytes
are arranged in discrete layers on average four cells thick, separated by cleavage planes
and coupled via an extensive extracellular connective tissue network. Direct branching
between layers with muscle bridges one to two cells thick was also observed. Within
each layer, the myocytes are connected together by endomysial collagen, while perimysial
collagen links adjacent sheets. Because of this laminar arrangement of myocytes, the
heart tissue is considered to be locally orthotropic, that is, providing the local fibrous-
sheet structure with orthogonal fiber, sheet, and sheet normal directions, the material
properties along different directions are different. To relate the local orthotropy to the
global coordinate system, the muscle layer orientations have been recorded systematically
in thick longitudinal transverse sections from normal dog hearts, for which the layer
orientations were registered with respect to a ventricular geometry. The findings showed
that the layer orientations are generally normal to the ventricular surfaces in the midwall
with some regional differences in the pattern of transmural variation. The LV and RV free
walls have similar variations, with orientation progressively changing from about -90o at
the endocardium to 30-60o at the epicardium, relative to the radial direction. Nevertheless,
for the interventricular septum, the transmural variation is generally opposite in sense
changing from +90o in the LV endocardium to about -90o in the RV subendocardium.
These observations are consistent with the studies of myofiber orientation in [69].
Although the locally orthotropic structure can be revealed through anatomy and mi-
croscopy, the stress-strain relation, which also known as the constitutive law, needs to be
determined through experiments of biomechanics. In these experiments, specimens are
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taken from exposed hearts and tested using uni-, bi-, and triaxial measurement devices
[84]. During the tests, strain is varied and corresponding stress is measured, or vice versa.
The usability of the measurements of the uniaxial tests is limited as they cannot provide
shear data and volume change [39]. The biaxial test devices allow further components to
be measured and improve the determinateness of the stress-strain relation [94]. A recently
developed triaxial device permits the application of two-dimensional shear and the mea-
surements of the three-dimensional force [17]. From these experiments, the mechanical
properties of the myocardium were found to be nonlinear, anisotropic, and viscoelastic
[29, 25]. Furthermore, small volume changes were found during the deformations, and
significant residual stresses presented.
Based on the experimental data and knowledge available at the particular times, dif-
ferent models were proposed to describe the cardiac mechanical behaviors. In [33], with
only the knowledge of fiber orientations [69], the passive myocardium was assumed to be
transversely isotropic with respect to the local fiber direction, and a hyperelastic model
with five parameters was proposed. Later, with the laminar structure available [56, 105],
a pole-zero law with 18 parameters describing uniaxial and shear hyperelastic behavior
with respect to the three orthogonal structure axes was proposed [66]. Although there
are many parameters in the model, the authors recognized that the axial deformation and
the shear deformation are probably strongly correlated as they involve the same under-
lying microstructure. In [99, 16], taking into account the laminar structure, the model in
[33] was modified into a hyperelastic and orthotropic model with seven parameters. This
model was reported as the best among five well-known constitutive laws [85].
BM models were first applied to image analysis in 1990s to provide physically plausible
constraints for cardiac deformation recovery [24], and linear and isotropic materials were
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used in the early approaches [88]. In 2000s, more realistic features have been adopted,
including fiber orientations for structural anisotropy [74] and piecewise linearity for non-
linear stress-strain relation [36]. Recently, the hyperelastic and transversely isotropic
Guccione law [33] was adopted to recover homogenous material properties from tagged
MRI [103].
As the Costa law [16] has only seven parameters but can account for both hypere-
lasticity and orthotropy of the heart tissue, it has been adopted as the BM model in
our framework. In the best of our knowledge, this is the first framework which applies
hyperelastic and orthotropic material model for cardiac image analysis. As the linear and
isotropic model and the linear and transversely isotropic model were also tested in our
experiments, both models are described in this section.
2.3.1 Stress-Strain Relation
The stress-strain relation obeys Hooke’s law [6]:
∆S = C ∆ or ∆Sij = Cijkl∆kl (2.10)
where ∆Sij are components of the incremental second Piola-Kirchhoff (PKII) stress tensor
∆S, and ∆kl are components of the incremental Green-Lagrange strain tensor ∆. Both
quantities are measured with respect to the original configuration. Cijkl are components
of the forth-order elasticity tensor C describing the material properties. For the material
models used in this work, the elasticity tensor possesses both major symmetries (Cijkl =
Cklij) and minor symmetries (Cijkl = Cjikl = Cijlk) [35]. Thus, C has only 21 independent
components.
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In (2.10), the summation convention of index notation, or the Einstein convention,
is used with efficiency to express in a compact manner the relations involving tensor
quantities [6]. Using this convention, the summation on the repeated index is implied. As
the repeated index can be replaced by any other subscript without changing the result, it
is also called a dummy index or a free index.
Let {f, s, n} represent the local fiber, sheet, and sheet normal directions. As both
stress and strain tensors are symmetric, we can define the column matrices:
[∆S]local = [∆Sff ∆Sss ∆Snn ∆Sfs ∆Sfn ∆Ssn]
T ; (2.11)
[∆]local = [∆ff ∆ss ∆nn 2∆fs 2∆fn 2∆sn]
T (2.12)
where 2∆ij are the incremental engineering sheer strain components. Then under the
local f -s-n basis, (2.10) can be represented in matrix notation as:
[∆S]local = [C]local [∆]local (2.13)
with
[C]local =

Cffff Cffss Cffnn Cfffs Cfffn Cffsn
Cffss Cssss Cssnn Cssfs Cssfn Csssn
Cffnn Cssnn Cnnnn Cnnfs Cnnfn Cnnsn
Cfffs Cssfs Cnnfs Cfsfs Cfsfn Cfssn
Cfffn Cssfn Cnnfn Cfsfn Cfnfn Cfnsn
Cffsn Csssn Cnnsn Cfssn Cfnsn Csnsn
 (2.14)
The formulations above are presented in the local f -s-n coordinate system in which the
constitutive laws adopted are defined. By using the tensor transformation laws in Ap-
pendix A, with known fibrous-sheet orientations, [∆S]local, [∆]local, and [C]local at any
spatial location can be transformed to the global coordinate system, which can then be
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embedded to the cardiac system dynamics.
Different BM models associate with different matrix components of [C]local with dif-
ferent assumptions of material nonlinearity and tissue anisotropy. Linear stress-strain
relations have been frequently adopted in cardiac image analysis because of its simplicity
and computational efficiency, where Cijkl are independent of the strain state [24]. For
hyperelastic stress-strain relations, Cijkl are derived from strain-energy functions and de-
pend nonlinearly on the strain state. Tissue anisotropy for myocardium can be modeled
as isotropic, transversely isotropic, or orthotropic. Isotropic materials have the same ma-
terial properties in all directions, thus the local and global elasticity tensors are the same.
Transversely isotropic materials have different material properties along and across the
fiber, for which the transverse plane in the cross-fiber direction is isotropic. Orthotropic
materials have different material properties along the fiber, sheet, and sheet normal direc-
tions. During the development of the current framework, the following material properties
have been utilized. The differences between these models for cardiac deformation recovery
are discussed in Section 8.5.
Linear and Transversely Isotropic (LTI) Material
The local matrix representation of a linear and transversely isotropic material can be
given as [74]:
[C]local =

1
Ef
− νf
Ecf
− νf
Ecf
0 0 0
− νf
Ecf
1
Ecf
− νcf
Ecf
0 0 0
− νf
Ecf
− νcf
Ecf
1
Ecf
0 0 0
0 0 0 1
G
0 0
0 0 0 0 1
G
0
0 0 0 0 0
2(1+νcf )
Ecf

−1
(2.15)
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where Ef , Ecf , νf , νcf are the Young’s moduli and Poisson’s ratios along and across
the fiber respectively, G ≈ Ef/(2(1 + νf )) describes the shear property. The Young’s
moduli describe the stiffness, the larger the values, the larger the forces needed to deform
the tissue. The Poisson’s ratios control the incompressibility of the myocardium, range
between 0 and 0.5. During implementation, the Poisson’s ratios cannot be set to 0.5 as
the resulted stiffness matrix of the cardiac system dynamics will become ill-posed. Unlike
isotropic materials, the incompressibility cannot be achieved by setting both Poisson’s
ratios close to 0.5, and numerical tests are required for a particular problem for the
appropriate values.
Linear and Isotropic (LI) Material
The linear and isotropic material is a special case of the linear and transversely isotropic
material, with Ef = Ecf and νf = νcf .
Hyperelastic and Orthotropic (HO) Material
The strain energy function of the Costa law has been chosen for the hyperelastic and
orthotropic material [16]. With also the decoupled representation of nearly incompressible
materials, the strain energy function in the local f -s-n coordinate system is given as
[99, 35]:
Ψ() = Ψvol(J) + Ψiso() = κBM(J ln J − J + 1) + 1
2
aBM(e
Q − 1) (2.16)
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where
Q =bff
2
ff + bss
2
ss + bnn
2
nn
+ bfs
(
2fs + 
2
sf
)
+ bfn
(
2fn + 
2
nf
)
+ bsn
(
2sn + 
2
ns
) (2.17)
The strictly convex function Ψvol describes the volumetric elastic response and Ψiso as-
sociates with the isochoric elastic response of the hyperelastic material. κBM > 0 is the
penalty factor for enforcing tissue incompressibility, the larger its value, the more incom-
pressible the material. aBM and bij are the seven constitutive material parameters of the
tissue, with the unit of aBM as Pa and bij have no unit. ij are components of the mod-
ified Green-Lagrange strain tensor  defined under the local coordinate system, where 
is given as:
 =
1
2
(
F
T
F− I
)
=
1
2
(
C− I) (2.18)
with F = J−1/3F. As det F is always equal to one,  is the isovolumetric part of the
Green-Lagrange strain tensor  = 1
2
(
FTF− I). Similarly, C is the isovolumetric part of
the right Cauchy-Green tensor C = FTF.
With (2.16), the PKII stress tensor can be computed as [35]:
S =
∂Ψ
∂
=
∂Ψvol
∂
+
∂Ψiso
∂
= Svol + Siso
= JpBMC
−1 + Siso
(2.19)
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with
pBM =
dΨvol
dJ
= κBM ln J (2.20)
After defining Svol and Siso, the decoupled representation of the elasticity tensor is
given as [35]:
C =
∂2Ψ
∂∂
=
∂Svol
∂
+
∂Siso
∂
= Cvol + Ciso
(2.21)
where
Cvol = Jp˜BMC−1 ⊗C−1 − 2JpBMC−1 C−1 (2.22)
with
(C−1 C−1)ijkl = 1
2
(C−1ik C
−1
jl + C
−1
il C
−1
jk ) = −
∂C−1ij
∂Ckl
(2.23)
and
p˜BM = pBM + J
dpBM
dJ
= κBM (ln J + 1) (2.24)
A fourth-order tensor D = A⊗B can be written as Dijkl = AijBkl in index notation.
Further, Ciso can be written as:
Ciso = P : C : PT +
2
3
Tr(J−2/3S)P˜− 2
3
(C−1 ⊗ Siso + Siso ⊗C−1) (2.25)
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based on the definitions:
C = J−4/3
∂S
∂
= J−4/3
∂2Ψiso()
∂∂
; (2.26)
Tr(•) = (•) : C; (2.27)
P = I− 1
3
C−1 ⊗C; (2.28)
P˜ = C−1 C−1 − 1
3
C−1 ⊗C−1; (2.29)
Siso = J
−2/3P : S (2.30)
with S = ∂Ψiso()/∂ and (I)ijkl = δikδjl. −13C−1⊗C possesses minor symmetries but not
major symmetries, as C−1 = C−T and C = CT. Nevertheless, P possesses neither major
nor minor symmetries as I possesses only major symmetries but not minor symmetries. P˜
possesses both minor and major symmetries according to the definition of (2.23) and the
symmetry of C. The double contraction between a forth order tensor A and a second-order
tensor B results in a second order tensor, i.e. A : B = AijklBklei ⊗ ej.
In equation (2.25), the first term requires the double contraction of two fourth-order
tensor. According to the definition provided in [35]:
(A⊗B) : (C⊗D) = (B : C)(A⊗D) = (A⊗D)(B : C) (2.31)
In fact, similar to representing the second-order stress tensor into a column matrix, a
forth-order tensor can be represented as a two-dimensional matrix. The components of
the forth-order tensors (A ⊗B)ijkl can be written as (A ⊗B)mn by mapping m with ij
and n with kl. In three-dimensional space, as each of i, j, k, and l ranges from one to
three, m and n both range from one to nine. Using this change of notation, (A ⊗ B)
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can be represented by a 9 × 9 matrix. In consequence, according to (2.31), the double
contraction of two forth-order tensors becomes a multiplication of two two-dimensional
matrices.
Proof Let [A⊗B] and [C⊗D] be the two-dimensional matrices of the forth-order tensors
(A⊗B) and (C⊗D) respectively. Then the matrix components of the multiplication of
these two matrices can be written as:
([A⊗B][C⊗D])ij
=(A⊗B)ik(C⊗D)kj
=AiBkCkDj
=AiDjBkCk
= ((A⊗D)(B : C))ij
= ((A⊗B) : (C⊗D))ij
which are the matrix components of the forth-order tensor resulted by the double con-
traction of (A⊗B) and (C⊗D).
For the sake of completeness, S and C are also derived:
Sij =
∂Ψiso
∂ij
=
1
2
aBMe
Q ∂Q
∂ij
= aBMe
Qbijij; (2.32)
Cijkl = J
−4/3 ∂
2Ψiso
∂ij∂kl
=
 J
−4/3aBMbijeQ
(
1 + 2bij
2
ij
)
, if ij = kl (diagonal components)
2J−4/3aBMeQbijbklijkl, if ij 6= kl (off-diagonal components)
(2.33)
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Now we have all necessary components for computing the elasticity tensor C from the
strain energy function Ψ.
2.4 Cardiac System Dynamics
The cardiac system dynamics acts as the central link between the E, EM and BM models.
It describes the balance between the external loads, the kinematic quantities and the
internal loads of deformation at any time instant.
Almost all kinds of cardiac system dynamics are derived from Newton’s second law of
motion, but there are variations between the coordinate systems used and the referencing
configurations for the quantities. For example, in [33, 66, 99], the prolate spheroidal
coordinate system was used with general bases. Although the use of spheroidal coordinate
system benefits the representation of cardiac geometries and the efficient enforcement of
boundary conditions, the use of general bases involves advanced mathematical knowledge
such as contravariant and covariant components of vectors and tensors. This introduces
terms which are not required under the Cartesian coordinate system, and increases the
complications of the mechanical problems. In consequence, the implementations and
further developments of algorithms become more difficult.
For the referencing configurations, there are mainly two types of formulations: the
total-Lagrangian (TL) formulation and the updated-Lagrangian (UL) formulation [6]. To
understand the difference between them, consider the Lagrange formulation describing
the equilibrium of a body at time t+ ∆t in the Cartesian coordinate system:
∫
t+∆tV
t+∆tρ t+∆tu¨i δui +
t+∆tσij δeij d
t+∆tV = t+∆tR, (2.34)
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where
t+∆tρ = material density of the body
t+∆tu¨i = components of the acceleration vector
t+∆tσij = components of the Cauchy stress tensor (force per unit area in the de-
formed geometry)
δeij =
1
2
(
∂ δui
∂ t+∆txj
+
∂ δuj
∂ t+∆txi
)
,
components of the strain tensor corresponding to the virtual displace-
ments
δui = components of the virtual displacement enforced on the configuration
at time t+ ∆t, a function of t+∆txj, j = 1, 2, 3, Cartesian coordinates of
material points at time t+ ∆t
t+∆tV = volume of the body
t+∆tR = external virtual work applied on the body
The virtual displacement components δui and the respective virtual strain components
are independent of the real displacements caused by the loading on the body, and (2.34)
holds for arbitrary δui. The virtual displacements are introduced to establish the integral
equilibrium of the Lagrange formulation, which are canceled out when the formulation is
transformed into its matrix form during implementation.
To solve the formulation, an incremental governing equation derived from (2.34) is
required. Assuming that the solutions for time 0,∆t, 2∆t, . . . , t are known, the stresses
and strains can refer to one of these known equilibrium configurations. For the TL for-
mulation, all static and dynamic quantities refer to the initial configuration. On the
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other hand, those of the UL formulation refer to the most updated configuration. Both
formulations include all kinematic nonlinear effects due to large displacements, large ro-
tations, and large strains. As both formulations are different representations of the same
formulation (2.34), identical solutions can be obtained if the same numerical methods
are employed. The choice of using either of the formulations depends on their respective
effectiveness. As the TL formulation is based on the initial configuration, components
need to be recalculated in each time step are fewer than those in the UL formulation.
Nevertheless, because the TL formulation needs to account for the initial displacement
effect, the strain-displacement matrix is more complex than that of the UL formulation.
We have chosen the TL formulation under the Cartesian coordinate system. The
Cartesian coordinate system is chosen because the corresponding implementation is sim-
pler than that under the curvilinear coordinate system. Furthermore, as the medical
images and the extracted information are usually described under the Cartesian coordi-
nate system, it can benefit cardiac image analysis. The TL formulation is chosen because
we have adopted the meshfree methods for the implementation, for which the calculations
of the UL formulation components for every time step is computationally expensive.
Using the TL formulation, (2.34) can be represented as:
∫
V
ρ t+∆tu¨i δui +
t+∆tSij δ
t+∆tij dV =
t+∆tR (2.35)
where V and ρ are the volume and material density in the initial configuration. t+∆tSij are
the second Piola-Kirchhoff stress tensor components, and δ t+∆tij are the Green-Lagrange
strain tensor components of the virtual displacements. t+∆tR is the external virtual work,
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which comprises the active contraction body and surface forces as:
t+∆tR =
∫
V
t+∆tRBi δui dV +
∫
S
t+∆tRSi δui dS (2.36)
with t+∆tRBi and
t+∆tRSi the components of the body and surface forces at time t + ∆t
respectively. S is the surface of the body at time 0. For the TL formulation, although
the quantities occur in different times, they are all measured with respect to the initial
configuration at time 0.
As (2.35) is unsolvable, its approximation is provided by a linearized incremental
approach. Assume that the solution at time t is known, the stress components are de-
composed as:
t+∆tSij =
tSij + ∆Sij (2.37)
and the strain components are decomposed as:
t+∆tij =
tij + ∆ij ; ∆ij = ∆eij + ∆ηij (2.38)
with
∆eij =
1
2
(
∆ui,j + ∆uj,i +
tuk,i ∆uk,j + ∆uk,i
tuk,j
)
;
∆ηij =
1
2
∆uk,i ∆uk,j
(2.39)
The quantities with ∆ are the increments from time t to time t+ ∆t. tui,j = ∂
tui/∂
0xj,
where tui =
txi − 0xi are the displacement components refer to time 0, with txi and 0xi
the Cartesian coordinates of material points at time t and time 0 respectively. ∆ui,j =
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∂∆ui/∂
0xj, with ∆ui =
t+∆tui − tui the incremental displacement components. The
terms in equation (2.39) are obtained by expanding ∆ij =
t+∆tij − tij in terms of the
displacements, where the term tuk,i ∆uk,j+∆uk,i
tuk,j accounts for the initial displacement
effect.
With (2.37), (2.38), and δt+∆tij = δij = δeij + δηij, (2.35) can be transformed into:
∫
V
ρ t+∆tu¨i δui + ∆Sij δij +
tSij δηij dV =
t+∆tR−
∫
V
tSij δeij dV (2.40)
with all known quantities in the right side. No approximation is made up to this point.
On the left side of (2.40), only the term ∆Sij δij is nonlinear in the incremental
displacements ∆ui, which needs to be linearized for the formulation to be solvable. By
using Taylor series expansion and neglecting the higher order terms, (2.40) becomes
∫
V
ρ t+∆tu¨i δui + Cijkl ∆ekl δeij +
tSij δηij dV =
t+∆tR −
∫
V
tSij δeij dV (2.41)
with ∆Sij replaced by Cijkl ∆ekl and δij replaced by δeij. Cijkl are components of the
elasticity tensor C.
With the known initial configuration (V , S), PKII stress tensor (tSij), and mate-
rial properties (ρ, Cijkl), the unknown acceleration (
t+∆tu¨i) and incremental deformation
(∆ekl) caused by the out of balance virtual work (
t+∆tR − ∫
V
tSij δeij dV ) can be ob-
tained through solving (2.41). Nevertheless, as the closed-form solution is not available,
(2.41) has to be converted into a matrix representation so that numerical methods can be
applied, as discussed in the next chapter.
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The cardiac system dynamics (2.41) is a variational formulation comprises both integra-
tions and differentiations in a continuous spatial domain, and its closed-form solution is
unavailable. To obtain an approximate solution, the continuous domain has to be dis-
cretized into a finite dimensional space so that the formulation can be transformed into
an equivalent matrix representation which is solvable using computers.
Although FEM have been widely used in computational cardiology, they may not be
the best choice for cardiac image analysis as discussed in Section 1.1.1. In the implemen-
tation, FEM can comprise linear tetrahedral elements, for which the meshing procedures
and matrix assemblies are simple and efficient. Nevertheless, as linear elements associate
with linear interpolations, a large number of elements is required to achieve accurate re-
sults. As detailed in Chapter 6, this leads to the computational difficulty for our inverse
problems of cardiac information recovery because the computational complexity increases
with the total number of nodal variables. FEM can also associate with high-order elements
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capable for nonlinear interpolations and result in much fewer nodal variables. Neverthe-
less, the meshing algorithms for high-order elements are theoretically difficult and cannot
be done automatically, thus the time required for building the mesh may even be longer
than the analysis itself. As a result, there is a tradeoff between numerical accuracy and
meshing difficulty.
In view of these problems, we have adopted a meshfree method in our framework [7, 58].
Using the meshfree method, the heart is represented by a set of nodes bounded by surfaces
representing the heart boundaries. As no meshing is involved, the distribution of nodes
is more flexible, and thus facilitates adaptive refinements to improve regional numerical
accuracy. Furthermore, the intrinsic hp-adaptivity of meshfree methods facilitates the
incorporation of high-order polynomials, thus the number of nodes required is smaller
than that of the linear FEM for the same accuracy. These advantages benefit both
forward simulations of cardiac cycles and inverse recoveries of cardiac functions.
In this chapter, the meshfree method based on the moving least square approximation
(MLSA) is introduced. With the use of the MLSA, (2.41) can be transformed into a matrix
representation, and cardiac-specific displacement boundary conditions can be enforced.
Spatial and temporal numerical integrations are also presented to approximate the spatial
integrations explicitly shown in the matrices and also the temporal integrations aroused
when solving the differential equations. As most of these methods are general to both
meshfree methods and FEM, this chapter is useful to readers using either method to
implement the cardiac physiome model.
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Figure 3.1: Meshfree representation. Left: a set of nodes (green dots) bounded by the
surfaces representing the cardiac geometry. Right: examples of influence domains.
3.1 Meshfree Method
To solve (2.41), the heart is represented by a set of nodes distributed in the myocardium
bounded by surfaces representing the heart boundaries (Figure 3.1), and the cardiac de-
formation is obtained by solving the matrix equation for the nodal displacements. To
transform the cardiac system dynamics into its matrix representation, the relations be-
tween any point inside the myocardium and the nodes have to be properly defined.
For FEM, the relations between points and nodes are provided by elements. All nodes
of an element are responsible for approximating the values of any point within. On the
other hand, as there is no element for meshfree methods, the relations are provided by
influence domains [7, 58]. Every node is given an influence domain, and the values of any
point in the myocardium are approximated by the values of the nodes whose influence
domains covering this point. Thus, the influence domains of all nodes together should
cover the whole myocardium. The influence domains can be spherical, rectangular, or
arbitrary in shape, and FEM are actually special cases of meshfree methods with influence
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domains defined by elements. For simplicity, we have used spherical influence domains
(Figure 3.1). The radius of the influence domain of a node is determined by searching
for enough other nodes to be covered, which is equivalent to ensuring every point in the
myocardium can be approximated by the nodal values. The flexibility of choosing the
types of influence domains allows the exclusion of complicated three-dimensional volume
mesh constructions, and thus facilitates cardiac image analysis for different patients.
As the heart geometry has concave surfaces, when using simple-shaped influence do-
mains, it is possible for the influence domain of a node covering points which are not in its
direct line of sight. For example, the influence domain of a node at the right-ventricular
free wall may cover part of the septum. As this can affect the accuracy, during implemen-
tation, we check if the line connecting a node and a point intersects with any boundary
surface. If intersection is found, the point will not use the node for the approximations.
3.1.1 Moving Least Square Approximation
There are different approaches to approximate the values of a point from the nodal values,
among which the moving least square method has been adopted because of its relative
ease of implementation, and its compatibility and consistency [58]. Compatibility means
the approximated fields of values are smooth and continuous, and consistency means the
approximated fields can exactly represent the polynomials of desired order. These two
properties are important for computational cardiology as the solution fields, such as action
potentials and strains, are usually smooth, continuous and nonlinear.
Let u(x) be the value of a point at x, and uI be the value of node I at xI . u(x) can
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be approximated as:
u(x) =
m∑
j=1
pj(x)aj(x) ≡ pT(x)a(x) (3.1)
where pj(x) are the monomial basis functions, m is the number of bases, and aj(x) are
the unknown coefficients. We use the simple linear bases:
pT(x) = [1 x1 x2 x3] (3.2)
where x1, x2 and x3 are cartesian coordinates. By minimizing the weighted, discrete L2
norm:
n∑
I=1
w(x− xI)
(
pT(xI)a(x)− uI
)2
(3.3)
with n the number of nodes, and w(x− xI) the weight function, we have:
a(x) = A−1(x)
n∑
I=1
BI(x)uI (3.4)
and thus:
u(x) =
n∑
I=1
(
pT(x)A−1(x)BI(x)
)
uI ≡
n∑
I=1
φI(x)uI (3.5)
where
A(x) =
n∑
I=1
wI(x)p(xI)p
T(xI); BI(x) = wI(x)p(xI) (3.6)
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Figure 3.2: Weight (w) versus normalized distance (r).
and φI is called the shape function of node I. wI(x) ≡ w(x − xI) ≡ w(r) is the cubic
spline weight function, which is given as:
w(r) =

2
3
− 4r2 + 4r3, for r ≤ 1
2
4
3
− 4r + 4r2 − 4
3
r3, for 1
2
< r ≤ 1
0, for r > 1
(3.7)
with r = ‖x − xI‖/dI , the distance between x and xI normalized by the size of the
influence domain of node I (dI).
Figure 3.2 shows w versus r. The smaller the distance, the larger the weight, and the
weight is zero when the point is outside the influence domain. Because of the nonlinearity
of the weight function and the nature of the MLSA, even linear bases in (3.2) are used,
the approximated solution fields can be nonlinear. As a result, fewer nodes than the linear
FEM can be used for the same accuracy. This benefits cardiac information recovery as
the computational complexity increases with the number of nodes.
The spatial derivatives of u(x), u,j ≡ ∂u(x)/∂xj, j = 1, 2, 3, are usually required. As
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uI are constant, u,j =
∑n
I=1 φI,juI . φI,j can be found as [58]:
φI,j = Γ,jBI + ΓBI,j (3.8)
where
Γ(x) = A−1(x)p(x) (3.9)
Γ,j can be obtained by:
Γ,j = A
−1 (p,j −A,jΓ) (3.10)
A,j and BI,j can be obtained by differentiating the terms in (3.6), in which wI,j has to
be computed. wI,j can be derived from (3.7) as:
wI,j =

(−8r + 12r2)r,j, for r ≤ 12
(−4 + 8r − 4r2)r,j, for 12 < r ≤ 1
0, for r > 1
(3.11)
with
r,j =
xj − xIj
dI‖x− xI‖ (3.12)
where xj and xIj are the Cartesian coordinates of x and xI respectively. Notice that∑n
I=1 φI = 1 and
∑n
I=1 φI,j = 0.
Meshfree methods possess good hp-adaptivity, where h and p stand for the sizes of
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influence domains and the order of polynomial respectively. For the h-adaptivity, con-
sider the local refinement of spatial accuracy. For meshfree methods, we can refine the
numerical accuracy of a particular region simply through distributing extra nodes in it
and recalculating the sizes of the related influence domains using simple node searching
procedures. In contrast, for FEM, the region of interest has to be remeshed with the-
oretically complicated and computationally expensive procedures. For the p-adaptivity,
consider the increase of the order of the polynomial, which is equivalent to the increase
of the number of bases of p(x). For meshfree methods, we only have to increase the
sizes of the influence domains so that more nodes can contribute to a point and thus
A(x) is invertible. For FEM, the change of polynomial bases requires the change of the
element type. The higher the order of polynomial, the more complicated the structure of
the element, and the more labor-intensive the meshing procedures as automatic meshing
algorithms are not available for high order elements. In consequence, meshfree methods
can benefit cardiac image analysis as it allows more flexible node distribution to adapt
the local image quality [59].
We have to point out that φI(x) is not an interpolation function, thus the value ap-
proximated at a nodal position may not equal the nodal value. Thus, boundary conditions
cannot be directly imposed on the nodal values as FEM do. The details of how to properly
enforce boundary conditions with the MLSA will be discussed in Section 3.1.3.
More implementation details of the MLSA can be found in [18], which provides step
by step descriptions of programming with the two-dimensional meshfree methods.
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3.1.2 Matrix Representation of Cardiac System Dynamics
With the MLSA introduced in Section 3.1.1, the total-Lagrangian formulation (2.41) can
be converted into a matrix representation using the shape functions and their spatial
derivatives. Assuming isoparametric discretization, the matrix representation is given as:
tM t+∆tU¨ +
(
tKL +
tKNL
)
∆U = t+∆tR− tFI (3.13)
where t+∆tU¨ is the nodal acceleration vector. ∆U = t+∆tU− tU is the nodal incremental
displacement vector, the difference between the nodal displacement vectors at time t+∆t
and t measured with respect to the original configuration. tM is the mass matrix, tKL and
tKNL are the linear and nonlinear stiffness matrices.
t+∆tR is the vector corresponding
to the external virtual work, and tFI is the vector corresponding to the last term on
the right side of (2.41). There are no virtual components in (3.13) as they are canceled
out after transforming into the matrix forms. The correspondences between the integrals
in (2.41) and the matrix representations in (3.13) are given in Table 3.1. This table is
also applicable to FEM, with the meshfree shape functions replaced by the FEM shape
functions.
The damping matrix tC approximates the overall energy dissipation of the cardiac
dynamics. tC is not mentioned in (2.41) because in general, it cannot be constructed
using the MLSA. Assuming Rayleigh damping, tC has the form [6]:
tC = α tM + β
(
tKL +
tKNL
)
(3.14)
where α and β are constants controlling the damping of low and high frequencies respec-
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tively. Now the matrix representation of the system dynamics becomes:
tM t+∆tU¨ + tC t+∆tU˙ + tK∆U = t+∆tR− tFI (3.15)
with tK = (tKL +
tKNL), and
t+∆tU˙ the nodal velocity vector.
The damping matrix is important to cardiac deformation recovery as unwanted high
frequency components are damped away and results in more smooth deformation, which
can improve the stability of the system. As the damping ratios of the myocardium,
which are essential for determining α and β are currently unknown, α and β have been
determined through experiments on simulations.
To obtain the active contraction forces t+∆tRB and t+∆tRS at any point in the my-
ocardium for spatial integrations, we first compute σc of a node using its nodal action
potential, and then obtain the active Cauchy stress tensor of that node with its fiber ori-
entation. With the nodal active Cauchy stress tensor available, the first Piola-Kirchhoff
stress tensor can be computed, and t+∆tRB and t+∆tRS at any point can be approximated
using the MLSA. As a result, the force boundary conditions are ready in t+∆tR to provide
the active contraction components of the cardiac deformation.
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Table 3.1: Integrals and corresponding matrix representations of cardiac system dynamics.
Integral Matrix representation∫
V
ρ t+∆tu¨i δui dV
tM t+∆tU¨ =
(∫
V
ρ ΦTΦ dV
)
t+∆tU¨∫
V
Cijkl ∆ekl δeij dV
tKL∆U =
(∫
V
tBTL [C] tBL dV
)
∆U∫
V
tSij δηij dV
tKNL∆U =
(∫
V
tBTNL
tS tBNL dV
)
∆U∫
V
t+∆tRBi δui dV +
∫
S
t+∆tRSi δui dS
t+∆tR =
∫
V
ΦT t+∆tRB dV +
∫
S
ΦT t+∆tRS dS∫
V
tSij δeij dV
tFI =
∫
V
tBTL
tSˆ dV
• Nodal acceleration and incremental displacement vectors:
t+∆tU¨ =
[
t+∆tu¨11
t+∆tu¨12
t+∆tu¨13 . . .
t+∆tu¨n1
t+∆tu¨n2
t+∆tu¨n3
]T
;
∆U = [∆u11 ∆u12 ∆u13 . . . ∆un1 ∆un2 ∆un3]
T
• Shape function matrix:
Φ =

φ1 0 0 . . . φn 0 0
0 φ1 0 . . . 0 φn 0
0 0 φ1 . . . 0 0 φn

with φI = φI(x) constructed under the original configuration.
• Linear strain-displacement transformation matrix:
tBL =
tBL0 +
tBL1 = [
tBL01 . . .
tBL0n] + [
tBL11 . . .
tBL1n] ;
tBL0I =

φI,1 0 0
0 φI,2 0
0 0 φI,3
φI,2 φI,1 0
φI,3 0 φI,1
0 φI,3 φI,2

;
(Continued on next page)
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tBL1I =

l11 φI,1 l21 φI,1 l31 φI,1
l12 φI,2 l22 φI,2 l32 φI,2
l13 φI,3 l23 φI,3 l33 φI,3
(l11 φI,2 + l12 φI,1) (l21 φI,2 + l22 φI,1) (l31 φI,2 + l32 φI,1)
(l11 φI,3 + l13 φI,1) (l21 φI,3 + l23 φI,1) (l31 φI,3 + l33 φI,1)
(l12 φI,3 + l13 φI,2) (l22 φI,3 + l23 φI,2) (l32 φI,3 + l33 φI,2)

where φI,j = ∂φI/∂
0xj and lij =
∑n
I=1 φI,j
tuIi, with
tuIi the i-component of the nodal
displacement of node I at time t with respect to the original configuration. tBL1 accounts for
the initial displacement effect.
• Nonlinear strain-displacement transformation matrix:
tBNL =

B˜NL 0˜ 0˜
0˜ B˜NL 0˜
0˜ 0˜ B˜NL
 ; B˜NL =

φ1,1 0 0 φ2,1 · · · φn,1
φ1,2 0 0 φ2,2 · · · φn,2
φ1,3 0 0 φ2,3 · · · φn,3
 ; 0˜ =

0
0
0

• Second Piola-Kirchhoff stress matrix and vector:
tS =

S˜ 0¯ 0¯
0¯ S˜ 0¯
0¯ 0¯ S˜
 ; S˜ =

tS11
tS12
tS13
tS21
tS22
tS23
tS31
tS32
tS33
 ; 0¯ =

0 0 0
0 0 0
0 0 0
 ;
tSˆ =
[
tS11
tS22
tS33
tS12
tS13
tS23
]T
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3.1.3 Enforcing Displacement Boundary Conditions
Displacement boundary conditions have to be imposed on (3.15) before solving. Anatom-
ically, various structures such as the basal skeleton, the pericardial sac, and the atrial
and ventricular valves constraining the myocardial motions [29], and thus displacement
boundary conditions are necessary to mimic the effects of these structures to provide re-
alistic cardiac deformation. Mathematically, the matrix tK is not full-rank, and its zero
eigenvalues representing the rigid-body motions of the heart should be removed through
imposing boundary conditions so that the matrix can be nonsingular. Because of this rea-
son, the displacement boundary conditions are also called essential boundary conditions.
Methods of Enforcing Displacement Boundary Conditions
There are mainly two ways of imposing displacement boundary conditions: the Lagrange
multiplier method and the penalty method [6]. Considering the total potential energy
function of the static case of (3.15):
Π =
1
2
UT
(
tK
)
U−UTR (3.16)
with U = ∆U and R = t+∆tR − tFI . We want to impose the i-component of the
incremental displacement at location x¯ as u¯i, that is:
ui(x¯) =
n∑
I=1
φI(x¯)uIi = u¯i (3.17)
The displacement boundaries are usually enforced at the nodal positions, thus x¯ are the
coordinates of the nodes of interest. Notice that the shape functions of the MLSA are not
interpolation functions, thus the value approximated at a nodal position may not equal
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the nodal value, and we cannot directly enforce ui(xI) = uIi.
For enforcing the displacement using the penalty method, we amend Π to:
Πp =
1
2
UT
(
tK
)
U−UTR + κ
2
(ui(x¯)− u¯i)2 (3.18)
where κ is a constant called penalty factor, which is much larger than the maximum value
of tK when applied to enforcing displacement boundary conditions. By the minimization
of potential energy, the virtual total potential energy δΠp should be zero, thus we have:
δUT
(
tK
)
U− δUTR + κ (ui(x¯)− u¯i) δui(x¯) = 0 (3.19)
Using the MLSA, it can be written into:
(
tK + κΦTi Φi
)
U = R + κu¯iΦ
T
i (3.20)
with
Φ1 = [φ1 0 0 φ2 0 0 . . . φn 0 0] ;
Φ2 = [0 φ1 0 0 φ2 0 . . . 0 φn 0] ;
Φ3 = [0 0 φ1 0 0 φ2 . . . 0 0 φn]
This method is equivalent to adding a stiff spring to the location of interest, and the
respective point can only be moved by the relatively large force produced by the penalty
factor and the specified displacement. The displacement can be fully enforced when κ
is infinity, however, κ cannot be too large as this will lead to an ill-conditioned system
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matrix. In general, κ being about 1000 times of the largest element of tK is sufficient for a
good enforcement. This method is efficient as no additional nodal variable is required, and
this benefits cardiac deformation recovery when the reaction forces of the displacement
boundary conditions are not needed.
For enforcing the displacement using the Lagrange multiplier method, the total po-
tential Π is amended to:
ΠL =
1
2
UT
(
tK
)
U−UTR + λ (ui(x¯)− u¯i) (3.21)
with λ the additional variable called the Lagrange multiplier. As δΠL = 0:
δUT
(
tK
)
U− δUTR + δλ (ui(x¯)− u¯i) + λδui(x¯) = 0 (3.22)
Since δui(x¯) and δλ are arbitrary, using the MLSA, we obtain:
tK ΦTi
Φi 0

U
λ
 =
R
u¯i
 (3.23)
An extra variable is required when using the Lagrange multiplier method, thus it is less
efficient than the penalty method. Nevertheless, the boundary displacement can be fully
enforced, and the Lagrange multiplier obtained after solving (3.23) equals the reaction
force of enforcing the displacement.
More general conditions can be enforced using both methods. Suppose we have to
impose m linearly independent constraints GU = V, with G a m × n matrix, and V is
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a vector of size m. Using the penalty method, we have:
(
tK + κGTG
)
U = R + κGTV (3.24)
Using the Lagrange multiplier method, we have:
tK GT
G 0

U
λ
 =
R
V
 (3.25)
with λ represents a vector of Lagrange multipliers. It can be seen that (3.20) and (3.23)
are the special cases of (3.24) and (3.25) respectively. Further details and examples can
be found in [6, 58].
Applications to Computational Cardiology
If only enforcing displacement boundary conditions with known displacements in the
Cartesian coordinate system, (3.20) and (3.23) are sufficient. Nevertheless, when the
boundary conditions are more complicated, (3.24) and (3.25) are necessary.
The pericardial sac, also known as the pericardium, is a conical sac of fibrous tissue
surrounding the heart [40]. The pericardium contains two coats, the fibrous pericardium
and the serous pericardium. The outer fibrous pericardium is tough and attaches to the
sternum and diaphragm. The inner serous pericardium has two layers, one layer attaches
to the fibrous pericardium, and another is the epicardium attaches on the heart. The
intervening space between the two layers is filled with fluid. Because of this anatomical
structure, the pericardium exhibits high radial stiffness but low circumferential resistance.
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To simulate this property, we propose the boundary condition on the epicardium as:
u(x¯) · n(x¯) = g (3.26)
with the displacement u(x¯) = [u1 u2 u3] and the outward normal n(x¯) = [n1 n2 n3] of
the epicardium under the current configuration. g is the displacement magnitude along
the normal direction, which can be a function of deformation, or zero if displacement is
forbidden. Using the MLSA, we have:
u1n1 + u2n2 + u3n3 =
∑
I
(φIuI1n1 + φIuI2n2 + φIuI3n3) (3.27)
which means:
G = [φ1n1 φ1n2 φ1n3 . . . φnn1 φnn2 φnn3] ; V = g (3.28)
In our implementation, as the reaction forces are currently not interested, the penalty
method is used. The epicardium is assumed to be unmovable along the surface normal,
so g = 0. Furthermore, in order to avoid excessive displacement along the heart surface,
we use (3.20) with u¯i = 0 but a relatively small κ, so that the respective nodes are
constrained but still movable. When applying to medical image analysis, the value of g
can be set to the distance between the surface of the meshfree heart model and the voxel
representing the apparent heart surface in the image, which can be obtained using the
method described in [86]. Apart from the epicardium, we also fix the apex of the heart
as we can observe from MRI that it has almost no movement during the cardiac cycle.
Furthermore, the penalty method with u¯i = 0 but a relatively small κ is also applied to
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the basal ring to simulate its constraint to the myocardium. Thus, the apex, basal ring,
and epicardium are the only locations we apply the displacement boundary conditions.
3.2 Numerical Methods for Integrations
In the previous section, the cardiac system dynamics is transformed into a matrix repre-
sentation by the MLSA, so the problem now becomes solving (3.15) for the nodal values.
Nevertheless, before (3.15) can be solved using computers, the spatial integrations explic-
itly shown in the matrices, and also the temporal integrations aroused when solving the
differential equations, have to be approximated using numerical methods.
3.2.1 Spatial Integration
As the cardiac system dynamics contains spatial integrations, numerical integration schemes
are required. For FEM, different element-based integration schemes are available for dif-
ferent element types. On the other hand, as no mesh is available for meshfree methods,
other algorithms have to be considered.
One of these integration algorithms is to provide a volume to each node, so that
the integration is approximated by multiplying the nodal values with the corresponding
nodal volumes, then sum them up together [7]. This approach leads to fast numerical
integrations, however, it may lead to unstable solutions and it only has zeroth-order
consistency. This method is claimed as a meshfree integration, but this can only be true
for simple node patterns such as rectangular grid structures. When the node distribution
is irregular, Voronoi cells are required for providing the proper nodal volumes, which have
to be built using meshing algorithms [19].
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Another approach is to utilize a background mesh for integration. Although this
results in a method which is not totally meshfree, which still matches with the definition of
meshfree methods mentioned in [7]: those in which the approximation can be constructed
strictly in terms of nodes. As the background mesh does not depend on the nodes, it can
be easily generated. Depending on the numerical integration method used and also the
complication of the geometry, integration with the help of a background mesh can achieve
in exact integration of high-order polynomial.
We utilize the Gauss quadrature with a background grid for numerical integrations as
stable solution with good numerical accuracy is desired. There are both volumetric and
surface integrations in our problem, and they are discussed in detail as follow.
Volumetric Integration
Suppose we want to integrate a function F in one dimension. Using the Gauss quadrature,
the integration can be approximated by [6]:
∫ b
a
F (r)dr =
ng∑
i=1
αiF (ri) (3.29)
where αi are the integration weights, ri are the sampling points, and ng is the number
of sampling points. When there are ng sampling points, a polynomial of order at most
2ng − 1 can be integrated exactly. The values of αi and ri can be directly determined
for a given interval a to b, however, to make the calculation general, αi and ri are first
calculated for the natural interval between -1 and +1, then the corresponding values in
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Table 3.2: Sampling points and weights in Gauss numerical integration (interval -1 to
+1).
ng ri αi
1 0.00000 00000 00000 2.00000 00000 00000
2 ± 0.57735 02691 89626 1.00000 00000 00000
3 ± 0.77459 66692 41483 0.55555 55555 55556
0.00000 00000 00000 0.88888 88888 88889
4 ± 0.86113 63115 94053 0.34785 48451 37454
± 0.33998 10435 84856 0.65214 51548 62546
the interval from a to b can be obtained as:
b− a
2
αi and
a+ b
2
+
b− a
2
ri (3.30)
The values of αi and ri between -1 and +1 for ng = 1 to 4 are given in Table 3.2.
In the three-dimensional domain, the one-dimensional Gauss quadrature formulas can
be applied successively in each direction and results in:
∫
V
F (x1, x2, x3)dV =
∑
i,j,k
αiαjαkF (ri, rj, rk) (3.31)
where V is the volume of interest, and i, j, k correspond to the x1, x2, and x3 directions.
Different numbers of sampling points can be applied to different directions for different
numerical accuracies.
In our implementation, a background grid is provided to partition the region of interest
into smaller rectangular cells, in each cell the Gauss quadrature is performed. The values
of the sampling points, F (ri, rj, rk), are approximated from the nodal values using the
MLSA. There is a trade off between the number of cells and the number of integration
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Table 3.3: Gauss numerical integrations over triangular domains. The natural coordinates
are inside a triangle with its two-dimensional geometry defined by the three nodes with
coordinates (0,0), (1,0), and (0,1).
r-coordinates s-coordinates Weights
r1 = 0.16666 66667 s1 = r1 w1 = 0.33333 33333
r2 = 0.66666 66667 s2 = r1 w2 = w1
r3 = r1 s3 = r2 w3 = w1
points in each cell. The smaller the number of integration points, the lower the order
of polynomial the cell can handle, and thus the more background cells are required.
Furthermore, the order of polynomial a cell can handle should not be too low as the
problem solution may not be possible. Similar to FEM, the increase of the number of
background cells improves the numerical accuracy, however, we do not want excessive
integration points for unnecessary increases of computational complexity. The optimal
numbers of cells and integration points depend on the complication of the geometry and
the system dynamics, thus it can only be obtained through numerical experiments on a
particular problem.
The disadvantage of using this integration method for computational cardiology is that
the exact integration may not be available, as the rectangular cells are not compatible
with the complicated cardiac boundaries. On the other hand, as FEM use the finite
elements as basic integration units, exact integration can be achieved. In consequence,
methods of combining meshfree methods with FEM can help to solve this problem [8].
Surface Integration
Apart from volumetric integration, surface integration is also required to evaluate the
surface force integral. As the complicated heart surfaces can be easily approximated
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using triangular surface elements, they are used as the platforms for the numerical surface
integration. Similar to the volumetric numerical integration, the Gauss quadrature is
used, and a 3-point quadrature is performed on every surface element. The local natural
coordinates (r,s) and integration weights are shown in Table 3.3. The nodal interpolation
functions h1, h2, and h3 for each pair of the local natural coordinates are given as [6]:
h1 = 1− r − s; h2 = r; h3 = s (3.32)
then the corresponding three-dimensional global coordinates can be calculated as:
x1 =
3∑
I=1
hIxI1; x2 =
3∑
I=1
hIxI2; x3 =
3∑
I=1
hIxI3 (3.33)
where xI1, xI2, and xI3 are the nodal coordinates of a triangular element in the global coor-
dinate system. With the global coordinates available, we can obtain F (r, s) = F (x1, x2, x3)
from the nodal values through the MLSA, so that it is consistent with the volumetric in-
tegration. Using these values, the surface integral can be obtained as:
∫
A
F (x1, x2, x3)dA = A
3∑
i=1
wiF (ri, si) (3.34)
with A the area of the triangular element. Notice that although triangular elements
are used, the values at the sampling points are approximated using the MLSA, thus the
evaluation of the surface integral is still under the meshfree framework.
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3.2.2 Temporal Integration
Mathematically, (3.15) represents a system of linear differential equations of second order,
which solution can be obtained by standard procedures of solving differential equations
with constant coefficients. Nevertheless, these procedures are very expensive if the ma-
trices are large, thus numerical methods for temporal integrations are required.
Newmark Method
We have adopted the Newmark method for the temporal numerical integration, which
is one of the direct integration methods [6]. The term ”direct” means prior to the nu-
merical integration, the system dynamics is not required to be transformed into another
mathematical space. Instead of satisfying (3.15) at any time instant, direct integration
methods only aim at satisfying (3.15) at discrete time intervals ∆t apart, and variations
of displacements, velocities and accelerations are assumed within each interval. Because
such methods require solutions at previous time instants to calculate the solution at the
next required time instant, we assume that the solutions at 0,∆t, 2∆t, . . . , t are known
and the solution at t + ∆t is required. The Newmark method has been chosen among
different direct integration methods because it is an unconditionally stable scheme, which
means that ∆t does not need to be smaller than a critical time step for a stable solution.
Furthermore, it is more accurate than other unconditionally stable schemes when ∆t is
large. This is useful for cardiac image analysis as it allows flexible time step adjustments
in different cardiac phases and cardiac image modalities.
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Using the Newmark method, the following assumptions are used:
t+∆tU˙ = tU˙ +
(
(1− γ)tU¨ + γt+∆tU¨
)
∆t; (3.35)
t+∆tU = tU + tU˙∆t+
(
(0.5− µ)tU¨ + µt+∆tU¨
)
∆t2 (3.36)
where γ and µ are parameters for integration accuracy and stability. The Newmark
method is unconditionally stable when γ ≥ 0.5 and µ ≥ 0.25(γ + 0.5)2, and it has the
most desirable accuracy when γ = 0.5 and µ = 0.25.
After rearranging, the nodal acceleration and velocity vectors can be written in terms
of ∆U, tU˙, and tU¨ as:
t+∆tU¨ = a0∆U− a2tU˙− a3tU¨; (3.37)
t+∆tU˙ = tU˙ + a6
tU¨ + a7
t+∆tU¨ (3.38)
with
a0 =
1
µ∆t2
; a1 =
γ
µ∆t
; a2 =
1
µ∆t
; a3 =
1
2µ
− 1;
a4 =
γ
µ
− 1; a5 = ∆t2
(
γ
µ
− 2
)
; a6 = ∆t(1− γ); a7 = γ∆t
Substituting (3.37) and (3.38) into (3.15), including also the boundary conditions using
the methods in Section 3.1.3, we have:
tKˆ∆U = t+∆tRˆ (3.39)
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with
tKˆ = tK˜ + a0
tM + a1
tC; (3.40)
t+∆tRˆ = t+∆tR− tFI + tM
(
a2
tU˙ + a3
tU¨
)
+ tC
(
a4
tU˙ + a5
tU¨
)
(3.41)
where tK˜ is tK modified by the displacement boundary conditions. With (3.39), the
system dynamics can be solved for every time step and we can gradually obtain a cycle
of cardiac deformation.
Newton-Raphson Iteration
Although we can solve (3.39) for the deformation, the accuracy of the solution is af-
fected by linearization errors, because (2.41) is a linearization of the originally nonlinear
TL formulation for solvability. The linearized part is the integral
∫
V
Cijkl ∆ekl δeij dV
in (2.41), which contains the linearized stress-strain relation Cijkl of the cardiac mate-
rial properties and also the linearized strain-displacement relation ∆ekl. In consequence,
Newton-Raphson iterations are required to iteratively refine the accuracy of the solution
in every time step between t and t+ ∆t.
Assuming that the nodal displacements can be updated iteratively as [6]:
t+∆tU(k) = t+∆tU(k−1) + ∆U(k) (3.42)
with k representing the number of iterations, and t+∆tU(0) = tU. Then (3.37) and (3.38)
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become:
t+∆tU¨(k) = a0
(
t+∆tU(k−1) − tU + ∆U(k))− a2tU˙− a3tU¨ (3.43)
t+∆tU˙(k) = tU˙ + a6
tU¨ + a7
t+∆tU¨
(k)
(3.44)
and we can see that (3.43) and (3.44) equal (3.37) and (3.38) when k = 1. Then (3.39)
becomes:
Kˆ(k−1)∆U(k) = Rˆ(k−1) (3.45)
with
Kˆ(k−1) = K˜(k−1) + a0M(k−1) + a1C(k−1); (3.46)
Rˆ(k−1) = t+∆tR− F(k−1)I + M(k−1)AM + C(k−1)VC (3.47)
where
AM = −a0
(
U(k−1) − tU)+ a2tU˙ + a3tU¨; (3.48)
VC = −a1
(
U(k−1) − tU)+ a4tU˙ + a5tU¨ (3.49)
As all quantities with right superscripts are measured at t+∆t, their left superscripts are
removed for tidiness. Similar to the nodal displacement, we have M(0) = tM, C(0) = tC,
K˜(0) = tK˜, and F
(0)
I =
tFI .
The nonlinear term F
(k−1)
I can be calculated with known displacement, thus Rˆ
(k−1)
gives the out-of-balance virtual load caused by linearization. To refine the accuracy,
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(3.45) is solved iteratively until Rˆ(k−1) converges to a small value. During each iteration,
the matrices of the system dynamics are updated using the current displacement. This
full Newton-Raphson iteration is computational inefficient but it provides the highest
convergence rate, thus if the solution diverges under this scheme, this usually implies
implementation errors. Other alternative forms of the Newton-Raphson iteration with
higher computational efficiency can be found in [6].
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FOUR
INFORMATION EXTRACTION FROM STRUCTURAL
CARDIAC IMAGES
In Chapter 2, the cardiac physiome model is presented, which describes the macroscopic
cardiac physiology. To implement the system in the computational environment, the
numerous variables need to be set. Although some general parameters providing good
approximations were reported in the literature, some parameters, such as the heart ge-
ometry, need to subject-specific so that the recovery results can be meaningful. As our
goal is to perform noninvasive recovery, information extraction from medical images is the
only way to obtain subject-specific information. Because the interest of this dissertation is
individualized cardiac mechanics, the concentration will be on structural medical images.
There are mainly two types of information can be extracted from cardiac structural
images: heart geometries and cardiac motions. Heart geometries can be obtained through
image segmentation from images providing high contrast between tissues, such as MRI. As
image segmentation is not the concentration of this dissertation, it will not be discussed.
68
CHAPTER 4. INFORMATION EXTRACTION FROM STRUCTURAL CARDIAC IMAGES
Cardiac motions can be extracted from cardiac image sequences, and different algorithms
are available for various image modalities. These algorithms include the matching of
geometrically significant shape landmarks between consecutive frames for the motions
of the heart boundaries [63, 91, 74], the tracking of the tag lines of tagged MRI for
the motions of the myocardium [34, 37, 73, 26], and also the integration of the velocity
information from the phase contrast MRI [65, 108, 90]. As the cine MRI and tagged MRI
are more commonly available, we are interested in motion tracking algorithms which can
provide robust cardiac motions from these images.
The basic idea of motion tracking is to obtain the spatial correspondences between
consecutive image frames. Such correspondences can be established through the map-
pings of the salient cardiac features, or directly from the image intensities though image
registration. In our framework, the hybrid of the two is proposed, which include two steps:
first using the free-form image registration to obtain the spatial transformation between
the current frame and the next frame [77], and then attaching the transformed surface
nodes to the apparent heart surfaces in the next frame. The extracted motions are used
as the measurement inputs for our state-space filtering framework in Chapter 5 to recover
the individualized cardiac mechanical functions and properties.
4.1 Free-Form Image Registration For Spatial Cor-
respondences
Image registration is an optimization process which relates each spatial point of the mov-
ing image (x, y, z) to a homologous point of the fixed image (x′, y′, z′) [31] (Figure 4.1).
The main components including a transformation which maps the spatial points between
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(a) (b) (c)
Figure 4.1: Image registration. (a) Moving image. (b) Fixed image. (c) Registered image
obtained by transforming the moving image into the fixed image.
images, a metric which evaluates the similarity between the transformed image and the
fixed image, and an optimization algorithm which maximizes the similarity over the search
space defined by the transformation parameters. In the registration process, initial trans-
formation parameters are first applied, then the metric computes the cost function which
measures the similarity between the transformed and fixed images. If the cost function
does not reach its optimum, the optimization algorithm computes another set of transfor-
mation parameters which can lead to the optimum. This loops until the cost function is
optimized. The transformation, metric, and optimization method used in our framework
are described in the following sections.
4.1.1 Transformation
The transformation maps each spatial point of the moving image (x, y, z) to a homologous
point of the fixed image (x′, y′, z′), i.e. T : (x, y, z) → (x′, y′, z′). The transformation T
adopted comprises a global affine transformation and a local transformation based on
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B-spline free-form deformation (FFD), i.e.:
T(x, y, z) = Taffine(x, y, z) + TFFD(x, y, z) (4.1)
The affine transformation accounts for the scaling, rotation, and translation, with the
form:
Taffine(x, y, z) =

θ11 θ12 θ13
θ21 θ22 θ23
θ31 θ32 θ33


x
y
z
+

θ14
θ24
θ34
 (4.2)
where θij are the 12 parameters characterizing the transformation.
The local transformation based on B-spline FFD accounts for the nonrigid cardiac
deformation between image frames. To define a spline-based FFD, we let φi,j,k be a mesh
of control points with uniform spacing δ. Then the FFD transformation can be written
as the three-dimensional tensor product of the one-dimensional cubic B-splines [77]:
TFFD(x, y, z) =
3∑
l=0
3∑
m=0
3∑
n=0
Bl(r)Bm(s)Bn(t)φi+l,j+m,k+n (4.3)
with i = bx/δc − 1, j = by/δc − 1, k = bz/δc − 1, r = x/δ − bx/δc, s = y/δ − by/δc, and
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t = z/δ − bz/δc. Bl are uniform cubic B-spline basis functions defined as [54]:
B0(r) = (1− r)3/6,
B1(r) = (3r
3 − 6r2 + 4)/6,
B2(r) = (−3r3 + 3r2 + 3r + 1)/6,
B3(r) = r
3/6
with 0 ≤ r < 1. They serve to weigh the contribution of each control point to TFFD(x, y, z)
base on its distance to (x, y, z). The control points are the parameters of the B-spline FFD
and the degree of nonrigid deformation can be modeled depends on the resolution of the
mesh. In our case of motion tracking, the values of control points represent displacements.
B-splines are locally controlled so they are computationally efficient even for a large
number of control points.
4.1.2 Metric
A metric is required to measure the degree of alignment between the transformed and
the fixed images. Because of the robustness and accuracy shown in different applications
on medical image registrations [78], mutual information is used as the metric for the
similarity measure [61].
Let A and B be two random variables with marginal probability distributions pA(a)
and pB(b), and joint probability distribution PAB(a, b). PAB(a, b) = pA(a)pB(b) when A
and B are statistically independent, and they are maximally dependent if they are related
by a one-to-one mapping T : pA(a) = pB (T(a)) = pAB (a,T(a)). The mutual information
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between A and B can be given as:
MI(A,B) = H(A) +H(B)−H(A,B) (4.4)
with H(A) and H(B) the entropies of A and B respectively, and H(A,B) their joint
entropy, which are defined as:
H(A) = −
∑
a
pA(a) log pA(a);
H(A,B) = −
∑
a,b
pAB(a, b) log pAB(a, b)
(4.5)
In image registration, the probability distributions are estimated using a joint his-
togram, which is a two-dimensional plot showing the combinations of gray scale values
for all corresponding points between two images. In a joint histogram, the value at coor-
dinate (i, j) represents the number of occurrences that two corresponding points having
gray scale values i and j respectively. Thus, the joint histogram of two identical images
have nonzero values only on the diagonal line. The marginal histograms of the images can
be computed by integrating the joint histogram along the corresponding directions. By
normalizing the joint and marginal histograms of the overlapping parts of both images,
the joint and marginal distributions can be obtained.
As discussed in [78], entropy measures the dispersion of a probability distribution. It
is low when a distribution has sharply defined and dominant peaks, and is maximal when
all outcomes have an equal chance of occurring. Thus, when a transformation minimizes
the joint entropy, the two images should be registered. Furthermore, as defined in (4.5),
entropies are always positive, thus from (4.4) we can see that minimizing the joint entropy
is equivalent to maximizing the mutual information. In consequence, our goal is to find a
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transformation which maximizes (4.4).
The mutual information (4.4) depends on the size of the overlapping part of the images.
A decrease in overlap reduces the number of samples, and thus the statistical reliability of
the estimated distributions. In view of this, a normalized measure of mutual information
was proposed, which is less sensitive to the changes of the overlapped regions [95]:
NMI(A,B) =
H(A) +H(B)
H(A,B)
(4.6)
Nevertheless, as the consecutive frames in a medical image sequence are usually completely
overlapped, it is not necessary to use the normalized mutual information.
4.1.3 Optimization
To obtain the optimal transformation from the search space of the transformation pa-
rameters, an optimization algorithm is required so that the metric can gradually converge
to the local optimum. Because the B-spline FFD for nonrigid deformation usually has
thousands of parameters, the limited-memory BFGS (L-BFGS) method is utilized as the
optimization method [71]. The L-BFGS method is a type of the quasi-Newton opti-
mization, and the quasi-Newton optimization is based on Newton’s method, which is a
well-known method for finding the local maxima or minima of functions.
In Newton’s method, a function f(x) is approximated as a second order function using
the Taylor series:
f(xk + ∆x) ≈ f(xk) +∇f(xk)T∆x + 1
2
∆xTBk∆x (4.7)
with ∇f(xk) the gradient, and Bk the Hessian matrix which is a square matrix of second-
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repeat
∆xk = −αkB−1k ∇f(xk);
xk+1 = xk + ∆xk;
yk = ∇f(xk+1)−∇f(xk);
B−1k+1 =
(
I− yk∆xTk
yTk ∆xk
)T
B−1k
(
I− yk∆xTk
yTk ∆xk
)
+
∆xk∆x
T
k
yTk ∆xk
;
until converge ;
Figure 4.2: BFGS method.
order partial derivatives of f(xk). The gradient of (4.7) can then be given as:
∇f(xk + ∆x) ≈ ∇f(xk) + Bk∆x (4.8)
As the roots of the gradient ∇f(xk + ∆x) is equal to the extremum points of the function
f(xk + ∆x), we set ∇f(xk + ∆x) = 0 and obtain:
∆x = −B−1k ∇f(xk) (4.9)
And thus the sequence:
xk+1 = xk − αkB−1k ∇f(xk) (4.10)
will converge to the local optimum iteratively. αk controls the step size and is chosen to
satisfy the Wolfe conditions.
In multidimensional problems, Bk is underdetermined and cannot be directly eval-
uated. In consequence, different quasi-Newton methods were proposed to approximate
Bk. One of these methods is the BFGS algorithm shown in Figure 4.2, with the initial
approximation of B0 = I which is often sufficient to achieve rapid convergence.
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q = ∇f(xk);
for i = k − 1, k − 2, . . . , k −m do
ρi =
1
yTi ∆xi
;
ai = ρi∆x
T
i q;
q = q− aiyi;
end
r =
(
B−1k
)0
q;
for i = k −m, k −m+ 1, . . . , k − 1 do
b = ρiy
T
i r;
r = r + ∆xi(ai − b);
end
B−1k ∇f(xk) = r;
Figure 4.3: Two-loop recursion of a L-BFGS iteration.
For the BFGS method, the full matrix B−1k of size n× n has to be explicitly formed,
where n is the number of parameters. As there are thousands of parameters for the B-
spline FFD, the matrix cannot be computed at a reasonable cost and is too dense to be
easily manipulated. Thus, instead of BFGS, L-BFGS is used, which stores only a few
vectors of length n that represent the matrix approximation implicitly.
In the L-BFGS method, the curvature information from the m most recent iterations
is used to construct the Hessian approximation. Curvature information from the earlier
iterations is discarded to save the storage, as it is less likely to be relevant to the Hessian
matrix at the current iteration. The product B−1k ∇f(xk) in every iteration can be effi-
ciently computed through a two-loop recursion as shown in Figure 4.3, where
(
B−1k
)0
can
be set to γkI, with γk =
(
∆xTk−1yk−1
)
/
(
yTk−1yk−1
)
.
With the function f(x) as the mutual information and x be the transformation param-
eters, L-BFGS method can be used to obtained the transformation parameters associate
with the locally maximal mutual information. Nevertheless, the mutual information is
generally not a smooth function and with many local maxima. The local maxima can
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(a) (b)
Figure 4.4: Motion tracking. (a) Current (fixed) image with red dots representing the
boundary nodes of the heart geometry. (b) Next (moving) image with green dots rep-
resenting the transformed boundary nodes and blue lines showing the correspondences.
The current image is used as the fixed image because in the typical implementations of
image registration, the transformation functions are computed to transform the points
from the fixed image to the moving image so that the moving image can be registered to
the fixed image.
represent a local good match of the two images, or the imperfection of implementation.
The number of local maxima can be reduced through proper implementation, for exam-
ple, by filtering the image to reduce the noise level, or by increasing the bin size of the
histograms [78]. Furthermore, a proper initialization of transformation parameters can
also improve the chance of proper registration, for example, by choosing the center of
mass of the image as the origin for the affine transformation.
Although the goal of image registration is to transform the moving image to the fixed
image, in the general implementations, the transformation functions are computed to
transform the spatial points from the fixed image to the moving image. In consequence,
we use the current image as the fixed image, and the next image as the moving image
in our implementation. Figure 4.4 shows the motion tracking performed using the image
registration.
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4.2 Attaching Nodes to Apparent Heart Surfaces
With the transformation functions provided by the image registration, the motions of the
nodes on the heart surfaces can be obtained. Nevertheless, depending on the quality of the
registration, and also the alignments of the surface nodes with the apparent heart surfaces
on the current image, the transformed nodes may not overlap with the apparent heart
surfaces on the next image. As a result, a further step is used to attach the transformed
nodes to the apparent heart surfaces of the next image.
As all surface nodes on the epicardium and endocardia are transformed, they form new
heart surfaces with new nodal normals. Providing a search window for every transformed
surface node, a target voxel of the apparent heart surface on the next image is searched
along the nodal normal direction. There are criteria that the target voxel must fulfill. First
of all, the gradient magnitude of the image intensity must be larger than a threshold, i.e.:
‖∇I(x)‖ > gthres (4.11)
with I the image intensity and x the coordinates of the target voxel. The threshold gthres
is different from image to image, and needs to be determined through experiments.
Although the above criterion can ensure the target voxel is on an apparent surface, a
surface node on the epicardium may find a target voxel on the endocardia, or vice versa.
In view of this, another criterion is also applied: the angle between the outward nodal
normal and the normalized intensity gradient of the target voxel must be smaller than a
threshold, i.e.:
arccos(n · (∇I(x))normalized) < θthres (4.12)
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with n the outward nodal normal. Eq. (4.12) is presented with the assumption that the
imaged myocardium has lower image intensities than the surrounding so the gradient is
pointing outward the apparent heart surface. This criterion has two purposes:
1. To avoid the surface node searching for a target voxel on the wrong surface, as
the normals (intensity gradients) of the epicardium and the endocardia are locally
pointing in opposite directions.
2. To ensure the node and the target voxel are on surfaces with similar orientations.
Again, the threshold θthres needs to be determined by experiments on a particular image.
The coordinates of the voxel which passes through criteria (4.11) and (4.12) and with
highest gradient magnitude will be chosen as the new coordinates of the node. If all voxels
within the searching range cannot pass through both criteria, the node will stay in the
transformed position.
By using the two steps of Section 4.1 and 4.2, the correspondences of the nodes rep-
resenting the salient features between consecutive image frames can be established, and
thus the image measurements are now available for recovering individualized cardiac me-
chanical functions and properties through the filtering framework in Chapter 5.
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FIVE
STATISTICALLY OPTIMAL MULTIFRAME ESTIMATION:
COUPLING OF CARDIAC PHYSIOME MODEL AND
PATIENT’S MEASUREMENTS
Quantitative and noninvasive estimation of in vivo cardiac information, such as material
properties and cardiac deformation, are important for clinical applications and physiolog-
ical studies. In abstract terms, there are two major components of cardiac dynamics: the
material properties θ and the dynamic state x(θ). In the case of electrical propagation,
θ can contain conductivity parameters and x can comprise action potentials. In the case
of cardiac mechanics, θ can contain parameters of constitutive laws, and x can comprise
kinematic functions such as displacements and velocities. Using these terms, the goals
of our work can be stated as: from the measurements extracted from subject-specific
medical images, obtain the individualized mechanical parameter estimates θ∗ which best
describe the data, or obtain the individualized cardiac kinematics estimates x∗ under the
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constraints of a priori models and parameters from the literature.
The key issues for studying individualized cardiac mechanics through medical images
are related to measurement errors and model uncertainties. For measurement errors, as
the heart is beating during the imaging process, it is currently impossible to obtain high
resolution in both spatial and temporal domains, and different image modalities have
different qualities in each domain [11, 12]. For example, images from two-dimensional
echocardiography are of high temporal resolution, but the heart geometry is fuzzy because
of the noisy natural of the image modality. On the other hand, MRI can provide good
contrasts between soft tissues with relatively high signal-to-noise ratios, but the temporal
resolution is low. In consequence, the data extracted from images are sparse, gross,
projective, or noisy. Furthermore, in general, the measurements cannot directly provide
the information of interest, for examples, mechanical parameters and dense motion fields
of the myocardium.
Model uncertainties are related to the mismatch between the adopted general physi-
ological model and the actual cardiac physiology of the subject, and this associates with
the uncertainties of formulation structures and parameters. Although different realistic
models have been proposed, these are general models and their formulation structures are
different from those of the subject. Furthermore, assuming that the model structures are
very close to those of the subject, the spatially inhomogeneous parameters specific to the
subject are unknown. In consequence, model uncertainties always exist in reality.
To meaningfully couple the models and measurements which both have uncertainties,
different optimization frameworks have been proposed [75, 37, 91, 64, 74]. For cardiac
deformation recovery, because of the periodic nature of the cardiac motions, the impor-
tance of adopting multiframe analysis has been well recognized but rarely addressed in
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a systematic fashion [64]. Different from the frame-to-frame analysis which only consid-
ers the motion relations between two consecutive image frames, the multiframe analysis
utilizes the periodic characteristics of the motion information extracted from cardiac im-
ages. In [65], assuming an elliptic trajectory of every material point in a heart cycle,
two-dimensional left-ventricular deformation was recovered from spline-regularized MRI
phase contrast velocity fields under a Kalman filtering framework. In [109], the phase
contrast velocities were also used with a dynamic finite-element mesh model, for which
the nodal trajectories and velocities were expressed in terms of Fourier harmonics. Us-
ing the Fourier tracking method [108] to initialize the mesh configuration estimates at
subsequent time instants, a least-squares fitting of the phase contrast velocity data to
the spatiotemporal finite-element mesh yielded refined Fourier coefficient estimates of the
nodal trajectories and thus the heart configurations of all time instants. In [51, 50], a
stochastic time update model, the kriging update model, was built based on kriging to
describe spatiotemporal changes of tag surfaces in tagged MRI. Kriging is a stochas-
tic interpolation method that estimates a continuous function from spatially distributed
observations using the best linear unbiased estimation criterion. Combining with an esti-
mation algorithm similar to the Kalman filter, the deformations of the tag surfaces could
be estimated recursively. In [64], an adaptive transversal filter based on the recursive
least-squares algorithm was developed for tracking pointwise nonrigid motions of the left
ventricular endocardium, which facilitated the integration of models for periodicity and
proximal smoothness. By modeling the multiframe spatiotemporal relations of the left-
ventricular contours as sums of sinusoids, the filter took a set of initial correspondences
between contours and the corresponding confidences of quality as inputs and produced
sinusoidal parameters that were transformed into quantified motion trajectories. Despite
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the lack of physiological meaningfulness of the above models, these algorithms provide
good insights of the coupling between models and measurements.
Recently, different optimization methods have also been proposed for recovering mate-
rial parameters from medical images. In [36], a BM model with piecewise-linear Young’s
moduli was used for estimating material properties and active stresses from data extracted
from tagged MRI sequences. Assuming small strains thus linear strain-displacement rela-
tion, predictions of cardiac deformation were obtained through applying blood pressures
as the force boundary conditions. Defining a normalized density function based on the
reciprocal of the total nodal displacement error between the predictions and the tagging
data, the stiffness and active contraction forces were estimated under the expectation-
maximization algorithm. Nevertheless, the model uncertainties and measurement errors
were not considered in this framework. In [89], a probabilistic joint estimation strategy
was proposed to estimate kinematic functions and material properties at the same time.
This strategy combined the stochastic differential equations of the myocardial dynamics
with the finite element method, and the material parameters and the imaging data were
treated as random variables with known prior statistics. By representing the myocardial
dynamics in a state-space representation, extended Kalman filtering (EKF) was adopted
to provide the joint estimates in an approximate optimal sense.
In this work, state-space filtering frameworks have been proposed for the coupling
between the cardiac physiome model and the image-derived data to systematically handle
the model uncertainties and the measurement errors [47]. With these frameworks, the
models and measurements are coupled in a systematic way to complement each other for
physiologically plausible and clinically relevant estimates.
In the following sections, the abstract terms of stochastic state-space representations of
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system dynamics and model-measurement relations are first presented, then the filtering
algorithms for specific estimation frameworks are described, including the early-proposed
framework of cardiac deformation recovery using the linear BM model, and the current
framework of deformation and parameter recovery using the hyperelastic BM model.
5.1 Stochastic State-Space Representation
To utilize the state-space filtering algorithms, a dynamic system has to be represented in
state-space formulations. Depending on the quantities to be estimated, different forms of
stochastic state-space representation exist [102].
5.1.1 State Estimation
For state estimation, the state-space representation can be written as:
x(t+ ∆t) = F (x(t),ω(t)) ; (5.1)
y(t+ ∆t) = H (x(t+ ∆t),ν(t+ ∆t)) (5.2)
where x(•) represent the states of the system, ω(t) comprises the model uncertainties,
and F (•) is the known dynamic model. y(t+ ∆t) contains the noise-corrupted measure-
ments, ν(t + ∆t) comprises the measurement errors, and H(•) relates the state to the
measurements. F and H can be linear or nonlinear functions.
The goal of state estimation is to estimate the state from the measurements through
the known models F and H, with the assumption that the statistics of ω(t) and ν(t+∆t)
are known.
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5.1.2 Parameter Estimation
The goal of parameter estimation is to estimate the parameters of the dynamic system
assuming that the state is known. The state-space formulations for parameter estimation
can be written as:
θ(t+ ∆t) = θ(t) + ζ(t); (5.3)
y(t+ ∆t) = Y (x(t+ ∆t),θ(t+ ∆t)) + ξ(t+ ∆t) (5.4)
where θ(•) contain the parameters, and (5.3) can be viewed as a stationary process with
identity transition matrix driven by process noise ζ(t). The choice of the variance of ζ(t)
determines the estimation performance. Y (•) is the mapping between the state and the
measurements characterized by θ(t+∆t), and ξ(t+∆t) comprises the measurement errors
associate with Y . Y can be a linear or nonlinear function.
5.1.3 Dual Estimation
Dual estimation is to estimate both parameters and state of a system, which is used when
we want to identify a system whose state is unobservable. The state-space representation
in this case can be given as:
x(t+ ∆t) = F (x(t),ω(t),θ(t)) ; (5.5)
y(t+ ∆t) = H (x(t+ ∆t),ν(t+ ∆t),θ(t+ ∆t)) (5.6)
where both x and θ must be estimated simultaneously from the noisy measurements y.
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5.2 Multiframe Quasi-Extended Kalman Filtering for
Cardiac Deformation Recovery
In the early stage of our framework, the cardiac physiome model with linear and trans-
versely isotropic BM model described in Section 2.3 was used. In this deformation recovery
framework, the state x is the nodal displacement U. Although the BM model is linear,
the strain-displacement relation is nonlinear in the TL cardiac system dynamics, thus our
system is nonlinear with respect to the state. As Newton-Raphson iterations are used
when solving the cardiac system dynamics, it is very difficult to obtain the Jacobian ma-
trix which is required by EKF, and thus we linearized the system dynamics in a specific
way so that Kalman filtering can be applied. It was found later that the formulations
derived have the same terms as those of EKF, although the linearization process is differ-
ent. In consequence, we call this as a multiframe quasi-EKF framework for finite cardiac
deformation recovery.
5.2.1 Stochastic State-Space Representations of Cardiac System
Dynamics and Measurements
To perform state estimation, the cardiac system dynamics in the form of (3.45) can be
used to derive the state-update equation (5.1). For simplicity, we first consider the form
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without Newton-Raphson iterations (3.39):
tKˆ∆U = t+∆tRˆ
∆U = tKˆ−1 t+∆tRˆ
⇒ t+∆tU = tU + tKˆ−1 t+∆tRˆ (5.7)
As both tKˆ
−1
and t+∆tRˆ are nonlinear with respect to tU, it is very difficult to derive
the Jacobian matrix of (5.7). In consequence, instead of the whole equation, only t+∆tRˆ
is linearized. From (3.41), we can see that the only part of t+∆tRˆ directly related to tU
is the internal force tFI . From Table 3.1,
tFI =
∫
V
tBTL
tSˆ dV , where tSˆ is a nonlinear
function of the nodal displacements tU. To linearize t+∆tRˆ, we linearize tSˆ to obtain:
tFI ≈
∫
V
tBTL [C] tBL0 tU dV = tKF tU (5.8)
with tKF =
∫
V
tBTL [C] tBL0 dV . With this approximation, (5.7) can be transformed
into:
t+∆tU = tU + tKˆ
−1 (− tKF tU + t+∆tR˜)
=
(
I− tKˆ−1 tKF
)
tU + tKˆ−1 t+∆tR˜ (5.9)
where t+∆tR˜ = t+∆tRˆ + tFI , which is independent of
tFI . If Newton-Raphson iterations
are not utilized, (5.9) can be used as the state-update equation of (5.1).
When Newton-Raphson iterations are considered, the state-update equation can be
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derived using (3.42). Assuming that the solution converges at the k¯-th iteration, we have:
U(k¯) = tU +
k¯∑
k=1
∆U(k) (5.10)
where quantities with the number of iterations as the right superscripts are measured at
time t+ ∆t. Substituting (3.45), we have:
U(k¯) = tU +
k¯∑
k=1
(
Kˆ(k−1)
)−1
Rˆ(k−1) (5.11)
Analogue to (5.8), F
(k−1)
I can be approximated as:
F
(k−1)
I ≈
∫
V
(
B
(k−1)
L
)T
[C] tBL0 U(k−1) dV = K(k−1)F
(
tU +
k−1∑
i=1
∆U(i)
)
(5.12)
with K
(k−1)
F =
∫
V
(
B
(k−1)
L
)T
[C] tBL0 dV , and
∑k−1
i=1 ∆U
(i) = 0 when k = 1.
Let R˜(k−1) = Rˆ(k−1) + F(k−1)I , (5.11) can be written into:
U(k¯)
= tU +
k¯∑
k=1
(
Kˆ(k−1)
)−1 (
R˜(k−1) − F(k−1)I
)
= tU +
k¯∑
k=1
(
Kˆ(k−1)
)−1(
R˜(k−1) −K(k−1)F
(
tU +
k−1∑
i=1
∆U(i)
))
=
(
I−
k¯∑
k=1
(
Kˆ(k−1)
)−1
K
(k−1)
F
)
tU +
k¯∑
k=1
(
Kˆ(k−1)
)−1(
R˜(k−1) −K(k−1)F
k−1∑
i=1
∆U(i)
)
(5.13)
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Eq. (5.13) equals (5.9) when k¯ = 1. Now we have the linear state-update equation as:
x(t+ ∆t) = A(t)x(t) + w(t+ ∆t) (5.14)
with x(t) = tU, x(t+ ∆t) = t+∆tU, and:
A(t) =
(
I−
k¯∑
k=1
(
Kˆ(k−1)
)−1
K
(k−1)
F
)
; (5.15)
w(t+ ∆t) =
k¯∑
k=1
(
Kˆ(k−1)
)−1(
R˜(k−1) −K(k−1)F
k−1∑
i=1
∆U(i)
)
(5.16)
Considering also the zero-mean, additive, and white model uncertainty ω(t) (E[ω(t)] =
0,E[ω(t)ω(s)T] = Qω(t)δts), the stochastic state-space representation of the cardiac sys-
tem dynamics becomes:
x(t+ ∆t) = A(t)x(t) + w(t+ ∆t) + ω(t) (5.17)
In our cardiac deformation recovery, the measurements are the nodal displacements
of the salient features extractable from medical images, such as heart boundaries or tag
crosses. Thus, the measurement equation corresponding to (5.17) is given as:
y(t+ ∆t) = Hx(t+ ∆t) + ν(t+ ∆t) (5.18)
where y(t+∆t) contains the nodal displacements extracted from medical images, and ν(t+
∆t) is the zero-mean, additive, and white measurement error (E[ν(t)] = 0, E[ν(t)ν(s)T] =
Qν(t)δts). H is the measurement matrix which provides the correspondences between the
nodal predictions and the nodal measurements, and comprises only 0 and 1. As not every
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node has a measurement, H is not a square matrix, and every row of H has only one 1
to identify which node this measurement corresponds to.
Using (5.12), w(t+ ∆t) in (5.16) can be rewritten into:
w(t+ ∆t) =
k¯∑
k=1
(
Kˆ(k−1)
)−1(
Rˆ(k−1) + F(k−1)I −K(k−1)F
k−1∑
i=1
∆U(i)
)
= tUˆ +
(
k¯∑
k=1
(
Kˆ(k−1)
)−1
Rˆ(k−1)
)
+
(
k¯∑
k=1
(
Kˆ(k−1)
)−1(
F
(k−1)
I −K(k−1)F
k−1∑
i=1
∆U(i)
))
− tUˆ
≈ tUˆ +
(
k¯∑
k=1
(
Kˆ(k−1)
)−1
Rˆ(k−1)
)
+
(
k¯∑
k=1
(
Kˆ(k−1)
)−1(
K
(k−1)
F
(
tUˆ +
k−1∑
i=1
∆U(i)
)
−K(k−1)F
k−1∑
i=1
∆U(i)
))
− tUˆ
= tUˆ +
(
k¯∑
k=1
(
Kˆ(k−1)
)−1
Rˆ(k−1)
)
+
(
k¯∑
k=1
(
Kˆ(k−1)
)−1
K
(k−1)
F
)
tUˆ− tUˆ
= t+∆tUˆ− −A(t)tUˆ (5.19)
with tUˆ = xˆ(t) the estimated nodal displacements at time t, and:
t+∆tUˆ− = xˆ−(t+ ∆t) = tUˆ +
(
k¯∑
k=1
(
Kˆ(k−1)
)−1
Rˆ(k−1)
)
(5.20)
the nodal displacement predictions at time t+ ∆t. Now (5.17) becomes:
x(t+ ∆t) = A(t)x(t) + xˆ−(t+ ∆t)−A(t)xˆ(t) + ω(t) (5.21)
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which is the first-order Taylor series expansion of the nonlinear state-update equation
around xˆ(t), and this is the way that the nonlinear formulations are linearized in EKF
[93]. In consequence, procedures of EKF can be applied to obtain the statistically optimal
estimation of cardiac deformation.
5.2.2 Discrete-Time Extended Kalman Filtering
With the statistical state-update equation (5.17) and the measurement equation (5.18)
defined, the active stresses, the cardiac deformation, and the measurements are connected
together. Using the multiframe filtering procedures, the cardiac physiome kinematic pre-
dictions can be updated by the measurements to provide the optimal subject-specific
estimates xˆ(t). Let P(t) = E
[
(x(t)− xˆ(t)) (x(t)− xˆ(t))T
]
be the error covariance matrix
between the real state and its estimate, the discrete-time EKF procedures are given in
Table 5.1 [93]. In fact, except from the state prediction xˆ−(t+ ∆t), other procedures are
the same as those of the Kalman filtering.
In brief, P(t) and xˆ(t) are first projected to time t+∆t to obtain the predictions. Then
the gain G(t+∆t), which is used to modify the predictions, is calculated based on Qω(t),
Qν(t + ∆t) and H, thus it can provide the optimal modification in the minimization
of mean-squares error sense based on the information of the model uncertainties and
measurement errors. With the aid of the filter gain, the state estimate xˆ(t + ∆t) can
be obtained through coupling the state prediction with the measurements y(t + ∆t).
The same procedure is applied to the consecutive frames to recover subject’s cardiac
deformation for the whole cardiac cycle.
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Table 5.1: Extended Kalman filtering.
Prediction
• If t = 0, initialize the state estimate xˆ(t), and the error covariance P(t).
• Statistics prediction:
xˆ−(t+ ∆t) = xˆ(t) +
(
k¯∑
k=1
(
Kˆ(k−1)
)−1
Rˆ(k−1)
)
;
P−(t+ ∆t) = A(t)P(t)A(t)T + Qω(t)
Correction
• Filter gain:
G(t+ ∆t) = P−(t+ ∆t)HT
(
HP−(t+ ∆t)HT + Qν(t+ ∆t)
)−1
• Mean correction:
xˆ(t+ ∆t) = xˆ−(t+ ∆t) + G(t+ ∆t) (y(t+ ∆t)−Hxˆ−(t+ ∆t))
• Covariance correction:
P(t+ ∆t) = (I−G(t+ ∆t)H) P−(t+ ∆t)
92
CHAPTER 5. STATISTICALLY OPTIMAL MULTIFRAME ESTIMATION
5.3 Multiframe Unscented Kalman Filtering for Car-
diac Deformation and Mechanical Parameter Re-
covery
For cardiac deformation recovery, although the use of linear stress-strain relations is less
physiologically plausible, meaningful results can still be obtained, as the material model
acts like an interpolation function of the information extracted from the images. For
example, consider two rectangular objects with identical shapes, internal structures, and
incompressibility in an ideal simulation environment, but with linear and nonlinear ma-
terial properties respectively. One can always enforce the two ends of each object to the
same positions and get identical deformation for both objects, but with different stresses.
Nevertheless, for parameter recovery, the use of realistic material models is important,
because if the model cannot well approximate the physical phenomenon, the recovered
parameters will be meaningless as the model cannot reproduce the realistic stress-strain
relation regardless of the parameters recovered. In consequence, in our current framework,
the hyperelastic and orthotropic material model is utilized.
For a linear stress-strain relation, (3.45) is nonlinear with respect to tU because of
the nonlinear strain-displacement relation. When a nonlinear stress-strain relation is
applied, (3.45) is even more nonlinear. To perform state-space filtering on nonlinear
systems, EKF is probably most widely used [93]. Assuming that all system formulations
are quasi-linear, EKF linearizes all nonlinear formulations so that the computationally
efficient Kalman filtering procedures are applicable. Nevertheless, as stated in [45], there
are several limitations of EKF. First of all, the linearized formulations are reliable only
when they can be well approximated by linear functions. If this is not the case, the
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performance of the filter will be undermined, and this may even cause the estimates to
diverge. Secondly, linearization can be applied only if the Jacobian matrix exists, but this
is not always the case, and this is the reason why the system is linearized in a different
way in Section 5.2. Thirdly, the linearization process is difficult and error-prone, as can be
seen also in Section 5.2. The linearization process usually produces formulations which
need to be converted to programming codes during implementation. This introduces
opportunities for human coding errors which may undermine the system in a manner
that cannot be easily identified, especially given the fact that it is difficult to know what
performance quality to expect. This is a serious problem for complicated systems like
ours. In consequence, EKF is not a proper choice to our framework, especially when the
nonlinear material model is adopted.
On the other hand, filtering algorithms based on Monte Carlo methods, such as the
particle filter, can preserve the nonlinearity of the system [21]. In Monte Carlo methods,
sampling points are randomly drawn from a given probability distribution. Every point
is projected independently to another domain through given transformations, with the
expectation that the statistics of the transformed system can be accurately reflected by
the collective statistics of the ensemble set of projected points. Although these meth-
ods can preserve the nonlinearity of the system, a large number of samples is required
for reliable estimates, from thousands samples for systems with two to three degrees of
freedom, to millions for systems with high dimensionality. Furthermore, it is well-known
that the accuracy of Monte Carlo methods degenerates after successive transformations.
Although re-sampling methods have been proposed to solve the problem, there is still a
tradeoff between computational complexity and stability. As our framework comprises a
complicated physiological system with a large number of degrees of freedom, Monte Carlo
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methods are impractical due to the intensive computation.
5.3.1 Unscented Transformation
To preserve model nonlinearity and maintain computational feasibility, our current frame-
work has been developed based on unscented Kalman filtering (UKF) to combine the ad-
vantages of Monte Carlo methods and Kalman filter updates [45]. In UKF, the prediction
step is done by the unscented transformation, which calculates the statistics of a random
variable undergoing a nonlinear transformation. Similar to Monte Carlo methods, a set of
sampling points called sigma points is chosen from the state statistical distribution, which
comprises vectors and the associate weights. Each sigma point is projected with intact
nonlinearity through the nonlinear function, and all projected points are then combined
together to obtain the projected mean and covariance. Different from Monte Carlo meth-
ods, the sigma points are not drawn at random. Instead, they are deterministically chosen
to exhibit certain specific properties, for example, having a given mean and covariance.
In consequence, the information of the distribution can be captured with a fixed, small
number of points.
To obtain the sigma points, the square root of the error covariance matrix L(t) =√
P(t) obtained through the decomposition P(t) = L(t)LT(t) is required. There are
various methods to obtain the decomposition, and the Cholesky decomposition is used
in our framework for computational efficiency [30]. Let there are n degrees of freedom
to be estimated. In the early approaches [46, 102], the number of sigma points used is
2n+ 1. Later it is found that without other error distribution information, a set of n+ 1
sigma points can fully capture all known statistics of an error distribution, and a spherical
simplex set of sigma points lying on a hypersphere can gain numerical stability [44]. As the
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Table 5.2: Spherical simplex sigma-point algorithm.
• Choose the weight W0 ∈ [0, 1). The choice of W0 affects only the forth and higher
order moments of the set of sigma points.
• Choose the rest of the weights as:
Wi = (1−W0)/(n+ 1), i = 1, . . . , n+ 1
with n the size of the state vector x.
• Initialize one-element vectors:
σ
(1)
0 = 0; σ
(1)
1 = −1/
√
2W1; σ
(1)
2 = 1/
√
2W1
• Recursively expand the σ vectors for j = 2, . . . , n:
σ
(j)
i =

[
σ
(j−1)
0
0
]
, i = 0[
σ
(j−1)
i
−1/√j(j + 1)W1
]
, i = 1, . . . , j[
0j−1
j/
√
j(j + 1)W1
]
, i = j + 1
where 0j is a column vector containing j zeros.
• Get the n+ 2 sigma points as:
xi(t) = xˆ(t) +
√
P(t)σ
(n)
i , i = 0, . . . , n+ 1
computational complexity of the filtering process is directly proportional to the number
of sigma points, and computational complexity and stability are both important issues
in our framework, the spherical simplex sigma point algorithm has been adopted (Table
5.2). The algorithm has two notable features. First, apart from the zeroth point, the
weights of the sigma points are (1 −W0)/(n + 1). Second, apart from the zeroth point,
all sigma points lie on the hypersphere of radius
√
n/(1 −W0). Although the algorithm
results in n+ 2 sigma points, the number can be reduced to n+ 1 by choosing W0 as zero.
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5.3.2 Square-Root Unscented Kalman Filtering for State Esti-
mation
For state estimation, from (5.11) with x(t) = tU, we have the nonlinear state-update
equation:
U(k¯) = tU +
k¯∑
k=1
(
Kˆ(k−1)
)−1
Rˆ(k−1) + ω(t)
⇒ x(t+ ∆t) = F (x(t)) + ω(t) (5.22)
and the linear measurement equation of (5.18):
y(t+ ∆t) = Hx(t+ ∆t) + ν(t+ ∆t)
⇒ y(t+ ∆t) = H (x(t+ ∆t)) + ν(t+ ∆t) (5.23)
With this system available, the UKF procedures listed in Table 5.3 can be used to obtain
the optimal estimates of cardiac deformation. We can see that although L is the integral
part of the UKF, it is still the full covariance matrix P which is recursively updated in
the standard procedures. To achieve better computational efficiency, the square-root UKF
implementation proposed in [100] has been adopted, in which L is propagated directly,
avoiding the explicit formation of P and the Cholesky factorization for L. The implemen-
tation is summarized in Table 5.4. In the table, qr{·} represents a function which performs
QR decomposition on a matrix and returns the transpose of the upper triangular part of
the matrix R. cholupdate{A,B, c} represents a function which performs rank-1 Cholesky
updates on the Cholesky factor A using the column vectors of B, and c = −1 indicates
Cholesky downdates are performed instead. Both functions qr{·} and cholupdate{A,B, c}
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are available in MATLAB. When implementing using other programming languages, such
as C/C++ or Fortran, the QR decomposition can be implemented using the function
DGEQRF of LAPACK [3], and the Cholesky downdates can be implemented using the
function DCHDD of LINPACK [20].
5.3.3 Square-Root Unscented Kalman Filtering for Parameter
Estimation
For parameter estimation, we have (5.3) as the parameters-update equation, and (5.4) as
the measurement equation. The measurements in y can be the displacements extracted
from cardiac images, or the strains recovered from the state estimation. In general, Y is
a nonlinear function of θ(t+ ∆t). Let θˆ be the parameter estimates and:
Pθ(t) = E
[(
θ(t)− θˆ(t)
)(
θ(t)− θˆ(t)
)T]
with square root Lθ(t). Assuming the uncertainties and measurement errors are zero-
mean, additive, and white (E[ζ(t)] = 0, E[ζ(t)ζ(s)T] = Qζ(t)δts and E[ξ(t)] = 0,
E[ξ(t)ξ(s)T] = Qξ(t)δts), the square-root UKF can be used for the parameter estima-
tion as shown in Table 5.5.
As the filtering algorithm in Table 5.5 estimates the statistically optimal parameters
for every time instant at which measurements are available, the estimated material pa-
rameters change with the cardiac cycle. Nevertheless, as the parameters to be estimated
are material constants of a constitutive law, they should remain constant in a cardiac
cycle. Furthermore, the material parameters affect the deformation in the whole cardiac
cycle, thus using the measurements at one time instant to perform the corrections of the
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parameters may be inappropriate. In view of these, we propose to treat a cardiac cycle as
one filtering time step, thus θi(t+ ∆t) is constant in a cardiac cycle, and each yi(t+ ∆t)
is obtained by concatenating the dynamic propagations from representative time instants
in the cardiac cycle. In this sense, the statistics predictions at different time instants
are obtained with the same material parameters as the parameters are only updated at
the end of the cardiac cycle, and the correction step is performed with the concatenated
propagations and measurements from representative time instants, which provide a more
complete figure of the material properties.
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Table 5.3: Standard unscented Kalman filtering for state estimation.
Prediction
• If t = 0, initialize the state estimate xˆ(t), and the error covariance P(t).
• Compute the n+ 2 simplex sigma points xi(t) and the corresponding weights Wi.
• Dynamic propagation:
xi(t+ ∆t) = F (xi(t)) ;
yi(t+ ∆t) = H (xi(t+ ∆t))
• Statistics prediction:
xˆ−(t+ ∆t) =
n+1∑
i=0
Wi xi(t+ ∆t);
P−(t+ ∆t) =
n+1∑
i=0
Wi
(
xi(t+ ∆t)− xˆ−(t+ ∆t)
) (
xi(t+ ∆t)− xˆ−(t+ ∆t)
)T
+ Qω(t);
yˆ−(t+ ∆t) =
n+1∑
i=0
Wi yi(t+ ∆t);
Py(t+ ∆t) =
n+1∑
i=0
Wi
(
yi(t+ ∆t)− yˆ−(t+ ∆t)
) (
yi(t+ ∆t)− yˆ−(t+ ∆t)
)T
+ Qν(t+ ∆t);
Pxy(t+ ∆t) =
n+1∑
i=0
Wi
(
xi(t+ ∆t)− xˆ−(t+ ∆t)
) (
yi(t+ ∆t)− yˆ−(t+ ∆t)
)T
Correction
• Filter gain:
G(t+ ∆t) = Pxy(t+ ∆t)P
−1
y (t+ ∆t)
• Mean correction:
xˆ(t+ ∆t) = xˆ−(t+ ∆t) + G(t+ ∆t) (y(t+ ∆t)− yˆ−(t+ ∆t))
• Covariance correction:
P(t+ ∆t) = P−(t+ ∆t)−G(t+ ∆t)Py(t+ ∆t)G(t+ ∆t)T
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Table 5.4: Square-root unscented Kalman filtering for state estimation.
Prediction
• If t = 0, initialize xˆ(t) and L(t).
• Compute the n+ 2 simplex sigma points xi(t) and the corresponding weights Wi.
• Dynamic propagation:
xi(t+ ∆t) = F (xi(t)) ;
yi(t+ ∆t) = H (xi(t+ ∆t))
• Statistics prediction:
xˆ−(t+ ∆t) =
n+1∑
i=0
Wi xi(t+ ∆t);
L−(t+ ∆t) = qr
{[√
Wi
(
x0:n+1(t+ ∆t)− xˆ−(t+ ∆t)
)
,
√
Qω(t)
]}
;
yˆ−(t+ ∆t) =
n+1∑
i=0
Wi yi(t+ ∆t);
Ly(t+ ∆t) = qr
{[√
Wi
(
y0:n+1(t+ ∆t)− yˆ−(t+ ∆t)
)
,
√
Qν(t+ ∆t)
]}
;
Pxy(t+ ∆t) =
n+1∑
i=0
Wi
(
xi(t+ ∆t)− xˆ−(t+ ∆t)
) (
yi(t+ ∆t)− yˆ−(t+ ∆t)
)T
Correction
• Compute filter gain G(t+ ∆t) by solving:
G(t+ ∆t)
(
Ly(t+ ∆t)L
T
y (t+ ∆t)
)
= Pxy(t+ ∆t)
• Mean correction:
xˆ(t+ ∆t) = xˆ−(t+ ∆t) + G(t+ ∆t) (y(t+ ∆t)− yˆ−(t+ ∆t))
• Covariance correction:
L(t+ ∆t) = cholupdate {L−(t+ ∆t),G(t+ ∆t)Ly(t+ ∆t),−1}
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Table 5.5: Square-root unscented Kalman filtering for parameter estimation.
Prediction
• If t = 0, initialize θˆ(t) and Lθ(t).
• Compute the n+ 2 simplex sigma points θi(t) and the corresponding weights Wi.
• Dynamic propagation:
θi(t+ ∆t) = θi(t);
yi(t+ ∆t) = Y (xi(t+ ∆t),θi(t+ ∆t))
• Statistics prediction:
θˆ
−
(t+ ∆t) =
n+1∑
i=0
Wi θi(t+ ∆t);
L−
θ
(t+ ∆t) = qr
{[√
Wi
(
θ0:n+1(t+ ∆t)− θˆ−(t+ ∆t)
)
,
√
Qζ(t)
]}
;
yˆ−(t+ ∆t) =
n+1∑
i=0
Wi yi(t+ ∆t);
Ly(t+ ∆t) = qr
{[√
Wi
(
y0:n+1(t+ ∆t)− yˆ−(t+ ∆t)
)
,
√
Qξ(t+ ∆t)
]}
;
Pθy(t+ ∆t) =
n+1∑
i=0
Wi
(
θi(t+ ∆t)− θˆ−(t+ ∆t)
) (
yi(t+ ∆t)− yˆ−(t+ ∆t)
)T
Correction
• Compute filter gain G(t+ ∆t) by solving:
G(t+ ∆t)
(
Ly(t+ ∆t)L
T
y (t+ ∆t)
)
= Pθy(t+ ∆t)
• Mean correction:
θˆ(t+ ∆t) = θˆ
−
(t+ ∆t) + G(t+ ∆t) (y(t+ ∆t)− yˆ−(t+ ∆t))
• Covariance correction:
Lθ(t+ ∆t) = cholupdate
{
L−
θ
(t+ ∆t),G(t+ ∆t)Ly(t+ ∆t),−1
}
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CHAPTER
SIX
COMPUTATIONAL COMPLEXITY REDUCTION OF
CARDIAC DEFORMATION RECOVERY USING MODE
SUPERPOSITION
As mentioned in Chapter 3, in the computational environment, the heart is represented by
a set of nodes distributed throughout the myocardium bounded by elements on the heart
boundaries, thus finding the deformation of the heart is equivalent to solving the cardiac
system dynamics for the nodal displacements. With these nodes and their connections
provided by FEM or meshfree methods, the cardiac system dynamics in the continuous
space can be transformed into a matrix representation, which can then be solved using
numerical approaches. When there are n nodes representing the heart in a m-dimensional
space, the size of every matrix in the system dynamics is equal to nm×nm. Thus the more
the number of nodes, the higher the numerical accuracy, but the higher the computational
complexity. As these matrices are sparse, the system dynamics can still be solved with
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relative ease in forward simulations using techniques such as Gaussian elimination [30]
and Krylov subspace methods [83], for which software packages are available [5].
When using state-space filtering approaches to couple measurements with models,
the number of forward simulations in each filtering step is usually proportional to the
number of nodes as shown in Chapter 5 and [60, 89, 97]. In two-dimensional cases, as
usually only several hundreds of nodes are enough to provide good numerical accuracy
to the solutions, the computational loads can still be handled. Nevertheless, in three-
dimensional cases, the number of nodes for general practice is several thousands or even
more. This results in filtering procedures which are too computationally expensive to
be solved using typical workstations or even clusters. As as result, we are interested in
finding ways to alleviate the computation complexity for solving the filtering problems
without a significant reduction of accuracy.
To alleviate the computational complexity of the filtering problems, the mode super-
position approach is adopted [6]. Mode superposition is one of the general approaches
for solving equilibrium equations in dynamic analysis. The nodal displacement solution
of a system dynamics can be decomposed into shape vectors of different modes, with
each mode associates with a particular frequency. Using these shape vectors as the base
vectors of a new basis, the system dynamics can be transformed into a mathematically
equivalent space. As not all frequencies are required for a good approximation of the
original solution, some of these base vectors can be discarded, and thus the dimension
of the transformed space can become smaller. With the transformations provided by
mode superposition, we introduce the corresponding Kalman filtering components and
procedures in the transformed space with largely reduced computational complexity.
To avoid confusions, we need to point out that although the work of [76] also utilizes
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mode superposition for deformation recovery, its goal is to reduce the degrees of freedom
of the three-dimensional model to match with the number of two-dimensional optical flow
data available, so that the specific problem can always be made over-constrained and thus
solvable. This is different from our goal of reducing the computational complexity of the
filtering procedures, regardless of the number of measurements.
6.1 Mode Superposition of System Dynamics
Mode superposition is one of the general approaches of solving equilibrium equations
in dynamic analysis. The nodal displacement solution of a system dynamics can be
decomposed into shape vectors of different modes, with each mode associates with a
particular frequency. Using these shape vectors as the base vectors of a new basis, the
system dynamics can be transformed into a mathematically equivalent space.
Consider the vibration-free version of (3.15) in the initial geometry with damping and
forces neglected 1:
tMU¨ + tKU = 0 (6.1)
which solution can be postulated as:
U = υ sinω(t− t0) (6.2)
where υ is a vector of order 3n, t0 is a time constant, and ω represents the frequency of
vibration (radians/second) of υ.
1The superscripts of the kinematic vectors and the force vectors are removed for tidiness, and ∆U = U
in the initial geometry.
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Substituting (6.2) into (6.1), we obtain the generalized eigenproblem:
tKυ = ω2 tM υ (6.3)
which has 3n eigensolutions (ω21,υ1), (ω
2
2,υ2), . . . , (ω
2
3n,υ3n), and the eigenvectors are
tM-
orthonormalized:
υTi
tM υj = δij (6.4)
and
0 ≤ ω21 ≤ ω22 ≤ · · · ≤ ω23n (6.5)
The vector υi is called the ith-mode shape vector, and ωi is the corresponding frequency
of vibration. The number of ωi represents the number of frequencies that the given set of
nodes can handle. Thus the more the nodes, the more the modes are available.
Defining a matrix Υ whose columns are the eigenvectors υi and a diagonal matrix Ω
2
which stores the eigenvalues ω2i on its diagonal:
Υ = [υ1,υ2, . . . ,υ3n]; Ω
2 =

ω21
ω22
·
·
·
ω23n

(6.6)
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We can write from (6.3):
tKΥ = tMΥΩ2 (6.7)
As the eigenvectors are tM-orthonormal, we have:
ΥT tM Υ = I; ΥT tK Υ = Ω2 (6.8)
And we also have the transformed kinematic quantities:
X = ΥT tM U; X˙ = ΥT tM U˙; X¨ = ΥT tM U¨ (6.9)
and
U = ΥX; U˙ = ΥX˙; U¨ = ΥX¨ (6.10)
Υ is actually the transformation matrix introduced by mode superposition for trans-
forming the system dynamics. With these transformations, the system dynamics (3.15)
can be transformed into a mathematically equivalent space with the form:
X¨ + ΥT tC ΥX˙ + Ω2X = ΥTR (6.11)
For cardiac deformation recovery, similar to general mechanical problems, not all of the
frequency components are necessary. In practice, the higher the frequency of a mode, the
less the energy it contributes to the system. As a result, only the p shape vectors with the
lowest frequencies (p 3n) are required for a good approximation of the original system.
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This is similar to applying low-pass filtering to the nodal displacement solutions of the
system dynamics. With this rank reduction, the new transformation matrix becomes:
Υp = [υ1,υ2, . . . ,υp]; (6.12)
which leads to a transformed cardiac system dynamics with matrices of size p× p:
tMpX¨p +
tCpX˙p +
tKpXp = Rp; (6.13)
tMp = Υ
T
p
tM Υp;
tCp = Υ
T
p
tC Υp;
tKp = Υ
T
p
tK Υp; Rp = Υ
T
p R; (6.14)
Xp = Υ
T
p
tM U; X˙p = Υ
T
p
tM U˙; X¨p = Υ
T
p
tM U¨ (6.15)
U = ΥpXp; U˙ = ΥpX˙p; U¨ = ΥpX¨p (6.16)
Now we have a transformed system dynamics which solution space is spanned only by the
shape vectors associates with the p lowest frequencies. As only the p lowest eigenvalues
and their corresponding eigenvectors are required, the Rayleigh-Ritz analysis can be used
to solve the eigenproblem, which computational time is linearly proportional to p.
6.2 State-Space Filtering in Transformed Space
6.2.1 Quasi-Extended Kalman Filtering
With the transformed system dynamics (6.13), the respective quasi-EKF filtering compo-
nents have to be derived so that filtering can be performed in the transformed space. In
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the transformed space, the state-space equations (5.17) and (5.18) can be written into:
xp(t+ ∆t) = Ap(t)xp(t) + wp(t+ ∆t) + ωp(t) (6.17)
y(t+ ∆t) = Hpxp(t+ ∆t) + ν(t+ ∆t) (6.18)
The transformed state vector xp is the transformed displacement Xp. The transformed
input vector wp(t+∆t) is formed using (5.16) with the components of the transformed car-
diac system dynamics. The transformed system uncertainty vector ωp(t) = Υ
T
p
tM ω(t),
the same way as the nodal displacement vector is transformed. The transition matrix
Ap(t) is formed using (5.15) with the components of the transformed cardiac system dy-
namics. The size of Ap(t) is now p×p only. Because y(t+∆t), ν(t+∆t), and Qν(t+∆t)
are not the components of the cardiac system dynamics, they remain unchanged.
Using the definition of the error covariance matrix P(t), its transformation Pp(t) under
the new basis can be derived as:
Pp(t) = E
[
(xp(t)− xˆp(t))(xp(t)− xˆp(t))T
]
= E
[
ΥTp
tM (x(t)− xˆ(t))(x(t)− xˆ(t))T tMT Υp
]
= ΥTp
tM E
[
(x(t)− xˆ(t))(x(t)− xˆ(t))T] tMT Υp
= ΥTp
tM P(t) tM
T
Υp (6.19)
As the quantities of Qω(t) and P(t) are of the same kind, the transformed system
uncertainty matrix Qωp(t) can also be achieved in the same way as:
Qωp(t) = Υ
T
p
tM Qω(t)
tM
T
Υp (6.20)
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Moreover, from (6.16), we know that x(t) = Υpxp(t), thus the transformed measure-
ment matrix Hp can be derived from (5.18) as:
y(t+ ∆t) = Hx(t+ ∆t) + ν(t+ ∆t)
= HΥpxp(t+ ∆t) + ν(t+ ∆t)
= Hpxp(t+ ∆t) + ν(t+ ∆t)
=⇒ Hp = HΥp (6.21)
With all these transformed components of the quasi-EKF under the reduced basis, the
procedures described in Section 5.2.2 can be directly applied to calculate the estimates
xˆp(t) and Pp(t) with largely reduced computational complexity. These two estimates can
then be transformed back to the original space with:
xˆ(t) = Υpxˆp(t) (6.22)
P(t) = ΥpPp(t)Υ
T
p (6.23)
so the nodal displacements and thus the deformation are now recovered.
During the actual implementation, although the matrix tK evolves with respect to the
geometry of the heart, Υp is only calculated at t = 0. In the experiments with synthetic
data, the system was found to be unstable and the estimates were more inaccurate when
Υp was recalculated in consecutive time steps. This is because although P(t) in the orig-
inal space can be obtained through (6.23), its rank is still p with the same principal basis
as Υp. Thus when a new Υp is computed and used to project P(t) to another basis, fur-
ther information loss occurs, and this happens successively in the consecutive time steps.
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In consequence, Υp is not updated in our implementation, and the transformed matrices
tCp and
tKp in (6.13) are not diagonal any more in the consecutive time instants. This
may decrease the efficiency of the formation of Ap(t) as it requires the matrix inversion
of the linear combination of tMp,
tCp and
tKp, however, this is compensated with the
improvement of the overall computational efficiency. The computational complexity of
the generalized eigenproblem can be high for large matrices even for a relatively small p,
thus calculating Υp for every time instant is not computationally feasible. Furthermore,
when the same basis is being used, the Pp(t) matrix is not necessary to be transformed
back into P(t) in the current time instant and then transformed again into the new basis
in the next time instant. This can save a lot of computational time as these are all dense
matrix multiplications. This can also save storage spaces as P(t) is a large dense matrix.
6.2.2 Unscented Kalman Filtering
Except (6.17), all other formulations for the quasi-EKF can be used by the UKF. Similar
to the quasi-EKF, x(t), P(t), Qω(t), and H are transformed to another basis for the
filtering procedures in Table 5.3 or 5.4. The only difference from the quasi-EKF is the
dynamic propagation xi(t + ∆t) = F (xi(t)). In the computational complexity-reduced
UKF, as the sigma points are obtained using xˆp(t) and
√
Pp(t), they are also defined
under the transformed space. To propagate a sigma point, it is first transformed back to
the original space using (6.16) to compute the corresponding cardiac system dynamics,
then there are two ways to obtain the projected sigma point:
1. Projecting system: projecting the cardiac system dynamics to the new basis, and
solving for the projected sigma point. This involves the projection of the matrix
Kˆ(k−1) in (3.46) to the new basis through ΥTp Kˆ
(k−1) Υp.
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2. Projecting solution: solving the cardiac system dynamics in the original space, and
projecting the resulted nodal displacement vector to the new basis for the projected
sigma point using (6.15).
The differences between the computational complexity and accuracy of the two approaches
are presented in Section 8.4. With these procedures to project the sigma points, the UKF
in the transformed space is completed, and now there are only p + 2 sigma points to be
projected instead of n+ 2.
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To obtain the heart representation, to simulate cardiac cycles using the cardiac phys-
iome model, and to perform the proposed recovery algorithms, computer programming is
necessary to convert the various processes into computer executables. As the framework
requires different processes such as mesh constructions, matrix operations, and parallel
programming, different programming packages have been utilized. The implementation
issues of different processes of the framework are described in the following sections. The
programming was performed in C/C++ unless specified.
7.1 Heart Representation
In the meshfree method, the heart is represented as a set of nodes bounded by surfaces of
the heart boundaries. To facilitate the surface constructions and numerical integrations
(Section 3.2.1), triangular surface elements have been used to approximate the heart
surfaces. A software package called Nuages has been adopted to construct the surfaces
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from simple closed polygons on parallel planes [10]. For the synthetic data used in the
experiments, the closed polygons were obtained from subsampling and rearranging the
surface points of the heart architecture of the University of Auckland which provides the
mathematical representation of the heart geometry and fibrous-sheet structure obtained
from anatomical experiments on canine hearts [69, 56, 105, 66, 55]. For the real data,
the closed polygons were obtained from segmentations of structural cardiac images. The
epicardial, left-ventricular, and right-ventricular surfaces were built separately, and the
surface constructions of the base and apex were done together with the construction of
the tetrahedral mesh built for fast meshfree node distributions and volume calculations,
through a software package called TetGen [92]. TetGen takes the surface elements and the
planar contours as inputs to produce a tetrahedral mesh and the corresponding surfaces.
With Nuages and TetGen, a closed heart surface and a volume mesh were available for
every heart representation. The volume mesh includes both the myocardium, LV, and
RV, so the change of their volumes during the cardiac cycles can be computed. With the
tetrahedral elements of the myocardium, meshfree nodes for the MLSA and gauss points
for the spatial integration can be distributed efficiently by creating a grid of nodes or
points and removing those which do not belong to any tetrahedron.
The fibrous-sheet structure was provided by the heart architecture of the University
of Auckland. For the synthetic data from the same canine heart architecture, the local
fibrous-sheet basis of a meshfree node was obtained from the closest point of the heart
architecture. For the heart geometry obtained from medical images, as it is different
from that of the canine heart architecture, the procedure is more complicated. Corre-
spondences of the surface nodes between the geometries were first computed through an
iterative closest point algorithm, then the heart geometry from images was deformed to
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the canine heart geometry through a linear and isotropic BM model. As the geometries
were consistent after the deformation, the local fibrous-sheet basis of a meshfree node
could be obtained from the closest point of the canine heart architecture. As the defor-
mation gradient matrix of every meshfree node was known, the rotational motion during
the deformation was also available, which was used to rotate back the fibrous-sheet basis
for the undeformed heart geometry.
7.2 Cardiac Physiome Model
The cardiac physiome model comprises the E model, EM model, BM model, and cardiac
system dynamics. The implementation of the E model is not an integrated part of this
work, thus it will not be presented. The EM and BM models are embedded in the
cardiac system dynamics, thus implementation of the cardiac system dynamics is the
main concern.
The main implementation issues of the cardiac system dynamics are the assembling
of the system matrices (tM, tC, tK in (3.15)), and the solving of the resulted linear
matrix equation. The components of the system matrices are the nodal values of the
support nodes of the gauss points for the spatial integration. As each gauss point only
has a relatively small number of support nodes compared with the total number of nodes,
the system matrices are sparse and the number of nonzero components in every matrix
is usually less than 10%. In consequence, sparse storage formats should be utilized to
save storage space and gain benefits from efficient computational algorithms developed
for sparse matrices, and we found that the programming package called the Portable,
Extensible Toolkit for Scientific Computation (PETSc) provides the necessary functions
[5]. PETSc is intended for use in large-scale application projects, which includes a large
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suite of parallel linear and nonlinear equation solvers that are used in application codes
written in C, C++, Fortran, and Python. It provides mechanisms needed within parallel
application codes, such as simple parallel matrix and vector assembly routines that al-
low the overlap of communication and computation. Thus by using PETSc, the system
matrices can be assembled and solved in parallel.
Although PETSc provides a simple and efficient platform for the implementation, there
are several issues need to be addressed for more computationally efficient executables.
First of all, as the system matrices are symmetric, only the lower or upper triangular part
is required, and this can save half computational time for the assembly. Furthermore, as
the meshfree shape functions are computed using the spatial relations between the nodes
and points in the original heart geometry, they can be computed only once and stored for
the use of further time steps. Moreover, as total-Lagrangian formulation is used as the
system dynamics, the spatial integration is always done in the original heart geometry,
thus the mass matrix tM is constant and needs to be assembled only once. On the other
hand, as the stiffness matrix tK, thus the damping matrix tC, depend on the current
strains, they need to be reassembled for every time step.
7.3 Motion Extraction from Cardiac Images
To extract information from images, the Insight Segmentation and Registration Toolkit
(ITK) has been utilized, which is an open-source software toolkit implemented in C++
for performing segmentation and registration for multidimensional data [43]. It contains
numerous classes and functions for well-known segmentation and registration algorithms,
such as the free-form registration algorithm described in Section 4.1. Because ITK is an
open-source project, developers from around the world can use, debug, maintain, and
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extend the software, and the adopted software development model provides the manage-
ment of the rapid evolution and stability of the software. As the required algorithms in
Section 4.1 are quite complete in ITK with many implementation details affecting the
robustness and accuracy properly handled, the programming was relatively simple. For
Section 4.2, ITK can also provide useful functions such as image smoothing and intensity
gradient computations.
7.4 Cardiac Information Recovery
The implementation of the cardiac information recovery has two major parts: the forward
projections using the cardiac system dynamics, and the filtering with different matrix
operations. For the UKF, as every sigma point is projected independently, the forward
projections need to be performed many times. To reduce the computational time, the
projections of sigma points were performed in parallel using the platform provided by
PETSc. Every processor was responsible for a similar number of sigma points, thus the
computational time could be reduced linearly with respect to the number of processors.
The dense matrix operations, such as the Cholesky factorization, QR decomposition,
and rank-1 Cholesky downdate, were provided by programming packages LAPACK [3]
and LINPACK [20]. Although the subroutines were written in Fortran, the compiled
libraries can be easily used by C or C++ through redeclaring the Fortran subroutines as
C or C++ functions with all variables passed by reference. For example, the subroutine
in LAPACK for performing the Cholesky factorization:
DPOTRF( UPLO, N, A, LDA, INFO )
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with UPLO as CHARACTER*1, N as INTEGER, A as DOUBLE PRECISION array,
LDA as INTEGER, and INFO as INTEGER, is redeclared in C as:
void dpotrf ( char *uplo, int &n, double *A, int &lda, int &info );
and redeclared in C++ as:
extern ”C” void dpotrf ( char *uplo, int &n, double *A, int &lda, int &info );
Then the function ”dpotrf ” can be used as a normal function in C or C++ programming.
To solve the generalized eigenproblem of the cardiac system dynamics for the compu-
tational complexity reduction mentioned in Chapter 6, the MATLAB function ”eigs” was
used. If one wants to use this function in C or C++, the software package ARPACK is
available, which is the software package used by MATLAB to build the function ”eigs”
[57].
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8.1 Comparison between Meshfree Method and Lin-
ear FEM
To compare the numerical accuracy and efficiency between the meshfree method with
MLSA and FEM with linear elements, experiments of bending a prismatical bar were
performed.
Experimental Setup
The bar was assumed to be linearly elastic and isotropic so that the static analytical
solution could be available [96]. The bar is shown in Figure 8.1, with size 2mm × 2mm ×
8mm. The centroid of the cross section is positioned at the origin of the coordinate system,
and the xz-plane is in the principal plane of bending. Let E be the Young’s modulus for
the stress-strain relation, ν be the Poisson’s ratios for the material incompressibility, and
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Figure 8.1: Prismatical bar for the bending experiments, with size 2mm × 2mm × 8mm.
The centroid of the cross section is positioned at the origin of the coordinate system, and
the xz-plane is in the principal plane of bending.
R be the radius of curvature of the bar after bending. The first Piola-Kirchhoff stress
components are given as:
Pzz =
Ex
R
; Pxx = Pyy = Pxy = Pxz = Pyz = 0 (8.1)
The strain components with small deformation assumption are given as:
zz =
x
R
; xx = yy = −νx
R
; xy = xz = yz = 0 (8.2)
And the displacements are:
ux = − 1
2R
[z2 + ν(x2 − y2)]; uy = −νxy
R
; uz =
xz
R
(8.3)
To perform the experiments, the stresses given in (8.1) were applied to the bar. The
nodes with analytical displacements equal zero on the plane z = 0 were fixed as the dis-
placement boundary conditions. The values of E, ν, and R were 75 kPa, 0.45, and 30 mm
respectively. Representations of the bar with different numbers of regularly distributed
nodes were created, including 81 nodes (3 × 3 × 9 along the x, y and z directions), 425
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nodes (5 × 5 × 17), 1225 nodes (7 × 7 × 25), 2673 nodes (9 × 9 × 33), and 4961 nodes
(11 × 11 × 41). Both meshfree method with MLSA and FEM with linear tetrahedral
elements were applied to all representations to obtain the deformed geometries. The com-
puter used for the experiments was a Mac Pro with two quad-core Intel Xeon processors
of 3 GHz, with 16 GB of memory, but only one core was utilized during the experiments.
To verify the accuracy, we use the strain energy error and the normalized displace-
ment error magnitude. Defining [] = [xx yy zz 2xy 2xz 2yz]
T be a vector containing
the strain components, and [C] be a 6 × 6 linear and isotropic elasticity matrix with
components E and ν (Section 2.3.1), the strain energy error is given as:
Ψerror =
1
2
∫
V
([]ana − []exp)T [C] ([]ana − []exp)dV (8.4)
with []ana and []exp the analytical and experimental [] respectively. The normalized
displacement error magnitude is given as:
uerror =
∑n
I=1
√
(uIx(ana) − uIx(exp))2 + (uIy(ana) − uIy(exp))2 + (uIz(ana) − uIz(exp))2∑n
I=1
√
u2Ix(ana) + u
2
Iy(ana) + u
2
Iz(ana)
(8.5)
where n is the number of nodes, and uIi(ana) and uIi(exp) are the analytical and experimental
nodal displacements in the i-direction respectively. To obtain the same denominator for
all cases when calculating uerror, the nodal displacements of every case were mapped to
the node set with 4961 nodes using the element-based interpolation for the linear FEM
and the MLSA for the meshfree method. Thus n = 4961 for all cases.
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Figure 8.2: Pure bending of a prismatical bar. Left: strain energy error. Right: normal-
ized displacement error magnitude. Both errors decrease with the increase of the number
of nodes, but the errors of the meshfree method are lower and converge faster than those
of the linear FEM.
Results and Discussions
The numerical results are shown in Figure 8.2. Both strain energy errors and normalized
displacement error magnitudes decrease with the increase of the number of nodes, while
those of the meshfree method converge faster. With the same number of nodes, the
meshfree method with MLSA outperforms FEM with linear elements in accuracy. This
is because for linear elements, the displacement field approximated within an element is
linear, and thus the corresponding strains are constant. As the analytical strains are linear
with respect to x over the bar, more elements are required to accurately approximate the
strain field. On the other hand, even only linear bases were used for the meshfree method,
because of the nonlinearity of the cubic spline weight function, the nonlinear displacement
field could be better approximated with fewer nodes. The visual comparisons between
different cases are shown in Figure 8.3, 8.4, 8.5, and 8.6. Because of the constant strains
within an element, the strain maps of the meshfree method with 425 nodes are more
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Table 8.1: Pure bending of a prismatical bar. Time used for matrix assembly and solving
for different number of nodes (in seconds).
Meshfree methods FEM
Number of nodes Assembly Solving Assembly Solving
81 1.13 0.024 0.004 0.015
425 1.04 0.327 0.024 0.081
1225 5.504 2.945 0.079 0.507
2673 5.944 10.399 0.186 2.447
4961 5.099 32.662 0.365 6.012
smooth than those of the linear FEM with 4961 nodes, even about ten times less nodes
were used. Consistent with the numerical results, convergence is faster in the meshfree
method.
Although the meshfree method provides more accurate results, the computational
complexity is much higher than that of the FEM for the same number of nodes (Table 8.1).
Nevertheless, the results obtained using the meshfree method with 425 nodes are more
accurate than the results obtained by the FEM with 4961 nodes (Figure 8.2). Thus the
meshfree method has a lower computational complexity than the FEM when comparing
under the same accuracy. When applying to medical image analysis with statistical state-
space filtering, the computational complexity of the filtering procedures increases with
the number of nodes as discussed in Chapter 6. As a result, meshfree methods are more
suitable for medical image analysis with state-space filtering.
When using high order elements, FEM can also be accurate with a relatively few
number of nodes. Nevertheless, obtaining a mesh of high order elements is theoretically
very difficult and labor-intensive, especially for complex geometries like the heart, the
time required for constructing the mesh may even be longer than the analysis itself.
As a result, meshfree methods provide an alternative to avoid the complicated meshing
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procedures while preserving the accuracy with a relatively small number of nodes.
In Table 8.1, the time for the matrix assembly of the meshfree method does not
increase monotonically with the number of nodes as that of the FEM. This is because in
the meshfree method, the number of Gauss points and the sizes of influence domains can
be adjusted to achieve the desired accuracy, and this affects the computational complexity
nonlinearly. Thus the hp-adaptivity of meshfree methods gives more flexibilities for spatial
adjustments over FEM, but the computational complexity is more difficult to predict.
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(a)
81 nodes
425 nodes
1225 nodes
2673 nodes
4961 nodes
(b)
Figure 8.3: Pure bending of a prismatical bar. Displacement magnitude maps. (a)
Analytical result and color scale. (b) Experimental results. Left: FEM. Right: meshfree
method.
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(a)
81 nodes
425 nodes
1225 nodes
2673 nodes
4961 nodes
(b)
Figure 8.4: Pure bending of a prismatical bar. Normal strain (xx) maps. (a) Analytical
result and color scale. (b) Experimental results. Left: FEM. Right: meshfree method.
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(a)
81 nodes
425 nodes
1225 nodes
2673 nodes
4961 nodes
(b)
Figure 8.5: Pure bending of a prismatical bar. Normal strain (yy) maps. (a) Analytical
result and color scale. (b) Experimental results. Left: FEM. Right: meshfree method.
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(a)
81 nodes
425 nodes
1225 nodes
2673 nodes
4961 nodes
(b)
Figure 8.6: Pure bending of a prismatical bar. Normal strain (zz) maps. (a) Analytical
result and color scale. (b) Experimental results. Left: FEM. Right: meshfree method.
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Figure 8.7: Cubical object. Left: a set of nodes (green dots) bounded by the surfaces
(red) representing the cubical object. Right: The fibrous-sheet structure with local f -s-n
orientations (blue, yellow, and cyan lines).
8.2 Verifying Correctness of Hyperelastic Model Im-
plementation
To verify the correctness of the implementation with the hyperelastic material model,
experiments were performed on a cubical object with analytical solutions (Figure 8.7).
Experiments on simple extension and simple shear were performed, both under the as-
sumption of isotropic and totally incompressible material properties (i.e. bαβ = b¯, and
J = 1) so that analytical solutions could be available. To derive the analytical solutions
for the totally incompressible material, Ψvol(J) in (2.16) was postulated as pBM (J − 1),
with pBM the indeterminate Lagrange multiplier which can be identified as hydrostatic
pressure [35]. In consequence, the corresponding PKII stress tensor becomes:
S = pBMC
−1 +
∂Ψiso
∂
(8.6)
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which can be used to compute the stresses for a given deformation. The stresses com-
puted were input to our implementation to verify if the corresponding deformation can
be obtained.
8.2.1 Simple Extension
Experimental Setup
Let λx, λy, and λz be the stretch ratios along the x, y, and z directions respectively. For
simple extension parallel to the z-axis of the body, we have [80]:
F =

λx 0 0
0 λy 0
0 0 λz
 =

λ 0 0
0 λ 0
0 0 1
λ
2
 (8.7)
because J = det F = λxλyλz = 1 for the incompressibility, and λx = λy = λ for the
isotropy. Then we have:
C = FTF =

λ
2
0 0
0 λ
2
0
0 0 1
λ
4
⇒ C−1 =

1
λ
2 0 0
0 1
λ
2 0
0 0 λ
4
 (8.8)
and
 =
1
2
(C− I) = 1
2

λ
2 − 1 0 0
0 λ
2 − 1 0
0 0 1
λ
4 − 1
 (8.9)
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With J = 1, we have  = . Then according to (8.6) and (2.32), one possible combination
of the PKII stress components can be:
Szz =
1
2
aBMb¯e
Q
(
1
λ
4 − 1
)
+ pBMλ
4
; (8.10)
Sxx = Syy =
1
2
aBMb¯e
Q
(
λ
2 − 1
)
+ pBM
1
λ
2 = 0; (8.11)
Sxy = Sxz = Syz = 0 (8.12)
with
Q =
1
4
b¯
(
1
λ
8 −
2
λ
4 + 2λ
4 − 4λ2 + 3
)
(8.13)
From (8.11), we have pBM = −12aBMb¯eQ
(
λ
2 − 1
)
λ
2
, and thus:
Szz =
1
2
aBMb¯e
Q
(
1
λ
4 − λ
8
+ λ
6 − 1
)
(8.14)
Then the first Piola-Kirchhoff stress tensor can be given as P1 = FS with the only nonzero
component:
Pzz = Szz
1
λ
2 =
1
2
aBMb¯e
Q
(
1
λ
6 − λ
6
+ λ
4 − 1
λ
2
)
(8.15)
Thus, given an input stretch ratio λ, the corresponding analytical P1 can be computed
as the input to our implementation. As penalty method was used to enforce incompress-
ibility in the implementation, different values of penalty factor κBM were also tested.
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Results and Discussions
Figure 8.8 shows the resulted stretch ratios along the x, y, and z directions obtained
by applying different analytical stresses computed from different input stretch ratios to
our implementation. All results are very close to the ground truth, this shows that our
implementation of the nonlinear system is consistent with the formulations. Furthermore,
the results with the penalty factor equals 1 × 105 deviate more from the ground truth,
while the results with penalty factors 5 × 105 and 1 × 106 are almost the same. This
shows that the tissue incompressibility can be properly approximated by giving a large
enough penalty factor, as the deformations along the x and y directions were induced by
the incompressibility in this experimental setup.
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Figure 8.8: Implementation verification. Simple extension. Resulted stretch ratios along
the x, y, and z directions obtained by applying the analytical stresses computed from the
input stretch ratios λ to the implementation, with different penalty factors for the tissue
incompressibility (κBM).
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8.2.2 Simple Shear
Experimental Setup
Suppose that the object has a pure shear along the x-axis:
F =

1 0 k
0 1 0
0 0 1
⇒ F−1 =

1 0 −k
0 1 0
0 0 1
 (8.16)
with k controlling the degree of shear. Then we have:
C = FTF =

1 0 k
0 1 0
k 0 1 + k2
⇒ C−1 =

1 + k2 0 −k
0 1 0
−k 0 1
 (8.17)
and also:
 =
1
2
(C− I) = 1
2

0 0 k
0 0 0
k 0 k2
 (8.18)
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Again, using (8.6) and (2.32), we have:
Sxx = pBM
(
1 + k2
)
; (8.19)
Syy = pBM; (8.20)
Szz = pBM +
1
2
aBMb¯e
Qk2; (8.21)
Sxz = −pBMk + 1
2
aBMb¯e
Qk; (8.22)
Sxy = Syz = 0 (8.23)
with
Q = b¯
(
1
4
k4 +
1
2
k2
)
(8.24)
One possible case is Sxx = Syy = 0, and we have pBM = 0, then S becomes:
S =

0 0 1
2
aBMb¯e
Qk
0 0 0
1
2
aBMb¯e
Qk 0 1
2
aBMb¯e
Qk2
 (8.25)
Thus:
P1 = FS =

1
2
aBMb¯e
Qk2 0 1
2
aBMb¯e
Q (k3 + k)
0 0 0
1
2
aBMb¯e
Qk 0 1
2
aBMb¯e
Qk2
 (8.26)
As a result, given an input k, the corresponding analytical P1 can be computed as the
input to our implementation. As penalty method was used to enforce incompressibility,
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Figure 8.9: Implementation verification. Simple shear. Shear deformations (output k)
resulted by applying the analytical stresses computed from input k to our implementation,
with different penalty factors for the tissue incompressibility (κBM).
different values of penalty factor κBM were also tested.
Results and Discussions
Figure 8.9 shows the output k of the shear deformations resulted by applying different
analytical stresses computed with different input k to our implementation. The resulted
deformations are almost the same regardless of the penalty factors, and this is actually
consistent with the formulations as the hydrostatic pressure pBM = 0 in this experimental
setup. The resulted deformations are shifted slightly from the ground truth. Although
the reason is unclear, as the deviations are small, the behaviors of our implementation
are still close to those of the formulations.
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8.3 Simulations with Cardiac Physiome Model
8.3.1 Regular Cubical Object
Experimental Setup
Objects with simple shapes are useful for understanding complicated physiological models.
Simulations were performed on a cubical object with 1331 nodes. The geometry and initial
fibrous-sheet structure (f -s-n) are shown in Figure 8.7, with the local f -s-n directions
consistent with the global z-y-x directions. Both linear and transversely isotropic BM
model and hyperelastic and orthotropic BM model were tested, under exactly the same
setting but with different active stress scalars. This is because if the same stress scalar
is used with the adopted material parameters, either the deformation of the linear BM
model will be too small to be noticeable, or the deformation of the hyperelastic model
will be too large and the geometry collapse. The parameters used in the E model, the EM
model, the BM model, and the cardiac system dynamics are shown in Table 8.2, which
were adopted from different literatures [81, 86, 99, 29].
The cubical object mimics a piece of myocardial tissue so that the simulations can
help to infer the behaviors of the local myocardium. To simulate the active contraction,
action potentials were first initiated from the fixed surface whose outward normal pointing
towards the positive z-direction, and propagated throughout the whole object according
to the E model implemented with the meshfree method [107]. The action potentials were
then converted into active contraction stresses using the EM model, which propagation
pattern is consistent with the action potential propagation (Figure 8.10). Using these
active stresses as the inputs to the cardiac system dynamics, a spatiotemporal deformation
in 800 ms was simulated for each BM model.
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Results and Discussions
As shown in Figure 8.10, the object deformed according to the pattern of the action
potentials. The strain maps of the simulations are shown in Figure 8.11, 8.12, and 8.13,
with negative and positive values representing contractions and extensions respectively.
As the contraction stresses were along the fiber directions, the cubical object contracted
along the fiber direction (z-axis). Furthermore, because the BM models were set to
simulate tissue incompressibility, the object extended across the fiber directions (xy-plane)
simultaneously. In the case of the transversely isotropic material, the patterns of the
normal strains along the x-axis (xx) are very close to those along the y-axis (yy) but
with a 90o rotation along the z-axis. This is because the xy-plane is isotropic in this case,
thus they have the same amount of extensions. In the case of the orthotropic material, xx
is larger than yy because the material properties along the n-direction is less stiff than
that in the s-direction. Moreover, even the stresses are doubled in the case of the linear
material, its deformation is much smaller than that of the nonlinear material. This tells
the importance of using a proper material model when displacement boundary conditions
are not dominant 1.
Although the fibrous-sheet structure of the cubical object is relatively simple, the
deformation patterns provide an insight for those of the heart wall. In the myocardium,
as the myofiber directions are mainly normal to the radial direction, when the fibers
contract, the heart tissue extends along the radial direction locally. This contributes to
the thickening of the heart walls for blood pumping.
1When displacement boundary conditions are dominant, for example, the displacements of all faces
are known, the resulted strains of the two models will be similar, although the corresponding stresses will
be different.
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Table 8.2: Parameters of physiological models used in the simulations.
E model
a 0.13
b 0.013
c1 0.26
c2 0.1
d 1.0
EM model (cubical object)
σ0 (linear) 10 kPa
σ0 (hyperelastic) 5 kPa
αc 10 s
−1
αr 10 s
−1
EM model (heart)
σ0 10 kPa
αc 10 s
−1
αr 30 s
−1
BM model (linear)
Ef 75 kPa
Ecf 25 kPa
νf 0.4
νcf 0.2
BM model (hyperelastic)
aBM 0.88 kPa
bff 6.0
bss 7.0
bnn 3.0
bfs 12.0
bfn 3.0
bsn 3.0
κBM 5× 104
Cardiac system dynamics
ρ 1.05× 103 kg/m3
α 0.01
β 0.04
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(a)
(b)
Figure 8.10: Simulations on a cubical object. Normalized active stress propagation shown
with deformed geometries of the whole cycle in 800 ms. (a) Linear and transversely
isotropic material. (b) Hyperelastic and orthotropic material.
140
CHAPTER 8. EXPERIMENTS
(a)
(b)
Figure 8.11: Simulations on a cubical object. Normal strain (xx) maps shown with
deformed geometries of the whole cycle in 800 ms. (a) Linear and transversely isotropic
material. (b) Hyperelastic and orthotropic material.
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(a)
(b)
Figure 8.12: Simulations on a cubical object. Normal strain (yy) maps shown with
deformed geometries of the whole cycle in 800 ms. (a) Linear and transversely isotropic
material. (b) Hyperelastic and orthotropic material.
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(a)
(b)
Figure 8.13: Simulations on a cubical object. Normal strain (zz) maps shown with
deformed geometries of the whole cycle in 800 ms. (a) Linear and transversely isotropic
material. (b) Hyperelastic and orthotropic material.
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8.3.2 Canine Heart Architecture
Experimental Setup
The canine ventricular heart architecture obtained from the University of Auckland was
used to examine the physiological plausibility of the implementation [69, 56, 105, 66, 55].
The model was obtained through anatomical experiments on canines, providing both
the in vitro geometry and fibrous-sheet architecture of 79,860 points, which values were
interpolated from the nodal values of 99 nodes of 60 high order elements. A heart repre-
sentation of 1746 nodes was built from this canine heart architecture using the procedures
in Section 7.1 (Figure 8.14). The nodes were fewer than those used in [86, 36], because
our model was built to facilitate the state-space-based cardiac deformation recovery which
computational complexity increases with the number of nodes. Furthermore, previous ex-
periments showed that accurate results can be obtained with a relatively few number of
nodes when high order nodal approximations are available [66, 99], and this is our case
as the meshfree implementation was utilized.
To allow precise localizations and comparisons of possible diseased areas, the American
Heart Association (AHA) provides a standardized myocardial segmentation and nomen-
clature for the left-ventricular myocardium as shown in Figure 8.15 [13]. This nomencla-
ture was used to assign infarcted regions for the simulation of the pathological case, and
was also used for the interpretations of the results from the cardiac deformation recoveries.
For the canine heart architecture, only the hyperelastic and orthotropic material model
was used for the simulations. Apart from the normal case, a pathological case was also
simulated. In the pathological case, part of the heart (segment 4, 5, 10, 11, 15, 16 of
the AHA nomenclature) was assumed to be infarcted (Figure 8.16), where the action
potentials could not pass through, and aBM was equal to three times of the normal case.
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Figure 8.14: Heart representation constructed from the Auckland canine heart archi-
tecture. Top: heart geometry. A set of nodes (green dots) bounded by surfaces (red)
representing the cardiac boundaries. Bottom: fibrous-sheet structure. Left to right: fiber
orientations (blue lines), sheet orientations (yellow lines), and sheet normal orientations
(cyan lines).
The parameters in Table 8.2 were used in the simulation.
The meshfree simulation of the electrical propagation on the canine heart architecture
was described in detail in [107]. The active contraction forces were calculated from the
simulated action potentials, and the deformation of a cardiac cycle in 450 ms (45 equal
time steps) was simulated for each case (Figure 8.17 and 8.22). As the canine heart
architecture was obtained through anatomical experiments when there was no blood in
the ventricles, we provided blood pressures on the surfaces of the LV and RV to obtain
the heart geometry at the end of diastole.
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Figure 8.15: AHA nomenclature. The 17 segments and the nomenclature of the left-
ventricular myocardium recommended by the American Heart Association, shown on a
circumferential polar plot.
Results and Discussions
The plot of the LV volume of the first cycle in Figure 8.28 shows that because of the
applied blood pressures, the LV was gradually inflated from its initial geometry to the
one at the end of diastole, simulating the blood filling process. After reaching the end of
diastole, the change of the active stresses caused the contractions and then relaxations of
the ventricles. Each simulation was run for two cycles to alleviate the improper initial
conditions, such as zero velocities and accelerations. The plots of the LV volumes of the
second cycle in both cases show that the end-of-diastole states were stabilized, and the
patterns of the volume change are close to those described in the literature [29, 40], except
the pathological case has a smaller ejection fraction.
From the biomechanical literature, the myocyte orientations are mainly perpendicular
to the radial direction. Thus when the myocytes contract, the myocardium contracts
perpendicular to the radial direction while extends along the radial direction, which causes
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Figure 8.16: Canine heart architecture. Infarcted regions (segment 4, 5, 10, 11, 15, 16 of
the AHA nomenclature) in the pathological case shown in red color.
the contractions of the left and right ventricles and the blood is pumped out. In the
normal case, we can observe such patterns through the positive values of the radial strain
maps (Figure 8.18) and the negative values of the circumferential strain maps (Figure
8.19)2. Moreover, the radial-circumferential strain maps (Figure 8.20) also show that
the heart twisted during deformation. Such twisting motions were reported in real heart
studies. In Figure 8.27(a), the twisting motions are shown more clearly through the
displacement vectors of the nodes with respect to the original heart geometry. Comparing
the cardiac deformation in Figure 8.27(a) with that of the long axis MRI in Figure 8.27(b),
our simulation possesses similar motion characteristics: the apex has almost no motion,
the base moves toward the apex, and the epicardial motion is limited. The base-to-
apex contraction is also shown by the longitudinal strain maps (Figure 8.21). These
physiologically plausible motions exist in our simulation because of the proper enforcement
of the boundary conditions using the procedures described in Section 3.1.3: the apex of
the heart was fixed, the motion of the base was constrained (but not fixed) to simulate
the effects of the basal ring, and the motion of the epicardium was constrained to simulate
the effect of the pericardium.
2The strains in the cylindrical coordinate system can be computed from the displacements in the
Cartesian coordinate system using the procedures described in [14]
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To learn what value of κBM should be used to simulate the tissue incompressibility,
the normal case was tested with different values of κBM, and the corresponding volume
strains of the myocardium at the end of systole were recorded. A volume strain is defined
as (V − Vo)/Vo, with V and Vo the volumes of the deformed geometry and the original
geometry respectively, thus incompressible materials should have volume strains close to
zero. The results are shown in Figure 8.30, which show that the larger the value of
κBM, the closer the volume strain to zero. Nevertheless, when κBM becomes large, the
system becomes unstable as the system matrix becomes ill-posed, and the simulations
with κBM > 10
5 were unable to complete. In consequence, κBM = 5 × 104 was used in
further simulations.
For the pathological case, the infarcted regions show almost no deformation in all
strain maps (Figure 8.23, 8.24, 8.25, and 8.26). Such patterns can also be found in the
MRI of severely infarcted hearts. Figure 8.28 shows that the LV volume change of the
pathological case is smaller than that of the normal case because of the infarction. The
strain plots in Figure 8.29 also provide a comparison of the mean strains between the
normal and pathological cases. These show that our cardiac physiome model is capable
to demonstrate pathological behaviors in some degree. This simulation of the pathological
case was used as the simulated ground truth in our experiments on cardiac deformation
recovery and mechanical parameter recovery.
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Figure 8.17: Simulation on the canine heart architecture (normal case). Normalized active
stress propagation shown with deformed geometries between 110 ms and 340 ms.
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Figure 8.18: Simulation on the canine heart architecture (normal case), radial strain maps
shown with deformed geometries between 110 ms and 340 ms.
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Figure 8.19: Simulation on the canine heart architecture (normal case), circumferential
strain maps shown with deformed geometries between 110 ms and 340 ms.
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Figure 8.20: Simulation on the canine heart architecture (normal case), radial-
circumferential strain maps shown with deformed geometries between 110 ms and 340
ms.
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Figure 8.21: Simulation on the canine heart architecture (normal case), longitudinal strain
maps shown with deformed geometries between 110 ms and 340 ms.
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Figure 8.22: Simulation on the canine heart architecture (pathological case). Normalized
active stress propagation shown with deformed geometries between 110 ms and 340 ms.
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Figure 8.23: Simulation on the canine heart architecture (pathological case), radial strain
maps shown with deformed geometries between 110 ms and 340 ms.
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Figure 8.24: Simulation on the canine heart architecture (pathological case), circumfer-
ential strain maps shown with deformed geometries between 110 ms and 340 ms.
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Figure 8.25: Simulation on the canine heart architecture (pathological case), radial-
circumferential strain maps shown with deformed geometries between 110 ms and 340
ms.
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Figure 8.26: Simulation on the canine heart architecture (pathological case), longitudinal
strain maps shown with deformed geometries between 110 ms and 340 ms.
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(a)
(b)
Figure 8.27: Simulation on the canine heart architecture (normal case). (a) Displacement
vectors (black arrows) of material points with respect to the original heart geometry,
between 190 ms and 280 ms (during systole). (b) Human long-axis MRI from the end of
diastole to the end of systole for visual comparisons.
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Figure 8.28: Simulation on the canine heart architecture. LV volume changes of the
simulated cardiac cycles. (a) LV volume changes of the two consecutive cycles in the
normal case, with the ejection fraction of the second cycle as 51.76%. (b) LV volume
changes of the two consecutive cycles in the pathological case, with the ejection fraction
of the second cycle as 29.75%. (c) LV volume changes of the second cycle of both normal
and pathological cases for comparisons.
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Figure 8.29: Simulation on the canine heart architecture. Mean strains of the my-
ocardium in the second cycle. (a) Radial strains. (b) Circumferential strains. (c) Radial-
circumferential strains. (d) Longitudinal strains.
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Figure 8.30: Simulation on the canine heart architecture (normal case). Myocardial
volume strain versus κBM.
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8.4 Computational Complexity Reduction of Cardiac
Deformation Recovery Using Mode Superposi-
tion
To show the effects of mode superposition on the accuracy and computational complexity
of cardiac deformation recovery, the UKF procedures in Section 6.2.2 were tested 3.
Experimental Setup
The simulation of the pathological case on the canine heart architecture in Section 8.3.2
was used as the simulated ground truth. The nodal displacements on the epicardium and
endocardia of every time step were extracted, and noises with 5dB SNR (signal-to-noise
ratio) were added to provide the noisy and sparse measurements (y(t+∆t) in (5.2)). These
measurements were treated as the subject-specific motion tracking results from the cardiac
images to be input to the experiments. To emulate the coarse temporal resolution of MRI,
the time steps were doubled to 20 ms, thus only the corresponding motion measurements
were used. The computational complexity-reduced recovery framework with different
number of modes (p = 50, 100, 200, 400, 600, 800) were applied to recover the cardiac
deformation from the noisy measurements. The abnormal electrical propagation was
used. Only the hyperelastic and orthotropic material model was tested and no infarction
was assumed during the experiments. The computer used for the experiments was a Mac
Pro with two quad-core Intel Xeon processors of 3 GHz, with 16 GB of memory. All eight
cores were used with parallel programming in the experiments.
3The early results of the quasi-EKF procedures in Section 6.2.1 can be found in [104]
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Results and Discussions
The first thing of interest is the effect of the number of modes on the accuracy. As
there are 1746 nodes, 5238 modes are available. Figure 8.31 shows the deviations of the
estimated results from the simulated ground truth at the end of systole, versus different
number of modes. The differences between the procedures of ”projecting system” and
”projecting solution” defined in Section 6.2.2 are also shown. For all cases, as expected, the
deviations decrease with the increase of the number of modes, however, the improvements
become smaller as the number of modes becomes large. For example, the improvement
between 50 modes and 100 modes is larger than the improvement between 600 modes and
800 modes, while there are only 50 modes difference in the former case but 200 modes
difference in the latter case. This observation actually matches with the descriptions
in [6] that the higher the frequency, the less the energy the corresponding shape vector
contributes to the system dynamics. Furthermore, the effects of the number of modes
on the accuracy are different between different strains. This indicates that the frequency
components of displacements in different directions are different. Comparing between the
projecting system and projecting solution approaches, the projecting solution case has
smaller errors in general. Figure 8.32, 8.33, 8.34, and 8.35 provide the visual comparisons
of the projecting system case, which are consistent with the discussions above: the larger
the number of modes, the closer the recovered results to those of the simulated ground
truth.
Another thing of interest is the computational complexity. Figure 8.36 shows the
relation between the computational time and the number of modes. For both projecting
system and projecting solution cases, the larger the number of modes, the longer the
computational time. This is because the number of forward simulations in the prediction
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step of UKF is proportional to the size of the state vector (Section 5.3), which equals
the number of modes in the complexity-reduced UKF (Section 6.2.2). The time used
for the projecting system case is polynomially increasing because matrix multiplications
were required to project the system matrix to the new basis for all sigma points. On
the other hand, for the projecting solution case, as only one projection of the resulted
nodal displacement vector was required for every sigma point, the time used is almost
linearly increasing with the number of modes. Although the time used for the projecting
system case is polynomially increasing, it is not always longer than that in the projecting
solution case. Figure 8.36 shows that the time used for the projecting system case is
shorter when the number of modes is smaller than 300 because of solving a much smaller
system dynamics. In consequence, the choice between the use of projecting system or
projecting solution depends on the number of modes used.
Base on these observations, with the tradeoff between the computational time and
accuracy, the number of modes chosen for the experiments on cardiac deformation recovery
in the following section is 200. In fact, the optimal number of modes depends on the
geometry and the input to the system. One of the ways to find an approximated number
of modes required is to analyze the frequency of the input force, details can be found in
[6].
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Figure 8.31: Computational complexity reduction. Mean strain deviations of the re-
covery results from the simulated ground truth at the end of systole, versus number of
modes. (a) Radial strain. (b) Circumferential strain. (c) Radial-circumferential strain.
(d) Longitudinal strain. The deviations decrease when the number of modes increases.
The definitions of ”projecting system” and ”projecting solution” can be found in Section
6.2.2.
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(a) Simulated ground truth.
(b) 50 modes. (c) 100 modes. (d) 200 modes.
(e) 400 modes. (f) 600 modes. (g) 800 modes.
Figure 8.32: Computational complexity reduction. Radial strains recovered at the end
of systole with different number of modes. The larger the number of modes, the more
similar the recovered strains to those of the simulated ground truth.
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(a) Simulated ground truth.
(b) 50 modes. (c) 100 modes. (d) 200 modes.
(e) 400 modes. (f) 600 modes. (g) 800 modes.
Figure 8.33: Computational complexity reduction. Circumferential strains recovered at
the end of systole with different number of modes. The larger the number of modes, the
more similar the recovered strains to those of the simulated ground truth.
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(a) Simulated ground truth.
(b) 50 modes. (c) 100 modes. (d) 200 modes.
(e) 400 modes. (f) 600 modes. (g) 800 modes.
Figure 8.34: Computational complexity reduction. Radial-circumferential strains recov-
ered at the end of systole with different number of modes. The larger the number of
modes, the more similar the recovered strains to those of the simulated ground truth.
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(a) Simulated ground truth.
(b) 50 modes. (c) 100 modes. (d) 200 modes.
(e) 400 modes. (f) 600 modes. (g) 800 modes.
Figure 8.35: Computational complexity reduction. Longitudinal strains recovered at the
end of systole with different number of modes. The larger the number of modes, the more
similar the recovered strains to those of the simulated ground truth.
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Figure 8.36: Computational complexity reduction. Average time used for one filtering step
versus number of modes. Notice that the computational time is polynomially increasing
for the projecting system case, but is almost linearly increasing for the projecting solution
case.
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8.5 Cardiac Deformation Recovery with Cardiac Phys-
iome Model
During the development of the current framework of cardiac deformation recovery, dif-
ferent models were proposed and adopted, and the cardiac physiome model has become
more and more complicated. All these intermediate frameworks show promising results
for using physiological models as the spatiotemporal constraints for cardiac deformation
recovery from medical images. Nevertheless, these constraining models were not objec-
tively compared under the same recovery framework, input data, and experimental setup.
As different models comprise varying physiological plausibility and computational com-
plexity, comparisons under the same setting can aid choosing proper models for specific
goals and available resources. Theoretically, the more realistic the models, the more
physiologically plausible the results. Nevertheless, the associated model complexity intro-
duces theoretical, implementation, and computational difficulties. For example, although
hyperelastic BM models are more realistic than linear BM models [29], they have more
material parameters to be determined, and have more rigorous physical conditions to ful-
fill for stable solutions [66, 16]. More complicated recovery frameworks are also needed to
handle the model nonlinearity, and this usually means much higher computational com-
plexity. In consequence, by knowing the physiological plausibility required for a specific
goal, unnecessary difficulties may be avoided.
In view of the lack of objective comparisons, a comparative study of physiological
models for cardiac deformation recovery from medical images was performed. Under the
same state-space filtering framework for statistically optimal coupling between physiolog-
ical models and imaging data, we compared the performances of six cardiac physiological
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Table 8.3: Models comprising different physiological components. Biomechanical compo-
nents include linear and isotropic (LI), linear and transversely isotropic (LTI), and hy-
perelastic and orthotropic (HO) material models, corresponding to different stress-strain
relations and tissue structures. For the external force components, there are passive
biomechanical-model-based (PBM-based) recoveries which only depend on image-derived
forces, and active physiological-model-based (APM-based) recoveries which use also the
simulated active contraction forces.
Models
Stress-strain relation Tissue structure External forces
Linear Nonlinear Isotropic Anisotropic Passive Active
LI-PBM X X X
LI-APM X X X
LTI-PBM X X X
LTI-APM X X X
HO-PBM X X X
HO-APM X X X
Table 8.4: Biomechanical parameters for cardiac deformation recoveries, used by both
synthetic and human data.
HO
aBM bff bss bnn bfs bfn bsn κBM
0.88 kPa 6.0 7.0 3.0 12.0 3.0 3.0 1× 104
LTI
Ef Ecf νf νcf
75 kPa 25 kPa 0.4 0.2
LI
Ef Ecf νf νcf
75 kPa 75 kPa 0.4 0.4
models comprising different physiological components with the same input data and ex-
perimental setting. Experiments were performed on synthetic data to provide numerical
comparisons between different models, and on human data with identified infarcted re-
gions to study their capabilities on identifying pathological situations.
The six models with different external force components and biomechanical compo-
nents are shown in Table 8.3. The different external force components include:
• Passive biomechanical-model-based (PBM-based) recoveries: The BM models were
used without active contraction stresses. In consequence, the deformations were
introduced passively by the image information through the filtering process.
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• Active physiological-model-based (APM-based) recoveries: The BM models were used
with active contraction stresses simulated using the electrical propagation model and
the electromechanical coupling model discussed in Section 2.1 and 2.2.
As each case can utilize the LI, LTI, or HO material models corresponding to different
tissue structures and stress-strain relations (Section 2.3), a total of six models were stud-
ied. The UKF framework in Section 5.3 was used with the computational complexity
reduction scheme in Section 6.2.2. The number of modes used was 200 as discussed in
Section 8.4.
In the experiments, the infarcted regions were assumed to be unknown. The same
biomechanical model parameters were used in both experiments on synthetic data and
human data (Table 8.4), and the active forces used were simulated with normal parame-
ters. For the same set of data, the same filtering parameters and displacement boundary
conditions were applied to all models, with the active force components calibrated using
the HO-APM model.
8.5.1 Synthetic Data
Experimental Setup
The simulation of the pathological case on the canine heart architecture in Section 8.3.2
was used as the simulated ground truth.
Most medical images have different image resolutions in different directions. For exam-
ple, in short-axis MRI, the image resolutions across the long axis of the heart are usually
three to five times higher than that along the long axis. To simulate this situation, mo-
tions of the heart boundaries were extracted from the simulated ground truth, but the
long-axis components were omitted. Furthermore, to simulate the low temporal resolution
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of MRI, the time step was doubled to 20 ms during the experiments, and thus only half
of the extracted motions could be used. These motions were added with noises of 5 dB
SNR and used as the noisy and sparse measurements to the experiments (y(t + ∆t) in
(5.2)).
Results and Discussions
Figure 8.37, 8.38, 8.39, 8.40, and 8.41 show the strain maps for visual comparisons. Similar
to the simulated ground truth, the patterns of the recovered strains with different mod-
els show almost no deformation in the infarcted regions. Nevertheless, different models
possess different similarities to the simulated ground truth.
To quantify the similarities between the strain patterns of the simulated ground truth
and the estimations, mutual information comparison was used. As the same meshfree
representation was used for both the simulated ground truth and the estimations, the
mutual information can be computed by replacing the gray scale values in Section 4.1.2
by the nodal strain values. In consequence, to obtain the mutual information, a joint
histogram comprising the nodal strains of the simulated ground truth and the estimation
was constructed for each model. To guarantee the fairness of the comparisons between
models, the ranges of the strains of the simulated ground truth were used to provide the
bins of the histograms. In the joint histograms, the value at coordinate (i, j) represents
the number of occurrences that the strains of the corresponding nodes of the simulated
ground truth and the estimation fall in the range of bin i and bin j respectively. By
dividing each value by the number of nodes, the joint distributions were available for
computing the mutual information [61]. The higher the mutual information, the more
similar the estimation to the simulated ground truth.
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Figure 8.42 shows the mutual information between the simulated ground truth and the
estimation for all models in one cardiac cycle. In the simulated cardiac cycle, the heart
was in its blood filling phase between 0 and 100 ms, and started to contract after 100
ms. As the strains were computed referring to the heart geometry in 0 ms, the entropy
representing the strain information increased during the blood filling phase. When the
heart just started to contract, there was an instant that the myocardium was close to its
undeformed geometry, thus the entropy decreased. As the heart continued to contract, the
entropy increased again and was much higher than that in the filling phase because of the
large myocardial deformation. As the mutual information is more related to the pattern
similarities rather than the differences of the actual values, the mean nodal strain devia-
tions of the estimations from the simulated ground truth are also shown in Figure 8.43.
The same explanation can be applied to the temporal patterns of the strain deviations.
In the strain maps, mutual information plots, and strain deviation plots, the results
of the PBM-based and APM-based models are very similar. This is because the mea-
surements on the heart surfaces provided the displacement boundary conditions of the
deformations through the correction step in the state-space filtering. In computational
biomechanics, when the boundary conditions of most surfaces are given, the effects of the
active stresses decrease. Such similarities are more obvious for the LI and LTI models.
This is because the active forces were calibrated using the HO-APM model, which only
caused relatively small deformations when applied to the linear BM models with the cho-
sen parameters, and this resulted in similar predictions and thus estimations between the
PBM-based and the APM-based linear models. For the HO models, as the differences
between the predictions of the PBM-based and the APM-based models were larger, so as
the recovered deformations. Such differences are more obvious for the longitudinal strain
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(Figure 8.40) as there were no measurements provided in this direction.
On the other hand, the differences between the deformations recovered with the
isotropic and the anisotropic BM models are more obvious. Comparing the LI mod-
els with the LTI models for which the only differences between them are the material
properties in the cross-fiber directions. For the radial strains, those of the LI models are
smaller than those of the LTI models. This is because the radial directions are mostly
in the cross-fiber directions (Figure 8.14), in which the LI models have larger Young’s
modulus Ecf (Table 8.4). In contrary, their circumferential strains are quite similar as the
circumferential directions are mostly in the fiber directions and the Ef of both models
are the same. For the HO models, as they are only different from the simulated ground
truth by the parameters in the infarcted regions, they have the best recovery results as
expected. The plots in Figure 8.42 and 8.43 show that the differences between the HO
models and other models are larger in the circumferential strains than the radial strains.
This is because the measurements are on the heart surfaces, which have more direct im-
pacts on the deformations in the radial directions, but have less direct impacts in the
circumferential directions through the BM models. In consequence, experiments on the
synthetic data show that the more realistic the models, the more accurate the recovery
results.
In the actual clinical environment, as the ground truth is unavailable, the mutual in-
formation comparison and the strain deviations cannot be used to decide which models
are better. Furthermore, for clinical applications, the main interest is the capabilities of
the models to aid locating diseased regions, thus the models should be compared in this
aspect. In [32], experiments on human data showed that the regional strains of subjects
with infarction are significantly lower than those of the subjects without infarction, in both
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infarcted and normal regions. The results also showed that for the infarcted subjects, the
strains in the infarcted regions are significantly lower than those in the normal regions.
Furthermore, experiments in [27] showed that there is a strong inverse relationship be-
tween the magnitude of the first principal strain and the extent of myocardial infarction.
As a result, for each model, we computed the mean of the first principal strains in every
segment at the end of systole, and arranged them in ascending order at different levels,
as shown in Table 8.5. By providing a proper cutoff segment for each level, the infarcted
segments can be identified. From Table 8.5, we can compute the various sensitivities and
specificities of different models with different cutoff segments, where sensitivities are the
ratios between the correctly identified positives (infarcted segments) and the actual posi-
tives, and the specificities are the ratios between the correctly identified negatives (normal
segments) and the actual negatives. As all the infarcted segments are in the front of the
queues, all models can achieve 100% sensitivities with 100% specificities for all basal, mid,
and apical levels. In consequence, all models have the same capability of identifying the
diseased regions of the synthetic data.
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(a) Simulated ground truth.
(b) LI-PBM. (c) LTI-PBM. (d) HO-PBM.
(e) LI-APM. (f) LTI-APM. (g) HO-APM.
Figure 8.37: Cardiac deformation recovery. Synthetic data. Radial strains recovered at
the end of systole (250 ms). (a) Simulated ground truth with infarction. (b)-(g) Recovered
deformations with different physiological models.
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(a) Simulated ground truth.
(b) LI-PBM. (c) LTI-PBM. (d) HO-PBM.
(e) LI-APM. (f) LTI-APM. (g) HO-APM.
Figure 8.38: Cardiac deformation recovery. Synthetic data. Circumferential strains recov-
ered at the end of systole (250 ms). (a) Simulated ground truth with infarction. (b)-(g)
Recovered deformations with different physiological models.
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(a) Simulated ground truth.
(b) LI-PBM. (c) LTI-PBM. (d) HO-PBM.
(e) LI-APM. (f) LTI-APM. (g) HO-APM.
Figure 8.39: Cardiac deformation recovery. Synthetic data. Radial-circumferential strains
recovered at the end of systole (250 ms). (a) Simulated ground truth with infarction. (b)-
(g) Recovered deformations with different physiological models.
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(a) Simulated ground truth.
(b) LI-PBM. (c) LTI-PBM. (d) HO-PBM.
(e) LI-APM. (f) LTI-APM. (g) HO-APM.
Figure 8.40: Cardiac deformation recovery. Synthetic data. Longitudinal strains recovered
at the end of systole (250 ms). (a) Simulated ground truth with infarction. (b)-(g)
Recovered deformations with different physiological models.
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(a) Simulated ground truth.
(b) LI-PBM. (c) LTI-PBM. (d) HO-PBM.
(e) LI-APM. (f) LTI-APM. (g) HO-APM.
Figure 8.41: Cardiac deformation recovery. Synthetic data. First principal strains recov-
ered at the end of systole (250 ms). (a) Simulated ground truth with infarction. (b)-(g)
Recovered deformations with different physiological models.
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Figure 8.42: Cardiac deformation recovery. Synthetic data. Mutual information between
the simulated ground truth and the estimations for the whole cardiac cycle. (a) Radial
strain. (b) Circumferential strain. (c) Radial-circumferential strain. (d) Longitudinal
strain.
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Figure 8.43: Cardiac deformation recovery. Synthetic data. Mean strain deviations from
the simulated ground truth for the whole cardiac cycle. (a) Radial strain. (b) Circumfer-
ential strain. (c) Radial-circumferential strain. (d) Longitudinal strain.
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Table 8.5: Cardiac deformation recovery. Synthetic data. Segment numbers at different
levels arranged according to the mean of the first principal strains of each segment at the
end of systole, in ascending order. The numbers of the infarcted segments (4, 5, 10, 11,
15, 16) are highlighted in red color. The sensitivities and specificities of each model for
identifying infarcted segments can be computed by choosing the cutoff segments at each
level. All models can achieve 100% sensitivities and 100% specificities at all levels.
Basal Mid Apical
LI-PBM 4 5 3 6 2 1 10 11 12 9 8 7 15 16 14 13
LI-APM 4 5 6 3 2 1 10 11 12 8 9 7 15 16 14 13
LTI-PBM 4 5 3 6 2 1 10 11 12 9 8 7 15 16 14 13
LTI-APM 4 5 3 6 2 1 10 11 12 8 9 7 15 16 14 13
HO-PBM 4 5 3 6 2 1 10 11 12 8 9 7 15 16 14 13
HO-APM 4 5 6 3 2 1 10 11 12 8 7 9 15 16 14 13
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8.5.2 Human Data
Experimental Setup
Experiments were performed on human data sets available at [1], which are case 1 and case
2 from two patients with acute myocardial infarction, with infarcted regions identified by
experts. Case 1 contains a human short-axis MRI sequence of 19 frames in one cardiac
cycle (52.5 ms/frame), with 12 slices/frame, 8 mm inter-slice spacing, and in-plane res-
olution 1.32 mm/pixel (Figure 8.44). Case 2 contains a human short-axis MRI sequence
of 16 frames in one cardiac cycle (50 ms/frame), with 13 slices/frame, 8 mm inter-slice
spacing, and in-plane resolution 1.32 mm/pixel (Figure 8.53).
For each case, segmentation was performed on the first frame of the image sequence to
obtain the heart geometry, and the fibrous-sheet structure was mapped from the Auckland
heart architecture. To map the fibrous-sheet structure, we first obtained the correspon-
dences between the surface nodes of the human heart geometry and the Auckland heart
geometry through a nonrigid iterative closest point algorithm. By using these correspon-
dences as the displacement boundary conditions, the human heart geometry was deformed
into the Auckland heart geometry through a static biomechanical model, so that the lo-
cal base vectors representing the fibrous-sheet structure can be mapped from the closest
nodes of the Auckland heart architecture. The mapped base vectors of each node were
then transformed using the inverse of the rotation matrix computed from the deformation
gradient, so that their orientations were consistent with the undeformed human heart ge-
ometry. Heart architectures of 2322 nodes and 2017 nodes were obtain for case 1 (Figure
8.45) and case 2 (Figure 8.54) respectively.
To allow precise localizations and comparisons of possible diseased areas, the AHA
nomenclature was used (Figure 8.15). As short-axis MRI cannot provide accurate motion
186
CHAPTER 8. EXPERIMENTS
information at the apex, segment 17 was not considered. With this nomenclature, the
expert-identified infarcted segments of case 1 are 1, 2, 3, 8, 9, 13, 14, 15 (Figure 8.46),
and of case 2 are 3, 4, 9, 10 (Figure 8.55).
The motion tracking method in Chapter 4 was used to obtain the motions of the
heart boundaries from the images. Nevertheless, different from the synthetic data, the
motions of the whole cardiac cycle were not obtained in prior. This is because in our
early experiments, if only the motion tracking approach was used, some nodes in the low-
quality regions moved strangely and resulted in physiologically implausible heart surfaces.
Without further corrections, such implausibility propagated to the successive time steps
and resulted in poor-quality or even collapsed heart surfaces which cannot be applied to
the cardiac deformation recovery. In view of this, we proposed a simultaneous motion
tracking and deformation recovery approach. In every time step, the motions extracted
by motion tracking were applied immediately to the filtering procedures to recover the
cardiac deformation in that time step. In this way, the resulted heart surfaces for the
motion tracking in the next time step comprised both model and image information and
thus were more physiologically plausible. This benefits both the motion tracking and
deformation recovery.
In the experiments, no infarction was assumed, and the parameters used were all
normal. On the other hand, although the parameters used in all tested frameworks are
the same, the parameters were obtained based on the experiments with nonlinear material
properties. In consequence, the results may be biased. Nevertheless, this can show the
differences between frameworks under the same situation. Furthermore, although three-
dimensional motions were available, those along the longitudinal directions were excluded
as the spatial resolution along that direction was too low for reliable measurements.
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Results and Discussions
To demonstrate the simultaneous motion tracking and deformation recovery, Figure 8.47
and 8.56 show the recovered deformations with the HO-APM model of case 1 and case
2 respectively, overlapped with the corresponding MRI sequences. With the proposed
framework, even when the heart boundaries were fuzzy or even disappeared because of the
image quality, their motions could still be properly recovered because of the a priori mo-
tion information of the cardiac physiome model. Furthermore, with the registration-based
motion tracking, even the papillary muscles sometimes merged with the endocardium in
the image sequences, the motion tracking was not affected. This shows that the pro-
posed framework combines the benefits from both the motion tracking algorithm and the
physiological model.
The recovered strain maps are shown in Figure 8.48, 8.49, 8.50, 8.51, 8.52, 8.57, 8.58,
8.59, 8.60, and 8.61. The strain patterns of all models show that the infarcted regions have
relatively small deformations than the normal regions. Similar to the synthetic data, the
PBM-based and the APM-based models are relatively similar especially for the LI model
and the LTI model, and the differences between different BM models are more obvious.
All explanations for the strain patterns of the synthetic data are applicable here.
As discussed for the synthetic data, comparisons with mutual information are impos-
sible for the clinical data as the ground truth is unavailable, and the first principal strains
can be used to compare the optimal sensitivities and specificities between different models.
Table 8.6 and 8.8 show the segment numbers arranged according to the mean of the first
principal strains of each segment at the end of systole in ascending order, for case 1 and
case 2 respectively. The corresponding optimal sensitivities and specificities are shown in
Table 8.7 and 8.9.
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For case 1, at the basal level, all models have the same sensitivity (67%), but the
HO-APM model has the best specificity (100%). At the mid level, all models also have
the same sensitivity (100%), but the HO-APM model has the worst specificity (50%).
All models have 100% sensitivities and specificities at the apical level. For case 2, at
the basal level, all models have 100% specificities, while the HO-APM model has 100%
sensitivity but other models have only 50% sensitivities. At the mid level, all models have
100% sensitivities and specificities. Results at the apical level is unavailable as there is
no infarction.
From the above results, all models are promising for identifying possible diseased areas,
while the HO-APM model is slightly better. Nevertheless, more experiments are required
to further confirm the clinical relevance of our framework with different physiological
models.
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(a)
(b)
Figure 8.44: Human MRI. Case 1. (a) Image sequence of a cross-section across the long-
axis, arranged from left to right, top to bottom. (b) Image sequence of a cross-section
along the long-axis, arranged from left to right, top to bottom.
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Figure 8.45: Human data. Case 1. Top: heart geometry. A set of nodes (green) bounded
by surfaces (red) representing the cardiac boundaries. Bottom: fibrous-sheet structure
mapped from the Auckland heart architecture. Left to right: fiber orientations (blue
lines), sheet orientations (yellow lines), and sheet normal orientations (cyan lines).
Figure 8.46: Human data. Case 1. Infarcted regions (segment 1, 2, 3, 8, 9, 13, 14, 15 of
the AHA nomenclature) identified by experts shown in red color.
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(a)
(b)
Figure 8.47: Cardiac deformation recovery. Human data. Case 1. First principal strains
recovered with the HO-APM model overlapped with the MRI sequence. (a) Image se-
quence of a cross-section across the long-axis, arranged from left to right, top to bottom.
(b) Image sequence of a cross-section along the long-axis, arranged from left to right, top
to bottom.
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(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.48: Cardiac deformation recovery. Human data. Case 1. Radial strains recovered
with different physiological models at the end of systole (420 ms).
(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.49: Cardiac deformation recovery. Human data. Case 1. Circumferential strains
recovered with different physiological models at the end of systole (420 ms).
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(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.50: Cardiac deformation recovery. Human data. Case 1. Radial-circumferential
strains recovered with different physiological models at the end of systole (420 ms).
(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.51: Cardiac deformation recovery. Human data. Case 1. Longitudinal strains
recovered with different physiological models at the end of systole (420 ms).
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(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.52: Cardiac deformation recovery. Human data. Case 1. First principal strains
recovered with different physiological models at the end of systole (420 ms).
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Table 8.6: Cardiac deformation recovery. Human data. Case 1. Segment numbers at
different levels arranged according to the mean of the first principal strains of each segment
at the end of systole, in ascending order. The numbers of the infarcted segments (1, 2,
3, 8, 9, 13, 14, 15) are highlighted in red color. The sensitivities and specificities of each
model for identifying infarcted segments can be computed by choosing the cutoff segments
at each level.
Case 1 Basal Mid Apical
LI-PBM 3 4 5 1 2 6 10 9 8 11 7 12 14 15 13 16
LI-APM 3 4 5 1 2 6 10 9 8 7 11 12 14 15 13 16
LTI-PBM 3 4 5 2 1 6 9 10 8 11 12 7 14 15 13 16
LTI-APM 3 4 2 5 1 6 9 10 8 11 7 12 14 15 13 16
HO-PBM 3 4 2 5 1 6 10 9 8 7 11 12 14 15 13 16
HO-APM 3 2 4 5 1 6 10 9 11 8 12 7 14 15 13 16
Table 8.7: Cardiac deformation recovery. Human data. Case 1. Optimal sensitivities and
specificities for identifying infarcted segments at different levels, computed from Table
8.6.
Case 1
Basal Mid Apical
Sensitivity / Specificity Sensitivity / Specificity Sensitivity / Specificity
LI-PBM 67% / 33% 100% / 75% 100% / 100%
LI-APM 67% / 33% 100% / 75% 100% / 100%
LTI-PBM 67% / 33% 100% / 75% 100% / 100%
LTI-APM 67% / 67% 100% / 75% 100% / 100%
HO-PBM 67% / 67% 100% / 75% 100% / 100%
HO-APM 67% / 100% 100% / 50% 100% / 100%
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(a)
(b)
Figure 8.53: Human MRI. Case 2. (a) Image sequence of a cross-section across the long-
axis, arranged from left to right, top to bottom. (b) Image sequence of a cross-section
along the long-axis, arranged from left to right, top to bottom.
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Figure 8.54: Human data. Case 2. Top: heart geometry. A set of nodes (green) bounded
by surfaces (red) representing the cardiac boundaries. Bottom: fibrous-sheet structure
mapped from the Auckland heart architecture. Left to right: fiber orientations (blue
lines), sheet orientations (yellow lines), and sheet normal orientations (cyan lines).
Figure 8.55: Human data. Case 2. Infarcted regions (segment 3, 4, 9, 10 of the AHA
nomenclature) identified by experts shown in red color.
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(a)
(b)
Figure 8.56: Cardiac deformation recovery. Human data. Case 2. First principal strains
recovered with the HO-APM model overlapped with the MRI sequence. (a) Image se-
quence of a cross-section across the long-axis, arranged from left to right, top to bottom.
(b) Image sequence of a cross-section along the long-axis, arranged from left to right, top
to bottom.
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(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.57: Cardiac deformation recovery. Human data. Case 2. Radial strains recovered
with different physiological models at the end of systole (300 ms).
(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.58: Cardiac deformation recovery. Human data. Case 2. Circumferential strains
recovered with different physiological models at the end of systole (300 ms).
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(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.59: Cardiac deformation recovery. Human data. Case 2. Radial-circumferential
strains recovered with different physiological models at the end of systole (300 ms).
(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.60: Cardiac deformation recovery. Human data. Case 2. Longitudinal strains
recovered with different physiological models at the end of systole (300 ms).
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(a) LI-PBM. (b) LTI-PBM. (c) HO-PBM.
(d) LI-APM. (e) LTI-APM. (f) HO-APM.
Figure 8.61: Cardiac deformation recovery. Human data. Case 2. First principal strains
recovered with different physiological models at the end of systole (300 ms).
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Table 8.8: Cardiac deformation recovery. Human data. Case 2. Segment numbers at
different levels arranged according to the mean of the first principal strains of each segment
at the end of systole, in ascending order. The numbers of the infarcted segments (3, 4,
9, 10) are highlighted in red color. The sensitivities and specificities of each model for
identifying infarcted segments can be computed by choosing the cutoff segments at each
level.
Case 2 Basal Mid Apical
LI-PBM 3 5 6 1 2 4 9 10 12 11 7 8 16 15 14 13
LI-APM 3 5 2 6 1 4 9 10 12 11 8 7 15 14 16 13
LTI-PBM 3 5 1 2 6 4 9 10 12 11 8 7 15 16 14 13
LTI-APM 3 5 2 4 1 6 10 9 12 11 8 7 15 16 14 13
HO-PBM 3 5 2 1 4 6 10 9 11 12 8 7 14 15 16 13
HO-APM 4 3 5 1 6 2 10 9 7 11 12 8 14 15 16 13
Table 8.9: Cardiac deformation recovery. Human data. Case 2. Optimal sensitivities and
specificities for identifying infarcted segments at different levels, computed from Table
8.8. As there is no infarcted segment in the apical level, the corresponding sensitivities
and specificities are unavailable.
Case 2
Basal Mid
Sensitivity / Specificity Sensitivity / Specificity
LI-PBM 50% / 100% 100% / 100%
LI-APM 50% / 100% 100% / 100%
LTI-PBM 50% / 100% 100% / 100%
LTI-APM 50% / 100% 100% / 100%
HO-PBM 50% / 100% 100% / 100%
HO-APM 100% / 100% 100% / 100%
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8.6 Cardiac Mechanical Parameter Recovery with Car-
diac Physiome Model
The algorithm in Section 5.3.3 was tested. Different from the cardiac deformation recovery,
computational complexity reduction based on mode superposition could not be applied.
To reduce the computational complexity, the AHA nomenclature was used to partition the
left-ventricular myocardium into 17 segments [13](Figure 8.15). Assuming the nodes in
the same segment have the same parameters, instead of recovering the parameters of every
node, the parameters of the chosen segments, segment 1-16, were recovered. As a result,
the computational complexity can be largely reduced. Segment 17 was not tested as it
corresponds to the apex whose motion usually cannot be accurately provided by short-axis
cardiac images. The right-ventricular myocardium was also not considered as it is less
interested in clinical studies. In the experiments, the measurements were the nodal first
principal strains from the cardiac deformation recovery. The time instants used for the
statistics predictions and the corresponding measurements were chosen during systole. In
our approach that uses a cardiac cycle as one filtering time step, as the size of the dense
matrix Ly in Table 5.5 depends on the number of nodes multiplies the number of chosen
time instants, only a few time instants could be chosen.
8.6.1 Synthetic Data
Experimental Setup
The simulation of the pathological case in Section 8.3.2 was used as the simulated ground
truth, and the measurements were the nodal first principal strains recovered using the
HO-APM model in Section 8.5.1. Similar to all other experiments, infarcted regions
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were assumed to be unknown. In this primitive experiment, only the parameter aBM was
recovered. Be reminded that in the simulation of the pathological case, the normal tissues
had aBM = 0.88 kPa, and the infarcted tissues had aBM = 2.64 kPa. The infarcted regions
were segment 4, 5, 10, 11, 15, 16.
Results and Discussions
Figure 8.62 shows the evolutions of the parameters with respect to the number of filtering
steps. As not all recovered parameters could converge, the experiment stopped after 40
cardiac cycles. The segments with converged parameters (segment 1, 2, 3, 6, 14) are
normal, and all infarcted segments could not converge. This is because although the
parameters of the infarcted segments become larger and closer to the ground truth after
each filtering step, as the active contraction stresses used were normal, the predicted
strains were still different from the measurements. In consequence, y(t+∆t)− yˆ−(t+∆t)
in the correction step (Table 5.5) kept existing and thus the values of the corresponding
segment parameters kept increasing. Apart from these, Figure 8.62 also shows that some
normal segments, such as segment 12 and 13, had their estimated values increasing with
the filtering steps and became even stiffer than the infarcted segments. In fact, these
segments are the immediate neighbors of the infarcted segments, which might behave
similarly depending on the patterns of the neighboring infarcted segments. The recovered
parameters at the last filtering step are shown in Table 8.10 for reference.
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Figure 8.62: Parameter recovery. Synthetic data. The estimated parameters of different
segments with respect to the number of filtering steps. Red and blue lines indicate the
infarcted segments and their immediate neighbors respectively.
Table 8.10: Parameter recovery. Synthetic data. Recovered aBM (kPa) of different seg-
ments, with segment numbers shown in parentheses. Infarcted segments are highlighted
in red color, and their immediate neighbors are highlighted in blue color.
(1) 0.80 (2) 1.01 (3) 1.14 (4) 1.57 (5) 1.53 (6) 0.96
(7) 1.54 (8) 1.41 (9) 1.49 (10) 2.11 (11) 1.81 (12) 1.74
(13) 2.34 (14) 1.06 (15) 2.18 (16) 3.40
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8.6.2 Human Data
Experimental Setup
The human case studied was case 2 mentioned in Section 8.5.2, and the measurements
were the nodal first principal stains recovered using the HO-APM model. Similar to
all other experiments, infarcted regions were assumed to be unknown. In this primitive
experiment, only the parameter aBM was recovered. The infarcted segments identified by
experts were segment 3, 4, 9, 10.
Results and Discussions
Figure 8.63 shows the evolutions of the parameters with respect to the number of filtering
steps. As not all recovered parameters could converge, the experiment stopped after 40
cardiac cycles. In this experiment, the results cannot reflect the infarction. The param-
eters of the infarcted segments, segment 3, 4, 9, have almost no change, and parameters
of many normal segments keep increasing through the filtering steps. The main reason
is shown in Figure 8.64. Comparing the corresponding locations between the recovered
strain map and the predicted strain map, the differences between some infarcted segments
are not obvious, but the differences between some normal segments are quite large. As the
filtering framework performs the correction based on the differences between the recovered
and predicted strains (y(t + ∆t) − yˆ−(t + ∆t)), when the differences cannot reveal the
infarcted regions, so as the recovered parameters. In consequence, to use the proposed
parameter recovery framework, it is important to have reasonably good predictions and
strain measurements.
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Figure 8.63: Parameter recovery. Human data. Case 2. The estimated parameters of
different segments with respect to the number of filtering steps. Red and blue lines
indicate the infarcted segments and their immediate neighbors respectively.
Figure 8.64: Parameter recovery. Human data. Case 2. Left: predicted first principal
strains at the end of systole. Right: first principal strains at the end of systole recovered
from patient’s cardiac images.
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SUMMARY
A framework for studying individualized cardiac mechanics through systematic coupling
between cardiac physiological models and medical images according to their respective
merits has been proposed. For a physiologically meaningful, clinically relevant, and com-
putationally feasible framework, five key issues have been addressed, including the cardiac
physiological model, the heart representation in the computational environment, the in-
formation extraction from cardiac images, the coupling between models and images, and
also the computational complexity.
For the cardiac physiological model, a cardiac physiome model describing the macro-
scopic physiological behaviors has been proposed. This model comprises an electric wave
propagation model, an electromechanical coupling model, and also a biomechanical model,
and these models are connected together through a cardiac system dynamics. The elec-
tric wave propagation model used is a FitzHugh-Nagumo-based model, which is capable
of reproducing realistic macroscopic propagations of action potentials. The electrome-
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chanical coupling model used is an ordinary differential equation which transforms the
action potential at a point into the corresponding active stress. The biomechanical model
adopted is a hyperelastic and orthotropic material model with seven parameters, which
was reported as the best model among five tested well-known constitutive laws in a com-
parative study. These three models are connected through the cardiac system dynamics
described by the total-Lagrangian formulation. Simulations show that physiologically
plausible behaviors can be described by the proposed cardiac physiome model.
For the heart representation, the meshfree method based on the moving least squares
approximation has been adopted. In this method, the heart is represented by a set of
nodes bounded by surfaces representing the heart boundaries, and values at any location
inside the heart geometry can be approximated using the nodal values. As no mesh is re-
quired, regional accuracy refinements are easier than FEM, and its intrinsic hp-adaptivity
also facilitates the incorporation of high-order polynomials. Experiments with analytical
solutions show that the meshfree method can achieve higher accuracy than linear FEM
with the same number of nodes, in the expense of longer computational time.
For the information extraction from cardiac images, a two-step framework for extract-
ing motion information from image sequences has been presented. The first step is a
free-from image registration algorithm for obtaining the spatial correspondences between
the current and the next image frames. With the B-spline free-form deformation as the
transformation function and the mutual information as the metric, robust results can be
obtained even with poor image quality. The second step is an algorithm which attaches
the surface nodes to the apparent heart boundaries in the next image for refining the
quality of the motion tracking. Experiments on human data show that this two-step
framework can lead to clinically relevant results.
210
CHAPTER 9. SUMMARY
For the coupling between models and images, multiframe state-space filtering frame-
works have been proposed for different physiological models based on their mechanical
nonlinearities. A quasi-EKF framework has been proposed for the model with linear and
isotropic material model, and a UKF-based framework has been proposed for the model
with hyperelastic and orthotropic material model. With the measurements obtained from
motion tracking, the quasi-EKF framework can be applied to recover cardiac deformation
with the linear material model, and the UKF framework can be applied to recover both
cardiac deformation and material parameters of the nonlinear material models. Experi-
ments on both synthetic and clinical data show that the proposed frameworks can recover
subject-specific cardiac deformation and parameters from measurements.
For the computational complexity, a mode superposition framework has been used to
reduce the dimensions of the problem domain for the cardiac deformation recovery. By
solving the generalized eigenproblem of the cardiac system dynamics, a transformation
matrix can be obtained to project the system from its original space to another mathe-
matically equivalent space but with much fewer dimensions, so that the computational
complexity of the state-space filtering procedures can be largely reduced. Experiments
show that the complexity decreases with the decrease of the number of eigenvectors uti-
lized, and also show that only a relatively few number of eigenvectors are required for
good approximations.
There are potential improvements for this work. First of all, there are many param-
eters need to be set. For most parameters, especially those related to the physiological
models, can be adopted from the literature. Nevertheless, parameters such as those of the
state-space filtering have no previous examples to follow. Although we can still set these
parameters through trial and error, a systematic way is desired to improve the meaning-
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fulness and reliability of the parameters. Secondly, the computational time is too long for
the framework to be clinically applicable even with the proposed complexity reduction
algorithm applied. In consequence, further theoretical and computational solutions are
necessary to reduce the computational time. Thirdly, for the material parameter recovery,
experiments were only performed to recover one material parameter, and the results on
human data are not satisfactory. Therefore, improvements on the parameter recovery
framework, and also the experiments of recovering all material parameters are desired.
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A
TRANSFORMATION LAWS FOR BASIS VECTORS AND
COMPONENTS
As vectors and tensors are independent of any coordinate system, they are invariant upon
a change of basis. Nevertheless, their components do depend on the coordinate system
introduced, which is arbitrary. The components change their values by a rotation of the
basis vectors, but are independent of any translation. To obtain the components of vectors
and tensors after a change of basis, transformation laws are set up [35]. In the following
discussions, only the rotation of the basis vectors is considered.
Considering two sets of mutually orthonormal basis vectors sharing a common origin.
They correspond to a new Cartesian coordinate system and an old Cartesian coordinate
system which are assumed to be right-handed and characterized by two sets of basis
vectors, {e˜i} and {ei}, respectively. The new coordinate system can be obtained from
the old one by rotating the basis vectors {ei} about their origin. The cosine of the angle
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between ei and e˜j is represented by:
Qij = cos θ(ei, e˜j) = ei · e˜j (A.1)
Note that the first index on Qij indicates the old components whereas the second index
holds for the new components. The tensor Q with components Qij is an orthogonal tensor,
i.e. QTQ = QQT = I. As only rotation of basis vectors is considered, the determinant
of the matrix notation of Q, det [Q], is equal to 1. Q rotates the basis vectors ei into e˜i,
and QT rotates e˜i back to ei, i.e.:
e˜i = Qei = Qjiej and ei = Q
Te˜i = Qij e˜j (A.2)
With these relations, Qij can be used for the vector and tensor transformations.
A.1 Vectorial Transformation Law
The vectorial transformation law for the Cartesian components of a vector u is given as:
u˜i = u · e˜i = Qji (u · ej) = Qjiuj or [u˜] = [Q]T [u] (A.3)
and we also have:
ui = Qiju˜j or [u] = [Q] [u˜] (A.4)
where u˜i and ui are components of the same vector u under the new basis and the old
basis respectively. Note that [u˜] = [Q]T [u] and [u] = [Q] [u˜] are not identical to u˜ = QTu
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and u = Qu˜ respectively, as [u˜] and [u] are column matrices characterizing components
of the same vector in different coordinate systems while u˜ and u are different vectors.
A.2 Tensorial Transformation Law
The transformation laws for the Cartesian components of any second-order tensor A can
be given as:
A˜ij = QkiQmjAkm or
[
A˜
]
= [Q]T [A] [Q] (A.5)
and we also have:
Aij = QikQjmA˜km or [A] = [Q]
[
A˜
]
[Q]T (A.6)
where A˜ij and Aij are the rectangular Cartesian components of the same tensor A in the
new basis and the old basis respectively.
A.3 Stress and Strain Tensor Components Transfor-
mation
In the cases of biomechanical problems with anisotropic material properties, stress and
strain tensors are described under various coordinate systems. For example, using the
orthotropic constitutive law defined under a local fiber-sheet-normal coordinate system
(f, s, n), the strain tensor components in the global x-y-z coordinate system need to
be transformed into the local f -s-n coordinate system so that the local stress tensor
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components can be calculated. Furthermore, the computed local stress tensor components
need to be transformed to the global coordinate system so that they can be used by the
system dynamics.
Considering the symmetries possessed by the stress and strain tensors, the stress and
strain tensor components transformation is presented below. As the same transformation
can be applied to both tensors, only the stress tensor was used for illustration.
As the stress tenor is symmetric, it only has six independent components, and can be
represented in column matrices as:
[S]local = [Sff Sss Snn Sfs Sfn Ssn]
T (A.7)
in the local coordinate system, and as:
[S]global = [Sxx Syy Szz Sxy Sxz Syz]
T (A.8)
in the global coordinate system. Then [S]global and [S]local can be related through:
[S]global = [T] [S]local and [S]local = [T]
−1 [S]global (A.9)
with
[T] =

QfxQfx QsxQsx QnxQnx (QfxQsx+QsxQfx) (QfxQnx+QnxQfx) (QsxQnx+QnxQsx)
QfyQfy QsyQsy QnyQny (QfyQsy+QsyQfy) (QfyQny+QnyQfy) (QsyQny+QnyQsy)
QfzQfz QszQsz QnzQnz (QfzQsz+QszQfz) (QfzQnz+QnzQfz) (QszQnz+QnzQsz)
QfxQfy QsxQsy QnxQny (QfxQsy+QsxQfy) (QfxQny+QnxQfy) (QsxQny+QnxQsy)
QfxQfz QsxQsz QnxQnz (QfxQsz+QsxQfz) (QfxQnz+QnxQfz) (QsxQnz+QnxQsz)
QfyQfz QsyQsz QnyQnz (QfyQsz+QsyQfz) (QfyQnz+QnyQfz) (QsyQnz+QnyQsz)

This transformation can be applied between any two Cartesian coordinate systems. When
applying to transversely isotropic materials, we can use the azimuthal angle and the polar
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angle between the fiber vector and the global coordinate system to construct the respective
transformation matrices using [T], which can then be concatenated together to achieve
the transformation.
A.4 Elasticity Tensor Components Transformation
For anisotropic materials, the matrix of the elasticity tensor defined under the local coor-
dinate system, [C]local, needs to be transformed into the matrix in the global coordinate
system, [C]global, so that it can be embedded into the system dynamics. Using [T] defined
above, the transformation is given as [62]:
[C]global = [T] [C]local [R] [T]
−1 [R]−1 (A.10)
where [R] is a diagonal matrix with components {1, 1, 1, 2, 2, 2}, which is used for the
transformation between shear strain components and engineering shear strain compo-
nents, as [T] and its matrix inverse do not work for engineering shear strain components.
The values of engineering shear strain components double those of the shear strain com-
ponents, and [C]global and [C]local must be used with engineering shear strain components
to obtain the stress tensor components.
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