Real-gas effects on the mean ow and inviscid stability of temporal mixing layers are examined for supercritical heptane/nitrogen and oxygen/hydrogen mixtures. The analysis is based on the compressible Navier-Stokes equations for conservation of mass, momentum, total energy, and species mass, with heat and species-mass uxes derived from uctuation-dissipation theory and incorporating Soret and Dufour effects. An approximate form of the equations is used to obtain a system of similarity equations for the streamwise velocity, the temperature, and the mass fraction. The similarity pro les show important real-gas nonideal-mixture effects, particularly for the temperature, in departing from the incompressible error-function similarity solution. Realistic Schmidt and Prandtl numbers were found to be important to the similarity pro les. A linear, inviscid stability analysis is then performed using the similarity pro le, as well as analytical error-function pro les, as its basic ow. The stability analysis shows that the similarity pro le has larger growth rates at a given wavelength and a shorter more unstable wavelength than the error-function pro les and than an incompressible ow. The similarity pro le also has a larger range of unstable wavelengths than the error-function pro les.
I. Introduction S
UPERCRITICAL uids are of great interest in extraction processesas well as in propulsiondevices such as liquidrockets and advanced gas-turbine and diesel engines. We here de ne a binary uid mixture to be in a supercritical state when at a thermodynamic pressure p or temperature T exceeding the critical (subscript c) value ( p c or T c ) (Ref. 1) . This de nition is consistent with that for a single-species uid, where in the supercritical state only one phase can exist. 2 Sometimes the supercritical state is de ned to be in the region where both the pressure and temperature are above their critical values 3 ; however, there are many subtleties to the de nition of the supercritical region. For a single-species uid, p c and T c are the maximum pressure and temperature at which two phases (liquid and vapor) may exist, 1;2 and therefore, the single-phase region is well delineated ( p r´p = p c > 1 or T r´T =T c > 1). The possible complications of retrograde condensation near the critical point 1;2 are not taken into account in this characterization. However, a binary mixture may have one or several critical loci, as shown by Prausnitz et al., 1 who presented at least six types or classes of binary mixtures, with ve having multiple critical loci. To avoid the confusion that may be introduced for such mixtures having several critical loci, these types of mixtures are not considered; instead the focus is on simple mixtures, that is, those having a single critical locus. The supercriticalregion is here de ned as that for which only a single phase is possible and one in which the transport properties are generally pressure as well as temperature dependent. Because the criterion of p r > 1 or T r > 1 represents the thermodynamic region for which only a single phase is possible, it corresponds to our de nition of the supercritical region. This de nition is consistent with the utilization in the present study of a Peng-Robinson-type real-gas equation of state. In the practical situations motivating the present study, uid enters a chamber that is pressurized above the criticalpressure of the injected uid. The injected uid then mixes in a highly turbulent manner with the chamber uid and disintegrates into smaller parcels, which participate in subsequent ignition and combustion. Clearly, uid disintegration and turbulent mixing play a crucial role in determining the size and composition of the parcels of uid and, consequently, the ef ciency of combustion.
Many aspects of the uid dynamics of interest can be examined by considering the turbulent mixing layer. Generally, the mixing layer is the region between two uid streams of different velocity, temperature, and composition. For binary mixing layers, each stream contains a pure species; for incompressible ows, typically only the uid stream velocitiesdiffer. A useful methodologyto study turbulent ows is direct numerical simulation (DNS) in which all relevant scales are resolved. The high computational demands of DNS presently limit it to transitional Reynolds numbers Re in geometrically simple con gurations.One such con gurationis the temporal mixing layer, which embodies the shear dynamics essential to turbulence, while simultaneously bene ting from the simplicity of periodic boundariesin the streamwise and spanwise directions. The temporal mixing layer is in important ways akin to the physically realizable spatial mixing layer, yet it allows simulations on a much smaller physical domain. It is roughly equivalent to following a small number of coherent structures as they grow in time, but does not exhibit the stream asymmetry of the spatial mixing layer. For temporal mixing layer simulations, judicious speci cation of the initial conditions, in particular, the imposition of perturbations at speci ed wavelengths on the given mean ow, may accelerate the attainment of a transitional state.
Moser and Rogers 4 have done extensive work on incompressible temporal mixing layers, particularlyinvestigatingthe form and amplitude of spanwise and streamwise perturbations.In their work, the wavelength used for the spanwise perturbationswas the most unstable wavelength from a linear inviscid stability analysis based on an error function mean velocity pro le, which is the similarity solution for the viscous incompressiblelayer. Metcalfe et al. 5 have performed similar simulations, but used hyperbolictangent mean pro les, with perturbations at the most unstable wavelength. For incompressible ow, Rayleigh's in ection point theorem (see Drazin and Reid 6 ) shows that a necessary condition for inviscid instability is that the velocity pro le has at least one in ection point. Both the erf and the tanh pro les satisfy this condition. The justi cation for using the most unstable wavelength in turbulent ow simulations is that it has been observed to dominate in many experimental situations, that is, spatial mixing layers, and that in the temporal mixing layer it would have the fastest growth rate, hence, reach the transitional Re values fastest. Furthermore, at the Re values under consideration, the development of the large structures will be governed by inviscid instabilities. Therefore, a possible application of similarity and stability analyses is in determining mean ow and unstable excitation wavelengths, respectively,for DNS of mixing layers. However, a more fundamental relevance of similarity and stability analyses is in illuminating the effects of various ow properties by studying them in a simpli ed context, without turbulence. In the realm of compressible ows, linear inviscid spatial stability analyses have been performed by Jackson and Grosch, 7;8 Shin and Ferziger, 9 Lu and Lele, 10 and Kozusko et al. 11 These analyses have shown that the growth rates are sensitive to freestream factors such as density ratio, species combination, and Mach number, as well as to the mean pro le. Jackson and Grosch showed multiple modes for reacting ows 7 and quanti ed the effect of various mean ow pro les 8 (speci cally tanh, Lock, and Sutherland models) on the stability characteristics, thereby formally justifying the use of the tanh pro le instead of the similarity pro le (although they did not use the erf pro le in their studies). Shin and Ferziger 9 derived necessary conditions for instability and showed that, based on the mean temperature pro le for reacting ow, more than one instability mode may exist. The results of Kozusko et al. 11 showed that a signi cant effect from the speci cation of the transport properties (viscosity, thermal conductivity, diffusivity) can occur; this effect enters through the mean pro les, which are based on viscous similarity solutions, because the stability analysis itself is inviscid and does not involve these properties.
The compressibleinvestigationslisted were all devoted to perfect gases (PG) and ideal mixtures. However, our interest is in real-gas nonideal (RGNI) mixtures, such as those found in liquid rockets and gas-turbine and diesel engines. For high-pressure conditions, a real-gas equation of state (EOS) is essential to describe the mixture thermodynamics,as is the enlarged transport matrix containing Soret and Dufour effects. Moreover, consideration must be given to the possibly large density strati cation for binary mixing layers at high pressures, and to the Schmidt and Prandtl number dependence on the thermodynamic state. In this paper, we present similarity solutions and linear stability analyses of RGNI temporal mixing layers. We rst display the conservation equations suitable for three-dimensionalsimulations of RGNI temporal mixing layers and then derive approximate equations to compute similarity solutions. These similarity solutions are compared to the erf pro le, and both pro le types are used as mean ow pro les in the stability analysis. From linear inviscid stability analyses, we determine the unstable compressible wavelengths, which are compared with the incompressiblemost unstablewavelengths.All resultspresented herein are for supercritical heptane/nitrogen and oxygen/hydrogen mixtures; the critical properties of these species are presented in Table 1 .
II. Governing Equations
The governing equations for the situation of interest have previously been published for heptane/nitrogen (Refs. [12] [13] [14] and oxygen/hydrogen (Ref. 15) , where they were used for DNS of temporal transitional mixing layers. They are brie y summarized here to establish the context for the similarity and stability analyses.
A. Conservation Equations
The conservationequationsoriginatefrom Keizer's 16 uctuationdissipation (FD) theory, which is consistent with nonequilibrium thermodynamics, converges to kinetic theory in the low-pressure limit, and relates uxes and forces from rst principles. For a nonreacting mixture, the conservation equations are
where x is a Cartesian coordinate, t is the time, ½ is the density, u i is the i th component of the velocity, e t D e C u i u i =2 is the total energy, that is, internal energy e plus kinetic energy, Y ® is the mass fraction of species ®, and j ® is its mass ux vector
for a mixture of N species. In the binary (N D 2) mixing layer con guration, the lighter (molar weight) species (subscript 1) will be in the upper stream, and the other species (subscript 2) will be in the lower stream. (See Table 1 
where ± i j is the Kronecker delta function, and ¹ is the mixture viscosity that is in general a function of the thermodynamic state variables. The mass ux and heat ux are given by
The notation in Eqs. is the molar enthalpy, R u is the universal gas constant, and¸0 IK is a thermal conductivity de ned from the transport matrix througḩ
with lim p ! 0¸D¸KT as discussed by Harstad and Bellan, 18 where KT refers to kinetic theory. The transport coef cients associated with the Soret (in the molar uxes) and the Dufour (in the heat ux) terms of the transport matrix are ® BK and ® IK , which are the two forms of the thermal diffusion factor corresponding to the IK and the Bearman-Kirkwood (BK) forms of the heat ux (see Sarman and Evans 17 ). These transport coef cients are characteristic of each particular species pairs, and they obey the relationship
B. Equation of State
The pressure is calculated from the well-known Peng-Robinson (PR) EOS, given T and the PR molar volume v PR , as 
The mass diffusion factor ® D is calculated from the fugacity coef cients ' ® (which are related to the Gibbs energy) using
C. Transport Coef cients
For the heptane/nitrogen and oxygen/hydrogen mixtures to be studied, the viscosity, the Schmidt number Sc, and the Prandtl number Pr, were calculated from high-pressuresingle-speciestransport properties using mixing rules, as by Harstad and Bellan. 20 The calculated values were correlated, as summarized in Table 2 , and these correlationswere then used to computethe transportproperties¹, D, and¸. The thermal diffusionfactors in Table 2 (14)]. One of the thermal diffusion factors is speci ed, and then the other is calculated from Eq. (11).
D. Con guration and Boundary Conditions
The temporally developing mixing layer con guration is given in Fig. 1 for C 7 H 16 /N 2 , as an example, showing the de nition of the streamwise, x 1 , cross-stream, x 2 , and spanwise, x 3 , coordinates. In the DNS of Refs. 14 and 15, the layer was not symmetric in extent in the x 2 direction, to accommodate the larger layer growth in the lighter uid (H 2 or N 2 ) side. The freestream density ½ 1 or ½ 2 is calculated for each pure species at its freestream temperature T 1 or T 2 and at the initial uniform pressure p 0 . The vorticity thickness is de ned as
where N u 1 is the (x 1 , x 3 ) planar average of the streamwise velocity and 1U 0 D U 1 ¡ U 2 is the velocity difference across the layer.
For the present study, the freestream velocity is calculated using the relations of Papamoschou and Roshko,
which lead to a convective velocity U c close to zero (Appendix A).
Here M c;0 is the convective Mach number, whose speci cation, therefore, determines 1U 0 . Given the initial streamwise velocity pro le u 1 based on U 1 and U 2 , .@ N u 1 =@x 2 / max and, hence,± !;0´±! .0/ are calculated; ¹ R is calculated from the speci ed value of Re 0 ,
In the temporal mixing layer con guration, periodic boundary conditions are used for the streamwise and spanwise directions, and nonre ecting out ow conditions are used in the cross-stream direction. 13 The choice of U c ' 0 results in the largest scale vortical structures being approximately stationary in the computational domain.
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E. Primitive Form of Conservation Equations
Some of the analysis to be presentedwill make use of the primitive form of Eqs. (1) (2) (3) (4) for N D 2:
[Note that because only three thermodynamic variables are needed to specify a thermodynamic state, one of the equations in the set of Eqs. (15) and (17-19) is redundant.]
III. Similarity Solution
As discussed in the Introduction, mixing-layer DNS typically uses erf or tanh pro les as the basic ow. Although the basic ow solution should satisfy the conservation equations with the given boundary conditions, in many cases such a solution is not available because of the complicated form of the equations. In these situations,an approximatesolution is consideredappropriate. 6 One such approximate solution is the similarity solution, consistent with experimental observations that, at large downstream distances, the spatial mixing layer becomes self-similar. 23 The interest here is to elucidate if and how the RGNI similarity pro les differ from the incompressible or PG pro les, in view of the importance of the thermodynamic variables and/or the Soret and Dufour effects.
A. Similarity Equations
Similarity equations are here derived from Eqs. (16) (17) (18) (19) by assuming one-dimensional ow (all variables being functions of x 2 and t only), null spanwise velocity, u 3 D 0, and constant pressure, then neglecting the convective terms and considering that .@u 1 =@x 2 / 2 À .
3
/.@u 2 =@x 2 / 2 . This last assumption is made to allow the similarity transformation, with the expectation that, in the cross-stream direction, the variation of u 2 is considerably smaller than that of u 1 . We choose the similarity variable as´D t ¡1=2 x 2 to satisfy (20) so that u 1 , T , and Y 2 will be functions of´only. This leads to the similarity equations for u 1 , T , and Y 2 :
and a nonsimilar equation for u 2 (from the pressure equation)
B. Results
The similarity equations are solved by using a fourth-ordernite difference relaxation method. The range of´depended on the species system and temperature conditions. The solution was veried to be independent of the resolution using 1601 and 3201 grid points. For ease of comparison, all pro les were scaled to have the same vorticity thickness ± ! , (25) in the physical coordinate (x 2 D´t 1=2 ), from which the time t was computed. At the selected t, .
3
/.@u 2 =@x 2 / 2 is two orders of magnitude smaller than .@ u 1 =@x 2 / 2 for all simulations considered; therefore, the former term was justi ably neglectedin the similarity analysis. Furthermore, the incompressiblesolution for u 1 
where the reference velocity is (Fig. 2) , we note that all pro les have an in ection point and assume erf-like pro les in both coordinates, but none of the solutions conforms exactly to erf. When comparing the solutions in both coordinates, we note that the erf is fuller than all of the similarity solutions, with the u 1 pro le being closest to erf. The T pro le is always more relaxed than that of Y 2 , consistent with an effective Lewis number much larger than unity at supercritical conditions (see Ref. 24) . The nonmonotonic behavior of T near the heptane freestream region is due both to EOS effects and to Sc and Pr variations. For OH (Fig. 3) , the u 1 and Y 2 pro les are similar to those of HN in being close to, but more relaxed than, the erf. However, the T pro le is fuller than the erf and is also fuller than the u 1 and Y 2 pro les. Also, nonmonotonic behavior is observed for the T pro le near both the oxygen and hydrogen freestreams. Becasue the hydrogen stream is close to a PG (Table 3 and Fig. 4) , the T behavior is a manifestation of the varying Sc and Pr .
To ascertain the degree of mixture nonideality and real-gas effects, Z and ® D for the conditions of This analysis shows that the real-gas EOS play an essential role in depicting the physics of the problem. Also, realistic Sc and Pr are important in determining the details of the similarity pro les. It should be kept in mind that real-gas effects involve not only the EOS, Sc and Pr , but also mixture nonidealityand Soret and Dufour effects (thermal diffusion). All of these effects need to be retained for thermodynamic consistency in real-gas behavior. Because all of these effects strongly interact, PG/ideal mixture simulations with constant diffusion coef cients, that is, constant Sc and Pr , are inappropriate for revealing the separate impact of the EOS, that is, without accounting for transport properties.
IV. Three-Dimensional Inviscid Temporal Stability Analysis
In conducting the temporal stability analysis of the supercritical mixing layer, our interest is focused on determining the most unstable wavelengthfor futuresimulationsof turbulentthree-dimensional layers. When turbulence is achieved, the molecular diffusional processes are unimportant from the viewpoint of the large-scale dynamics, and the memory of the initial conditions is entirely lost. It is well known that the stability characteristicsof ows with a single in ection point are much less sensitive to the form of the basic ow than are other ows (Ref. 6, p. 211), and therefore, mixing layers use erf or tanh mean pro les. This representationis also justi ed by the results of Shin and Ferziger, 9 who studied both the temporal and spatial stability of compressible ows with and without heat release and found that for nonreactingconditions the basic ow has a single in ection point and that the effect of the initial velocity pro le on the growth rate is very small. (The rates obtained with the similarity solution were compared to those obtained with a tanh pro le.) Similar results were found (for the erf) by Lu and Lele 10 from a spatial stability analysis in the range of freestream temperature ratios studied here.
Following well-accepted methods for studying ow instabilities (e.g., Refs. 6, 9, and 11), we conduct a linear, inviscid analysis of the conservation equations. [Viscous effects are of higher order because Re¸O. 10 2 / and are, therefore,con ned to the basic ow.] The present stability analysis uses, for the mean ow, either the similarity pro les (Figs. 2 and 3) or erf pro les. The interest is in determining whether the stability characteristicsof RGNI layers are similar to well-studied incompressible or PG layers.
A. Equations
The point of departure for the temporal stability analysis is the primitive form of the equations (Sec. II.E). The neglect of the viscous terms uncouples Eq. (17) from the remaining equations (and, therefore, the Y 2 equation is not considered), and leaves the threedimensional inviscid equations for ½, u i , and p. The perturbed ow variablesÃ D .½ ; u i ; p/ are given by Ã D N Ã C 1Ã , where the overbar denotes the mean ow variables, which are functions of x 2 only, with the perturbations given by
where the caret denotes the perturbation amplitudes and, for temporal analysis, ® is real and c is complex. The functional form yields coupled differential equations for the perturbations, which when further manipulated become
with boundary conditions
The other perturbations are given by
Equation (28) shows that the three-dimensional instability problem with mean ow N u 1 corresponds to a two-dimensional (Á D 0) problem with mean ow N u 1 cos Á, so in general the threedimensional eigenvalue for mean ow N u 1 cannot be obtained by solving a two-dimensional problem using the same mean ow N u 1 . The incompressibleform of the equations can be found by setting a s ! 1 and N ½ constant, leading to M D 0 and d N ½=dx 2 D 0, in which case Eq. (28) becomes
and, thus, for incompressible ow, given the two-dimensional (Á D 0) eigenvalue c for mean ow N u 1 , the three-dimensionaleigenvalue for mean ow N u 1 is simply c= cos Á. In other words, the threedimensional compressible stability problem depends on u 1 cos Á, and therefore, as in the incompressible case, any oblique wave is related to a two-dimensional wave with a different mean ow magnitude. In the incompressible case, the eigenvalue of the threedimensional problem can be determined from the eigenvalue of the two-dimensionalproblem,which is not the case for the compressible problem, due to the .u 1 cos Á ¡ c/=a s term.
B. Numerical Method
Equation (28) x 2 , which are derived by setting the boundaries in a region where the mean ow gradients are null so that M is constant. Denoting " D p .1 ¡ M 2 / (a complex constantwith value " ¡ at ¡1 and value " C at C1), then
where a 1 , a 2 , b 1 , and b 2 are complex constants, which depending on " § , may be set to zero to keep O p bounded to satisfy the boundary conditions(30). Because any multipleof a solution is also a solution, the nonzero valuesof a 1 and a 2 are set equal to .1; ¡1/. The valuesof b 1 and b 2 are eliminated from the boundary condition speci cation by relating O p and its derivative.
C. Two-Dimensional Results of the Stability Analysis
The Table 3 , whereas Figs. 5-7 show the mean pro les. As mentioned in Sec. III, the similarity N u 1 (Fig. 5 ) is more relaxed than erf. Also, for both HN and OH layers, the two types of erf pro les lead to ½ pro les (Fig. 6 ) that are nearly alike. The erf-based a s pro les are very close for HN, whereas for OH layers, some differences are evident (Fig. 7) .
Equation (28) is solvedusing a fourth-orderRunge-Kutta integrator over the range x Table 4 Most unstable and shortest unstable wavelengths for C 7 H 16 /N 2 layers, two-dimensional analysis (see Table 3 Table 3 Figures 8 and 9 show the nondimensionalgrowth rate, ®c i ± ! =U , vs the wave number for the cases in Table 3 Tables 4 and 5 show the values of the most unstable wavelength (the wavelength with the maximum growth rate ®c i ), as well as the shortest (obtained) unstable wavelength for each case. From Fig. 8 , which shows the effect of mean pro le for each layer, it is clear that the growth rates of the layers are independent of pro le shape at small wave numbers (long wavelengths). At shorter wavelengths, the growth rate is sensitive to the pro le shape, with signi cantly higher growth rates for the similarity pro le. The stability curves of the two HN erf pro le types overlap, whereas those for OH do not, showing the EOS effect through a s . The EOS effect is also seen in comparing the constant densityand incompressible ow results; the incompressible ow has higher growth rate and wider range of unstablewave numbers. From Table 4 , the most unstablewavelengthis longer for the constantdensity than the incompressible ows. The incompressible ow most unstable wavelength,¸1=± ! D 7:31, compares favorably with the value of 7.29 used by Moser and Rogers. 4 Figure 8 , in conjunction with Figs. 5-7, shows that there is not a straightforward relation between N u 1 , N ½, and N a s pro le shapes and the resulting stability curve. This is because the three pro les interact to determine the stability characteristics, and therefore, detailed calculations rather than visual inspection are required to quantify the stability features of the ow.
In Fig. 9 , the stability curves of Fig. 8 are replottedto illustratethe density strati cation and species system effect. Note that the growth rate of each strati ed ow is smaller than that of the constantdensity ow and that, as the strati cation decreases,the stability curve tends toward the constant density one, as it should. Comparing stability curves for the same type of pro le in each of Figs. 9a, 9b, and 9c, we note that they do not have maxima at the same wave number and thatthe wave number correspondingto the most unstablewavelength increases with decreasing strati cation.
D. Three-Dimensional Results of the Stability Analysis
Similar to the two-dimensional study, we seek to investigate the stability curve and search for the most unstable wavelength.The solution of the stability equation (28) involves determining the eigenvalue c for given values of ® and Á (® > 0, 0 · Á < ¼=2). The threedimensional eigenvalue problem is solved in a similar manner to the two-dimensional problem, but with the parameter Á. Typically in three-dimensionalsimulations, it is desired to minimize both the streamwise and the spanwise extent of the domain and, thereby, reduce computational costs. (Because three-dimensional simulations are intrinsically different from two-dimensional simulations, it is not surprising that the corresponding stability analyses might be differently applied.) Therefore, we seek unstable solutions with Á as large as possible for a given value of ®. From the geometry, for a given ®, if the streamwise extent of the domain is decreased, the spanwise extent must be increased, or for a given Á, if the streamwise extent of the domain is decreased, the spanwise extent must also be decreased. However, the optimal domain size cannot be determined entirely from geometric considerations because in this eigenvalue problem only certain combinations of ® and Á will lead to ow instability. In fact for each ®, we have a range of unstable Á, 0 · Á · Á max , and for each Á, we have a range of unstable ®, 0 < ® · ® max .
The region of unstable three-dimensional solutions can be estimated from that of the unstable two-dimensional solutions by considering ® max of the two-dimensional problem, ® 2D;max , and noting that, for a given wave number of the three-dimensional problem, ®, its two-dimensional component is nor ® may exceed ® 2D;max , we have Á max .® 1 / D cos ¡1 .® 1 =® 2D;max / and ® 1;max .Á/ D ® 2D;max cos Á. In particular, ® 1 D ® 2D;max implies Á max D 0, resulting in¸3 being in nite; on the other hand, we could not nd any purely spanwise .Á D ¼=2/ modes. In the context of applications to three-dimensional ow simulations, this implies that the ability to use a shorter wavelength in the streamwise direction for the purpose of achieving pairing and rollup will be offset by the need to use a longer wavelength in the spanwise direction. This nding may explain why, althoughthe streamwise perturbationused in most shear layer simulations corresponds to an eigenvalue solution, the spanwise perturbation (cf., Moser and Rogers 4 ) is heuristic and without equivalently established validity. In other words, many DNS, although using most unstable two-dimensional modes in two-dimensional calculations, do not use most unstable threedimensional modes for three-dimensional calculations, but rather the most unstable two-dimensional mode plus heuristic spanwise disturbances; therefore, in practice the selection of spanwise disturbance wavelengths has not been based on similar considerations as those used for selecting the streamwise wavelengths. This does not constitute a shortcoming of the stability analysis, but merely points to its perceived lack of utility in achieving the goals of threedimensional simulations. 
V. Conclusions
A similarity analysis was conducted followed by a temporal stability analysis for conservation equations describing a temporal mixing layer at all pressures, including supercritical ones. One of the peculiarities of these conservation equations is that additional to the traditional Fick and Fourier transport coef cients, there is a new transport coef cient, the thermal diffusion factor, which couples molar and heat uxes. This coupling occurs through the Soret term in the species equations and the Dufour term in the energy equation. To close the system, the conservation equations were here complemented by a real-gas EOS. Furthermore, we speci ed transport coef cients that depend on the thermodynamic quantities.
The similarity analysis was performed under the one-dimensional assumption.The velocityand mass fractionsimilarity solutionswere shown to be close to the erf in the similarity variable, whereas the temperature did not follow the erf variation. For HN layers, the temperature adjacent to the colder (heptane) stream dropped below the freestream temperature. For OH layers, the temperature near the colder (oxygen) stream also dropped below the freestream temperature, but additionallythe temperaturenext to the warmer (hydrogen) stream exceeded the freestream temperature. This temperature behavior was attributed to real-gas thermodynamics and to Schmidt and Prandtl number variations.
The two-dimensional temporal inviscid stability analysis was conducted using the similarity solution as the mean ow and also by adopting as an approximation an erf basic ow. The results showed that the unstable growth rates for the compressible ow are smaller at all wave numbers than the equivalent growth rates found from an incompressibleanalysis.Also, with increasingdensitystrati cation, the most unstable wavelengths occurred at smaller wave numbers. For given freestream conditions, the similarity pro les were more unstableand had shortermore unstablewavelengthsthan the erf proles, as well as a wider range of unstable wave numbers. Constant density layers were found to have different stability characteristics than incompressible layers, indicating an EOS effect through the speed of sound.
For the three-dimensional temporal stability analysis, additional to the wavelength of the perturbation, the angle of the wave direction in the streamwise-spanwise plane must be speci ed; however, there is a maximum angle above which unstable wavelength perturbations cannot be found. For the purpose of applications to threedimensional ow simulations, this implies that the use of a shorter wavelength in the streamwise direction will be counterbalancedby the need to use a longer wavelength in the spanwise direction.
Appendix A: Freestream Velocities
The method to be described for determining the freestream velocities was proposed by Papamoschouand Roshko 22 based on their experimental results for PG mixtures. The essence of the method is to use the isentropic relation
and the energy balance
to equate the static and stagnation pressures of the two streams. For computational purposes, in particular to avoid the need to calculate the entropy, Eq. (A1) is rewritten as
where
A. PG Velocities
For a PG ( p D R u T =v), Eqs. (A2) and (A3) become 
where T t and p t are the stagnation temperature and pressure, respectively. Equating the static and stagnation pressures of the two streams
which is the same as Eq. (7) of Papamoschou and Roshko. 22 Then, for U c D 0, we obtain Eq. (13):
Further manipulationof Eq. (A9) using the PG relationa 2 s D°p=½ leads to Eq. (8) of Papamoschou and Roshko 22 ; however, that equation restricts the convective Mach numbers of the two streams to be equal.
B. Real Gas Velocities
To assess the applicabilityof Eq. (A9) to real gases,Eqs. (A2) and (A3) are solved using real-gas EOS. A fourth-order Runge-Kutta scheme is used to integrate the system, which for the optimized value of U c will have the same stagnation pressure in both streams. The values of U 1 and U 2 are obtained from Eq. (13) with M c D 0:4 and determine the enthalpy change. The freestream (static) pressure and temperatures are speci ed and are the initial conditions for the integration of Eq. (A3). The nal conditions are the stagnation pressure and temperatures, which satisfy the enthalpy change. The optimum U c is obtained using a bisection method. The results are summarized in Table A1 . For the cases considered,Eq. (A9) leads to a convectionvelocitywithin 1% (relativeto 1U 0 ) of the optimum U c and, therefore,is clearly an excellentapproximationto the optimum U c for the RGNI mixtures considered.
Appendix B: Analysis of Stability Equation
To facilitate the analysis, Eq. (28) is rewritten as 
where A is a constant of integration. When the boundary condition is applied,
The real and imaginary parts of this expression are 
Integrating the rst term by parts,
Applying the boundary conditions O p ¤ . §1/ D 0 and substituting into Eq. (B10):
The imaginary part of this expression is 
