CMAC-based Sarsa(λ) Learning Algorithm for RoboCup-soccer Goalkeeper by 刘云龙 & 吉国力
第 38 卷 第 9 期
2012 年 9 月
北 京 工 业 大 学 学 报
JOURNAL OF BEIJING UNIVERSITY OF TECHNOLOGY
Vol． 38 No． 9
Sep． 2012
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摘 要: 针对 RoboCup 仿真组足球比赛场上状态复杂多变、同时供决策的信息大多为连续变量、智能体利用现有信
息通常无法判断当前状态下最优动作的问题，以守门员为例，首先利用 CMAC 神经网络对连续状态空间泛化，然后
在泛化后的状态上，采用 Sarsa( λ) 学习算法获取守门员的最优策略． 通过在 RoboCup 仿真平台上进行仿真，实验
结果表明，采用基于 CMAC 的 Sarsa( λ) 学习算法的守门员，经过一定时间的学习后，防守时间显著增长，防守效果
明显优于其他算法，验证了本文所提方案的有效性．
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Abstract: RoboCup simulated soccer has a large and complex state space，at the same time the variables
used for decision are usually continuous，that make it difficult for the agent to choose the optimal action．
This paper presents the goalkeeper as a case study，based on CMAC neural network，the continuous state
space is firstly generalized，and then the Sarsa ( λ) learning algorithm is employed to find the optimal
policy． The author empirically evaluated and compared the defending effect of the goalkeepers with
different strategies． Simulation results show that the goalkeeper with the learning algorithm has better
defending effect and its defending time increases obviously after a period of time．
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RoboCup 仿真组机器人足球比赛是一个完全分
布式控制、实时异步的多智能体环境． 作为当前人
工智能研究的热点，该环境模拟了真实的机器人足
球比赛，场上状态复杂多变，智能体的感知信息和动
作执行效果均存在噪声，从而为人工智能和机器学
习领域的研究提供了绝佳的实验平台
［1］．
RoboCup 仿真组比赛中，供决策的信息大多为
连续变量，状态空间复杂，难以用人为方式确定场上
每个状态并选择每个状态对应的动作; 同时，智能体
的感知和动作是异步的，传统的利用感知到的信息
直接选择采取的动作往往无法达到预期效果． 以守
门员为例，守门员在机器人足球比赛中扮演着重要
的角色． 传统的守门员策略通常是通过预编码的方
式来确定什么态势下应该采取什么样的动作，这类
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方法实现简单、对某些特定态势能有效地防守，例如
Freiburg 队的守门员策略［2］． 但如上所述，机器人足
球比赛环境状态空间复杂，供决策的信息是连续变
量，仅靠预编写代码的方式确定当前状态并采取相
应的动作，往往无法包含所有可能发生的状态． 而
在未考虑到的状态上，不容易判断采取何种动作才
能最有效地防守，导致此类算法缺乏灵活性和自适
应能力． 因此，使得守门员具有学习能力成为解决
此类问题很好的途径．
CMAC 神经网络是在 1972 年由 Albus 提出［3］，
仿照小脑如何控制肢体运动的原理而建立的神经网
络模型，可以有效地对状态空间泛化． 该模型有固
有的局部泛化能力，即在输入空间中相近的输入向
量给出相近的输出． 即使不针对输入进行训练，只
要输入落入该状态空间范围，输出就保持相同． 而
在诸多学习方法中，强化学习［4］由于不需要环境模
型，同时不需要专门的训练样本以及可以通过和环
境的动态交互在线学习相应的策略，能较好地满足
机器人足球比赛这种环境下的要求，近年来在机器
人足球比赛中得到了广泛的应用
［5-7］．
在本文中，首先利用 CMAC 神经网络对连续状
态空间泛化，然后在泛化后的状态上，采用强化学习
算法中的 Sara ( λ) 学习算法获取守门员的最优策
略，并在 RoboCup 仿真平台上进行仿真．
1 守门员防守策略
守门员在球场上的位置可参考图 1，其中: RA
( xA，yA，vA ) 表示进攻方机器人; B ( xB，yB，vB ) 表示
球; RG ( xG，yG，vG ) 表示本方守门员; x、y、v 分别表示
横坐标、纵坐标和速度． 球门线的横坐标为 G，机器
人颜色较浅的一面朝向机器人前进的方向． 在当前
时刻 t，机器人 RA 有多种选择，可以选择以不同的
角度带球前进或者射门． 如果射门，当 RA 踢球后，
球将做直线运动，在 t'时刻到达球门，与球门线交于
K( G，yK ) ． 此时对于机器人 RG 而言，可以选择以下
3 种动作中的一种．
1) 出击: 根据球的速度、朝向，守门员本身的
速度、朝向，守门员在球的运动轨线上找一个点 N，
使得守门员移动到点 N 的时间不大于球滚动到点 N
的时间，守门员移动到点 N 去抢球．
2) 接球: 根据球的速度、朝向，判断球与本方
球门线的交点，如图 1 中的 K 点，守门员移动到这
个交点———防守点进行防守．
3) 等 待: 守 门 员 移 动 到 本 方 球 门 线 的 中
图 1 守门员防守示意图
Fig． 1 Defending diagram of the goalkeeper
点———M( G，0) ．
假定机器人 RA、RG、球 B 做的均是匀速直线运
动，如果 RG 选择接球，要保证防守成功，需满足
RGK /vG≤t' － t ( 1)
这样才能保证在球到达防守点之前，守门员已经到
达防守点防守． 如果 RG 选择出击，假定 N 为抢球
点，要保证防守成功，需满足
tθ + RGN /vG≤BN /vB ( 2)
式中 tθ 表示的是 RG 抢球过程中转向需要的时间．
在当前态势下，如果 RG 一直选择等待，显然不
能成功防守，但如果 RG 在对方射门之前选择等待，
则更有可能满足式( 1 ) ，使得防守成功率增加。如
果 RA 在当前时刻选择带球，由于在带球的过程中，
RA 可能不停地变换带球前进的方向，使得 RG 难以
确定抢球点的确切位置，并且如果 RG 出击过早，在
不能抢到球的情况下，会导致 RA 带球过了 RG 后直
接面对空门． 如果出击过晚，RA 可以从容地选择射
门时机和角度，守门员 RG 即使判断对了球的运动
轨迹，也很难满足式( 1 ) 或式( 2 ) ，导致失球． 显然
对于出击时机的把握和不出击时选择接球还是等待
决定了防守的成功率．
在本文中，通过将 CMAC 神经网络和 Sarsa( λ)
学习算法引入守门员的策略选择中，学习确定守门
员在某一时刻应该采取的动作，提高了守门员的防
守成功率．
2 基于 CMAC 网络 Sarsa(λ) 学习的守门
员策略
强化学习算法中的状态评估函数 Q( s，a) 被表
示为一个显式的查找表时，只有每个可能的状态－动
作对被无限频繁地访问，学习过程才会收敛． 在状
态空间和动作空间都不是很大的情况下，这种方法
得到了很好的应用． 但对于机器人足球比赛而言，
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状态空间复杂多变，供决策的信息是连续变量，显然
无法用 Q( s，a) 表示所有可能的状态． 同时，如果状
态太多，采用查找表的方式，Q( s，a) 不但要占用大
量的内存空间，在学习的过程中更新这个表格也变
得很困难． 为了克服这些缺陷，本文采用 CMAC 神
经网络对状态空间泛化，将表示当前状态的状态变
量作为 CMAC 神经网络的输入，从而相近的输入向
量有相近的输出，并进一步将 CMAC 神经网络和强
化学习算法相结合，实现守门员动作的自动选择．
其中，CMAC 神经网络的作用在于将输入的状态变
量影射到对应的地址，具体地址中的权值更新则是
通过 Sarsa( λ) 学习方法完成．
2. 1 Sarsa(λ)学习算法
Sarsa( λ) 学习算法是一种在线强化学习方法，
可在学习过程中，根据智能体当前执行的策略更新
Q( s，a) ． 其中，Q( s，a) 是状态评估函数，指的是在
状态 s 执行动作 a 可获取的奖励值． 这里假定 Q( s，a)
被表示为一个显式的查找表，每个不同输入值 ( 即
状态－动作对) 对应一个表项． 具体学习算法如下［4］．
对所有的状态 s 和动作 a，任意初始化 Q( s，a) ，
并令 e( s，a) ←0．
步骤 1 初始化状态 s．
步骤 2 根据从 Q 得到的策略( 例如 ε －贪婪
算法) ，从状态 s 中选择动作 a．
步骤 3 对学习周期的每一步重复以下步骤．
1) 执行动作 a，观察立即奖励值 r 和下一个状
态 s'．
2) 根据从 Q 得到的策略( 例如 ε －贪婪算法) ，
从状态 s'中选择动作 a'．
3) δ←r + γQ( s'，a') － Q( s，a) ．
4) e( s，a) ←e( s，a) + 1．
5) 对于所有的状态 s、动作 a:
① Q( s，a) ←Q( s，a) + αδe( s，a) ．
② e( s，a) ←γλe( s，a) ．
6) s←s'; a←a'．
7) 继续执行 1) 直到 s 为结束状态．
其中: α 为学习速率参数; γ 为折算因子，它确定了
延迟回报与立即回报的相对比例; e ( s，a) 存储的
是针对当前的奖励以前的动作应该收到的奖励的
信誉度; 参数 λ 决定了应该给予以前的动作多少
信誉．
2. 2 基于 CMAC 神经网络的 Sarsa(λ) 学习算法
在守门员策略中的应用
学习的目的是每一步在出击、接球、等待 3 个动
作中选择一个动作，使得本方不失球的时间最长．
在 RoboCup 仿真平台中，1 步是 100 ms，机器人在 1
步内只能执行 1 个动作． 在比赛开始的时候任意初
始化存储向量 θ并使得踪迹向量 e = 0，踪迹向量 e
中的元素和存储向量 θ中的元素一一对应． 然后将
每个学习周期分为以下 3 个过程: 初始阶段，中间
阶段，最后阶段． 其中，本文中 1 个学习周期指的
是从比赛开始到对方进球． 各个阶段的具体内容
如下．
1) 初始阶段
步骤 1 守门员通过传感器感知当前状态 s，作
为 CMAC 神经网络的输入，将其映射到实际存储器
中，得到各个动作在当前状态 s 下对应的存储向量
θ中的地址 Fa．
步骤 2 将每个动作对应的地址的内容相加得
到当前状态下该动作的 Q 值: Qa = ∑
i∈Fa
θ( i) ．
步骤 3 根据得到的 Q 值和 ε －贪婪算法确定
本步要执行的动作 a，同时令 lastSelectAction←a． 将
动作 a 在当前状态下对应的踪迹向量赋 1: e ( i) ←
1，其中 i∈Fa ; 将其他动作 a 在当前状态下对应的踪
迹向量赋 0: e( i) ←0，其中 i∈F a－ ．
步骤 4 执行动作 a． 转入中间阶段．
2) 中间阶段
步骤 1 获取上一个动作执行后的奖励值 r，令
δ←r － QlastSelectAction ．
步骤 2 将通过传感器获得的当前状态变量 s
作为 CMAC 神经网络的输入，将其映射到实际存储
器中，得到各个动作在当前状态下对应的存储向量
θ中的地址 Fa．
步骤 3 将每个动作对应的地址的内容相加，
得到当前状态下该动作的 Q 值: Qa = ∑
i∈Fa
θ( i) ，根
据得到的 Q 值和 ε －贪婪算法确定本步要执行的动
作 a'，同时令 lastSelectAction←a'．
步骤 4 更新存储向量 θ: δ←δ + γQlastSelectAction，θ
←θ + αδe． 重新计算各个动作对应的 Q 值: Qa←
∑
i∈Fa
θ( i) ，并衰减踪迹向量 e 中所有元素: e←γλe．
将动作 lastSelectAction 在当前状态下对应的踪迹向
量赋 1: e( i) ←1，其中 i∈Fa ; 将其他动作 a 在当前
状态下对应的踪迹向量赋 0: e( i) ←0，其中i∈F a－ ．
步骤 5 执行动作 lastSelectAction．
步骤 6 射门队员进球，执行最后一步; 否则，
执行步骤 1．
0531
第 9 期 刘云龙，等: 基于 CMAC 网络 Sarsa( λ) 学习的 RoboCup 守门员策略
3) 最后阶段
获得上一个动作执行后的奖励值 r，令 δ←r －
QlastSelectAction，更新存储向量 θ: θ←θ + αδe．
3 实验
3. 1 实验设计
在基于 UvA trilearn 队提供 RoboCup 仿真组平
台
［8］
上，以一对一( 守门员对射门队员) 的守门实验
来对守门员进行学习． 在奖励值的选择上为了避免
牵涉过多的人为因素，本文仅采用和目标直接相
关的不失球的步数作为奖励值: 每 1 步给予 1 的奖
励． 在状态变量的选择上，为了尽量减少射门策略
对守门员策略的影响，CMAC 神经网络的输入采用
以下 9 个和具体的射门策略无关的状态变量: 球
的速率; 球和守门员的相对距离; 守门员和球的相
对角度; 守门员离本方底线的相对距离; 球和射门
队员的相对距离; 守门员的纵坐标; 以球为顶点的
守门员、球、进攻队员的夹角; 射门队员的速率; 射
门队员的纵坐标．
本文 采 用 的 CMAC 泛 化 参 数 ( generalization
parameter) 为 64，输入的维数为 9． Sarsa( λ) 学习中
各个参数的取法如下: α = 0. 125，λ = 0. 9，γ = 1，并
且仅保留大于 0. 001 的踪迹( trace) ．
为了验证经过学习后的守门员的防守效果，采
用学习策略的守门员分别与采用以下几种策略的守
门员在防守效果上做了比较:
1) 出击策略 始终采用出击动作;
2) 接球策略 始终采用防守动作;
3) 等待策略 始终采用等待动作;
4) 随机策略 在每一步随机采用以上 3 种动
作中的一种．
几种不同的守门员策略均对应相同的射门策
略，即射门队员在无球状态时，抢球获得球的控制
权，获得球的控制权后，根据当前态势的不同采取不
同的方式带球或者射门．
3. 2 实验分析
图 2 显示了经过学习后的守门员的一次成功拦
截对方射门的过程．
图 2 守门员防守过程
Fig． 2 Defending process of the goalkeeper
从图中可以看出，守门员准确判断了射门队员
及球的运行轨迹，成功地对射门队员的射门进行了
拦截． 射门队员进球后比赛将重新开始，根据防守
时间的长短判断防守效果的好坏． 其中
T防守时间 = T比赛开始时间 － T对方进球时间
采用不同防守策略的守门员在防守时间上的比
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较如图 3 所示．
图 3 采用各个策略的守门员的防守时间
Fig． 3 Defending time of the goalkeepers with
different strategies
从图 3 可以看出，经过一定时间的训练后，采用
学习策略的守门员的防守时间增至 18 s 左右． 考虑
到未采用学习算法时，射门队员从开球到进球所需
时间通常在 14 s 左右，可以认为采用学习策略的守
门员的防守时间显著增长． 同时，从图 3 可以看出，
经过 2 h 左右的学习，采用学习策略的守门员的防
守时间已超过采用其他策略的守门员的防守时间，
并且随着训练时间的增多有继续增长的趋势，而采
用其他策略的守门员在防守时间上没有什么大的变
化，验证了将基于 CMAC 神经网络的 Sarsa( λ) 算法
应用于守门员动作选择的有效性．
从实验结果可以看出，机器人通常需要较长时
间才能学习得到较优的动作选择策略，但机器人足
球比赛往往在短时间内结束，机器人没有足够的时
间进行相应的学习． 因此，在实际应用中，可考虑将
预编码方式同学习算法相结合; 同时，如何改进现有
算法，提高学习的效率，将是以后研究的重点．
4 结论
1) 通过在守门员的动作选择问题中引入 Sarsa
( λ) 学习算法，并用 CMAC 神经网络对状态空间泛
化，实现了守门员动作的自主选择，避免了在采用预
编码方式确定守门员动作时存在的缺乏自适应能力
等问题．
2) 实验结果表明经过一段时间的学习后，采用
学习算法的守门员的防守时间显著增长，明显超过
采用其他策略的守门员的防守时间，验证了算法的
有效性．
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