We define block-reduced version of the crystal graph of spin representations of the symmetric and alternating groups, and separate it into layers, each obtained by translating the previous layer and, possibly, adding new defect zero blocks.
Introduction
Let G be a finite group and let k be a field of characteristic p, where p divides |G|. Assume that k is sufficiently large that it is a splitting field for all relevant finite groups. Let kG = ⊕ B i be a decomposition of the group algebra into blocks, and let D i be the defect group of the block B i , of order in the field that the hypothesis t hat B i be principal is unnecessary.
In the case of the symmetric groups, the attempt to prove Broué's conjecture led Rouquier and Chuang to a much stronger result. The ρ -blocks of the symmetric groups are determined by a partition ρ called the p- with kernel C 2 , the cyclic group of order 2, which we will loosely refer to as covering groups (although, for a few small values of n, the kernel of the extension is not contained in the commutator of the group). We assume henceforward that p is an odd prime, in which case all blocks can be divided into ordinary blocks, which are simply blocks of S n or A n or spin blocks, whose characters all take the value−1 on the non-trivial element of the center.
The covering groups of the alternating group are unique. The covering groups of the symmetric groups come in two versions, but the versions have isomorphic spin blocks so we will simply assume one consistent choice.
The irreducible representations of the symmetric group over a field of characteristic 0 correspond to partitions λ = (λ 1 , . . . , λ r ), with λ 1 ≥ · · · ≥ λ r , and we use the notation |λ| to denote the sum of the parts. Over a field of prime characteristic p, the irreducible representations are grouped into blocks, each determined by a p-core ρ and a weight w. We will not review this standard material here.
The roles of S n and Ã n are much more symmetrical in the spin case then they are for the ordinary representations of the symmetric and alternating groups. Over a field of characteristic zero, the irreducible spin representtations of both S n and Ã n correspond to partitions, but now they are strict partitions, containing no repeated parts, not even the part 1. Whereas in the ، 3 symmetric case there was a one-to-one correspondence of partitions and irreducible representations, in the spin case the matter is determined by the parity of the partition. Let n(λ) denote the number of part in the partition λ, and recall that |λ| denotes the sum of the parts. Each strict partition λ of n has a parity As with blocks of the symmetric groups, the spin blocks are determined by a non-negative integer, the weight w, and by a partition ρ called the p-bar core. However, the p-bar cores must be strict partitions, cannot contain any parts divisible by p, and cannot contain parts congruent to i and to p − i for any i satisfying 1 ≤ i ≤ p − 1. Any pair (ρ, w) for w > 0 determines exactly one block of S ñ and one block of Ã n . In the sequel, we will denote the pair (ρ, w) by ρ w .
Returning temporarily to the symmetric group case, the irreducible modules for all the blocks of all the symmetric groups can be arranged into a labeled graph called the crystal graph, with the edges connecting irreducible modules of S n to simple modules of S n+1 labeled by the residues modulo p. A maximal string is a maximal connected sequence of simple modules joined by edges with the same label. The reflection functors of Chuang-Rouquier reflect the maximal strings around their midpoint, with the reflection preserving the weights of the blocks to which the simples belong. In Section 2 we define the block-reduced crystal graph and give some of its properties. In Section 3 we prove that an edge of label i between two blocks in the block-reduced crystal graph implies the existence of an edge with that label in the actual crystal graph for every irreducible module in the in the block of smaller weight. A natural geometric realization of the graph is given in Section 4.
A recursive construction for the maximal strings in given in Section 5.
The block-reduced crystal graph
We now define a version of the crystal graph of [LT] in which the vertices are not labels of irreducible modules but labels of blocks, each block being ، 5 represented in the form ρ w for some p-bar-core ρ. In the case w = 0, the corresponding label will correspond to two conjugate blocks of Ã n if ρ is of even parity, and two "associate" blocks of S ñ if ρ is of odd parity.
Recalling that p is odd, we set t = (p − 1)/2. Since we will be dealing largely with blocks, we need a representation for the p-bar cores which will be suited to our purposes. One standard way of representing strict partitions is on an abacus with p runners, numbered by the residues modulo p of the various parts. A part equal to ap+i, with 0 ≤ i ≤ p−1, a ≥ 0, will be represented by a bead in position a on runner i.
The process of reducing a partition λ to its p-bar-core consists of the removal of p-bars. This is done either by removing p from some part λ j , provided that λ j − p is not a part of λ, or by removing two complementary parts equal to i and p − i for some 0 ≤ i ≤ p − 1.
In terms of the abacus notations, these possible moves correspond to moving one bead down into an empty space, removing the bottom bead on the 0-runner, or removing the bottom beads on two complementary runners.
The effect any of these moves on the content γ(λ) is always to subtract off a copy of the t +1-tuple δ = (2, 2, 2, ..., 2, 1). After w moves of these kinds have been made, the new content will be γ(λ) − wδ.
A p-bar core is a strict partition from which no p-bars can be removed. In abacus notation it has no gaps on any runner, no beads on the 0-runner, and beads on only one of two complementary runners.
Thus we can define a condensed numerical notation appropriate for representing p-bar cores:
Given a p-bar core ρ = (ρ 1 , . . . , ρ r ), the core t-tuple is
where the length l i is the number of parts of ρ congruent to i or p − i modulo p, and ε i is 0 if there is at least one part congruent to i, and 1 otherwise. We will also write ρ = ρ(c) when c = c(ρ).
Definition 2.3. We will extend the exponential notation ρ w to the core ttuples, so that if c = c(ρ), then c w will also be used to represent the block ρ w .
Furthermore, we set
this being the rank n of the symmetric (or alternating) group containing the block labeled by c w . We further define the layer number of the block ρ w or c w to be
We also define the length composition of the core c to be the composition given by
The normalized length composition β(c) is the composition obtained by rearranging the elements of α(c) in ascending order.
Lemma 2.1. Let c be the core t-tuple of a core ρ.
(1) The layer number of a p-core depends only on the orbit of its length composition under permutation by elements of St , and equals ( )
(1) The layer number of a core t-tuple c depends only on the t coordinate of the content γ(ρ)), where c = c(ρ). These numbers can be calculated separately for the parts on each runner and then summed together. There are two cases: Case 1. ε i = 0: Every part on the i runner is of the form ap + i. This contributes a copies of t, one for each copy of p. As there are l i parts of this form, corresponding to a = 0, . . . , l i −1, we get the sum of these values of a, which is (l i − 1)( l i )/2.
Adding the 0-valued ε i gives the formula in the lemma. the number of copies of t in the row corresponding to the part (a + 1)p − i is (a + 1), since i < t and thus the i boxes removed from the end of (a + 1)p do not contain copies of t. Thus γt (ρ) contains the sum of the numbers a+1=1,..., l i , which is (l i )( l i + 1)/2 = (l i + ε i − 1)( l i + ε i )/2.
(2) Since the formula for the layer number of a core deduced in the first part of the proof does not depend on the values of the ε i , we get 2 t possibilities for every length composition α. Since the number of length compositions in the orbit of α(c) under the action of S t is |S t |/|St(α(c))|, the required formula follows for the cores. However, raising each of these cores to the exponent w simply adds w to the layer number. In order to get a single label for each irreducible module, we make a further set of restrictions:
Partitions in DP p satisfying these additional conditions will be called prestricted, and the set of such partitions will be denoted by RP p . 
We now modify this definition so that the vertices will be, not labels of irreducible modules, but labels of p-blocks. 
The reduced signature of the core consists of |d| copies of sgn(d).
Since the length of the reduced signature will be seen soon to equal the length of a maximal string, these formulae will be justified in Theorem 5. have simple descriptions in terms of the core t-tuple. For i ≠ 0, t, we simply switch (l i , ε i ) and (l i+1 , ε i+1 ), while for i = t we reverse the value of ε t , and for i = 0, we both reverse the value of ε i and we replace l 0 with l 0 − (−1) ε0 .
Thus for the example given at the end of the last section, with λ = (18, 11, 9, 
، 12

Geometric realizations of the block-reduced crystal graph
We get a geometric realization of the block-reduced crystal graph in R t+1 by locating the vertex labeled by ρ w at the point γ(ρ w ) given by its content. Letting the variables be x 0 , ..., x t , we let an edge labeled by i be represented by a line of length one parallel to the x i axis. The layer number of a block is then simply its t-coordinate. In Fig. 1 , we give the geometric realization of the block-reduced crystal graph for p = 3. In Fig. 2 , we give the geometric realizations for p = 5, in a three-dimensional representation.
To make the three-dimensional representation easier to view, we have drawn 
،
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Note that each layer contains a translated copies of the previous layer. For the vertices this is automatic from the definitions. In the next section we will prove that this is true of the edges as well.
Definition 4.1. The flip involution of the block-reduced crystal graph is an involution τ which is most easily described in terms of the core t-tuples. For c = ((l 1 , ε 1 ) , . . . , (l t , ε t )), we define τ (c) = ((l' 1 , ε' 1 ) , . . . , (l' t , ε' t )), Proof. We will describe the algorithm for getting from c + to c by rank decreasing involutions. The dual sequence of operations will go from c − to τ (c) but will increase the rank at each Ki . As an aid to the reader, we will carry along an example for p = 11. The algorithm has four stages:
Step 1: Unshuffting. During this stage all ε are 0. The involution K i for 1 ≤ i ≤ t is rank decreasing whenever l i + ε i < l i+1 + ε i+1 .
Because the l i are non-decreasing as i increases, we can choose any minimal ، 15 length product of the generators s i = (i, i + 1) of S t which will "unshuffle"
) so that all the l i + ε i which will have ε i = 0 in c will be in places 1, . . . , s, still in non-decreasing order, and the remaining elements, also in non-decreasing order, would be in places s + 1, . . . , t.
In the example above, the result of this first step would be
The new rank is 203.
Turning the corner. The pairs destined for ε i = 1 are brought around the corner one after the other using: K 0 , K 0 · K 1 , etc. At this point those with second term 0 are increasing and the others are decreasing.
In the example, this would give
The rank is now 185.
Reordering Each of the two sets should be separately reordered into the The actual number of simples is either equal to the number of labels or is twice as large. In particular, for blocks of weight 1 it is either t or 2t = p − 1.
Thus an edge in the block-reduced crystal graph, which connects two blocks of different weights, is also connecting two sets of different sizes. Our theorem will take this into account by considering the passage from the smaller weight to the larger. We now divide into the standard three cases:
The t-runner of ρ is non-empty. Let l t be the number of beads on that runner. The lowest bead is the i-good bead, and the change from ρ to σ v−w is obtained by moving that lowest bead to the t + 1 runner. Now let λ be any partition in RP p labeling irreducibles from the block ρ w . The number of beads on the t-runner must be l t more than the number of beads on the t+1
runner, since moving beads on a runner does not change the number, and adding p-bars does not change the difference. Beads on the t runner produce a "+" and beads on the t + 1 runner produce a minus, except when a pair of adjacent beads cancel out one "+" and one "-". Thus, after canceling out pairs of "+-" from the signature to arrive at the reduced signature, there must be at least one "+" left, and therefore there must be an i-good node. (where, for example, ap − 1 and ap are adjacent, and also ap and ap + 1 are adjacent) then every bead on runner i would produce a "+" in the signature, every bead on runner 0 would produce a "+" and a "-" and every bead on runner 1 would produce a "-". Where there are adjacent beads, one "+" and one "-" do not appear in the signature. The total effect is that there are l 1 more copies of "+" in the reduced signature than of "-", and thus an i-good node exists. In the special case of 1 = 0, there is still one plus in the signature for adding a part equal to 1 at the bottom. Proof. By the proof of the theorem above, every λ in the block ρ w has an igood node, which necessarily sends it to a partition in σ s+w , the unique block with content γ( ρ w ) + e i .
We now consider the internal points of the maximal strings. Let us begin with a core ρ and a Scopes involution K i such that the resulting core
Although our goal is to give a complete combinatorial description of the entire i-string from ρ w to τ w for any non-negative integer w, the main result concerns the first step of the string. , ε`1) , . . . , (l`t , ε`t )), first step in a string whose length is the absolute value of d given as follow:
Proof. We will do the proof for the direction of increasing rank, with the opposite direction being exactly dual.
(1) i = t: If K t increases the rank, then ε t = 0. There are l t "+" signs in the signature, corresponding to all the parts congruent to "t", and thus the string is of positive length d = l t , that being the number of parts to be increased. The t-good node is at the end of the lowest row of length congruent to t.
The simplest case is when l t = 1. Then the i-good move, moving the unique bead on runner t to runner t + 1, is the entire Scopes involution.
The new partition is also a core, so s = 0. Finally, l`t = l t and ε t is now 1 instead of 0.
If l t > 1, then moving the bottom bead to the t + 1-runner does not produce a core, but instead provokes a cascade of moves. All the l t −1 bead above drop down. Then the bead that was moved over cancels the bottommost bead, another move, and finally, the remaining beads on the t-runner drop again, for a total of s = 2(l t − 1) moves. In the core of the new partition, l`t = l t − 2 because of the double drop. The position ε t remains equal to 0, unless l`t = 0, in which case, by convention, we change ε t to 1.
(2) i=0: If K 0 increases the rank, then ε 1 = 1, so the 1-runner is empty. In the 0-signature of ρ, there is one "+" for adding a part 1, which is 0-good, and every other row corresponding to a part congruent to p − 1 ends in 2 "+"-signs, for a total signature of length 2l 1 + 1. (If we were dealing with the dual case, when ε 1 = 0, the length of the signature would be 2l 1 − 1, so we combine these into the single formula 2 − (−1) ε1 ).
If l 1 = 0, then the unique move is the Scopes involution, so s = 0 and l`1 = 1, ε`1 = 0. In the non-trivial case that l 1 > 0, the result of the 0-good "+"
is to create a bead on the 1-runner.
، 20 This will cancel the bottom bead on the p − 1-runner, giving one move to reduce to the p-bar core, and then there will be an additional l 1 − 1 moves as the remaining beads move down, giving s = l 1 . The new core will have l`i = l i − 1.
(3) 0 < i < t: We consider two separate cases: short strings, in which ε i = ε i+1
and long strings, with ε i ≠ ε i+1 .
Case1. ε i = ε i+1 : Since we have assumed that K i increases the rank, we must have either l i > l i+1 , if ε i = 0, or l i < l i+1 , if ε i = 1. We combine the two Case2. ε i = ε i+1 : In this case, there are | l i + l i+1 | copies of "+" in the signature, and this will be the length of the string. When the lowest of these moves over, it cancels a bead from the complementary runner if such exists.
All the beads on both runners drop one place, giving a total s = l i + l i+1 − 1 moves to reduce to the core. Each non-zero runner is reduced by one.
Thus l`j = max(l j − 1, 0) for j = i, i + 1. 
