Abstract-In this paper, we study the problem of revising Linear Temporal Logic (LTL) formulas that capture specifications for optimal planning over weighted transition systems. Namely, it is assumed that the model of the system is a weighted finite state transition system. The LTL specification captures the system requirements which must be satisfied by a plan which costs less than a certain cost budget. If the cost bounds cannot be satisfied with the initial specification, then it is desirable to return to the user a specification that can be satisfied on the system within the desired cost budget. We prove that the specification revision problem for automatabased optimal planning is NP-complete. In order to provide exact solutions to the problem, we present an Integer Linear Program (ILP) and a Mixed-Integer Linear Program (MILP) formulation for different versions of the problem. Finally, we indicate that a Linear Program (LP) relaxation can compute fast approximations to the problem.
I. INTRODUCTION
Temporal logics have become a popular formalism for capturing high level specifications for both single robots and teams of robots. The advantage of temporal logics is twofold. First, they provide a good interface with natural languages [1] , [2] . Second, they provide a mathematical formal framework for combining high-level reasoning with low-level controllers with provable results and guaranteed performance of the final control system. In particular, Linear Temporal Logic (LTL) has been utilized as a specification language in a range of robotics applications (see [3] - [13] ).
In order for temporal logic planning to become a viable framework for robot control several aspects of human-robot interaction must be resolved. Besides the human instructing the robot, the robot must be able to provide feedback to the user if it cannot execute some user commands. Along these lines, in our previous work [14] , we introduced the specification revision problem for Linear Temporal Logic (LTL). When the LTL planning phase fails, the specification revision problem attempts to determine a new specification which is close to the initial user intent and, moreover, it is satisfiable by the system within its environment. In the follow-up paper [15] , we studied the problem when the specifications are provided as ω-automata and we proved that the problem is computationally hard. In view of this negative result, we developed a polynomial-time heuristic approximation algorithm with a guaranteed approximation ratio in some special cases [16] .
In this paper, we investigate the problem of specification revision for optimal planning with LTL specifications. For This work has been partially supported by award NSF CNS 1116136. K. Kim instance, in optimal LTL planning [11] , [17] , each action of the system incurs some cost and the goal is to compute a plan that satisfies the LTL specification with minimal cost. Here, we pose the question what happens if we impose some cost constraints for our plan and the minimal cost plan that we compute does not satisfy these constraints. Since the environment and system cannot be modified, we must compute an alternative specification that remains as close as possible to the initial user intent. In other words, we attempt to compute the largest sub-specification that can be satisfied on the system and the resulting plan is satisfiable with total cost less than our cost constraints. We prove that the problem is computationally hard and we provide a formulation of the problem as a (mixed-) integer linear program (M)ILP. Also, we provide heuristics in order to provide a linear programming relaxation that can provide fast approximations to the optimal solution.
Related research: A related problem is the detection of the causes of unrealizability in LTL games. In this case, a number of heuristics have been developed in order to localize the error and provide meaningful information to the user for debugging [18] , [19] . Along these lines, LTLMop [20] was developed to debug unrealizable LTL specifications in reactive planning for robotic applications. In the context of general planners, the problem of finding good excuses on why the planning failed has been studied in [21] . OverSubscription Planning (OSP) [22] and Partial Satisfaction Planning (PSP) [23] are also very related problems. OSP determines a proper subset of a well-defined, but oversubscribed, conjunctive goal to meet time and energy limitations. PSP is the problem where each goal is a soft constraint and the planner attempts to find a good quality plan for a subset of the goals. In terms of MILP formulation, the specification revision problem bares some similarities with the vehicle routing problem with refueling constraints [24] .
II. PROBLEM FORMULATION
In this paper, we work with discrete abstractions (Finite State Machines) of the continuous robotic control system [3] . This is a common practice in approaches that hierarchically decompose the control synthesis problem into highlevel discrete planning synthesis and low level continuous feedback controller composition [3] , [6] . Each state of the Finite State Machine (FSM) T is labeled by a number of symbols from a set Π = {π 0 , π 1 , . . . , π n } that represent regions in the workspace or the configuration space of the robot, or more generally, actions that can be performed by the robot. Moreover, each state of the FSM has an associated weight. The weights can represent the worst case energy or time needed for traversing a region. In general, the weights on the FSM capture some quantitative values on the cost of performing some action. The control requirements for such a system can be posed in propositional Linear Temporal Logic (LTL) [25] or, more generally, using specification automata B with Büchi acceptance conditions [26] also known as ω-automata. LTL formulas are built over a set of atoms, the set Π in our case, using combinations of the traditional and temporal operators. Traditional logic operators are the conjunction (∧), disjunction (∨), negation (¬). Some of the temporal operators are eventually (✸), always (✷) and until (U). LTL can describe the usual properties of interest for control problems, i.e. reachability (✸π) and safety: (✷π or ✷¬π). Beyond the usual properties, LTL can capture sequences of events and certain infinite behaviors. For example, sequencing: The requirement that we must visit π 1 , π 2 and π 3 in that order is naturally captured by the formula ✸(π 1 ∧ ✸(π 2 ∧ ✸π 3 )). More complicated specifications can be composed from the basic specifications using the logic operators (e.g., [3] , [6] ).
We assume that we use only formulas in Negation Normal Form (NNF) and that each negated atomic proposition ¬π has been replaced by a new symbol, e.g. π, which is added to Π. The details on why LTL in NNF is equivalent to full LTL can be found in [3] . Any LTL formula can be converted into an ω-automaton [27] .
The following example, which is the running example of the paper, presents such a typical scenario for motion planning of a mobile robot.
Example 1 (Robot Motion Planning):
We consider a mobile robot which operates in a planar environment. The continuous state variable x(t) models the internal dynamics of the robot whereas only its position y(t) is observed. In this example, we will consider a 2nd order model of the motion of a planar robot (dynamic model):
where
The robot is moving in a convex polygonal environment with four areas of interest denoted by π 1 , π 2 , π 3 , π 4 (see Fig. 1 ). Initially, the robot is placed somewhere in the region labeled by π 1 . The robot must accomplish the task: "Periodically visit areas π 2 , π 3 and π 4 with the additional requirement that at least one π 4 should be followed by at least one π 2 ". The informal constraint is captured by the LTL specification φ e1 = ✷(✸π 3 ∧ ✸(π 4 ∧ ✸π 2 )).
The LTL planning is performed on a discrete abstraction of the environment (FSM) which results from a cell decomposition. The weights that label the transitions of the FSM are proportional to the area of the cell at the source of the edge. The weights capture the worst case energy or time needed to traverse the cell. Figure 1 presents a trajectory that satisfies the specification φ e1 . The trajectory was created using the hierarchical control framework from [3] . The trajectory consists of a transient behavior (prefix) that starts in π 1 and visits first π 3 and then π 4 and π 2 and a limit cycle (loop) that continuously visits π 4 , π 3 and π 2 . △ A challenging problem arises when there is a hard constraint on the total cost for either the transient part or the stable part of the discrete trajectory. Such constraints could be imposed if for example there is a total budget on the energy storage and one of the atomic propositions represents a recharging station. In other words, even though the specification is satisfiable on the system if the cost constraint is ignored, it becomes unsatisfiable when considering the hard cost constraints. If the environment or the robot capabilities cannot be modified, then the goal is to detect the largest sub-specification that can be actually realized by the robot.
Problem 1 (Weighted Minimal Revision Prob. (WMRP)):
Given a weighted FTS T , an LTL formula φ and a cost budget C ∈ R ≥0 , if the specification φ cannot be satisfied on T under cost C, then find the "closest" specification φ ′ to φ which is satisfied on T with cost less than C.
The unweighted version of Problem 1 was introduced and studied in [14] , [15] . As indicated in [14] , the specification revision problem is easy when the discrete controller synthesis phase fails due to unreachable states in the system. Thus, in this paper, we concentrate on the harder problem of minimal revision when all the states on T are reachable.
Assumption 1: All the states on T are reachable.
Contributions:
In this paper, we formally define WMRP and we show that the problem is NP-complete if we assume that input is provided as a specification automaton. Also, we provide an Integer Linear Program (ILP) and a MixedInteger Linear Program (MILP) formulation for two different versions of WMRP. An LP relaxation is considered and some examples are presented.
III. OPTIMAL DISCRETE CONTROLLERS
In this section, we provide a brief review of automata based optimal planning over weighted transition systems. First, we will present how the cost of a periodic discrete plan can be optimized and, then, we will briefly comment on the more challenging optimal control problem with LTL constraints presented in [11] , [17] .
In order to use temporal logics to specify requirements for continuous systems, we need to construct a finite partition of the robot's workspace (or configuration space). We can use many efficient cell decomposition methods for polygonal environments [28] . This results in a topological graph G = (Q, E) which describes which cells are topologically adjacent, i.e., each node q ∈ Q in the graph represents a cell and each edge e = (q, q ′ ) ∈ E in the graph implies topological adjacency of the cells. Each such cell will be a state in the FSM which will be labeled by a weight and by one or more atomic propositions from Π. Next, we formally define the FSM that can be constructed from the graph G.
Definition 1 (FSM):
A Finite State Machine is a tuple T = (Q, Q 0 , → T , h T , w, Π) where: Q is a set of states; Q 0 ⊆ Q is the set of possible initial states; → T = E ⊆ Q×Q is the transition relation; h T : Q → P(Π) maps each state q to the set of atomic propositions that are true on q; and, w : Q → R ≥0 returns the weight in each state.
We define a path on the FSM to be a sequence of states and a trace to be the corresponding sequence of sets of propositions. Formally, a path is a function p : N → Q such that for each i ∈ N we have p(i) → T p(i + 1) and the corresponding trace is the function composition
In this work, we are interested in the construction of automata that only accept the traces of T which satisfy the LTL formula φ. Such automata (which we will refer to as specification or Büchi automata [29] ) differ from the classic finite automata in that they accept infinite strings (traces of T in our case). A specification automaton is a Büchi automaton where the input alphabet is the powerset of the labels of the system T , i.e., Ω = P(Π). In order to simplify the discussion in Section IV, we will be using the following assumptions and notation
and,
• we define the function λ B : S B ×S B → Ω which maps a pair of states to the label of the corresponding transition, i.e., if
In brief, our goal is to generate paths on T that satisfy the specification B φ . In automata theoretic terms, we want to find the subset of the language L(T ) which also belongs to the language L(B φ ). This subset is simply the intersection of the two languages L(T ) ∩ L(B φ ) and it can be constructed by taking the product T ×B φ of the FSM T and the specification automaton B φ . Then, given an initial state in the FSM T , we can choose a particular trace from
The class of languages accepted by Büchi automata can be fully characterized by ultimately periodic traces [30] .
Based on that observation, we can heuristically construct a cost function that will help us compute a plan that satisfies our overall cost bound C:
The first quantity is the cost of the path to get to the state p(m), while the second is the cost of the steady state.
Based on the previous cost function, it is easy to compute the optimal path on T that satisfies φ. We define a weight function w A on the edges of A as follows:
Then we run Dijkstra's shortest path algorithm [31] to compute the shortest path from the initial state to any accepting state in F A . Then, starting from each reachable accepting state, we compute the shortest path to get back to that state. Finally, we can select a path that minimizes C 1 (p).
Example 2: In Example 1, T has 44 states and the Büchi automaton has 6 states. The product automaton A has 270 states. The minimal cost planning method proposed above took 0.63sec on an i7 at 2.93GHz with 8GB on a prototype Matlab implementation. Both the transient and the stable trajectories are generated such that total weight of the paths on the discrete abstraction is minimal. The costs of the prefix and loop are 855 and 1015, respectively. △ The procedure described above is meaningful only in certain motion planning scenarios. For example, such a planning framework can be useful in cases where the vehicle can continuously recharge, e.g., using solar panels, or regenerate energy while operating. In these cases, it is desirable that the cost of the periodic part of the plan as well as the transient behavior have cost less than cost budget C which could indicate depleted power sources.
A different LTL optimal planning framework has been developed in [11] , [17] . In [17] , the authors solve the optimal planning problem for specifications of the form
where ψ is a Boolean combination of atomic propositions that must be satisfied infinitely often. For instance, we could set ψ = π ⋆ where π ⋆ is an atomic proposition indicating a recharging or time reseting operation in a particular location in the environment. Then, the optimal control framework attempts to compute paths that when passing through spi have cost less than C.
In the following, we will assume that ψ is a single atomic proposition, i.e., ψ = π ⋆ . The discussion can be generalized to Boolean combinations of atomic propositions. Formally, given a path p, the function α π ⋆ p : N → N returns the i-th appearance of π ⋆ inp. The cost C(p) of a path is defined as
is finite only if π ⋆ occurs periodically in the trajectory. The main results from [17] can be summarized as follows.
Theorem 1: There existsp ∈ L(A) s.t.p is ultimately periodic and the corresponding path p minimizes the cost function C 2 (p).
The computation of a path that minimizes C 2 is similar to the algorithm that produces plans that minimize C 1 , but with a major difference. There is a set of nodes R -potentially different from F A -that are labeled by π ⋆ and when visited they reset the cost of a path. A detailed description of the algorithm appears in [17] .
The paths computed with the above process are guaranteed to be the minimum cost paths. In realistic scenarios, it is to be expected to have hard constraints on the allowable worst case costs. As an example consider a scenario where the costs represent worst case energy consumption in order to traverse a region and the special atomic proposition indicates the location of a charging unit. In such scenarios, it is necessary to revise the mission plan requirements in order to identify a feasible plan which satisfies the hard cost constraints.
IV. THE LTL REVISION PROBLEM
The specification revision problem concerns the search for one or more specifications which are related to the initial user requirement and, which, furthermore, can be satisfied on the weighted transition system under some hard cost constraints. One of the fundamental questions regards the form of the search space of the specifications. Since the initial user specification allows only system behaviors with higher cost than the constraint, it is natural to relax some of the requirements in order to permit more behaviors and, hopefully, find a behavior with lower cost.
The unconstrained LTL formula search space for a revised specification is
where C is C 1 or C 2 . However, as we have demonstrated through examples in [14] for the unweighted version of the problem, F C T also contains specifications that from the user perspective cannot be considered valid specification revisions. Thus, we must impose some constraints on the search space. First, we define an ordering relation over the set of LTL formulas.
Definition 4: Let φ, ψ ∈ LT L(Π), then we define φ ψ if and only if L(φ) ⊆ L(ψ).
We define the set of ultra relaxations as follows. Definition 5 (Ultra Relaxation): Let φ ∈ LT L(Π), the set UR(φ) of all valid formula relaxations of φ can be constructed using the recursive operator rel(φ) as follows:
where OP 1 is any unary and OP 2 is any binary operator.
Informally, a valid formula relaxation is one that recursively relaxes each atomic proposition π of the initial specification φ.
Example 3: Let us consider the specification φ e1 of Example 1. Then, |UR(φ e1 )| = 2 3 = 8. As an example, we have ϕ = ✷(✸π 3 ∧ ✸(π 4 ∧ ✸⊤)) ∈ UR(φ e1 ). Note though that ϕ is equivalent to ✷(✸π 3 ∧ ✸π 4 ). For clarity in the presentation, we will be using equivalent formulas interchangeably to refer to formulas in UR(·).
The following result is immediate from Theorem 1 in [14] . Corollary 1: For any φ ∈ LT L(Π) and φ ′ ∈ UR(φ), we have φ φ ′ . Therefore, a restricted version of Problem 1 can be formally restated as:
Problem 2: Given a system T , a specification φ and a cost C ∈ R ≥0 such that φ ∈ F C T , find ϕ ∈ F C T ∩ UR(φ) such that for any other ψ ∈ F C T ∩ UR(φ), we have ψ ϕ. Remark 1: A restricted search space and, thus, a restricted version of Problem 1 are necessary for two reasons. First, the revised specification must be related to the initial user intent rather than include arbitrary requirements (see [14] ). Second, as we will demonstrate in the next section, the restricted version of the problem is already computationally hard.
Obviously, with the aforementioned restrictions the WMRP is decidable. For a formula φ, there is a finite number of revisions in UR(φ) that we must consider. For each φ ′ ∈ UR(φ), we can solve the optimal path planning problem and, then, choose the revised specification with the least modifications that produces optimal paths with cost less than the bound C. Nevertheless, typical examples of LTL specifications can have 10-30 occurrences of atomic propositions in a formula (see [17] for an interesting collection). This means that the optimal LTL planning problem (which includes the Büchi automaton synthesis for each new formula) must be solved anywhere from 1,000 times to 1 billion times. Next, we study the question whether the problem really requires exploring all the combinations for the optimal solution.
V. LTL REVISION AS A SHORTEST PATH PROBLEM
In this section, we present how Problem 2 can be posed as a shortest path problem on a weighted labeled graph.
Without loss of generality, we will assume that for any given specification φ, each atomic proposition π in φ appears only once in φ. If this is not the case, then for each additional occurrence of π in φ, we can replace it with a new atomic proposition, add the proposition to Π and modify the map h T accordingly. This change is necessary in order to uniquely identify in φ which propositions need to be replaced by ⊤.
Given a specification φ, we can construct the corresponding specification automaton B φ . Using the weighted labeled transition system T and the specification automaton B φ , we can construct a graph G A which corresponds to the product automaton A while considering the effect of revisions and the weights.
Definition 6: Given a system T and a specification automaton B φ , we define the graph G A = (V, E, v s , V f , W, L, R), which corresponds to the product A = T × B φ as
where -E A is the set of edges that correspond to transitions on A, i.e., ((q, s),
and -E D is the set of edges that correspond to disabled transitions, i.e., ((q, s),
• v s = s A 0 is the source node, • V f = F A is the set of sinks, • W : E → R ≥0 assigns a weight to each edge in E. If e = ((q, s), (q ′ , s ′ )) ∈ E, then w(e) = w(q).
• L : E → P(Π) maps each edge of the graph to the set of symbols that need to be removed in order to enable the edge in the product automaton A.
• R = {(q, s) ∈ V | π ⋆ ∈ h T (q)} is the set of "cost reset" nodes. We remark that the graph G A is essentially the same graph as the graph of A with the addition of the disabled edges due to the specification constraints. Therefore, any path on the graph of A appears as a path on G A .
A path η = v 0 v 1 v 2 . . . v n on G A is a sequence of nodes that start from the source v 0 = v s , follow the edges from E, i.e., for 0 ≤ i < n, (v i , v i+1 ) ∈ E, and end in one of the sinks v n ∈ V f . The cost of the corresponding path is defined as
) is the set of symbols that need to be removed for the path to become enabled on A. W (η) = max j=0,1,...,k−1 rj+1 i=rj W (v i , v i+1 ) is the weight of the path after k − 1 cost resets by visiting a node in R. Here, r 0 r 1 . . . r k with r i ∈ {0, 1, . . . , |η| − 1} is the sequence of indices such that v ri ∈ R, r 0 = 0 and r k = |η| − 1. In the special case where there are no cost resets, i.e., k = 1,
Then, by construction, Problem 2 is reduced to solving a number of the following problems.
Problem 3: Given a weighted labeled graph G A as in Def. 6 and a cost bound K ∈ R ≥0 , find a path η on the graph such that |L(η)| is minimum over all paths in G A while W (η) ≤ K.
We refer to the last problem as Constrained Minimally Labeled Path (CMLP). It is easy to show that the corresponding decision problem is NP-complete.
Theorem 2: Given an instance of the CMLP (G A , K) and a bound Λ, the decision problem of whether there exists a path η such that |L(η)| ≤ Λ is NP-Complete.
In other words, even for this simplified version of the specification revision problem, it is unlikely that there exists a polynomial time algorithm that can solve the problem. The best we can hope for is a polynomial time approximation algorithm as the one that we have presented in [16] for the unweighted version of the problem. This is currently an ongoing research effort.
A. (Mixed)-Integer Linear Program Formulation for WMRP
We first present an Integer Linear Program (ILP) formulation that solves CMLP for R = ∅. Our goal is to compute the least number of labels to remove from the edges of G A while the path has weight less than K. In the following all the variables are Boolean, in(v) ⊆ E denotes the incoming edges to node v ∈ V and out(v) ⊆ E denotes the outgoing edges from a node v ∈ V . We use one Boolean variable x π for each atomic proposition π ∈ Π and one Boolean variable x e to model each edge of the graph G A . Hence, we formulate the following ILP problem.
∀e ∈ E . |L(e)|x e ≤ π∈L(e)
x π
The cost function (3) minimizes the number of atomic propositions that must be enabled. Constraint (4) captures the requirement that the incoming "flow" to a node should be equal to the outgoing "flow". However, no loops through the initial node are allowed. Constraint (5) captures the fact that one outgoing edge from the source node should be on the path. Similarly, there should be one incoming edge enabled to a sink node (constraint (6)). Finally, inequality (7) imposes the constraint that if an edge e is part of the path, i.e., x e = 1, then the atomic propositions on the edge must be removed. When R = ∅, then the cost constraint, i.e., that the enabled path has total weight less than K, is simply
The ILP above solves the CMLP, but not the WMRP. In order to compute the optimal solution for WMRP, we need to add the requirement for a loop from a sink node back to itself. In order to enable a loop, we need to create a copy of the graph for each sink node. The constraint (6) is relaxed to at least one incoming node since a path might visit multiple sink nodes. For the same reason, we need
Also, we must add the constraint that if an incoming edge to a sink node is part of the path, then an outgoing edge from the sink node in the copy of the graph may be part of the path as well. Let v ′ be the copy of a node v ∈ V f , then
Each copy of the graph has only one accepting node. Furthermore, we need to add the constraint that only one accepting node is visited in all copies of graphs. This increase in the complexity of the problem formulation is needed because an edge that has been enabled in the finite part of the path does not necessarily have to be part of the loop. Finally, constraint (8) must be replicated for the copies of the graph. The above ILP formulation for WMRP might be too difficult to solve if there are many accepting nodes. Alternatively, we can solve a sequence of ILP problems one for each accepting node in V f . In this case, we solve the optimization problem (3) under constraints (4)- (8) and (10) where now V f is a singleton and constraints (4), (6)- (8) are added to the copy of the graph as well.
However, if the cost function C 2 is considered, i.e., R = ∅, then the ILP formulation above is not sufficient. In this case, for each node v, we need a variable d v ∈ R ≥0 that keeps track of the cost of the path that arrives at node v. We replace constraint (8) with the following constraints, but only in the copy of the graph since the cost function ignores the transient behavior. For all e = (v,
and if
where W ub is a large enough constant. In our implementation, it is set to W ub = C + max e∈E W (e). Furthermore, at least one cost reset node must be visited
The resulting optimization problem is a Mixed-Integer Linear Program (MILP).
Remark 2:
If there is some ordering in the importance of achieving certain goals as expressed by the atomic propositions in the specification, then these could be incorporated in the cost function (3) as weights to the variables x π .
B. Linear Program Relaxation for WMRP
A simple MILP solver in Matlab which uses a branchand-bound algorithm cannot handle problems of the size of Example 1 (8484 variables, 8480 inequalities and 539 equalities). Therefore, we directly solve the Linear Program (LP) relaxation for WMRP in order to get an approximate solution. The LP relaxation is derived by simply replacing the constraints that x e , x π ∈ {0, 1} with 0 ≤ x e ≤ 1 and 0 ≤ x π ≤ 1 for all edges e and atomic propositions π. If there is a feasible solution to the LP relaxation, we will get a vector of fractional numbers x π1 , . . . , x πn , where n is the number of atomic propositions in the specification. However, the returned solution might be too conservative in the sense that most of the variables x π could have some small non-zero value. Therefore, we employ 2 heuristics. First, we force the LP solver to look for feasible solutions around the minimal path found originally which does not satisfy the cost constraint. Second, we either randomly round the values of the variables x π by assigning probabilities based on the value of the variables or we set a threshold, e.g., relative difference between variables, which depends on the problem. Finally, we also add the constraint π∈Π x π ≥ 1 since the variables can take very small values.
Example 4: The LP relaxation of WMRP using cost C 1 on Example 1 is solved by Matlab linprog in less than 6sec on an i7 at 2.93GHz with 8GB. When we set as cost bound C = 950, we get as specification revision the set {π 2 }. That is, the revised specification derived by replacing π 2 with ⊤ in φ e1 which is equivalent to φ e2 = ✷(✸π 3 ∧ ✸π 4 ). The resulting trajectory appears in Fig. 2 with cost 855 for the prefix and 622 for the lasso part. The trajectory first visits π 3 , then π 4 and then oscillates between π 3 and π 4 .
However, when the cost bound is reduced to C = 800, then the revision returned is {π 2 , π 3 }. Thus, the equivalent LTL specification is φ e3 = ✷(✸π 4 ), i.e., the robot arrives and stays in π 4 . The resulting trajectory is presented in Fig.  3 with cost 597 for the prefix and 0 for the lasso part.
Under cost function C 1 , the LP relaxation is faster than exhaustive search.
Finally, if we set π ⋆ = π 2 , which is allowed in our framework, and set the cost bound to 800, then the revision computed removes π 4 . The cost of the resulting path, which repeatedly visits π 2 and π 3 , is 722. However, this revision under cost function C 2 took 19 min on the same computer. Future investigations will be focused on whether this is faster or slower than exhaustive search by repeatedly calling the optimal control algorithm from [17] . △
VI. CONCLUSIONS
Linear temporal logic can be viewed as a high level programming language for robots. In order for LTL control methods to be adopted by a larger number of users, specification debugging and revision methods must be developed.
In this paper, we introduced the problem of minimal revision of specification automata for linear temporal logic planning over weighted transition systems (WMRP). We proved that WMRP in a restricted form is NP-complete. For computing the exact solution to the problem, we provided a MixedInteger Linear Program (MILP) formulation of the WMRP.
Since the low-end MILP solvers cannot solve realistic problem instances, we provided heuristics for a Linear Program (LP) relaxation albeit without any approximation guarantees. Future research will be targeted on developing heuristics and approximation algorithms with guaranteed bounds. We believe that a polynomial-time heuristic algorithm similar to [16] is necessary for implementing the algorithms to be run on embedded computing devices.
