We study the structure of nilpotent subsemigroups in the semigroup M (n, F) of all n × n matrices over a field, F, with respect to the operation of the usual matrix multiplication. We describe the maximal subsemigroups among the nilpotent subsemigroups of a fixed nilpotency degree and classify them up to isomorphism. We also describe isolated and completely isolated subsemigroups and conjugated elements in M (n, F).
Introduction
The structure and combinatorics of some classical finite transformation semigroups, in particular, of the full finite inverse symmetric semigroup IS n , of the full transformation semigroup T n and of the semigroup PT n of all partial transformations, is now relatively well understood. Many principal combinatorial questions, like description of ideals, Green relations or nilpotent subsemigroups have been already answered (see [GK1, GK2, GK3, GTS, GM] ).
Certainly, the passage to the infinite transformation semigroups completely changes the picture. However, one still can proceed with the study under some reasonable restrictions. For instance, if there still are some "finiteness" conditions on the semigroup under consideration. One of the basic examples of an infinite object possessing several properties, inherent in finite objects, is the algebra of all linear operators on a finite-dimensional vector space over a field. For example for a linear operator (as well as for a transformation on a finite set) the conditions to be bijective, injective and surjective are equivalent.
Forgetting about the addition one gets the semigroup, which is isomorphic to the semigroup M(n, F) of all n × n square matrices with coefficients from F under the operation of the usual matrix multiplication. This semigroup has been studied by many authors, see for example [AP, Ma2, Ok1, Ok2, Po1, Po2, Ro] and references therein. We refer the reader to the recent monograph [Ok2] for a detailed historical overview. However, this theory still contains many open questions and unsolved problems.
In the present paper we concentrate on the study of nilpotent subsemigroups of M(n, F) and also describe isolated and completely isolated subsemigroups of M(n, F) and address the question of the study of conjugated elements. Most of our results, for example description of conjugated elements and maximal nilpotent subsemigroups in M(n, F), demonstrate deep analogy between M(n, F) and finite transformation semigroups. However, there are also some questions, answers to which become much more complicated. Thus, although the description of the maximal nilpotent subsemigroups in M(n, F) is analogous to that for finite transformation semigroups, the isomorphism criterion for maximal nilpotent subsemigroups in M(n, F) reflects one very specific "infinite" feature of M(n, F) and is not analogous to the corresponding statement for IS n . The study of the nilpotent subsemigroups up to isomorphism forms the biggest (and most technical) part of the present paper. Some more slight differences between IS n and M(n, F) can be also found in the description of isolated subsemigroups.
We would like to remark that the notion of a nilpotent semigroup has been used in the literature in at least three different senses. The most classical one is the notion of nilpotent semigroup in the sense of Maltsev, [Ma1] , which is defined by means of the identities for nilpotent groups, rewritten without g −1 terms. The matrix semigroups, nilpotent in the sense of Maltsev, were recently studied in [Ok1] . However, in this paper we are going to use another notion of a nilpotent semigroup, which comes from the ring theory. A semigroup, S, with the zero element 0 is called nilpotent of nilpotency degree nd(S) = k provided that a 1 a 2 . . . a k = 0 for any a 1 , . . . , a k ∈ S while there exist b 1 , . . . , b k−1 ∈ S such that b 1 . . . b k−1 = 0. This notion is almost as old as the first one and goes back at least till [Shev] . From now on we will use only the last notion of nilpotent semigroups.
The study of nilpotent subsemigroups of certain semigroups of partial transformations, in particular, of the semigroup IS n , was originated in [GK3] . It happened that the combinatorial data, describing the maximal nilpotent subsemigroups of finite transformation semigroups, is usually a certain partial order on the underlined set, on which the semigroup acts. This philosophy was successfully used later in [GK1, GK2] and generalized on the infinite case in [Sh2, Sh1] . In [GTS] the combinatorial description of maximal nilpotent subsemigroups of IS(M) was used to determine the group of automorphisms for these subsemigroups.
In the present paper we generalize this technique to study nilpotent subsemigroups of the semigroup M(n, F). Here we have to deal with two kinds of difficulties. The first one is the cardinality of M(n, F), which is infinite for infinite F. This, in particular, makes it impossible to distinguish non-isomorphic maximal nilpotent subsemigroups of M(n, F) by their cardinality, as it was done in case of IS n in [GK2] . The second point is that we have to find an appropriate combinatorial data, describing nilpotent subsemigroups. It turns out that one should substitute the original data of partial orders on F n (the set on which M(n, F) acts in a natural way) by flags of subspaces in F n . This is well-coordinated with the original combinatorial data, for partial orders occurring in description of maximal nilpotent subsemigroups of IS(M) or P Aut q (V n ) can be also replaced by flags of subsets. So, our approach is a proper generalization of the original one.
The paper is organized as follows: in Section 2 we classify isolated and completely isolated subsemigroups of M(n, F) in the case, when |F| < ∞. Section 3 is dedicated to the description of classes of conjugated elements. In Section 4 and Section 5 we study nilpotent subsemigroups in M(n, F). In Section 4 we describe all maximal nilpotent subsemigroups, i.e. all nilpotent subsemigroups, which are maximal among the subsemigroups of the fixed nilpotency degree and in Section 5 we classify these subsemigroups up to isomorphism. In Appendix we determine the automorphism group for some maximal nilpotent subsemigroups.
2 Isolated and completely isolated subsemigroups (in the case of a finite F)
For i = 0, . . . , n we denote by D i the set of all A ∈ M(n, F) such that the rank of A equals i. The sets D i , i = 0, . . . , n, constitute an exhaustive list of D-classes in M(n, F), see [Ok2, Chapter 2]. For i = 0, . . . , n we also denote by
We start with the following lemma, which we will often use in the sequel.
. . , v n a basis of Im(A), and w i+1 , . . . , w n be arbitrary such that v j = A(w j ), j > i. Note that this implies that w i+1 , . . . , w n are linearly independent and v 1 , . . . , v i , w i+1 , . . . , w n form the basis of F n . Choose further two arbitrary elements w, u, such that dim( w, u, V 1 ) = dim(V 1 ) + 2. Note that i = n − k + 2 ≥ 2 by choice of k. Define the linear operator B 1 as follows:
Clearly such B 2 exists and B 2 B 1 = A. This completes the proof.
Recall that a subsemigroup, T , of a semigroups, S, is called completely isolated provided that xy ∈ T implies x ∈ T or y ∈ T for arbitrary x, y ∈ S. Further, T is called isolated provided that x n ∈ T implies x ∈ T for every x ∈ S. Proposition 1. Assume that F is finite. Then the only completely isolated subsemigroups of M(n, F) are M(n, F), GL(n, F) and
Proof. It is obvious that the subsemigroups M(n, F), GL(n, F) and I n−1 are completely isolated. Let S be a completely isolated subsemigroup of M(n, F). The semigroup S ∩ GL(n, F) is finite and hence must contain an idempotent provided that it is not empty. Since GL(n, F) contains only one idempotent we get that either S ⊃ GL(n, F) or S ∩ GL(n, F) = ∅. Assume that S ∩ I n−1 = ∅. By Lemma 1, I n−1 is generated by D n−1 . Hence every element from S ∩ I n−1 can be written as a product of elements from D n−1 . Since S is completely isolated, we conclude that S ∩ D n−1 is not empty. Let A ∈ S ∩ D n−1 . For every B ∈ D n−1 there exist C, D ∈ GL(n, F) such that A = CBD. If S ⊃ GL(n, F) then B = C −1 AD −1 ∈ S. Otherwise B ∈ S because S is completely isolated. Thus S ⊃ D n−1 . This means that S ⊃ I n−1 = M(n, F)\GL(n, F) by Lemma 1 and the statement follows.
Let A and B denote some non-empty sets of n − 1-dimensional and 1-dimensional subspaces in F n respectively. Assume that V 1 ⊂ V 2 for every V 1 ∈ B and every V 2 ∈ A. Set
Lemma 2. For every A and B as above the set S(A, B) is an isolated subsemigroup in M(n, F).
Proof. Let A, B ∈ S(A, B). Since Im(B) ∩ ker(A) = 0, we get that ker(AB) = ker(B) and Im(AB) = Im(A). This means that AB ∈ S(A, B) and thus S(A, B) is a subsemigroup in M(n, F). Let A ∈ M(n, F) be such that A k ∈ S(A, B) for some positive integer k. Then rank(A k ) = n − 1 and hence rank(A) = n − 1. This implies ker(A) = ker(A k ) ∈ B and Im(A) = Im(A k ) ∈ A. Therefore A ∈ S(A, B), which completes the proof.
For any decomposition F n = V 1 ⊕ V 2 , we denote by e(V 1 , V 2 ) the uniquely defined idempotent from M(n, F), which represents the linear operator of projection on V 1 along V 2 . Note that the set of all possible e(V 1 , V 2 ) constitute an exhaustive list of idempotents in M(n, F).
Lemma 3. Let F be finite and S be an isolated semigroup in M(n, F). Assume that one of the following conditions is satisfied:
1. S contains 0.
S contains two idempotents
3. S contains some idempotent of rank ≤ n − 2.
Then S ⊃ I n−1 .
Proof. First we consider the case when S contains 0. Since S is isolated and contains 0, it must contain all nilpotent matrices. Let V 1 and V 2 be two non-trivial subspaces in F n such that F n = V 1 ⊕ V 2 . Choose a basis, v 1 , . . . , v i , of V 1 and a basis, v i+1 , . . . , v n , of V 2 , and consider the linear operators A and B defined as follows: A(v j ) = v j−1 , j = 2, . . . , i + 1, A(v j ) = 0 otherwise; B(v j ) = v j+1 , j = 1, . . . , i, B(v j ) = 0 otherwise. Clearly, both A and B are nilpotent and hence are contained in S. Thus S ∋ AB = e(V 1 , V 2 ), which means that S contains all non-invertible idempotents. Since for a finite F some power of every element in I n−1 is an idempotent, we finally get that S ⊃ I n−1 . Now we consider the case when S contains two idempotents e(
Because of the first part of the lemma proved above it is enough to show that S contains 0. Let v 1 , . . . , v n−1 be a basis of V ′ 1 , such that v n−1 is a basis of V 2 , and let v n be a basis of V ′ 2 . Consider the linear operator A defined as follows:
Finally, we consider the case when S contains some idempotent of rank ≤ n−2. Because of the second part of the lemma proved above it is enough to show that S contains two idempotents, say e, f , of rank n − 1, such that ker(e) ∈ Im(f ). Let e(V 1 , V 2 ) ∈ S be a non-invertible idempotent and dim(V 2 ) ≥ 2. Choose a basis, v 1 , . . . , v i , of V 1 and a basis v i+1 , . . . , v n , of V 2 , and consider the linear operators A and B defined as follows:
, V 2 ) ∈ S and thus A, B ∈ S as S is isolated. But this means that AB, BA ∈ S. But both AB and BA are idempotents of rank n − 1 and by construction ker(AB) = v n ⊂ Im(BA). This completes the proof. Theorem 1. Assume that F is finite. Then the only isolated subsemigroups of the semigroup M(n, F) are M(n, F), GL(n, F), I n−1 and all semigroups S (A, B) , where A and B are some non-empty sets of n − 1-dimensional and 1-dimensional subspaces in F n respectively, such that V 1 ⊂ V 2 for every V 1 ∈ B and every V 2 ∈ A.
Proof. Since every completely isolated subsemigroup is isolated, it follows from Lemma 2 that all the semigroups listed above are indeed isolated. Let now S be an isolated semigroup of M(n, F). By the same arguments as in Proposition 1, we get that either S ⊃ GL(n, F) or S ∩ GL(n, F) = ∅. We consider these two cases separately.
Case 1. S ⊃ GL(n, F). If S = GL(n, F), we are done. So, we can assume that
Lemma 1 now implies S ⊃ I k , in particular, S ∋ 0. Thus S ⊃ I n−1 by Lemma 3 and we get S = M(n, F) in this case.
Case 2. S ∩ GL(n, F) = ∅. Then S contains a non-invertible idempotent. If S contains an idempotent of rank ≤ n − 2, then S ⊃ I n−1 according to Lemma 3 and thus S = I n−1 . Hence we can now assume that all idempotents of S have rank n − 1. Let E(S) = {e 1 , . . . , e m } and set A = {Im(e 1 ), . . . , Im(e m )}, B = {ker(e 1 ), . . . , ker(e m )}. From Lemma 3 it follows that ker(e j ) ⊂ Im(e j ′ ) for all j, j ′ . Let V 1 ∈ A and e α ∈ E(S) be such that V 1 = Im(e α ). Let V 2 ∈ B and e β ∈ E(S) be such that V 2 = ker(e β ). Then Im((e α e β ) i ) = V 1 and ker((e α e β ) i ) = V 2 for all i, in particular, for that i, for which the element (e α e β ) i belongs to E(S). This proves that E(S) ∋ e(V 1 , V 2 ) for all V 1 ∈ A and all V 2 ∈ B. Take now arbitrary A ∈ S(A, B). Since A i ∈ E(S(A, B)) = E(S) for some i, we get that A ∈ S and hence S ⊃ S(A, B). On the other hand, the fact that S(A, B) is isolated says that A ∈ S(A, B) implies that the corresponding idempotent
From this we derive S = S(A, B) and complete the proof.
Conjugated elements
Let S be a semigroup with 1 and G be its maximal subgroup of invertible elements. The elements x, y ∈ S are said to be G-conjugated provided there exists g ∈ G such that x = g −1 yg. This is denoted by x ∼ G y. The binary relation ∼ G is an equivalence relation on S. The elements a and b of a semigroup, S, are called primarily S-conjugated if there exist such x, y ∈ S that a = xy and b = yx. The binary relation ∼ pS of primary Sconjugation is reflexive and symmetric, but not transitive in general. We denote by ∼ S the transitive closure of this relation. If x ∼ S y, the elements x and y will be called Sconjugated. Both ∼ G and ∼ S generalize the notion of conjugated elements in a group, and in the general case the relations ∼ G and ∼ S do not coincide. However, ∼ G is always a subset of ∼ S .
If F is algebraically closed, then the description of GL(n, F)-conjugated elements in M(n, F) is the classical Jordan theorem of the basic linear algebra: A ∼ GL(n,F) B if and only if the Jordan normal forms of A and B coincide (up to a permutation of Jordan cells).
Let A ∈ M(n, F). For each k ≥ 0 we have the inclusion
Since only at most n of these inequalities can be strict, we can assert that, starting from some power t, we have
Denote by A s the linear operator defined as follows:
Remark that for an algebraically closed field, F, if we fix a Jordan basis for A, then A s is obtained from A by replacing all Jordan cells with eigenvalue 0 by zero blocks. The main result of this section is the following. Proof. Sufficiency. We start with the following lemma:
Proof. Denote by
Let A s and B s be GL(n, F)-conjugated. By Lemma 4, we have A ∼ M (n,F) A s and B ∼ M (n,F) B s . Hence the transitivity of the relation
Necessity. Clearly, it is enough to consider only the case when A and B are primarily
Since B(ker(X)) = 0 and B( 
where e = e(V 1 , V 2 ) and f = e(W 1 , W 2 ). Further, we have A s = eAe as the actions of these operators on both V 1 and V 2 coincide. Analogously B s = f Bf . Now from A s = eAe = eXY e, B s = f Bf = f Y Xf and (2) we derive A s = eXY e = eXf Y e = eXf f Y e and
The fact that Y induces a bijection from V 1 to W 1 implies that dim(V 1 ) = dim(W 1 ) and thus dim(V 2 ) = dim(W 2 ). Let Z be any matrix such that ker(Z) = V 1 and Z : V 2 → W 2 is a bijection, which exists since dim(
From the definition of Z we obtain f Z = Ze = 0, which implies
Hence B s = MA s M −1 , which completes the proof.
We would like to remark that, for an algebraically closed F, Theorem 2 provides a criterion of M(n, 
Nilpotent subsemigroups of M (n, F)
The idea to involve the flags of subspaces in F n into the game is based on the following easy observation.
Proof. Let T be a maximal nilpotent subsemigroup of M(n, F). Denote by T ′ the linear span of T inside M(n, F). Then every element in T ′ is a finite linear combination of elements from T , and T ⊂ T ′ . Since matrix multiplication is bilinear and T is a semigroup, we obtain that T ′ is in fact a subsemigroup of M(n, F). To complete the proof it is enough to show that T ′ is nilpotent, which follows immediately from the nilpotency of T and
Now we have only to recall that nilpotent subalgebras of M(n, F) is a classical object both in algebraic geometry and in representation theory and have a natural description in terms of flags in F n . By a flag, F , in F n of length l(F ) = k we will mean a filtration,
, will be called the signature of F and will be denoted by sig(F ). A basis, {v 1 , . . . , v n }, of F n is said to be an
If S is a semigroup with 0 and k ≥ 2, we denote by N k (S) the set of all nilpotent subsemigroups of S of nilpotency degree k. This is a partially ordered set with respect to inclusion and the set ∪ k≥2 N k (S) is the set of all (non-zero) nilpotent subsemigroups of S, which is also partially ordered with respect to inclusion.
If F is a flag in F n of length k, we set ϕ(
If S is a nilpotent subsemigroup of M(n, F) of nilpotency degree k, we set ψ(S) to be the following flag in
The correctness of this definition is proved in the following fairly known statement.
Proof. Obviously, ϕ(F ) is a nilpotent semigroup and ϕ(F ) k = 0. Let B = {v 1 , . . . , v n } be some F -basis in F n . Consider the element a ∈ M(n, F), defined on B as follows:
. . , k, and a(v j ) = 0 otherwise. Then a(V i ) ⊂ V i−1 by the definition and hence a ∈ ϕ(F ). But a k−1 (v n ) = v dim(V 1 ) and hence a k−1 = 0. This means that nd(ϕ(F )) > k − 1 and thus equals k. This proves the first statement.
Since a 1 a 2 a 3 . . . a i+1 = (a 1 a 2 )a 3 . . . a i+1 we have S i+1 ⊂ S i and thus obtain the inclusion
Hence it is only left to prove that
and, using the fact that the elements from S are linear operators on F n , we obtain that S k−i−1 ( S i+1 (F n ) ) = 0. To complete the proof it is now enough to show that
, it is even enough to show that S k−i−1 (S i (F n )) = 0, which reduces to S k−1 (F n ) = 0. The last inequality follows from the fact that nd(S) = k and therefore S k−1 = 0.
Since the semigroup ϕ(F ) consists of nilpotent elements, we immediately get the following.
Corollary 2. A subsemigroup, S ⊂ M(n, F), is nilpotent if and only if S consists of nilpotent elements.
Lemma 6.
1. Let i ∈ {2, . . . , k}. Then for every v ∈ V i \ V i−1 and w ∈ V i−1 \ V i−2 there exists a ∈ ϕ(F ) such that a(v) = w.
ϕ(F
Proof. We can certainly find an F -basis B of V such that both v and w belong to B. The linear operator a ∈ M(n, F), which sends v to w and annihilates all other elements of B, belongs to ϕ(F ), which proves the first statement. The second and the third statements are obvious.
Let F be a flag in F n . We will say that sig F is also the signature of the semigroup ϕ(F ). Let k be a positive integer, k ≥ 2. A nilpotent subsemigroup, S ⊂ M(n, F), is called k-maximal provided that S is a maximal element in N k (S).
Proof. Let S be a nilpotent semigroup of M(n, F) of nilpotency degree k. From the definitions of ϕ and ψ it follows that S ⊂ ϕ(ψ(S)). Hence any k-maximal nilpotent subsemigroup of M(n, F) has to be of the form ϕ(F ) for a flag, F , of F n of length k.
for all i and hence it is enough to prove that
Assume that j is minimal such that this equality fails. This means that there exists v ∈ S j−1 (F n ) = T j−1 (F n ) and a ∈ T such that a(v) ∈ S j (F n ). Consider a new flag, F ′ , which has the form
is linearly independent, as its components belong to the different subquotients of F ′ , so we can extend this set to a basis, say B, of F n , coordinated with F ′ . Now consider the elements a i , i = j − 2, j − 1, defined as follows: a i (v i ) = v i+1 and a i (w) = 0, w ∈ B \ {v i }; and elements b, c, defined as follows: b(v j−2 ) = v, b(w) = 0, w ∈ B \ {v j−2 }; c(a(v)) = v j , c(w) = 0, w ∈ B \ {a(v)}. It follows immediately that b, c and all a i are elements of ϕ(F ) and hence of T . But a k−2 . . . a j caba j−3 . . . a 1 (v 1 ) = v k−1 = 0 and hence nd(T ) > k, a contradiction.
Corollary 3. The maps ϕ and ψ are mutually inverse bijections between the set of kmaximal nilpotent subsemigroups of M(n, F) and the set of all flags in F n of length k.
We will say that a flag F is a consolidation of
Proof. The "if" part follows from the definition of ϕ. To prove the "only if" part we set S = ϕ(F ′ ), T = ϕ(F ) and actually have to show that for every i there is j such that S i (F n ) = T j (F n ). Assume that this is not the case and let i be minimal with this property. From S ⊂ T we have
Note that our choice of i and j guarantees that
non-zero vector space is never a union of two proper subspaces). Take w ∈
. By the first statement of Lemma 6, there exists
and w ∈ T j+1 (F n ) by the construction. This gives a contradiction and completes the proof.
Isomorphism of maximal nilpotent subsemigroups
In the present section we give a description of the k-maximal nilpotent subsemigroups of M(n, F) for a fixed k up to isomorphism. Proof. Clearly, |M(n, F)| = |F| in case of infinite F. Then, if a ∈ ϕ(F ) we get that λa ∈ ϕ(F ) for all λ ∈ F and hence |F| ≤ |ϕ(F )| ≤ |M(n, F)| = |F|. Thus |ϕ(F )| = |F| and the statement follows. Now the statement follows from the fact that two semigroups, S and T , with zero multiplication (i.e ab = 0 for all a, b) are isomorphic if and only if |S| = |T | since any bijection S \ {0} → T \ {0} extends to an isomorphism via 0 → 0.
It is clear that the last statement is completely wrong if we replace "semigroup" with "algebra". This shows the difference between these two theories. The main reason for this difference is that in the case of the "algebra" structure there is a nice finite invariant: dimension. This invariant does not work in the "semigroup" case because vector spaces of different finite dimensions over an infinite field still have the same cardinality. 
Proof. As F is finite, all semigroups we consider will be finite as well, so we can try to calculate their cardinalities. So, we assume dim(V 1 ) = m and have dim(V 2 /V 1 ) = n − m. Let B = {v 1 , . . . , v n } be an F -basis of F n . An element, a ∈ M(n, F), belongs to S if and only if a(v i ) = 0, i = 1, . . . , m, and a( We switch to the case of arbitrary F. The main result of this section is the following theorem.
Theorem 3. Let F and F ′ be two flags in F n of length r > 2.
1. If F is infinite and sig(F ) = (k, 1, l), k, l > 1, then the semigroups S = ϕ(F ) and
If F is infinite and sig(F ) is different from (k, 1, l), k, l > 1, then the semigroups S = ϕ(F ) and T = ϕ(F ′ ) are isomorphic if and only if sig(F ) = sig(F ′ ).

If F is finite, then the semigroups S = ϕ(F ) and T = ϕ(F ′ ) are isomorphic if and only if sig(F ) = sig(F ′ ).
To prove this theorem we will need more notation and several lemmas. Let F be a field of an infinite cardinality γ and V be a vector-space over F with a fixed basis, {e i |i = 1, . . . , n}. For v = n i=1 a i e i we setv = (a 1 , . . . , a n ) and denote byV the set of all 0 = v ∈ V , such that a i = 1 for the minimal i for which a i = 0. For v ∈V set l v = {λv|λ ∈ F * } and we have that V is a disjoint union of {0} and all l v , v ∈V . Because of our choice of γ we have |l v | = |V | = γ. Moreover, |V | = γ if n > 1.
Proof. Let v ′ (resp. w ′ ) be a non-zero column (resp. row) of M, which exists, since M has rank 1. Then v ′ = λ 1 v and w ′ = λ 2 w for some λ 1 , λ 2 ∈ F, v ∈F k and w ∈F l . Assume that i ′ (resp. j ′ ) is the number of the first non-zero coordinate of v (resp. w). Then, taking λ = m i ′ ,j ′ , we obviously get M = λvw t .
Proposition 5. Assume that F is infinite. Let S and T be some 3-maximal nilpotent semigroups of signature (k, 1, l) and (m, 1, n) with k, l, m, n > 1 respectively. Then S ≃ T .
Proof. Let F be the flag of F k+l+1 , stabilized by S and F ′ be the flag of F m+n+1 , stabilized by T . Choose also an F -basis, {e i }, in F k+l+1 , and an F ′ -basis, {f j }, in F m+n+1 . Then the elements of S are matrices of the form
where v ∈ F k , w t ∈ F l and X is a k × l matrix over F. Analogously, the elements of T are matrices of the form
where a ∈ F m , b t ∈ F n and Y is an m × n matrix over F. We construct a bijection, ϕ : S → T , in several steps.
First, we construct bijections ψ 1 : F k → F m and ψ 2 : F l → F n as follows: both ψ 1 and ψ 2 send 0 to 0; then, as k, l, m, n > 1, the setsF i , i = k, l, m, n, have the same cardinality and we can consider some bijections ψ ′ 1 :F k →F m and ψ ′ 2 :F l →F m ; the latter uniquely extend to ψ 1 and ψ 2 by the properties ψ 1 (λx) = λψ 1 (x), λ ∈ F, x ∈ F k , and ψ 2 (λx) = λψ 2 (x), λ ∈ F, x ∈ F l . Second, we decompose the set of all k × l (resp. m × n) matrices over F into a disjoint union of three subsets: {0}, M(1) and M(2) (resp. {0}, M(1) ′ and M(2) ′ ), where the first set contains the zero matrix, the second one contains all matrices of rank 1 and the last one contains all other matrices. Since F is infinite, we have
′ is defined as follows: we take M ∈ M(1) and use Lemma 8 to write M = λvw t for some λ ∈ F, v ∈F k and w ∈F l ; then we set ψ 4 (M) = λψ 1 (v)ψ 2 (w) t . Lemma 8 guarantees that ψ 4 , as defined above, is a bijection. Let ψ 5 be the bijection between the sets of all k × l and m × n matrices, composed from ψ 3 and ψ 4 . Now we define ϕ : S → T as follows:
Finally, we are going to prove that ϕ is a homomorphism. In S we have
Applying ϕ we get
and the left-hand side equals
Hence, we have to prove the equality ψ 5 (vw
This equality is an equality on {0} ∪ M(1) ′ and follows directly from the definition of ψ 4 (the M(1)-part of the map ψ 5 ). This completes the proof.
Proposition 6. Let T 1 , T 2 be two isomorphic r-maximal nilpotent subsemigroups of the semigroup M(n, F), r ≥ 3, sig(T 1 ) = (i 1 , i 2 , . . . , i r ) and sig(T 2 ) = (j 1 , j 2 , . . . , j r ). Then i t = j t for all t = 2, . . . , r − 1.
To prove this statement we will need some notation. Recall that a reflexive and transitive relation, <, on a set, X, is called a preorder. A preorder, <, on X induces the equivalence ∼ on X defined by: a ∼ b if and only if a < b and b < a. Then the relation < becomes a partial order on the quotient set X/ ∼. By the height (resp. depth) of the preorder < we will understand the height (resp. depth) of the induced partial order on X/ ∼.
Let T = ϕ(F ) be an r-maximal subsemigroup in M(n, F) (here F is a flag of length r). For A, B ∈ T we set A ≺ B provided that AC = 0 implies BC = 0 for all C ∈ T , and we set A ≪ B provided that CA = 0 implies CB = 0 for all C ∈ T . It is clear that both ≺ and ≪ are preorders. Lemma 10. Proof. Analogous to that of Lemma 9 with corresponding changes and consideration of images instead of kernels.
A ≪ B if and only if ((V
The main difficulty in the study of nilpotent subsemigroups in M(n, F) up to isomorphism is that usual ranks of matrices are not preserved under isomorphisms. To improve the situation, we introduce the notion of a super rank (denoted by SupR), which we define in the following way.
Denote
, is called indecomposable provided that A can not be decomposed into a product of two elements from T . For an indecomposable element, A ∈ M(n, F), we will write SupR(A) = 1 provided that
and define the subset
Consider the set M For an indecomposable element, A ∈ M(n, F), we will write SupR(A) = 2 provided that
Lemma 11. Let T 1 and T 2 be two isomorphic semigroups of signatures (i 1 , . . . , i r ) and (j 1 , . . . , j r ) respectively and ϕ : T 1 → T 2 be an isomorphism. Let A ∈ T 1 be an indecomposable element of super rank i, i = 1, 2. Then ϕ(A) is an indecomposable element of super rank i, i = 1, 2, respectively.
Proof. Follows from the fact that isomorphism preserves indecomposable elements and the sets K u,v , where 0 ≤ u, v ≤ 2.
Recall that for a semigroup, S, the notation S 1 denotes either S provided that S has the identity or the semigroup S∪{1} in the opposite case. Our main aim in the following lemma is to describe the super ranks for indecomposable elements in terms of the multiplication.
Lemma 12. Let A ∈ T be an indecomposable element and T 1 AT 1 = {A, 0}. Proof. We prove the first statement and the second one is analogous. Let A = (a i,j ) be an indecomposable element with SupR(A) = 1. We start with the necessity.
Let First we show that u(1) ≥ i s . Indeed, let H = {A 1 , . . . , A j } ⊂ T i (s) and j < i s . Using Lemma 12, we can find the elements B 1 , . . . , B j such that rank(B l ) = 1 for all l and
, where either C = 1 or D = 1. But then the rank of arbitrary linear combination of B l 's does not exceed j < i s . Since dim(V s /V s−1 ) = i s > j we get that there exists v ∈ V s \ V s−1 such that B l (v) = 0 for all l. This means that A l C = B l C = 0 for all l if C ∈ T r−s i such that Im(C) = v . As T s−1 C = 0 and hence C ∈T 1 (s), we get that H does not satisfy the necessary conditions. Finally, one can construct a subset, H ⊂ T i (s), such that |H| = i s and for all B ∈T i (s) there exists C ∈ H satisfying CB = 0, in the following way: let 0 = v ∈ V s−1 and {v 1 , . . . , v is } be arbitrary elements from V s , which are mapped onto a basis of V s /V s−1 under the canonical projection. Extend {v 1 , . . . , v is } ∪ {v} to an F -basis, B say, of F n . Let A l , l = 1, . . . , i s , be elements of rank 1 in M(n, F), defined via A l (v l ) = v and A l (w) = 0 for all w ∈ B \{v l }. It is obvious that the set H = {A 1 , . . . , A is } ⊂ T satisfies the necessary condition. This completes the proof.
To proceed we will need the following lemma. Proof. It is enough to show that the set of all subspaces of V can be reconstructed from V (2). To characterize 3-dimensional subspaces we remark that every such subspace is determined by some 2-dimensional subspace, α say, and some 1-dimensional subspace, l say, such that l ⊂ α. In other words, every pair (α, l), l ⊂ α, defines a 3-dimensional subspace, which we will denote by (α, l), abusing notation. A 1-dimensional subspace, m, is contained in (α, l) if and only if there exists a 1-dimensional subspace, k, contained in α, such that m is contained in the two-dimensional subspace, generated by k and l. Hence we can characterize all 1-dimensional subspaces in (α, l), and hence the whole (α, l), only in terms of elements from V (2). Therefore all 3-dimensional subspaces are uniquely defined by V (2). The proof is now easily completed by induction.
Let 0 = A ∈ T be a decomposable element. We will say that the super rank SupR(A) = 1 if there exists a decomposition, A = A 1 A 2 . . . A l , of A into a product of indecomposable elements and j ∈ {1, . . . , l} such that SupR(A j ) = 1. We will say that the super rank SupR(A) = 2 if SupR(A) = 1 and there exists a decomposition, A = A 1 A 2 . . . A l , of A into a product of indecomposable elements and j ∈ {1, . . . , l} such that SupR(A j ) = 2. Lemma 14. Let A ∈ T be decomposable. Conversely, let rank(A) = 1 and let A = A 1 A 2 . . . A l be a decomposition of A into indecomposable elements from T . Let v be a non-zero element in Im(A) and {v i } be an F -basis of F n , such that v ∈ {v i }. Consider the linear operator B, defined as follows:
. . A l and rank(B) = rank(BA 1 ) = 1. Moreover, from the construction of B it follows immediately that BA 1 ∈ T . If BA 1 is indecomposable, we get rank(BA 1 ) = 1 and T 1 BA 1 T 1 ∋ A and hence does not coincide with {BA 1 , 0}. This implies SupR(BA 1 ) = 1. Otherwise we can substitute the element A by the element BA 1 and apply the same arguments. This procedure will certainly stop after not more than n steps, since T is a nilpotent semigroup of nilpotency degree ≤ n (see Corollary 1).
The proof of the second statement is analogous.
Proof of Theorem 3. Let T 1 and T 2 be two r-maximal nilpotent subsemigroup in M(n, F).
Assume that sig(T 1 ) = (i 1 , . . . , i r ) and F : 0 = V 0 ⊂ V 1 ⊂ . . . be the corresponding flag in F n . Assume that sig(T 2 ) = (j 1 , . . . , j r ) and F : 0 = W 0 ⊂ W 1 ⊂ . . . be the corresponding flag in F n . The strategy of our proof is to show that all i s can be characterized in terms of some invariants, preserved under any isomorphism. If r > 3 and 1 < s < r, this was done in Proposition 6. Hence here we have to consider only remaining cases.
Case 1. i 1 , i r ,
Then it is easy to see that for every V ′ ⊂ V 1 , dim(V ′ ) = 2, there exists a decomposable element, A, of rank 2, such that Im(A) = V ′ . Let ϕ : T 1 → T 2 be an isomorphism. Denote by Ann(T 1 ) the two-sided annihilator of T 1 . First we remark that the inequality r−1 s=2 i s ≥ 2 implies that for a fixed i = 1, 2 and for A, B ∈ Ann(T 1 ), rank(A) = rank(B) = i, the condition Im(A) = Im(B) is equivalent to the existence of C, rank(C) = i, such that A = CD 1 and B = CD 2 for some D 1 and D 2 . In particular, for this C we will have Im(C) = Im(A) = Im(B). Hence, Im(A) = Im(B) is equivalent to Im(ϕ(A)) = Im(ϕ(B)). Now from Lemmas 14 and 11 it follows that dim(Im(ϕ(A))) = dim(Im(A)).
Let A, B be two elements from Ann(T 1 ), rank(A) = 1, rank(B) = 2. Then it is easy to see that Im(A) ⊂ Im(B) is equivalent to the condition that for arbitrary decomposition B = CD 1 , with C indecomposable and SupR(C) = 2, there exists D 2 such that A = CD 2 . This implies that Im(A) ⊂ Im(B) is equivalent to Im(ϕ(A)) ⊂ Im(ϕ(B)). Hence ϕ induces an isomorphism from the partially ordered set of all subsets of dimension ≤ 2 in V 1 to the partially ordered set of all subsets of dimension ≤ 2 in W 1 . Now Lemma 13 guarantees dim(V 1 ) = dim(W 1 ).
Case 2.
r−1 s=2 i s ≥ 2 and i 1 = 1. This situation is obviously characterized by the fact that K 2,0 = ∅. Hence i 1 = 1 implies j 1 = 1. Moreover, going to the opposite semigroup, we also get i r = 1 implies j r = 1 in the case r−1 s=2 i s ≥ 2. Case 3. r = 3, i 2 = 1 and i 1 = 1. This case is characterized by the fact that there exists an indecomposable element, A, such that SupR(A) = 1 and AT contains all decomposable elements. Hence in this case we get j 1 = 1. Analogously i 3 = 1 implies j 3 = 1.
Case 4. r = 3, i 2 = 1, i 1 , i 3 > 1 and F is infinite. From previous cases we get that j 1 , j 3 > 1 as well. By Proposition 5, T 2 ≃ T 1 for arbitrary j 1 , j 3 > 1.
Case 5. r = 3, i 2 = 1, i 1 , i 3 > 1 and |F| = q = p l < ∞. One easily calculates that the number of decomposable elements in Ann(T 1 ) (i 1 ×i 3 -matrices of rank ≤ 1) equals q i 1 +i 3 −1 . Hence, the number of indecomposable elements in Ann(T 1 ) (i 1 × i 3 -matrices of rank > 1) equals q i 1 +i 3 − q i 1 +i 3 −1 . Hence T 1 ≃ T 2 implies q i 1 +i 3 − q i 1 +i 3 −1 = q j 1 +j 3 − q j 1 +j 3 −1 and from i 1 + i 3 = j 1 + j 3 = n − 1 we get i 1 i 3 = j 1 j 3 . Further, one can easily see that the number of elements in the right annihilator of T 1 equals q i 1 (i 2 +i 3 ) . From T 1 ≃ T 2 we get q i 1 (i 2 +i 3 ) = q j 1 (j 2 +j 3 ) and, finally, from i 2 = j 2 and from i 1 i 3 = j 1 j 3 we derive i 1 = j 1 . This also implies i 3 = j 3 and completes the proof.
Careful analysis of the proof above shows that, in fact, the following statement is true.
Corollary 5. Let r > 3 and T 1 , T 2 be some r-maximal nilpotent semigroups (possibly in different M(i, F)). Then T 1 ≃ T 2 if and only if sig(T 1 ) = sig(T 2 ).
6 Appendix: The group of automorphisms for a maximal nilpotent subsemigroup of signature (2, 1, 2)
The group of automorphism for a k-maximal nilpotent subsemigroup of IS n is determined in [GTS] . In this appendix we are going to describe the group of automorphisms for a maximal nilpotent subsemigroup in M(n, F) of signature (2, 1, 2) (which is the exceptional case of Theorem 3 for infinite fields). How the automorphism groups of a general k-maximal nilpotent subsemigroup in M(n, F) look like is still an open problem. In this appendix T denotes the nilpotent subsemigroup of M(5, F) of signature (2, 1, 2), which consists of all matrices A = (a i,j ) such that a i,j = 0 unless i ≤ 3, j ≥ 3 and (i, j) = (3, 3).
To state the result we will need some notation and auxiliary lemmas. Every automorphism ϕ of the multiplicative group F * naturally extends to a bijection on F via ϕ(0) = 0. We will identify ϕ with the corresponding element in the symmetric group S(F) and hence we get a natural injection from Aut(F * ) to S(F). Denote by G(F) the subgroup of S(F), generated by Aut(F * ) and by all homotheties. For c ∈ F * we denote by h c the homothety with respect to c and identify the group of all homotheties in S(F) with F * . It will be convenient to write A ∈ T as (v, w, A ′ ), where v = (a 1,3 , a 2,3 ) t , w = (a 3,4 , a 3,5 )
and A ′ = a 1,4 a 1,5 a 2,4 a 2,5 . In this way we identify T with F 2 × F 2 × M(2, F).
The group F * acts on both F and F * in a natural way by homotheties. We identify every 1-dimensional subspace V of F 2 with F such that the unique element v in V ∩F 2 (notation from the previous section, see Lemma 8) is identified with 1 and cv is identified with c for all c ∈ F. Every ψ ∈ S(F 2 ) defines an element of S(F 2 ) in the following way: for αv ∈ F 2 , v ∈F 2 we set ψ(αv) = αψ(v). Remark that all the actions above stabilize the origin and that this origin is the intersection of arbitrary two different one-dimensional subspaces. Hence F 2 \ {0} =F 2 × F * . Thus, if we consider the wreath product (S(F 2 ),F 2 ) ≀ (F * , F * ) of the transformation groups (S(F 2 ),F 2 ) and (F * , F * ) (the latter denotes the regular action of F * on itself), this wreath product, which we denote by G(F 2 ), acts on F 2 \ {0} via the above identifications. Therefore it acts on F 2 as well.
Identify F 4 = F 2 × F 2 and consider G(F 2 ) × G(F 2 ) as the subgroup of S(F 4 ) via this identification. Further, identify every 1-dimensional subspace of F
