Abstract-The problem of output control design for linear system with unknown and time-varying input delay, bounded exogenous disturbances and bounded deterministic measurement noises is considered. The prediction technique is combined with Luenberger-like observer design in order to provide the stabilizing output feedback. The scheme of parameters tuning for reduction of measurement noises effect and exogenous disturbances effects is developed basing on Attractive Ellipsoids Method. Under some restrictions it is formalized as semidefinite programming problem. The theoretical results are supported by numerical simulations.
I. INTRODUCTION
Models with time delays frequently appear in networked systems [1] , chemical [2] and biological processes [3] , automobile [4] and aerospace industries [5] . The real-life applications need control algorithms, which are robust with respect to exogenous disturbances, system uncertainties and measurement noises. The control problems for systems with known delays are studied for both linear and nonlinear systems, state, input and output delays ( see, for example, [6] , [7] , [8] , [9] , [10] , [11] , [12] and references within). However, an important performance index of control systems is a robustness with respect to unknown and time-varying delay. Such analysis for full state feedback control algorithms has been done for systems with linear (see, for example, [13] ) and relay feedbacks [14] . In [15] , [16] the first order sliding mode control systems with input delay was studied. There are few researches devoted to the output control design for systems with time-varying and unknown delay [17] , [18] , [19] . However, they study robustness properties of time-delay control systems only with respect to uncertainties in timedelay. Moreover, the adaptive control scheme presented in [17] is applicable only to a chain of integrators.
This paper treats the problem of output control design for linear system with unknown and time-varying input delay, bounded exogenous disturbances and bounded deterministic measurement noises. Two approaches can be considered in order to tackle this problem. The first one is based on finite-time (or fixed-time) observer design for the system with unknown control input [20] , [21] . Theoretically such an observer guarantees that after finite (or fixed) period of time the observed states will coincide with the real ones. This property ensures fulfilling of separation principle, so any existing full-state control can be applied. Unfortunately, in practice the exact convergence of the observer cannot be guaranteed due to noises, inaccuracy of digital realization of the continuous-time observer, etc. So, in fact the additional robustness analysis of the closed-loop system is required. This second step does not assume fulfilling separation principle. The stability and robustness analysis in this case has to be done for whole closed-loop system including observer and controller parts. In particular, an output-based control design was presented for delay-free linear [22] and nonlinear (quasiLipschitz) [23] systems using attractive (invariant) ellipsoids method (AEM) [24] , [25] . The present paper extends this technique to systems with unknown and time-varying input delay.
The paper is organized as follows. The next section considers notations used in the paper. Section III presents system description and problem statement. Then, the attractive ellipsoid method is introduced and discussed for timedelay systems. Section V.A develops the control algorithm for quasi-Lipschitz nonlinear systems with unknown and time-varying input delay. The scheme for tuning of the control parameters in order to minimize the stabilization error according AEM is introduced. Finally, numerical simulation results are presented.
II. NOTATIONS
• R is a set of real numbers; R + := {x ∈ R : x > 0}.
• The notation diag{λ 1 , ..., λ n } means diagonal matrix with elements λ i , where λ i may be both numbers and square matrices.
• I n = diag{1, 1, ..., 1} ∈ R n×n is an identity matrix;
• λ max (P ) and λ min (P ) denote maximum and minimum eigenvalues of the symmetric matrix P ∈ R n×n .
• The notation P > 0(< 0, ≥ 0, ≤ 0) for P ∈ R n×n means that P is symmetric and positive (negative) definite (semidefinite).
• trace P is a sum of diagonal elements of the matrix P ∈ R n×n .
III. PROBLEM STATEMENT
Consider the input delay control system of the forṁ
where x ∈ R n is the system state, u ∈ R m is the vector of control inputs, y ∈ R k is the measured output, A ∈ R n×n , B ∈ R n×m , C ∈ R k×n , D ∈ R n×r and E ∈ R k×p are known matrices. The input delay h(t) is assumed to be unknown but bounded by
where h : R → R is a locally measurable function and the numbers h, h are given. Denote ∆h = h − h. The locally measurable function f : R n+1 → R r describes bounded exogenous disturbances and system uncertainties
where Q f ∈ R r×r is a given positive definite matrix. The locally measurable function g : R → R p describes bounded deterministic measurement noises
where Q g ∈ R p×p is a given positive definite matrix. The system (1) is studied with the initial conditions:
where v : R → R n is some continuous function.
Assumption 1:
The pair (A, B) is controllable and the pair (A, C) is observable.
Assumption 2: The information on the control signal u(t) on the time interval [t − h, t) can be stored and used for control design proposes.
The main goal of this paper is to present a control algorithm, which
• stabilizes the states of the system (1) at the origin;
• minimizes (in some sense) negative effects of exogenous disturbances, measurement noises and uncertainties of time delay.
IV. ATTRACTIVE ELLIPSOIDS METHOD FOR TIME DELAY SYSTEMS
The classical optimal control concept addresses the problem of the minimization of some functional (for example, quadratic) subject to all possible trajectories of the system with admissible controls. Taking system uncertainties and disturbances into account requires robustification of the optimal control schemes. The optimality concept presented in the paper [24] considers the stabilization problem for the linear disturbed control system. It introduces a criterion based on the minimal attractive ellipsoid of the system, which characterizes an influence of disturbances to the closed-loop system. The optimal AEM control minimizes (in some sense) the disturbances effects (i.e. suppresses them). This concept is definitely very close to H ∞ -control approaches. The similar control ideas were presented in the paper [26] in the beginning of 1980s. However, in that time the authors were not able to propose the effective computational schemes for control parameters tuning. Today control design using attractive ellipsoids methods admits LMI formalization [27] , [24] and the scheme for optimal adjustment of control parameters can be represented as Semi-Definite Programming Problem [24] , [23] , [28] .
In order to describe the principles of AEM for time-delay systems let us consider initially the control system with constant and known input delay:
where x ∈ R n is the system state, the matrices A, B, D are the same as in the equation (1), h ∈ R + is a given constant, disturbance function f (t) satisfies (3) and u ∈ R n is a fullstate predictor-based linear control [6] :
where L ∈ R m×n is the matrix of the feedback gains and
The predictor variable z(t) satisfies the following delay-free differential equatioṅ
Definition 3 ( [24] ): The ellipsoid
with the center in the origin and the configuration matrix P is said to be invariant (attractive) for the system (9), (3) if the property z(0) ∈ ξ(P ) implies z(t) ∈ ξ(P ) for all t > 0, (z(t) → ξ(P ) as t → ∞) holds for any f satisfying (3).
The attractive ellipsoids can be considered as a characteristic of the influence of the disturbances (3) to the system (6) in a steady mode. So, if the control u provides minimal (in some sense) attractive ellipsoid to the closed-loop system (6), then it can be considered as an AEM optimal stabilizing controller, which minimizes the effects of the system disturbances [24] .
The usual criterion of the ellipsoid minimality [24] , [23] , [28] is minimize trace(P ).
The trace of the matrix P describes the sum of the squares of the ellipsoid's semiaxes. For linear delay-free system (9) any attractive ellipsoid is also invariant [24] . However, for the original time-delay system (6) the attractive and invariant set may not coincide [12] . Indeed, let ξ(P z ) be some invariant ellipsoid for the system (9). Then using the formula for the solution of the system (6) we obtain 
The last integral term is called unavoidable stabilization error [12] . Let us denote by S w the set of all possible values of the unavoidable stabilization error, which is bounded due to (3). Then the obtained formula gives the attractive set S x = S x (P z ) for the original system (6) (see, Fig. 1 ) in the form
where ξ(P z ) is an invariant ellipsoid for the prediction system (9) and the symbol+ means the Minkowski (geometrical) sum of the sets (see, for example, [29] ).
It is easy to see, that y(t) → ξ(P z ) implies x(t) → S x , so S x is attractive set. However, in the general case x(0) ∈ S x does not imply z(0) ∈ ξ(P z ), so S x may not be invariant.
The uncertain function f (t) is bounded for each time moment and belongs to ellipsoid ξ(Q −1 f ). Regardless of the fact that for any t and θ the value e (h−θ)A Df (t + θ) also belongs to the some ellipsoid, the sets S w and S x may not be elliptic. Due to this in [12] it was introduced the optimization criterion for the attractive set S x (P z ) based on ellipsoidal estimate ξ(Q(P z )) of this set (see, Fig. 1 ), where Q(P z ) is a configuration matrix of minimal (with respect to trace criteria) ellipsoid, which estimates of the set S x (P z ). Due to linearity of the criterion (11) the proposed construction of attractive ellipsoid reduces the problem of the AEM optimal control design for the original system (6) to the same problem for the predictor system (9) (see, Theorem 1 from [12] 
for the details). The present paper uses this result as motivation for applying attractive ellipsoids technique only to the predictor system even when an input delay is unknown and time-varying.

V. STABILIZING CONTROL DESIGN
A. Predictor-based output feedback
Introduce a Luenberger-like observer of the forṁ
where the matrix L ∈ R n×k is needed to be defined. Consider also the error equatioṅ e = (A+LC)e+B(u(t−h)−u(t−h(t)))−Df −LEg, (13) where e =x − x.
Select the control in the form
where the matrix of control K ∈ R m×n is needed to be designed and
is the predictor variable (estimating the statex at time t+h).
In this case the closed-loop system can be rewritten in the form 
whereR = e −γh X −1 RX −1 . The next lemma treats the question about feasibility of the system of matrix inequalities (17)- (21) and other relaxations to SDP tools will also be given later on.
Lemma 5: Under Assumption 1 the system of matrix inequalities (17)- (21) is feasible at least for small ∆h. This lemma can be proven in two steps. Firstly, we consider the reduced system of matrix inequalities, which is obtained from (17)- (21) for ∆h → 0. Secondly, we use the properties of controllability and observability of the pairs {A, B}, {A, C} in order to see feasibility of the reduced system of matrix inequalities.
B. Adjustment of Control Parameters: Computational Aspects
The predictor variable z estimates the future state of observer variablex(t + h) and the vector e describes the observation error e =x − x, so in order to improve control precision we may minimize the size of the attractive ellipsoid of the system (16), i.e. we need to solve the following optimization problem
The optimization (23), (17)- (21) has the linear cost functional and the constraints represented in the form of Bilinear Matrix Inequality (BMI). For low order systems, such a problem can be solved by some BMI solver, for example, PENBMI. In the same time, the constraints can be restricted in order to obtain SDP problem.
Lemma 6: If for some α, β ∈ R + the following LMI system is feasible:
then the tuple (α, X , Z, L, Y), where X = Q −1 and L = Q −1 F, satisfies (17)- (21). This lemma allows to organize the procedure for controller and observer parameters tuning basing on semidefinite programming technique. Indeed, for any fixed α, β ∈ R + the system of matrix inequalities (24)- (28) becomes LMI form. So, in order to minimize the attractive ellipsoid (22) 
This equivalence obviously follows from the inequality H ≥ Q −1 and Shur complement. For a given α, β ∈ R + let us denote by J(α, β) the solution of the optimization problem (29) . The corresponding solution can be found using any SDP solver (for example, SeDuMi). In order to minimize the function J(α, β) some derivative-free method can be used (for example, the procedure fminsearch of MATLAB).
Lemma 6 does not prove equivalence between conditions (17)- (21) and (24)- (28), since its proof is based on Λ -inequality (Young's matrix inequality) [30] . Therefore, the presented optimization scheme may give only suboptimal and a rather conservative solution, which can be considered just as an approximation for the AEM optimal feedback. 
VII. CONCLUSIONS
The paper presents the output-based robust control for linear time-invariant system with unknown bounded input delay. The design procedure combines Luenberger observer with predictor scheme. Stability analysis of the closed-loop system is based on the method of Lyapunov-Krassovski functionals. Robustness properties of the presented control scheme is studied using attractive ellipsoid method. Procedure of control parameters tuning for optimal reduction of exogenous disturbances and measurement noises is formulated as an optimization problem with linear cost functional and constraints presented in the form of bilinear matrix inequalities. The scheme for finding a suboptimal solution of the obtained bilinear problem is presented using semidefinite programming technique. It is also important to study the robustness of the method with respect to parametric uncertainties, for example, in matrices A, B, C. This problem is opened for future research. The norms of the vectors of measurement noises g(t) and observation errors e(t).
