River flow constitutes an important element of the terrestrial branch of the hydrological cycle, yet knowledge regarding the extent to which its variability, at a range of timescales, is linked to a number of modes of atmospheric circulation is meagre. This is especially so in the Southern Hemisphere where strong candidates, such as El Niño Southern Oscillation and the Southern Annular 
| INTRODUCTION
River flow constitutes an important element of the terrestrial branch of the hydrological cycle. Understanding its interannual variability and associated driving mechanisms is crucial for at least two reasons.
Firstly, variations in the strength of the terrestrial branch of the hydrologic cycle bears important consequences for global climate change via modification of hygrothermal properties at the catchment scale (Chiew & McMahon, 2002; Dettinger & Diaz, 2000) . Secondly, strong predictive skill derived from knowledge of climate-river flow covariability helps inform water management practices. This is especially so in a country such as New Zealand where major sectors of the economy, such as agriculture and energy production, are water resource dependent, and climatic variability presents a considerable risk management problem.
Notwithstanding the importance of understanding catchment scale processes for water resource management, large-scale modes of climatic variability are increasingly recognised as critical for determining river flow variability through their impact on regional climate variability. Amongst these modes, such as the Pacific Decadal Oscillation, the Pacific North American Pattern, El Nino Southern Oscillation (ENSO) and the North Atlantic Oscillation, is the Southern Annular Mode (SAM) which, in the Southern Hemisphere, exerts an influence on hydroclimate at the intra-annual to interannual timescales (Kiem & Verdon-Kidd, 2009; Lim & Hendon, 2015; Mariani & Fletcher, 2016; Swart, Fyfe, Gillett, & Marshall, 2015) .
The SAM (also known as the Antarctic Oscillation) is an important mode of atmospheric variability (Sallée, Speer, & Rintoul, 2010; Thompson & Wallace, 2000) in the extratropical Southern Hemisphere.
It involves periodic fluctuations in zonally averaged sea level pressure (SLP) between two latitudinal bands encompassing the subtropical high at around 40°S and the circumpolar trough at around 60°S. Positive polarity of the SAM is characterized by an amplified pressure gradient between the two aforementioned zonal bands, poleward migration of climate anomaly response to the seasonality of SAM and found distinctly different outcomes for wind direction, rainfall, and temperature between summer and winter. Renwick (2011) identified a connection between the negative SAM phase and a higher occurrence of troughlike weather conditions while more zonal and blocking weather was associated with the SAM positive phase. This work corroborates the earlier findings of Sinclair, Renwick, and Kidson (1997) who showed that the first EOF Southern Hemisphere pressure pattern, which resembles SAM-like pressure anomalies, modulates cyclone activity in the Southern Ocean with increasing westerlies near 55°S accompanied by more cyclones in high latitudes and fewer in middle latitudes, and vice versa. At the annual timescale, Ummenhofer and England (2007) found that during positive SAM years, New Zealand as a whole is drier than normal, with the exception of the northernmost tips of both islands. They attribute to this enhanced north-easterly flows over the country while during negative SAM years, the precipitation and wind anomaly patterns are reversed. Following on from this work, Ummenhofer, Sen Gupta, and England (2009) have suggested that up to 80% of the reduction in precipitation observed across New Zealand can be accounted for by the positive trend in the SAM since the mid-1970s.
Given the extent to which SAM clearly exerts an influence on climatic variability, it is surprising that the linkage between the SAM and river flow across New Zealand remains unexplored. Rather to date, modes of climatic variability of longer periodicity such as the IPO and ENSO have received more attention in terms of New Zealand hydrology (McKerchar & Pearson, 1994; McKerchar, Pearson, & Fitzharris, 1998; McKerchar & Henderson, 2003; McKerchar, Renwick, & Schmidt, 2010; Mosley, 2000) , with the latter becoming the basis of seasonal river flow forecasts for New Zealand (Bardsley, 2016; Pearson, 2008; Singh, 2016) . The main aim of this paper is therefore to investigate the extent to which seasonal austral summer (DJF) and winter (JJA) river flow at the interannual timescale is linked to variations in the SAM. The chief justification for this is that currently SAM possesses superior predictability to precipitation at intraseasonal to seasonal timescales (Hendon, Lim, & Nguyen, 2014; Lim & Hendon, 2015; Marshall, Hudson, Wheeler, & Hendon, 2012) because the accuracy of rainfall prediction decreases, as the lead time increases beyond hydrometeorological timescales of 5-10 days (Jang & Hong, 2014; Shukla, Sheffield, Wood, & Lettenmaier, 2013) . This bears implications for the reliability of seasonal river flow forecasts and for assessments of the likely impacts of climate change on precipitation (Lim et al., 2016) as determined by variability and change of major modes of climatic variability. Further, because there is strong evidence that river flow characteristics are modulated by modes of atmosphericocean circulation variability (Marti, Yerdelen, & Kahya, 2010; Rimbu, Czymzik, Ionita, Lohmann, & Brauer, 2016; Ward, Kummu, & Lall, 2016) , the efficacy of rainfall-runoff curves for river flow prediction may be somewhat compromised because they are based on a deterministic modelling of the long-term or average relationship between rainfall and runoff as opposed to a modelling of hydrological response conditioned on hydrologically relevant phases of climate variability.
Indeed, Beckers, Weerts, Tijdeman, and Welles (2016) have noted the general improvement of river flow prediction achieved when ensemble stream prediction is conditioned on ENSO state. This resonates with the general move to a seamless approach to both weather or climate and hydrological forecasting based on predictors that transcend a range of timescales (Brown et al., 2012; Tang et al., 2016; Yuan, Wood, & Liang, 2014) with associated gains in predictability (Hoskins, 2013; Yuan, Wood, & Ma, 2015) . For these reasons and with early warning systems for extremes in mind, particularly in relation to managing hydroclimatological related risks, a number of studies have focused on detecting SAM signals in extreme event chronologies (Min, Cai, & Whetton, 2013) such as wildfire (Holz & Veblen, 2011; Mariani & Fletcher, 2016) , drought (Cai, van Rensch, Borlace, & Cowan, 2011) , tropical cyclones (Diamond and Renwick, 2015) , and flood-producing extreme rainfall (King et al., 2014) . Moreover, because of its predictability and its derivation from pressure fields, which in comparison to other climate fields can be recovered more easily from historic records (Jones et al., 2009) , SAM can be used effectively for climaterelated reconstructions such as stream flow, weather types and glacier behaviour (Allen et al., 2015; Jiang, Griffiths, & Lorrey, 2013; Purdie et al., 2011) . Overall then, seeking to increase knowledge relating to the importance of modes of atmospheric circulation variability, for hydrological processes at timescales beyond the hydrometeorological, can provide insights into the causes of seasonal to decadal hydrological variability thus facilitating not only an explanation of a region's hydrological characteristics within a broader hydroclimatological context but also concomitantly open up the potential for seasonal to decadal river flow prediction. Understanding SAM river flow associations also strikes a chord with the views expressed by a range of users of climate and hydrological products relating to the need to access information on climate and water resource associations at a range of temporal and spatial scales, in order to build as a complete picture as possible of the drivers of hydrological variability (Dravitzki & McGregor, 2011; Pappenberger et al., 2013; Purdie & Bardsley, 2010) .
Associated with the paper's overall aim are a number of specific objectives. These include the assembly of the requisite SAM, climate and river flow data sets, the establishment of river flow responses under contrasting SAM phases, and the atmospheric circulation anomaly patterns associated with anomalously high and low river flow conditions. Accordingly, this paper is organised in the following way.
Section 2 describes the data sources, followed by an explanation of the so-called environment-to-circulation and circulation-to-environment approaches for investigating SAM river flow linkages. Section 3 presents a description of river flow characteristics and outlines the development of a river flow regionalization, which is used as a spatial framework for the exploration of hydroclimate linkages, the focus of which will be Section 4. A discussion of results will be presented in Section 5 and evaluated in the context of the current understanding of hydroclimate linkages in the broader New Zealand region and beyond. Conclusions are drawn in Section 6. Only austral summer (DJF) and winter (JJA) river flow are investigated in this study because these seasons demonstrate the strongest climatic responses to contrasting SAM phases. Such strong climate contrasts between SAM phases should therefore be reflected in river flow responses.
| DATA AND METHODS
In this section, the data and methodology used to explore SAM river flow associations is described. Three broad types of data are used for 
| Indices of atmospheric circulation modes
The two principal modes of atmospheric circulation focused on here are the Southern Oscillation (SO) and the SAM. From amongst a plethora of SO and SAM indices (Hanley, Bourassa, & O'Brien, 2003; Ho & Kiem, 2012) we made use of the Troup (Troup, 1965 ) Southern Oscillation Index (SOI) and Marshall's SAM index (Marshall, 2003 
| Approach and analytical methods
We tackled the analysis of SAM river flow associations following two broad strategies referred to as the environment-to-circulation (E-C) and circulation-to-environment (C-E) approaches (Yarnal, 1993) . In the case of the E-C approach years with winters and summers possessing threshold-based high-and low-river flows are first identified, followed by a consideration of the atmospheric circulation characteristics for the set of high-and low-river flow years. For the C-E approach, groups of years with strongly contrasting atmospheric circulation characteristics are first identified. Subsequently, the magnitude of winter and summer river flows for these two contrasting groups of years is compared. As opposed to assessing SAM river flow associations on a SAMindividual gauging station basis, winter and summer river flow regions were identified in order to provide a spatial framework for the analysis. We used an S-mode decomposition Principal Component Analysis (PCA) based on a correlation matrix with Varimax rotation (Yarnal, 1993) in the first of a two-step process to achieve a river flow regionalisation for New Zealand.
There are a number of subjective decisions to be made in applying PCA. Following Yarnal (1993) , a correlation dispersion matrix was selected as the basis for identifying river flow gauging stations with covariant river flow. Of a range of rotation possibilities, including non-rotation, a Varimax rotation was performed. A Varimax rotation was selected because it is more conducive to a physical interpretation of the PC compared to other rotations (Yarnal, 1993) . Further, rotation is deemed necessary when PCA is applied in a spatial context (Richman, 1986) , as it is here. An outcome of PCA is the identification of a number of principal components (1-n, where n equals the number of original variables or gauging stations), which in decreasing order of importance explain the variability of river flow attributable to groups of gauging stations possessing similar flow variability. The relative importance of the PC in terms of the proportion of the total river flow variability explained is represented by the magnitude of a PCs' eigenvalue. In this analysis, the number of PC to retain for further analysis and thus explaining the largest proportion of variability was selected based on Kaiser's eigenvector or PC selection criterion (Jackson, 1993) , that is, PCs with eigenvalues greater than unity were retained. The retained PC were used to generate a time series of PC scores, which represent the covariant behaviour of river flow across the gauging stations that comprise each of the river flow regions; PC scores for each region are in effect regional river flow series. PC Scores in addition to values of the M-SAMI formed the basis of the E-C and C-E approaches applied in the split composite analysis.
In the second step, the resultant loadings associated with the retained PC were subject to Cluster Analysis (CA) so as to identify groups of stations, or regions that possess river flow affinity for winter and summer. As CA can be approached in a number of ways, both partitioning and hierarchical methods were explored in the development of the final river flow regionalisation. In doing so, the following were considered: (a) K-means partitioning based on Euclidean distance, (b) Hierarchical clustering based on Euclidean distance using Average Linkage, Complete linkage, or Ward's method. K-means partitioning is an iterative technique that is best used with large datasets. It is sensitive to the starting strategy and when used on a small dataset it has problems converging to a global optimum. Average 
| RESULTS
Three broad types of results are presented in this section. Firstly the outcome of the river flow regionalisation based on PCA and CA is described. Following this, the results from an assessment of the significance of the statistical association between times series of river flow, Note. DJF = December, January, February; JJA = June, July, August; CV = coefficient of variation.
climate variables, and the M-SAMI are presented. Lastly, results arising from the application of split sample composite analyses in the broader context of the E-C and C-E approaches described above are outlined.
| River flow regionalization
The Table 2 summarises the percentage variance explained by each of the seven individual PC for both seasons.
The emergent river flow regionalisation based on CA of the PC loadings, comprising six winter and summer river flow regions, is presented in Figure 3 . The river flow regions resemble those produced by Mosley (1981) and Beable and McKerchar (1982) , a convergence of results that lends credence to the PCA/CA based regionalisation produced here. Table 3 Note. DJF = December, January, February; JJA = June, July, August; PC = principal components.
dominates the precipitation mix and is available to runoff immediately while in July much of the precipitation that falls is tied up in snow with moisture released for runoff later in the winter or in early spring. Of note for all rivers is the dominance of data points for high flow compared to low flow indicating that New Zealand rivers demonstrate most of their variability due to high as opposed to low flows. This is especially so for the winter months (Figure 4) . A further explanation for the predominance of high-flow data points is that while river flow is bound at the lower limit it is not so at the upper limit with the predominance of high-flow data points indicating the skewed nature of monthly river flow, a feature quite typical of rivers in maritime temperate climates (Mosley & Pearson, 1997; Sturman & Tapper, 2006) .
| Association between SAM, climate and regional river flow
The response of regional river flow, as represented by PC scores, to the SAM and regional climate variables is assessed in this section for both summer and winter. (Table 4a ) and JJA (Table 4b ) (n = 96 months). Perhaps unsurprisingly river flow is positively correlated with Rain T for all regions in both summer and winter (Table 4 ). This contrasts with the situation regarding temperature both in terms of the sign of correlation and the universality of the river flow temperature association. Although CWLNI river flow exhibits no apparent sensitivity to temperature, CTB and LoSI river flow demonstrate a significant inverse association with temperature, which is distinctly different to the positive relation exhibited for UpSI and BoPHB. This seemingly contradictory situation may be explained by possible differences in the way in which water is stored within a catchment and eventually delivered to the river channel. For CTB and LoSI, a large proportion of winter precipitation is delivered as snow, the storage of which will be favoured in cool winters with supressed T max . In this case, a deep snowpack and therefore high-water equivalents will be available for runoff during intermittent melt periods during the winter with this reflected in elevated winter discharge levels. In the case of UpSI, which also receives considerable winter snowfall but straddles a transitional zone between rain and snow along a warming south to north temperature gradient, higher winter temperatures result in a great proportion of the precipitation being delivered as rain, which is directly available for runoff. For
BoPBH, in which the majority of catchments are rainfall dominated, warmer winters are associated with higher river flows via increased rainfall from warm air masses emanating from the Pacific Ocean to the east often allied with extra-tropical weather systems.
The link between the SAM and regional river flow is weak in summer. Although only BoPHB shows a statistically significant association, the inverse nature of which indicates summer high flows are associated with a negative phase of SAM, the sign of the correlation suggests similar associations for UpSI and LoSI (Table 4) Whereas correlations presented in Table 4 are for monthly values, Table 5 presents a similar analysis but at the seasonal level (n = 32) for DJF and JJA for concurrent and one season in advance associations between SAM and river flow as represented by PC scores. Spring (SON) SAM is found to be strongly correlated with summer (DJF) CTB river flow (r = 0.579; Table 5 ). This may be explained with refer- (Table 4 ). In the case of UpSI and BoPHB (CTB), the SAM river flow association is an inverse (positive) one such that a positive (negative) SAM phase and thus below (above) average summer rainfall and possible enhanced (supressed) evaporation rates leads to reduced (increased) river flow.
At the seasonal level, winter river flow is found to be influenced by the state of the SAM in the preceding and current season for both LoSI and CWLNI with both displaying a significant inverse association (Table 5 ). The lagged and concomitant inverse SAM river flow associations found for these two regions corroborate that found at the monthly timescale such that strong westerlies and attendant positive precipitation anomalies (SAM negative phase) are conducive to highwinter flows. The positive concurrent SAM river flow association for winter BoPHB river flow is opposite to the inverse association found for summer (Table 5) suggesting a strong seasonal influence of the SAM on river flow in this region as hinted at by the monthly analyses presented in Table 4 .
From the preliminary results presented here, it is tentatively proposed that CWLNI and UpSI are sensitive to changes in atmospheric circulation in both seasons, and NlCor, BoPHB, CTB, and LoSI show a seasonally varying response.
| Split sample and composite analyses
River flow SAM associations were also investigated using the so-called C-E and E-C approaches (Yarnal, 1993) . In the former case, river flow response is assessed relative to the state of the atmospheric circulation, and for the latter, atmospheric circulation fits criteria based on river flow. These two approaches are realized by splitting and compositing the variables (circulation state or river flow) of interest. for the two SAM states militate against any statistically significant differences. In contrast to summer, SAM phase-related differences in flow are stronger for winter (Figure 5b ). T-tests reveal a strong negative association, significant at the 5% level, for CWLNI and LoSI and a weak positive association, significant at the 10% level, for CTB and BoPHB. For pronounced phases of the SAM, the association identified for the broad-spectrum positive and negative phases are replicated with no additional regions demonstrating river flow contrasts for pronounced SAM phase differences.
| Environment-to-circulation approach
The aim of the E-C approach was to establish whether distinct phases 
| DISCUSSION
A burgeoning number of studies on the association between large scale climate mechanisms and hydrological response point to the importance of a range of modes of atmospheric circulation in determining river flow variability across a number of timescales (Clark, Nnaji & Huang, 2014; Coleman & Budikova, 2013; Fendekova, Pekarova, Fendek, Pekar, & Skoda, 2014; Hannaford, Buys, Stahl, & Tallaksen, 2013) . Given this and the fact that precipitation and temperature variability across the southern hemisphere are responsive to SAM (Cai et al., 2011; Diamond & Renwick, 2015; Fogt et al. (2012) hypothesise that the apparently stronger SAM climate teleconnections in winter are possibly related to the more variable background state in winter while recognising that the extent to which the seasonal zonal asymmetric structure in the SAM impacts on teleconnections is equivocal. That the seasonal asymmetry in the hydrological response to the SAM is not unique to New Zealand is supported by findings from elsewhere (Cai et al., 2011; Liess et al., 2014; Wu, Dou, & Lin, 2015) but, as implied by the work of Fogt et al. (2012) , a compelling explanation for this remains elusive.
Geographical contrasts of the impact of SAM on river flow can be explained through terrain atmospheric circulation interactions, and the marked impact that orography has on wind speed and direction and thus climate anomalies across New Zealand (Kidson, 2000) and the resultant precipitation anomalies that arise from distinct phases of (Tables 4 and 5 ). Given its similar geographic setting to that of BoPHB, and the SAM river flow association described above for that region as well as CWLNI and LoSI, it would appear that orographic forcing or blocking or steering play a fundamental role in controlling the hydrological outcome of strong positive and negative phases of SAM across New Zealand via its (Chater & Sturman, 1998; Kerr, Srinivasan, & Rutherford, 2015; Webster, Kingston, & Kerr, 2015) . Further, the posited significance of distinct synoptic scale configurations of atmospheric circulation for river flow across New Zealand is supported by work conducted for similar geographical settings that evaluate the importance of orography in determining hydrological outcomes arising from contrasting phases of large scale modes of climatic variability (Luce, Abatzoglou, & Holden, 2013; Mass, Johnson, Warner, & Vargas, 2015; Siler, Roe, & Durran, 2013; Viale & Nunez, 2011) .
Lastly, as implied by the above discussion, this study's findings on the impact of the SAM on river flow complement the SAM-rainfall relationships described by Kidston et al. (2009) This study has largely focused on the direct influence of SAM on river flow. However, it is acknowledged that precipitation, temperature, and land surface conditions (e.g., vegetation and soil moisture status) will moderate the influence of SAM on river flow as will topography. The effects of these moderating or "hydrological memory"
factors require investigation in future research. In a similar vein and acknowledging the likely conjoint influence of ENSO and SAM on river flow, future research on the impact of synchronous and asynchronous ENSO or SAM phases on river flow is warranted.
Although much remains to be uncovered about the hydroclimatology of New Zealand, this study has facilitated the placement of the hydrology of a number of New Zealand regions in a wider hydroclimatological context by shedding light on how the SAM, as one of a number of large scale modes of climate variability, may influence winter and summer hydrological variability at the interannual timescale.
This type of knowledge opens up the potential for seasonal river flow prediction based on the conditioning of catchment to regional scale hydrological modelling on the large scale atmospheric circulation state.
