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While Hermiticity lies at the heart of quantum mechanics, recent experimental advances in controlling dissipa-
tion have brought about unprecedented flexibility in engineering non-Hermitian Hamiltonians in open classical
and quantum systems. Examples include parity-time-symmetric optical systems with gain and loss, dissipative
Bose-Einstein condensates, exciton-polariton systems and biological networks. A particular interest centers on
the topological properties of non-Hermitian systems, which exhibit unique phases with no Hermitian counter-
parts. However, no systematic understanding in analogy with the periodic table of topological insulators and
superconductors has been achieved. In this paper, we develop a coherent framework of topological phases
of non-Hermitian systems. After elucidating the physical meaning and the mathematical definition of non-
Hermitian topological phases, we start with one-dimensional lattices, which exhibit topological phases with
no Hermitian counterparts and are found to be characterized by an integer topological winding number even
with no symmetry constraint, reminiscent of the quantum Hall insulator in Hermitian systems. A system with a
nonzero winding number, which is experimentally measurable from the wave-packet dynamics, is shown to be
robust against disorder, a phenomenon observed in the Hatano-Nelson model with asymmetric hopping ampli-
tudes. We also unveil a novel bulk-edge correspondence that features an infinite number of (quasi-)edge modes.
We then apply the K-theory to systematically classify all the non-Hermitian topological phases in the Altland-
Zirnbauer (AZ) classes in all dimensions. The obtained periodic table unifies time-reversal and particle-hole
symmetries, leading to highly nontrivial predictions such as the absence of non-Hermitian topological phases in
two dimensions. We provide concrete examples for all the nontrivial non-Hermitian AZ classes in zero and one
dimensions. In particular, we identify a Z2 topological index for arbitrary quantum channels (CPTP maps). Our
work lays the cornerstone for a unified understanding of the role of topology in non-Hermitian systems.
I. INTRODUCTION
Topological phases of matter [1–5] have attracted grow-
ing interest over the last decade in many subfields of physics,
including condensed matter physics [6–12], ultracold atomic
gases [13–21], quantum information [22–25], photonics [26–
35] and mechanics [36–39]. Topological phase transitions
lie outside the Ginzburg-Landau-Wilson paradigm of sponta-
neous symmetry breaking [40], can occur in noninteracting
systems, and may require the existence of certain symmetries
[41]. Systematic classifications have been achieved for such
symmetry-protected-topological (SPT) phases, ranging from
the Altland-Zirnbauer (AZ) classes [42–46] to crystalline in-
sulators and superconductors [47–53]. These SPT states of
matter exhibit robust edge states (gapless or zero modes) lo-
calized at open boundaries [54, 55] and novel entanglement
spectra for subsystems [56]. The gapped bulk SPT phases are
characterized by highly nonlocal topological indices, which
can give rise to quantized transport phenomena immune to
disorder [57]. More recently, the notion of SPT phases has
been generalized from equilibrium to periodically driven (Flo-
quet) systems [58–61], which accommodate new topological
phases with no static counterparts [62–64].
In recent years, considerable efforts have been devoted to
explore topological phases in non-Hermitian systems [65–73],
which are open and out of equilibrium. This burgeoning re-
∗ gong@cat.phys.s.u-tokyo.ac.jp
† ashida@cat.phys.s.u-tokyo.ac.jp
search arena is largely driven by the experimental progress on
atomic, optical and optomechanical systems [74–82], where
gain and loss can be introduced in a controllable manner.
Controlled dissipation can be harnessed to engineer an ef-
fective non-Hermitian Hamiltonian H 6= H†, represented by
parity-time (PT )-symmetric systems [83–89], which feature
real spectra in the PT -unbroken phases [90, 91]. Unlike Her-
mitian systems, the eigenvalues of H are generally complex,
and its right eigenstates need not be orthogonal to each other
and are not equivalent to the left eigenstates in general. Fur-
thermore, the right eigenstates can coalesce and become or-
thogonal to the corresponding left ones at an exceptional point
[92], where H cannot be diagonalized. Previous works have
mostly focused on topological properties associated with the
exceptional point. Some unique topological objects with no
Hermitian counterparts are identified, such as anomalous edge
modes characterized by half-integers [70] and Weyl excep-
tional rings with both the quantized Chern number and the
quantized Berry phase [72]. Non-Hermitian systems emerge
ubiquitously in a variety of situations including open quantum
systems [93–100], mesoscopic physics [101–103], biological
physics [104–106] and chemistry [107–109], where topology
can play important roles [94, 99, 106, 107].
Nevertheless, a systematic understanding of topological
phases of non-Hermitian systems is still elusive. Inspired by
the periodic table for Hermitian topological insulators and su-
perconductors [43–45], we are naturally led to the following
questions:
(i) Can we classify non-Hermitian systems in
analogy with the SPT phases in closed quantum
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2TABLE I. Periodic table for non-Hermitian Hamiltonians. The Altland-Zirnbauer ten-fold classes [43–45] are grouped into six such that
classes A, DIII and CI, classes AI and D, and classes AII and C are unified. The Bott periodicity of classifying space C1 (C1×C1) is 2, and that
ofRs (Rs×Rs, s = 1, 5) is 8. Note that all the classes are nontrivial (trivial) in d = 4n+1 (d = 4n+2) dimensions, where n = 0, 1, 2, · · · .
AZ class Classifying space d = 0 1 2 3 4 5 6 7
A, DIII, CI C1 0 Z 0 Z 0 Z 0 Z
AIII C1 × C1 0 Z⊕ Z 0 Z⊕ Z 0 Z⊕ Z 0 Z⊕ Z
AI, D R1 Z2 Z 0 0 0 2Z 0 Z2
BDI R1 ×R1 Z2 ⊕ Z2 Z⊕ Z 0 0 0 2Z⊕ 2Z 0 Z2 ⊕ Z2
AII, C R5 0 2Z 0 Z2 Z2 Z 0 0
CII R5 ×R5 0 2Z⊕ 2Z 0 Z2 ⊕ Z2 Z2 ⊕ Z2 Z⊕ Z 0 0
systems?
(ii) If yes, then what is the non-Hermitian coun-
terparts of AZ classes?
(iii) Is there a quantum-Hall-like non-Hermitian
system which has no symmetry yet is topologi-
cally nontrivial?
(iv) Is there a bulk-edge correspondence in non-
Hermitian systems?
Regarding these fundamental questions, it seems that ex-
ceptional points, while unique to non-Hermitian systems and
of great experimental importance, may not be a good start-
ing point for a systematic classification, since they imply
band touching in the bulk and seem incompatible with a non-
Hermitian generalization of gap. We note that two very re-
cent works [110, 111] have made efforts to build a general
framework following the methodology for gapped Hermitian
systems. In particular, Ref. [110] focuses on one-dimensional
lattices with on-site loss and no dark states, and identifies a
topological winding number relevant to particle displacement;
Ref. [111] mainly discusses two-dimensional non-Hermitian
lattices with separable bands in the complex-energy plane,
and identifies a Chern number for individual bands. However,
these results are rather specific in spatial dimensions and/or
the structure of the Hamiltonian.
Here, we present a systematic framework for studying the
topological phases of generic non-Hermitian systems. For the
sake of comparison with SPT phases in Hermitian systems,
we focus primarily on lattice systems described by non-
Hermitian Bloch (or Bogoliubov-de Gennes) Hamiltonians
H(k), but our formalism can also be applied to other setups
like quantum channels [112] and full counting statistics
[107], where non-Hermiticity appears in completely positive
trace-preserving (CPTP) superoperators and generators
for characteristic functions, respectively. We shall discuss
the Z2 topological index for arbitrary quantum channels
in Sec. V A 2. Our framework is based on two guiding
principles:
(I) Topological phases of non-Hermitian systems
can be understood as dynamical phases, where
not only the eigenstates but also the full complex
spectra should be taken into account;
(II) The non-Hermitian generalization of the con-
cept of the band gap is the prohibition of touching
a base energy, which is typically zero but gener-
ally complex, in the spectrum.
We show that (I) and (II) are well justified both physically
and mathematically. On the basis of these two guiding prin-
ciples, we find that a one-dimensional lattice with asymmetric
hopping amplitudes turns out to be the most prototypical ex-
ample comparable to the quantum Hall insulator, in the sense
that an integer topological number can be defined without any
symmetry protection. This result gives an interesting topolog-
ical interpretation to the emergent Anderson transition [113]
in the Hatano-Nelson model [114–116], which should other-
wise be absent in one-dimensional Hermitian systems [117].
We also unveil a bulk-edge correspondence which is qualita-
tively different from the Hermitian case: There is a continuum
of (quasi-)edge modes in the semi-infinite space (open chain),
with the winding number being the degeneracy at a given base
energy. These findings answer the last two questions (iii) and
(iv) raised in the last paragraph.
Our guiding principles also enable a systematic application
of the K-theory [118], a technique widely used in classify-
ing Hermitian topological systems [44, 46, 51], to the non-
Hermitian AZ classes, leading to a complete classification in
all spatial dimensions. We introduce a unitarization procedure
as a non-Hermitian generalization of band flattening, followed
by a Hermitianization procedure to represent the classifying
space as a Clifford-algebra extension [61]. The classification
problem turns out to be mathematically equivalent to that of
the Hermitian AZ classes with an additional chiral symmetry,
leading to a dramatically different periodic table as shown in
Table I. We identify the underlying topological numbers im-
plied by the K-theory classification for all the non-Hermitian
AZ classes in one dimension. We also unveil a Z2 topological
index for zero-dimensional (anti-)PT -symmetric systems and
quantum channels. These results answer the first two ques-
tions (i) and (ii) raised above, and can further be generalized
to, e.g., systems with crystalline symmetries and especially to
PT -symmetric systems.
3The remainder of the paper is organized as follows. In
Sec. II, we introduce the dynamical point of view regard-
ing topological phases and justify the guiding principle (I).
In Sec. III, we first justify the guiding principle (II) and then
discuss the topological properties of non-Hermitian lattices in
one dimension, including the definition of the winding num-
ber, edge physics and experimentally observable signatures.
In Sec. IV, we employ the K-theory to achieve a complete
classification of non-Hermitian AZ classes in all dimensions,
as shown in Table I. The identification of topological numbers
and some topologically nontrivial examples in zero and one
dimensions are given in Sec. V. We conclude the paper with
an outlook in Sec. VI. Several technical details and an exper-
imental implimentation on asymmetric hopping are relegated
to Appendices to avoid digressing from the main subjects.
II. DYNAMICAL VIEWPOINT ON THE TOPOLOGICAL
PHASES
We begin by discussing how to define topological phases.
In a Hermitian system, a topological phase can be analyzed
from the many-body ground-state wave function |Ψ〉, which
can be mapped through the projector
P− =
∑
Ej<EF
|ϕj〉〈ϕj | (1)
onto all the single-particle eigenstates |ϕj〉 = f†j |vac〉 be-
low the Fermi energy EF for free fermions with |Ψ〉 =
(
∏
Ej<EF
f†j )|vac〉. Note that the spectrum plays no role here,
since the HamiltonianH can be flattened by means of the pro-
jector (1) into 1 − 2P− [43–45] without closing the (band or
many-body) energy gap, as schematically illustrated in Fig. 1
(a). Two gapped Hamiltonians H and H ′ differ topologically
if and only if |Ψ〉 (P−) cannot continuously be deformed into
|Ψ′〉 (P ′−) under the constraint of the energy gap and cer-
tain symmetries. Such a topological distinction between wave
functions accords with the “states of matter” interpretation of
phases.
However, the very notion of the ground state, be it single-
or many-body, breaks down for a non-Hermitian system,
since its eigenenergy belongs to the complex-number field C,
where, unlike the real-number fieldR, an order relation cannot
be defined [119]. Indeed, from a physical point of view, non-
Hermitian systems are intrinsically nonequilibrium and even
unstable. According to the nonunitary Schro¨dinger equation
i∂t|ψt〉 = H|ψt〉, (2)
where H is non-Hermitian and the Planck constant is set to
unity throughout this paper, only the single-particle eigenstate
with the largest imaginary energy survives in the long-time
limit, a phenomenon well known in photonics experiments
[88]. It thus cannot be justified to interpret non-Hermitian
topological phases simply as topological states of matter.
In this paper we will show that the topological phases of
non-Hermitian systems can be understood as topological dy-
namical phases, for which not only the eigenstates but also the
E+
(a)      Hermitian
(b)      Non-Hermitian
E
EF E 
ReE
ImE
EB
FIG. 1. (a) Energy spectrum (thick lines and dots) of a Hermitian in-
sulator. We can always perform band flattening, i.e., continuously de-
form the spectrum into {E−, E+} withE− < EF < E+, whereEF
(red dot) is the Fermi energy. In particular, we can choose E± = ±1
for EF = 0. (b) Energy spectrum of a non-Hermitian system form-
ing a loop that encircles a base point EB ∈ C. (In the figure we set
EB = 0 for simplicity.) While the shape can be deformed continu-
ously, the loop can never shrink to a single point without crossing the
base point.
full complex spectra play important roles. In fact, such a dy-
namical perspective has widely been adopted in the context of
thermalization and many-body localization [120], as well as
Floquet systems [121]. Examples include the Wigner-Dyson
(Poisson) level-spacing statistics in chaotic (integrable) sys-
tems [122] and quasi-energy pairing in discrete time crystals
[123–125]. As for non-Hermitian systems, we can immedi-
ately identify a unique topological object arising solely from
the complex spectrum — a loop constituted from eigenvalues
that encircles a prescribed base point (see Fig. 1 (b)). Here
by unique we mean that the topological object discussed here
never occurs in a Hermitian system with a real spectrum; by
topological we mean that the loop can never be removed with-
out crossing the base point at E = EB. If the base point is
chosen to be zero, a loop ensures the existence of amplifying
(ImE > 0) and attenuating (ImE < 0) modes. Such a topo-
logically enforced dynamical instability (dynamical property)
can be compared to topologically protected edge states (state
property) in Hermitian systems. Note that the converse is not
true, since instability or edge modes may not have a topologi-
cal origin.
While only the complex spectrum is relevant in the above
example, in general, however, both states and the spectrum
are important in the complicated transient dynamics governed
by Eq. (2). Since the full information of dynamical behavior
is encoded in the non-Hermitian Hamiltonian H in Eq. (2),
we can generally define that two non-Hermitian systems differ
topologically if and only if their Hamiltonians cannot contin-
uously be deformed into each other under certain constraints.
Here the minimal constraint follows guiding principle (II),
which will be justified in the next section.
Remarkably, by imposing the constraints of Hermiticity
and a finite gap, we can reproduce the states-of-matter in-
terpretation in Hermitian systems, at least for noninteracting
SPT phases. Without loss of generality [126], assuming that
EF = 0 lies in the band gap, the real spectrum can always be
4trivialized into ±1, leaving the only difference arising from
P− given in Eq. (1). In this sense, the dynamical viewpoint
on topological phases is a generalization of the static one.
We would like to mention that Eq. (2) should not neces-
sarily be interpreted as a nonunitary equation of motion for a
wave function. Indeed, it can be any linear dynamics, such as
a classical Markovian process, where |ψt〉 is a probability dis-
tribution [127], or a quantum master equation, where |ψt〉 is a
density operator or a supervector in the Liouville space [128].
In some cases we may consider a discrete version of Eq. (2):
|ψt+T 〉 = UT |ψt〉, (3)
which can be any linear stroboscopic dynamics or even a sin-
gle input-output process, such as nonunitary quantum walk
[87, 129] or quantum channels [112]. A recent work [130] on
classifying Gaussian nonequilibrium steady states ρss can be
regarded as a specific case of Eq. (3) with U∞(ρ) = ρss for
all ρ, where U∞ = limt→∞ eLt, and ρss is the unique (under
the periodic boundary condition) kernel of a quadratic Lind-
bladian L with a finite damping gap.
III. TOPOLOGICAL NON-HERMITIAN LATTICES IN
ONE DIMENSION WITH NO SYMMETRY
Before performing a general classification, it is instructive
to start from the most illustrative case — one-dimensional lat-
tices without any symmetry requirements. These systems are
found to be classified by a topological winding number, pro-
vided that a base energyEB is not involved in the energy spec-
trum. We show that such a winding number corresponds to
the number of edge states at EB in a semi-infinite space and is
measurable from the wave-packet dynamics.
A. Topological winding number
Let us first clarify the allowed continuous deformation.
Note that all the matrices M can continuously be deformed
to 0 via the path Mλ = (1 − λ)M , λ ∈ [0, 1] if there is
no constraint. To avoid the case in which all non-Hermitian
systems in all dimensions are trivial, we must impose at least
one constraint. In the Hermitian case, such a constraint is the
existence of an energy gap near the Fermi energy EF, which
is equivalent to the condition that EF does not belong to the
energy spectrum of the Hamiltonian. As a possible generaliza-
tion to the non-Hermitian case, we impose the condition that
a base energy EB ∈ C does not belong to the energy spec-
trum of H(k) for all k ∈ [−pi, pi], where k is the wave vector.
In analogy with the Hermitian case where EF is typically set
to be zero, we assume without loss of generality EB = 0
such that H(k) ∈ GL(V ), where GL(V ) is the general linear
group on the Hilbert space V at a given wave vector k. Such
a minimal constraint is not only natural from a mathematical
viewpoint, but also physically reasonable, since breaking the
invertibility of a Hamiltonian usually requires fine-tuning of
parameters. In other words, the constraint should easily be
satisfied under random perturbations, as is typically the case
with experimental imperfection. Indeed, as will be detailed
from now on, our setup does bring fruitful physical insights
into non-Hermitian systems.
Mathematically, our minimal constraint reads
detH(k) 6= 0, for all k ∈ [−pi, pi], (4)
which allows one to define a topological winding number:
w ≡
∫ pi
−pi
dk
2pii
∂k ln detH(k). (5)
We note that the generalization to the case of EB 6= 0 can
be achieved by simply replacing H(k) by H(k) − EB in
Eqs. (4) and (5). Let E1(k), E2(k), ..., EN (k) ∈ C/{0} be
the eigenenergies of H(k), where N = dimV is the total
number of bands. Then the winding number (5) can be ex-
pressed as
w =
N∑
n=1
∫ pi
−pi
dk
2pi
∂k argEn(k), (6)
where argEn(k) is the argument of the complex energy
En(k). Note that w vanishes identically for Hermitian
Hamiltonians because the real energy spectrum implies
ArgEn(k) = 0, pi, where Arg denotes the principle value of
the argument belonging to [0, 2pi). In this sense, a nontrivial
winding number, which gives the number of times the com-
plex eigenenergies encircle EB, is unique to non-Hermitian
systems. Mathematically, the existence of this winding num-
ber is ensured by the fact that the fundamental group of
GL(V ) is isomorphic to Z. In the next section, we will show
that the K-theory approach also gives the same Z classifica-
tion for one-dimensional systems belonging to class A, which
imposes no symmetries. In contrast, class A is trivial in one-
dimensional Hermitian systems [43].
As a minimal setup to observe a topological phase transi-
tion, we consider a ring geometry with asymmetric hopping
amplitudes JR, JL ∈ C (see Fig. 2(a)):
H =
∑
j
(JRc
†
j+1cj + JLc
†
jcj+1). (7)
Fourier transforming Eq. (7) to moment space, we obtain the
Bloch Hamiltonian as
H(k) = JRe
−ik + JLeik, (8)
whose winding number is evaluated to give
w =
 1 |JR| < |JL|;−1 |JR| > |JL|. (9)
The topological phase-transition point thus locates at |JR| =
|JL| (see Fig. 2(b)), where H(k) = 0 for k = [arg(JR/JL)±
pi]/2 and thus H(k) is not invertible.
Note that Eq. (8) becomes H(k) = e−ik for the specific
choice of JR = 1 and JL = 0. In this case, the non-Hermitian
5|JL|/|JR|10
w =  1 w = 1
(a)
(b)
JRJL
... ...
j j+1j-1
O
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FIG. 2. (a) One-dimensional lattice with asymmetric hopping ampli-
tudes JL 6= J∗R. Here, we show the case in which |JL| > |JR|, as in-
dicated by the thickness of the arrows. (b) Phase diagram and typical
complex energy spectra for the model in (a), where w is the winding
number. A topological phase transition occurs at |JL| = |JR| (pur-
ple dot), where the spectrum touches the origin, while the specific
case of (a) (blue star) belongs to the w = 1 phase, where the energy
spectrum forms a loop encircling the origin. An arrow inside each
loop indicates the direction of increasing k which corresponds to the
sign of the winding number w.
Hamiltonian becomes unitary. If we regard H(k) as the Flo-
quet operator UF(k), we obtain a Thouless pump [131], which
is characterized by the winding number proposed in Ref. [62]:
w =
∫ pi
−pi
dk
2pii
Tr[U−1F (k)∂kUF(k)]. (10)
In fact, Eq. (10) reduces to Eq. (5) if we replace UF(k) by
H(k) (see Appendix A). The formal similarity and the essen-
tial difference between non-Hermitian Hamiltonians and Flo-
quet operators will be clarified in the next section.
Remarkably, without symmetry constraints, non-Hermitian
systems can support topological phases and transitions even
for a single-band lattice like Eq. (7). Indeed, we can easily
write down a single-band Bloch Hamiltonian H(k) = eink,
which corresponds to an |n|-site (leftward when n > 0 and
rightward when n < 0) unidirectional hopping and features an
arbitrary winding number n ∈ Z. This makes a sharp contrast
with Hermitian systems which require at least two bands for
observing topological phenomena [132], either with (in one
dimension) or without (in two dimensions) additional symme-
tries. Such a sharp distinction can be understood as follows:
According to Eq. (6), the winding numbers in non-Hermitian
systems are determined solely from complex energies. On the
other hand, winding numbers (or Chern numbers) in Hermi-
tian systems are usually related to the Berry phase, which au-
tomatically becomes trivial if there is only a single band. We
will return to these crucial points in Sec. III D.
B. Robustness against disorder — revisiting the
Hatano-Nelson model
So far we have focused on the case with translation invari-
ance and used the Bloch Hamiltonian. For Hermitian systems
belonging to class A, we know that the integer quantum Hall
states in two dimensions are robust against spatial disorder.
As a consequence, while the Anderson transition is forbbiden
in two dimensions [117] in the absence of spin-orbit inter-
actions [133], mobility edges emerge in an integer quantum
Hall state and the delocalized modes contribute to the quan-
tized Hall conductivity Ce2/h [134], with C being the Chern
number [1]. These well-established results naturally raise a
question of whether or not a topological non-Hermitian sys-
tem like Eq. (7) is robust against disorder and, if yes, in what
sense.
To address this question, we consider the following modifi-
cation of Eq. (7):
H =
∑
j
(JRc
†
j+1cj + JLc
†
jcj+1 + Vjc
†
jcj), (11)
which describes a one-dimensional ring with asymmetric hop-
ping amplitudes and on-site disorder Vj . This is a well studied
model proposed by Hatano and Nelson [114–116]. While a
one-dimensional Hermitian system is always localized in the
presence of a random potential [117], e.g., Vj ∈ [−W,W ]
with a uniform probability, the Hatano-Nelson model (11) ex-
hibits an Anderson transition [113]. Recalling the emergence
of mobility edges in the quantum Hall state, we may conjec-
ture that the Anderson transition is ensured by the nontrivial
topological winding number, which is expected to be trivial
[135] if the system is fully localized.
To verify the conjecture, we have to first generalize the def-
inition of the winding number to disordered systems. Follow-
ing the idea of defining the Chern number for disordered quan-
tum Hall states [57], we apply a magnetic flux Φ through a
finite non-Hermitian ring with length L such that the hopping
amplitudes are multiplied by e∓iΦ/L under a specific choice
of gauge. For the Hatano-Nelson model (11), we have
H(Φ) =
L∑
j=1
(JRe
−iΦL c†j+1cj+JLe
iΦL c†jcj+1+Vjc
†
jcj). (12)
While H(Φ) is not periodic in Φ, there exists a large-gauge
transformation ULG = e
2pii
L
∑
j jc
†
jcj such that
H(Φ + 2pi) = ULGH(Φ)U
†
LG. (13)
Therefore, the gauge-independent quantity detH(Φ) is peri-
odic in Φ and the winding number can be defined as
w ≡
∫ 2pi
0
dΦ
2pii
∂Φ ln detH(Φ). (14)
We can show that Eq. (14) reproduces Eq. (5) in the pres-
ence of translation invariance (see Appendix A). In general,
w counts the number of times the complex spectral trajectory
6W=5
W=4
W=3
W=1
0.0 0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1
Φ/(2π)
A
rg
(detH
)/(2π) W=4W=3.5
W=3
W=2
0.0 0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1
Φ/(2π)
A
rg
(detH
)/(2π)W=5W=4
W=3
W=1
-6 -4 -2 0 2 4 6-1.0
-0.5
0.0
0.5
1.0
Re En
Im
E n
(a) (b) (c) (d)
W=4 W=3.5 W=3 W=2-4 -2 0 2 4-3
-2-1
0
1
2
3
Re En
Im
E n
FIG. 3. (a) Complex-energy spectra and (b) flows of Arg(detH) with respect to the flux Φ for typical realizations of the Hatano-Nelson
Hamiltonian (11) with L = 103, JR = 2, JL = 1 and real on-site disorder Vj ∈ [−W,W ], where W = 1, 3, 4, 5. (c) and (d) correspond to
(a) and (b), respectively, with the same set of parameters except for inclusion of a complex on-site disorder Vj = |Vj |eiφj , where |Vj | ∈ [0,W ]
with W = 2, 3, 3.5, 4 and φj ∈ [0, 2pi]. Note that the flows of Arg(detH) almost overlap in (b) for W = 1, 3, 4 and in (d) for W = 2, 3, 3.5,
and that they also overlap with each other between (b) and (d). We see that the transition occurs between W = 4 and W = 5 in (a) and
between W = 3.5 and W = 4 in (c). In the nontrivial phase (W = 1, 3, 4 in (a) and W = 2, 3, 3.5 in (c)), the spectra encircle the base point
at E = 0, giving the winding number w = −1. In the trivial phase, the data points lie on the real axis in (a) and scatter in the complex energy
plane without forming a closed loop in (c).
encircles the base point EB = 0 when the flux is increased
from 0 to 2pi. Having in mind that a time-varying flux induces
an electric field, we expect that both the eigenenergy and the
wave function of a localized mode stay almost unchanged
when changing Φ. Accordingly, the winding number should
vanish if the system is fully localized (see Appendix B 1 for
details).
We perform an exact-diagonalization analysis of a Hatano-
Nelson model with L = 103, JR = 2 and JL = 1 sub-
ject to the periodic boundary condition. We present the nu-
merical results in Fig. 3 for four different disorder strengths
W = 1, 3, 4, 5. As W increases, the fraction of localized
modes (indicated by the points located on the real axis in
Fig. 3(a)) increases and the mobility edges (points encircling
the origin) shrink to the origin. Nevertheless, even if the frac-
tion of delocalized modes is small, the winding number (14) is
always quantized at w = −1. Moreover, arg detH(Φ) is ap-
proximately given by pi−Φ, as can be seen from the following
explicit expression
detH(Φ) = (−)L−1(JLRe−iΦ + JLL eiΦ) + P ({Vj}), (15)
where an overwhelming majority of the random magnitudes
of the polynomial P ({Vj}) (see Appendix B 2 for the de-
tailed expression), which are independent of Φ, should be
much smaller than JLR before localization. With further in-
creasing the disorder strength, an Anderson transition occurs
at Wc ' 4.3 and all the states become localized, leading to a
trivial topological number.
In fact, the real parameters used in numerical calculations
endows the Hatano-Nelson model with time-reversal symme-
try T = K (K: complex conjugate), which makes the spec-
tra symmetric under reflection with respect to the real axis
(see Fig. 3(a)). To demonstrate that the time-reversal sym-
metry is irrelevant to the winding number discussed here, we
also calculate the energy spectra for complex random poten-
tials Vj = |Vj |eiφj , where the magnitude |Vj | (phase φj) is
randomly sampled from a uniform distribution over [0,W ]
([0, 2pi]). Then the symmetry with respect to the real axis
is lost, yet for disorder strength W = 2, 3 and 3.5, we
still find that the complex spectrum encircles the origin (see
Fig. 3(c)), as listed in a nontrivial winding number w = −1
(see Fig. 3(d)). When the disorder is too strong (the criti-
cal value is about Wc ' 3.9), e.g., for W = 4, the winding
number becomes zero. Note that Arg(detH) in Fig. 3(d) for
W = 4 does not take on special values like 0 or pi unlike the
Hermitian case. This is because the constant term P ({Vj}) in
Eq. (15) now becomes complex due to Vj ∈ C.
It should be mentioned that while the topological transition
and the localization transition coincide in the above two mod-
els, this may not be the case for other forms of disorder (see
Appendix B 3). On the other hand, one may conjecture that
the system is fully localized if and only if the winding num-
ber with respect to an arbitrary base energy vanishes, provided
that the eigenvalues of robust delocalized modes always form
some loops. That is to say, a topological transition is certainly
not sufficient but probably necessary for a localization transi-
tion.
While both the Hatano-Nelson model and the quantum Hall
insulator are topologically nontrivial with no symmetry re-
quirement, we would like to mention two crucial differences.
First, due to the difference in spatial dimension, the former is
characterized by a winding number, while the latter is charac-
terized by a Chern number. Second, as indicated by Table I,
the topological winding number of the Hatano-Nelson model
survives if the time-reversal symmetry is imposed. In stark
contrast, a quantum Hall insulator (or Chern insulator) neces-
sarily breaks the time-reversal symmetry.
C. Bulk-edge correspondence
As is well known in Hermitian systems, a nontrivial topo-
logical number in the bulk usually implies the existence of
edge states, such as chiral edge modes in a quantum (anoma-
lous) Hall state with open boundaries [54]. It is thus natural
to ask whether the bulk-edge correspondence exists in topo-
logical non-Hermitian systems. We answer this question in
the affirmative, at least for the single-band case. However, the
7correspondence turns out to be very different from that in Her-
mitian systems — given a base energy EB, a positive (nega-
tive) winding number w implies w (−w) independent edge
modes with energy E = EB and localized at the left (right)
boundary in the semi-infinite space.
Let us first focus on the minimal model described by
Eq. (7). By assuming |JL| > |JR|, we expect an edge state
at the left boundary. Indeed, in the limiting case of JR = 0,
ψj = δj,1 (localized at the first site) is an eigenstate with zero
energy. More generally, by imposing the right-half-infinite
boundary condition, a state localized at the left boundary can
be obtained by solving
JRψj−1 + JLψj+1 = Eψj , j = 1, 2, ... (16)
subject to
ψ0 = 0, lim
j→∞
ψj = 0. (17)
This is a standard problem on a recursive sequence. Denoting
z1 and z2 as the roots of
E = JRz
−1 + JLz, (18)
which is the characteristic equation of Eq. (16), the general
form of the wave function can be written as [136]
ψj = c1z
j
1 + c2z
j
2. (19)
Accordingly, the conditions in Eq. (17) become
c1 + c2 = 0, |z1| < 1, |z2| < 1. (20)
These conditions lead to a continuum of solutions ψj ∝
zj1 − zj2 with energies that fill the interior of the bulk energy
spectrum — a closed loop (see Fig. 4 (a)) specified by Eq. (8)
or Eq. (18) with |z| = |eik| = 1. Note that the winding
number is 1 for any base energy within this loop, including
EB = 0.
With the above concrete example in mind, we are ready to
generalize the conclusion to arbitrary single bands with posi-
tive winding numbers. While the full proof is somewhat tech-
nical (see Appendix C), the key idea is simply the argument
principle [119] ∮
|z|=1
dz
2pii
f ′(z)
f(z)
= Z − P, (21)
where E = f(z) is the characteristic equation and Z (P ) de-
notes the number of zeros (poles) of f(z) in the area |z| <
1. Replacing z with eik, we find that the left-hand side of
Eq. (21) gives nothing but the winding number w introduced
in Eq. (6). A general form of the wave function can be writ-
ten as ψj =
∑Z
l=1 clz
j
l , where zl’s are the zeros and cl’s are
subject to P different constraints stemming from the inhomo-
geneity at the edge. These are straightforward generalizations
of Eqs. (19) and (20). As a result, there are Z − P = w-fold
degeneracies of edge states at E = 0, or generally at E = EB
if we replace f(z) with f(z) − EB in Eq. (21). Note that the
same analysis applies to single bands with negative winding
numbers by interchanging z and z−1.
In a realistic one-dimensional system, such as a photonic
lattice [88], open boundaries always appear in pairs. In
the presence of two edges, only a one-dimensional part is
picked out from the edge-state continuum, making the topo-
logical degeneracy generally invisible for a given base en-
ergy. For example, the spectrum of an open chain de-
scribed by Eq. (7) with length L can be determined as En =
2
√
JLJR cos
npi
L+1 (n = 1, 2, ..., L) which distributes over an
interval (−2√JLJR, 2
√
JLJR) on the real-energy axis in the
thermodynamic limit (see the red line in Fig. 4 (a)). A sud-
den change in the spectrum under different boundary condi-
tions has also been found in Ref. [137]. Here, we can pro-
vide a topological understanding — the winding number (14)
should either vanish or become ill-defined in an open chain,
since the flux can always be gauged out and thus detH(Φ) is
Φ independent. Therefore, the spectrum no longer encircles
any base point inside the spectrum loop under the periodic
boundary condition. Since the spectrum should change con-
tinuously when the boundary hopping is gradually switched
on, the spectrum must be very sensitive to the boundary con-
dition. Indeed, it is already shown in Ref. [137] that an ex-
ponentially small modification of the boundary condition can
lead to an order-one change in the spectrum.
As stated above, an energy eigenstate localized at the edge
of a semi-infinite space generally disappears if the system
size is finite. Nevertheless, quasi-edge modes may exist for
finite-size systems. By quasi-edge modes, we mean that they
are not genuine eigenstates, yet their dynamics look just like
eigenstates up to a time scale that increases with the sys-
tem size and diverges in the thermodynamic limit. To in-
vestigate them, suppose that an edge state with energy E
for the semi-infinite condition is prepared in a finite lattice
with length L, whose spectrum does not include E. Then
the time evolution can be obtained to a good approximation
simply by multiplying e−iEt up to a time scale (at least) pro-
portional to L (see Figs. 4(c) and (d)). Note that this quasi-
eigenstate of a finite chain becomes exact in the semi-infinite
limit L → ∞. While a formal proof is available (see Ap-
pendix D), we can intuitively interpret this linear scaling as
a manifestation of the Lieb-Robinson bound [138] after a
boundary-condition quench roughly L sites away from the
edge mode, as illustrated in Fig. 4 (b). In the presence of
disorder, these quasi-edge modes stay robust, although they
are irregularly modified depending on the disorder configura-
tion. As for on-site disorder in Eq. (7), the wave function of a
quasi-edge mode (if exist) at E can iteratively be determined
by ψj+1 = [(E − Vj)ψj − JRψj−1]/JL. The lifetime upon
disorder average obeys the same linear scaling with respect to
(sufficiently large) L as the clean limit (see Fig. 4(f)).
The dramatic changes in the spectra for different bound-
ary conditions has already been investigated in a purely math-
ematical context regarding non-Hermitian Toeplitz matrices
(i.e., the matrices satisfying Mjl = Mj−l) and operators
[139]. A generalization of the conventional eigenvalues and
eigenvectors, which is called the -pseudo-eigenvalues and
eigenvectors, was made to explain the apparent inconsistency.
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FIG. 4. (a) Energy spectrum of Eq. (7) with JL = 2 and JR = 1 under the periodic boundary condition (PBC, blue ellipse) and the open
boundary condition (OBC, red line). For each energy E inside the ellipse (light-blue region) there exists a w = 1 edge state localized at the
left boundary in the semi-infinite space. Three colored points show energies of the three quasi-edge modes in (d). (b) An edge state in the
semi-infinite space (magenta wave packet) will eventually become unstable (orange wave packet) in a finite open chain with length L after
a time t∗ ∼ L
v
, where v is the Lieb-Robinson velocity. (c) Time evolution of the relative deviation R(t) ≡ ‖[e−i(H−E)t − 1]|ψ〉‖ for the
edge state |ψ〉 with E = 0.1i in an open chain with L = 100. Inset: Time evolution (solid curves) of |ψj(t)|2 at the leftmost three sites
(j = 1, 2, 3) in comparison with that of |ψj(t)|2 = e2ImEt|ψj(0)|2 (dashed lines). (d) Finite-size scaling of t∗ for three different quasi-edge
states with energies E = 0.1i, 2.85 and 0.5− 0.5i (marked in (a)). We define t∗ by R(t∗) = 10−2, as indicated by the dashed red line in (c).
(e) The same as (c) but in the presence of real on-site disorder Vj ∈ [−W,W ] with W = 3. The green curves and the inset show three typical
realizations, and the dashed purple curve gives the disorder average over 103 realizations. The average is taken for lnR(t), and thus gives the
geometric mean for R(t). (f) The same as (d) but for different disorder strengths W = 3, 3.5, 3.7 (compared to W = 0, the same as E = 0.1i
in (d)) with fixed E = 0.1i.
The exact definition is as follows: Given a matrix or oper-
ator H , if there exists V such that the operator norm satis-
fies ‖V ‖ ≤  and (H + V )ψ = Eψ, then E and ψ con-
stitute a pair of -pseudo-eigenvalue and eigenvector of H .
In our language, Toeplitz matrices and operators correspond
to finite and semi-infinite chains, respectively, and a pseudo-
eigenvector is nothing but a quasi-edge mode. The spectrum
of a Toeplitz operator must be obtained by first taking the ther-
modynamic limit L → ∞ followed by  → 0, which is gen-
erally inequivalent to the limit  → 0 followed by L → ∞
[139]. This fact is reminiscent of quantum phase transitions
[40], where spontaneous symmetry breaking occurs only by
first taking the thermodynamic limit and then making the sym-
metry breaking perturbations vanish. Here, the noncommuta-
tivity of the limiting procedures stems from the topologically
enforced sensitivity to the boundary condition, as already ex-
plained previously.
D. Numerical and experimental schemes to extract the
winding number
In Hermitian systems, the only direct signature of w in one
dimension seems to be the number of edge states. Due to the
subtlety of the bulk-edge correspondence discussed above, we
can hardly identify w simply from the energy spectrum of a
finite non-Hermitian system.
Nevertheless, we can numerically extract the winding num-
ber by counting the zero modes of the following enlarged Her-
mitian Hamiltonian constructed from H:
HH ≡ σ+ ⊗H + σ− ⊗H†, (22)
where σ± ≡ (σx ± iσy)/2, with σx and σy being the Pauli
matrices. Such an idea of Hermitianization (22) actually lies
at the heart of the K-theory classification discussed in the next
section. Using the bulk-edge correspondence of H , we can
show that the number of zero modes of Eq. (22) equals to 2|w|
(see Appendix C). This result is actually nothing but the bulk-
edge correspondence for Hermitian systems with chiral sym-
metry alone (class AIII). If the chiral symmetry stems from
the sublattice degrees of freedom, the sign of w determines
in which sublattice the edge state is localized. Note that the
generalization to arbitrary base energies can be done through
replacement of H by H − EB in Eq. (22).
In practice, we can measure the winding number from the
wave-packet dynamics. For Hermitian lattice systems, the
semiclassical equations of motion of a particle in a single band
are given by [140]
dk
dt
= F ,
dr
dt
= ∇kE(k)− dk
dt
×Ω(k), (23)
where F is the potential gradient, E(k) is the band disper-
sion, and Ω(k) = i〈∇ku(k)| × |∇ku(k)〉 is the Berry cur-
vature, which requires at least two dimensions and two bands
9(as mentioned in Sec. III A) to be nonzero. In two dimen-
sions, it suffices to determine the Chern number directly from
the transverse motion of particles [16]. However, in a one-
dimensional lattice, rather sophisticated operations are needed
to measure the winding number or the Zak phase [14]. That
is, we have to isolate the geometric phase from the dynami-
cal phase [141]. In a non-Hermitian one-dimensional system,
however, the winding number (6) is determined solely from
the eigenenergies, which are relevant to the dynamical phase.
It turns out that w can be measured simply from the nonuni-
tary Bloch oscillations [142, 143], whose semiclassical equa-
tion of motion is given by (see Appendix E)
dk
dt
= F,
dx
dt
= Re
dE(k)
dk
,
d lnNt
dt
= 2ImE(k), (24)
where Nt ≡ 〈ψt|ψt〉 is not, in general, equal to unity due
to the nonunitary nature of the dynamics. By simultane-
ously tracing the center of mass and the total weight of the
wave packet, we can reconstruct the energy spectrum when
the wave vector runs over the Brillouin zone. The winding
number w can thus be determined by counting how many
times the complex-energy trajectory encircles a base point.
Such a simple scenario can be implemented in photonic lat-
tices [144] with asymmetric backscattering [79, 80] or by us-
ing auxiliary microresonators with gain and loss [145, 146].
Here we propose another implementation based on ultracold
atoms in optical lattices with engineered dissipation (see Ap-
pendix F for details). Comparing with photonic lattices, ul-
tracold atoms have the advantage in controlling interactions
flexibly and thus are promising for exploring non-Hermitian
quantum many-body physics [97, 98].
As a simple example, we consider the wave-packet dynam-
ics in a disorder-free Hatano-Nelson lattice (7) with JL = 2,
JR = 1 and L = 100. While the open-boundary condi-
tion is imposed, we have checked that the difference from
the periodic-boundary condition is negligible. At the initial
time, we prepare a Gaussian packet in the middle of the lat-
tice with dispersion σr =
√
L/(4pi) and located at k = 0 in
the Brillouin zone (see Fig. 5(a)). After applying a potential
gradient F = 0.4 in the positive x (right) direction, both the
center of mass and the intensity starts to oscillate. As shown
in Fig. 5(c), the numerical results (dots) agree quite well with
the semiclassical predictions (dashed curves). Thus, the re-
constructed complex energies based on Eq. (24) accurately re-
produce those of the ideal dispersion relation (see Fig. 5(d)).
We have also plotted the wave-packet densities at several dif-
ferent times in Fig. 5(b) and confirmed that the profile stays
approximately Gaussian during the time evolution. Note that
the initial direction of motion is opposite to F due to the neg-
ative effective mass meff = −(JL + JR) at k = 0.
IV. CLASSIFICATION OF NON-HERMITIAN
TOPOLOGICAL PHASES IN THE ALTLAND-ZIRNBAUER
CLASSES
The non-Hermitian systems discussed in the previous sec-
tion are special in the sense that the spatial dimension is
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FIG. 5. (a) Gaussian wave packet in a lattice with asymmetric hop-
ping amplitudes JL = 2 and JR = 1 and tilted by a potential
gradient F = 0.4. (b) Profiles of the wave packet in real space at
t = 0, 0.2T, 0.4T, 0.5T, 0.7T and 0.9T , with T = 2pi
F
for the lat-
tice length L = 100. (c) Numerical (“+” marks) and semiclassical
(dashed curves, obtained from Eq. (24)) results for the wave-packet
dynamics in real space. Here ∆〈x〉t ≡ 〈x〉t − 〈x〉0 denotes the
center-of-mass displacement at time t. (d) Complex eigenenergies
reconstructed from (c) (dots) in comparison with the theoretical re-
sults (dashed curve). The arrows in (b) and (d) show the direction of
time. Since the data are taken stroboscopically, the imaginary ener-
gies ImE are estimated from ln(〈ψt+∆t|ψt+∆t〉/〈ψt|ψt〉)/(2∆t).
d = 1 and no symmetry requirement is imposed. Such a non-
Hermitian counterpart of class A in one dimension, however,
exhibits an integer topological winding number (5) reminis-
cent of Floquet systems [62] and Hermitian systems belonging
to class AIII [43]. These observations suggest a connection
between a non-Hermitian Hamiltonian and a unitary operator,
the latter of which has a one-to-one correspondence to an in-
volutory Hermitian Hamiltonian with a prescribed chiral sym-
metry [61]. In this section, we establish such a connection,
which enables a systematic classification of non-Hermitian
Bloch Hamiltonians in all dimensions and in the presence of
additional symmetries. In particular, we show that the topo-
logical classifications of non-Hermitian AZ classes differ sig-
nificantly from those of Hermitian AZ classes [43–46].
A. Unitarization under symmetry constraints
In the previous sections we have already clarified that two
Hamiltonians are topologically equivalent if they can contin-
uously be deformed into each other under certain constraints.
Without symmetries, the only constraint is that a base point
EB cannot be touched by the energy spectrum. Such a con-
straint is imposed to satisfy the condition of invertibility of
the Hamiltonian for EB = 0, which we primarily assume in
the following discussions. For a given AZ class, we have to
further impose symmetry constraints. We define that H0(k)
andH1(k) are homotopically equivalent, denoted asH0(k) '
H1(k), if and only if there exists a pathHλ(k) (0 ≤ λ ≤ 1) in
the space of invertible matrices (i.e., the GL(V ) group, where
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FIG. 6. (a) Spectral flow (from red to green, guided by the arrows)
in the course of the unitarization process of an invertible complex
matrix with size 20. Note that the spectrum of the unitarized matrix
locates on a unit circle (black dashed). (b) The same as in (a) but
for a time-reversal-symmetric matrix. The time-reversal symmetry,
which manifests itself as the mirror symmetry of the spectrum with
respect to the real axis, is kept in the unitarization process.
V is the Hilbert space) such that
AHλ(k) = ηAHλ(−k)A, for all λ ∈ [0, 1], (25)
where A = T (time-reversal operator) and C (particle-hole
operator) are anti-unitary operators, with ηT = 1 and ηC =
−1, respectively. We emphasize again that the condition of
Hλ(k) being invertible is equivalent to the condition that the
system stays gapped in the Hermitian case, if we prescribe the
Fermi energy to be 0. When generalizing to non-Hermitian
systems, the concepts of upper and lower bands disappear
since we cannot establish an order relation for complex en-
ergies.
From now on, we may omit the variable k for simplic-
ity. The definition of the homotopical equivalence based on
Eq. (25) implies the following theorem:
Theorem 1 For an arbitrary invertible Hamiltonian H ,
which has a unique polar decomposition H = UP with U
being unitary and P =
√
H†H being positive-definite and
Hermitian, we have H ' U .
This theorem is proved in Appendix G and applicable also to
crystalline symmetries. We provide two examples of unita-
rization from H to U in Fig. 6. According to this theorem,
it suffices to consider the classification of all the unitary ma-
trices. Note that this result is consistent with band flattening
in the Hermitian case [43–45]. By diagonalizing a Hermitian
Hamiltonian as
H = V
Λ+p×p 0
0 Λ−q×q
V †, (26)
where Λ+p×p (Λ
−
q×q) is the diagonal block of all the positive
(negative) energies, we find the polar decomposition to be
H = UP with
U = V
1p×p 0
0 −1q×q
V †,
P = V
Λ+p×p 0
0 −Λ−q×q
V †,
(27)
where U is nothing but the flattened Hamiltonian.
B. K-theory and Clifford-algebra extension
The classification based on the homotopy equivalence is ap-
propriate for a given Hilbert space, but is not so if the oper-
ations of inserting extra bands are also allowed. These oper-
ations are indeed possible in experiments of ultracold atoms,
where we can, for example, couple two or more individual
one-dimensional chains [147]. In this case, the correct clas-
sification should be carried out on the basis of the K-theory
[44, 46, 50, 51, 148], i.e., all we have to do is to figure out
the K-group of the map from the Brillouin zone M = T d (d:
spatial dimension) to a matrix space subject to specific sym-
metry requirements (but with no Hermiticity constraints). If
we are only interested in the strong topological numbers [44],
the manifold is M = Sd.
It is worthwhile to sketch the basics of the K-theory, so as
to understand why it is compatible with band-inserting oper-
ations. The K-group is an Abelian group consisting of equiv-
alence classes, denoted as [H0, H1], of Hamiltonian pairs
(H0, H1), where H0 and H1 act on the same Hilbert space.
For (H0, H1), we define an addition structure as
(H0, H1) + (H
′
0, H
′
1) = (H0 ⊕H ′0, H1 ⊕H ′1). (28)
We also impose (H0, H1) = (H ′0, H
′
1) if H0 ' H ′0 and
H1 ' H ′1. To specify the equivalence classes, we require that
(H0, H1) should be identified as (H0 ⊕ H,H1 ⊕ H) for all
H , i.e., [H0⊕H,H1⊕H] ≡ [H0, H1]. By naturally defining
the addition between equivalence classes as
[H0, H1] + [H
′
0, H
′
1] = [H0 ⊕H ′0, H1 ⊕H ′1], (29)
we can deduce that they form an Abelian group, which is
called the K-group and denoted as K(M), with zero element
[H,H] = 0 and the inverse of [H0, H1] being [H1, H0]. We
say that H0 and H1 belong to the same topological phase if
and only if [H0, H1] = 0.
A crucial observation here is that although H0 ' H1 im-
plies [H0, H1] = 0, the converse is not true. A prototypical
example is the Hopf insulator [149] which is a two-band sys-
tem in three dimensions and has no symmetry. While a Hopf
insulator differs homotopically from a trivial insulator by a
nonzero Hopf charge, it becomes trivial in the K-theory clas-
sification since we can insert additional bands into the system
to trivialize the homotopy from S3 to the entire Hilbert space.
In other words, nontrivial topological phases emerge in class
A in three dimensions only if there are two bands.
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While it is generally difficult to calculate the K-group, well-
developed techniques are available if the Hamiltonian space
subjected to specific symmetry constraints is an extension of
a Clifford algebra [44], which is generated by a set of anti-
commutative elements {ej}nj=1, i.e., ejej′ = −ej′ej for all
j 6= j′. If e2j = 1 for all j = 1, 2, ..., n, the algebra gener-
ated by {ej}nj=1 over the complex-number field C is called a
complex Clifford algebra C`n. If e2j = −1 for j = 1, 2, ..., p
(p ≤ n) and e2j = 1 for j = p + 1, p + 2, ..., n, the algebra
generated by {ej}nj=1 over the real-number field R is called a
real Clifford algebra C`p,q , where q = n − p. For a flattened
Hermitian Hamiltonian H , we naturally have H2 = 1, which
can already be regarded as an element of a Clifford algebra
C`H generated by H and its two-fold symmetry operators (as
well as i, if there is an anti-unitary symmetry). Noting that
the symmetry operators themselves generate another Clifford
algebra C`S , we can thus represent the Hamiltonian space by
the Clifford-algebra extension C`S → C`H . In particular, we
denote C`s → C`s+1 and C`0,s → C`0,s+1 as Cs and Rs,
respectively, which satisfy Cs+2 = Cs and Rs+8 = Rs. It is
well known for Hermitian systems that the two complex AZ
classes correspond to Cs with s = 0, 1 and the eight real AZ
classes correspond to Rs with s = 0, 1, ..., 7 [44]. Denoting
the K-group for a complex or real AZ class parametrized by s
and in d dimensions as KC(s; d) or KR(s; d), we have
KC(s; d) = pid(Cs) = pi0(Cs−d),
KR(s; d) = pid(Rs) = pi0(Rs−d), (30)
where pid is the dth homotopy group.
For a unitarized non-Hermitian Hamiltonian U , we do not
have U2 = ±1 in general. Nevertheless, we can introduce the
corresponding Hermitian Hamiltonian
HU ≡ σ+ ⊗ U + σ− ⊗ U† =
 0 U
U† 0
 , (31)
which now satisfies H2U = 1. Remarkably, by such construc-
tion, we naturally have a chiral symmetry Σ ≡ σz ⊗ 1 which
satisfies Σ2 = 1 and
ΣHU = −HUΣ. (32)
It has been proved (see, e.g., Appendix D in Ref. [61]) that
HU must take the form of Eq. (31) if we impose Eq. (32).
Therefore, one can find properties of U from those of HU .
C. Explicit classification
Now let us study how the non-Hermiticity changes the
topological classification for each AZ class. We start from the
two complex AZ classes A and AIII, which correspond to C0
and C1 in the Hermitian case. Due to the emergent chiral sym-
metry (32), class A is shifted to class AIII, which is charac-
terized by pid(C1) = Z (0) for odd (even) d. As for class AIII
with an intrinsic chiral symmetry Γ, due to [Σ, σ0 ⊗ Γ] = 0
(σ0 ≡ 12×2), the topological number simply duplicates, i.e.,
it becomes pid(C1 × C1) = Z⊕ Z (0) for odd (even) d.
Let us move on to the real AZ classes with only a single
anti-unitary symmetry A = UAK, including AI (T 2 = 1), D
(C2 = 1), AII (T 2 = −1) and C (C2 = −1). By using the
fact that
AU = ηAUA ⇔ AU† = ηAU†A
⇔
A 0
0 A
 0 U
U† 0
 = ηA
 0 U
U† 0
A 0
0 A
 , (33)
we find that the action of an anti-unitary symmetry σ0 ⊗ A
on HU is the same as that on U . Since [σ0 ⊗ A,Σ] = 0,
such a chiral symmetry Σ implies another anti-unitary sym-
metry whose square is the same as A2. Therefore, classes AI
and D (classes AII and C), which correspond to R0 and R2
(R4 andR6) in the Hermitian case, are unified into BDI (CII)
described byR1 (R5).
Finally, let us discuss the AZ classes with two anti-unitary
symmetries, including DIII (T 2 = −1, C2 = 1), CI (T 2 =
1, C2 = −1), BDI (T 2 = 1, C2 = 1) and CII (T 2 =
−1, C2 = −1). For the former two classes, we can construct
iΣ(σ0 ⊗ Γ) = iσz ⊗ Γ; this operator gives −1 upon squaring
and commutes with all the elements in the original Clifford
algebra excluding Σ. This implies that DIII and CI, which
correspond to R3 and R7 in the Hermitian case, are unified
into AIII (C1), since iσz ⊗ Γ behaves like a complex unit that
changes the real AZ classes into the complex ones [50]. For
the latter two classes, we can construct Σ(σ0 ⊗ Γ) = σz ⊗ Γ;
this operator gives 1 upon squaring and commutes with all the
elements in the original Clifford algebra excluding Σ. This
implies that the topological number of classes BDI and CII
simply gets doubled, since σz⊗Γ has two different subspaces
of eigenstates with eigenvalues ±1 [50].
We list all the results in Table I. To summarize, the effect
of non-Hermiticity is equivalent to adding a chiral symmetry
that commutes with all the original symmetries. As a result,
A, DIII and CI are unified into AIII, AI and D are unified into
BDI, AII and C are unified into CII, and AIII, BDI and CII
become duplicated.
D. Discussions
A few remarks are in order here. First, the unification of
classes AI and D, AII and C as well as that of classes DIII
and CI, can be understood as a consequence of the one-to-one
mapping between a time-reversal symmetric Hamiltonian and
a particle-hole symmetric Hamiltonian which are transformed
to each other by simple multiplication of one or the other by i
[150]. Such a unification holds true for very general require-
ments of continuous deformation other than maintaining in-
vertibility, such as the existence of a complex band gap [111].
Second, despite the fact that the classification of non-
Hermitian matrices is equivalent to that of unitary matrices,
the periodic table (Table I) differs significantly from that
of Floquet systems [61]. This is partly [151] due to the
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FIG. 7. (a) Spectrum of Eq. (34) with (γ,m) = (0.25, 1). The
zero mode in the γ = 0 limit (sparse dots) disappears due to the
global spectrum shift along the imaginary energy axis (indicated by
the arrows). (b) Same as (a) but with (γ,m) = (0, 1 + 0.5i). The
symmetry constraint given in Eq. (35) enforces the spectrum to be
inversion symmetric, leading to a robust zero mode (grey dot). In
both (a) and (b), the blue (red) dots correspond to the periodic (open)
boundary condition, and the system size is 40× 40.
different meanings of time-reversal symmetric and particle-
hole symmetric operators in the context of Hamiltonians and
time-development operators. In the former case, we re-
quire AHA−1 = ηAH , while in the latter case we require
AUA−1 = U−ηA .
Third, a two-dimensional non-Hermitian system turns out
to be always trivial in our classification. This does not con-
tradict a recently discovered Chern number for separable non-
Hermitian bands [111], since all the bands can be deformed
to touch each other without hitting a base energy. For exam-
ple, let us show how to trivialize a Chern insulator without the
spectrum touching at the origin (here, we assume EB = 0).
We consider a two-band system
H(kx, ky) =− iγσ0 + sin kxσx + sin kyσy
+ (m− cos kx − cos ky)σz, (34)
and start from (γ,m) = (0, 1), which describes a Hermitian
Chern insulator [41]. We can first gradually introduce a global
loss up to, e.g., γ = 0.25 (see Fig. 7(a)), then change m into,
e.g., m = 3, and finally remove the global loss by reducing γ
to zero. It is clear that the origin is not touched by the spec-
trum of H(kx, ky) during the whole process. Such kind of
continuous deformation is, however, forbidden in Ref. [111],
because a band touching occurs at m = 2.
Although the AZ classes are always trivial in two dimen-
sions in our framework, nontrivial topological phases do exist
in other symmetry classes. For example, by setting γ = 0 in
Eq. (34), we have
σxH(kx, ky)σx = −H(−kx, ky) (35)
even for a complex m. With the symmetry constraint in
Eq. (35) alone, we know that the Hermitianized Hamiltonian
(22) exhibits not only a chiral symmetry Σ but also a mirror
symmetry (with respect to the y axis) σz ⊗ σx that commutes
with Σ, leading to a Z classification [49]. In Fig. 7(b), we
plot the spectrum for m = 1 + 0.5i with a nontrivial mir-
ror winding number 1 [49], and find a mode with zero en-
ergy under the open boundary condition. Such a zero-energy
mode should be robust due to the interplay of a nontrivial non-
Hermitian Chern number [111] and the inversion symmetry of
the spectrum enforced by Eq. (35). This observation, together
with the bulk-edge correspondence found in one dimension,
suggests that a topologically nontrivial bulk with respect to
a base energy EB implies one or more robust edge modes at
EB (or crossing EB upon the change of boundary condition).
This is much stronger a requirement than the existence of ro-
bust edge modes (that may appear anywhere), which can be
ensured by a nontrivial non-Hermitian Chern number as dis-
cussed in Ref. [111]. From this viewpoint, it may not be so in-
comprehensible that two-dimensional non-Hermitian systems
in AZ classes are always trivial — these systems may exhibit
robust edge modes, but are not expected to exhibit an edge
mode at the base energy in general.
Finally, we again emphasize that weak topological numbers
[44] are not shown in Table I. Indeed, we can define two wind-
ing numbers
wµ ≡
∫ pi
−pi
dkµ
2pii
∂kµ ln detH(k), µ = x, y (36)
for any two-dimensional lattices, but they inherit from the
lower dimension (d = 1) and are not genuinely two-
dimensional topological invariants. On the other hand, a non-
trivial weak topological number can lead to a dramatic change
in the spectrum under different boundary conditions, just like
the one-dimensional case shown in Fig. 4(a).
V. TOPOLOGICAL INDICES FOR NON-HERMITIAN
SYSTEMS
In this section, we identify the topological indices and
provide some concrete examples for all the nontrivial non-
Hermitian AZ classes in zero and one dimensions.
A. Zero dimension
According to the K-theory classification (see Table I), if we
impose either time-reversal or (and) particle-hole symmetry,
we obtain two (four) types of topologically different matrices.
Since a matrix of class BDI is made from two independent
matrices of class AI (or D), it suffices to focus on a single Z2
topological number. Furthermore, class AI and class D can be
mapped into each other by simply multiplying the imaginary
unit i [150]; therefore we will primarily discuss the case of
class AI without loss of generality.
Note that an involutory (T 2 = 1) time-reversal symmetry
can always be represented as T = K in an appropriate ba-
sis [152], under which all the time-reversal symmetric matri-
ces are real. In this case, the polar decomposition becomes
H = OR, where O is orthogonal and R is real, symmetric
and positive-definite. Since H ' O, we conclude that the Z2
topological number characterizes the two disconnected sec-
tors of an orthogonal group. In terms of H , this topological
number can be defined as
s ≡ sgn(det H), (37)
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FIG. 8. Spectrum deformation in a class AI system described by a
3 × 3 matrix in zero dimension. The spectrum is always symmetric
with respect to the real axis. Without touching EB = 0, the number
of eigenvalues on the negative or positive real axis can only change
by an even number, so a Z2 index (s = −1) can be defined as in
Eq. (37).
which takes on 1 (−1) if there is an even (odd) number of
eigenvalues on the negative real axis (see Fig. 8). Using the
correspondence between classes AI and D, the Z2 index of a
particle-hole symmetric Hamiltonian can be defined as
s′ ≡ sgn(det iH), (38)
which takes on 1 (−1) if there is an even (odd) number of
eigenvalues on the positive imaginary axis.
1. PT -symmetric systems
Remarkably, in the sense of Eq. (37) (Eq. (38)), a PT -
symmetry-breaking (an anti-PT -symmetry-breaking [77])
transition across an exceptional point can be identified as a
topological transition. While the PT symmetry physically
differs from the T symmetry, as long as the symmetry op-
erator is involutory and anti-unitary, the topological classifi-
cation in zero dimension is the same as class AI. Note that
the classification differs in higher dimensions (see Table II
and Appendix I). As a minimal example, we consider a non-
Hermitian two-level system [83]
H = Ωσx + iγσz, Ω, γ ∈ R, (39)
which features a PT symmetry σxK. It is easy to check that
detH = γ2 − Ω2 and thus s = −1 (s = 1) in the PT -
unbroken (PT -broken) phase. A topological transition with
anti-PT -symmetry breaking (class D) can similarly be con-
structed by multiplying Eq. (39) by i.
At first glance, the conclusion that a PT -symmetry break-
ing transition is topological seems rather odd, since in Hermi-
tian systems the concept of SPT is complementary to spon-
taneous symmetry breaking. As for non-Hermitian systems,
this is possible due to the conceptual difference in defining
topological phases as dynamical phases instead of states of
matter, so that the eigenstates do not necessarily respect the
symmetry. In particular, the Z2 topological number (37) for
class AI in zero dimension is solely determined by the energy
spectrum. The emergence of E and E∗ is indeed topologi-
cally forbidden if they originate from two real energies with
opposite signs. This is because in PT -symmetric systems a
pair of complex conjugate eigenvalues emerges when two real
eigenenergies coalesce; if these real eigenenergies have oppo-
site signs, they have no alternative but to meet at the origin
which, however, is forbidden by our assumption. Now the
sign of the product of the two eigenvalues, which gives the Z2
index in Eq. (37), is negative before the PT -symmetry break-
ing and positive after it. Thus the PT transition is topologi-
cally forbidden unless the origin is touched.
2. Quantum channels
Another important example is quantum channels or com-
pletely positive (CP) and trace-preserving (TP) maps. A
CPTP map always has a Kraus representation [153]
E(ρ) =
∑
α
KαρK
†
α, (40)
where the Kraus operators Kα satisfy
∑
αK
†
αKα = I . Alter-
natively, E can be represented as an enlarged non-Hermitian
matrix E = ∑αKα ⊗ K∗α on the Liouville space V ≡
V ⊗ V ∗. Remarkably, defining K(ρ) ≡ ρ† as the Hermitian-
conjugate superoperator, which is anti-unitary [154] and invo-
lutory (K2(ρ) = ρ), we have
EK(ρ) = KE(ρ) =
∑
α
Kαρ
†K†α, (41)
which is actually the Hermiticity-preserving property of E
[122]. Such an inherent symmetry is absolutely robust, un-
like the PT symmetry which can hardly be exact due to ex-
perimental imperfection. Therefore, a CPTP map E always
belongs to the AI class and is classified by a Z2 topological
index, determined by the sign of detE ∈ R. We note that the
same classification applies to a CP map, which can also be
represented by Eq. (40) with no constraints on Kα’s. With the
TP property imposed, the eigenvalues of E are enforced to be
on or inside the unit circle in the complex plane [155].
It is natural to define a trivial map if it is connected to
the identity channel I. It follows that E is trivial as long as
detE > 0. In this sense, each invertible quantum dynamical
map Φt is trivial since Φt can continuously be deformed into
Φ0 = I, irrespective of whether Φt is Markovian or not [156].
Conversely, we can conclude that a topologically nontrivial
quantum channel with detE < 0 can never be continuously
generated by a Markovian dynamics. It is nevertheless easy
to construct a nontrivial channel via random unitary circuits
which take the form E(ρ) = ∑j pjUjρU†j with ∑j pj = 1.
A prototypical example is the isotropic depolarization channel
for a single qubit [112]:
Ed(ρ) = pρ+ 1− p
3
∑
µ=x,y,z
σµρσµ, (42)
whose extension Ed ⊗ I has widely been used to introduce
imperfection into a maximally entangled qubit pair [157]. We
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FIG. 9. (a) Pulse sequence of the stroboscopic qubit dynamics gov-
erned by two types of operations RExy and REx. In the former
case, pi-pulses are applied randomly in the x and y directions with
equal probability, leading to sms = −1. In the latter case, pi-pulses
are applied in the x direction, leading to sms = 1. (b) Starting from
ρ0 = |↑〉 〈↑|, the dynamics of 〈σz〉 for  = 0 (red dots) are the same
between the two cases. As for  = 0.05pi (green dots), the dynam-
ics governed by RExy (left) exhibit a discrete time-crystalline-like
behavior [160–162], but the dynamics governed byREx do not. (c)
Fourier transform of 〈σz〉t=nT into the frequency domain. The sin-
gle peak located at ω = 0.5ωT (ωT ≡ 2piT ) stays robust for RExy
(left), but splits into two peaks forREx (right).
can check that detEd = ( 4p−13 )3, so that a topological transi-
tion occurs at p = 14 , where the channel becomes a constant
(fully depolarized) map Ed(ρ) = σ02 .
If the quantum channel plays a role of a Floquet superop-
erator for a periodically driven open system [158], the stro-
boscopic evolution is governed by ρ(n+1)T = E(ρnT ), where
T is the driving period. If we look at the long-time dynam-
ics, the topological index sgn(detE) might become meaning-
less since only the long-lived modes with eigenvalues with
nearly unit norm are relevant. Denoting the superprojector
onto such a metastable manifold Vms as P , which can always
be made Hermiticity-preserving [159], we expect the sign of
detVmsPEP , denoted by sms, to be important for the long-
time dynamics. If sms = −1, there must be an odd number of
long-lived modes near −1. When the system is perturbed, we
expect that at least one long-lived mode stays on the real axis
near −1. This cannot be ensured by sms = 1, since all the
long-lived modes near−1 can leave the real axis in a pairwise
manner. The above discussion is parallel to the Z2 topologi-
cal insulators [5–7], on the surface of which at least one Dirac
cone survives under time-reversal symmetric perturbations.
As a minimal illustration, let us consider a critical (zero full
determinant) quantum channel
Exy(ρ) = 1
2
(σxρσx + σyρσy), (43)
which has a single long-lived mode σz with eigenvalue −1
in addition to the steady state σ02 , so that sms = −1. Start-
ing from |↑〉, we find an antiferromagnetic (↑↓↑↓ ...) strobo-
scopic dynamics (see red dots in Fig. 9(b)). The same dy-
namics can be realized by unitary pi-rotation along the x axis,
i.e., Ex(ρ) = σxρσx, which has two modes with eigenval-
ues −1 so that sms = s = 1. Now let us disturb the tem-
poral antiferromagnetic pattern by inserting a sudden pulse
R(ρ) = e−ipiσxρeipiσx at the end of each evolution period
(see Fig. 9(a)). As clearly shown by the Fourier transform of
〈σz〉t=nT in Fig. 9(c), the antiferromagnetic pattern is robust
against perturbation to Exy with sms = −1, but is fragile for
Ex with sms = 1. This observation is reminiscent of discrete
time crystals [123–125, 160–162], which are Floquet systems
that spontaneously break the discrete time-translation symme-
try. Akin to intrinsic topological order [22], long-range entan-
glement has been identified as the origin of the rigidity of uni-
tary discrete time crystals in one dimension [163]. It would be
interesting to study whether a nontrivial Z2 topological index,
which emerges from the inherent time-reversal-like symmetry
(41), can lead to the absolute rigidity of a dissipative discrete
time crystal in zero dimension [158].
B. One dimension
We discuss the general structures of non-Hermitian Hamil-
tonians in one dimension and the corresponding topological
numbers in addition to class A.
For class DIII (CI), we can always find a basis under which
Γ = σz ⊗ 1 and T = σx ⊗ iσyK (C = σx ⊗ iσyK). The
symmetry requirements ΓH(k) = −H(k)Γ and TH(k) =
H(−k)T (CH(k) = −H(−k)C) lead to the following gen-
eral form of the Hamiltonian:
H(k) =
 0 h(k)
±σyh∗(−k)σy 0
 , (44)
where h(k) can be an arbitrary invertible matrix, and + and−
correspond to class DIII and CI, respectively. Due to the arbi-
trariness of h(k), the topological classification coincides with
class A and the topological number is determined by wh ∈ Z,
i.e., the winding number of h(k).
For class AIII, we can always find a basis under which Γ =
σz ⊗ 1. The general form of the Hamiltonian reads
H(k) =
 0 h1(k)
h2(k) 0
 , (45)
with h1,2(k) being arbitrary invertible matrices. Note that
there are two independent winding numbers wh1 and wh2 in
accordance with the classification Z ⊕ Z. We can generally
have wh2 6= −wh1 , implying different numbers of (quasi-
)zero modes localized at the two open boundaries. As shown
in Fig. 10(a), a two-band model with h1(k) = J1e2ik and
h2(k) = J2e
−ik in Eq. (45) has two and one zero modes at
the left and right boundaries, respectively, as a consequence
of asymmetric hopping amplitudes. It is interesting to note
that for the Hermitian case the non-Hermitian Z ⊕ Z group
degenerates into its subset {(n,−n) : n ∈ Z} due to the Her-
mitian constraint (wh2 = −wh1 ), which is nothing but the
Z classification of class AIII. It is worth mentioning that the
Hamiltonian studied in Ref. [70], which can be expressed as
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FIG. 10. Non-Hermitian open chains with unidirectional hoppings
(indicated by the arrows) belonging to (a) class AIII and (b) class
AII. In (a), the number of zero modes at the left boundary (enclosed
by a red rectangle) is not the same as that on the right boundary. In
(b), the zero modes form Kramers pairs, which interchange via the
time-reversal operator T , and therefore the total number of the edge
modes must be even.
H(k) = (v+ r cos k)σx + r(sin k− i)σy (v, r ∈ R), gives an
example of the two generators of Z⊕ Z by taking 0 < vr < 2
and −2 < vr < 0. The 12Z topological number identified
therein turns out to be 12 (wh1 − wh2), which can be a half-
integer only if the system is non-Hermitian.
For class AI (D), we can always find a basis under which
T = K (C = K), so that H∗(k) = H(−k) (H∗(k) =
−H(−k)). This requirement enforces the matrix elements of
H(k) to be
∑
n∈Z cne
ink, with cn’s being real (purely imag-
inary) numbers, yet the winding number of H(k) does run
over Z. All the different topological phases can be realized
in a single-band model H(k) = eink (H(k) = ieink) with
n ∈ Z.
For class BDI, we can always find a basis under which Γ =
σz , T = K and C = σzK. The general form of the Hamil-
tonian is again given by Eq. (45), but h∗1,2(k) = h1,2(−k)
is required. Similar to class AIII, we have two independent
winding numbers wh1 and wh2 and the topological classifica-
tion is Z⊕ Z.
For class AII (C), we can always find a basis under which
T = iσyK (C = iσyK), so that σyH∗(k) = H(−k)σy
(σyH∗(k) = −H(−k)σy). This symmetry requirement re-
stricts the form of the Hamiltonian to be
H(k) =
 h1(k) h2(k)
∓h∗2(−k) ±h∗1(−k)
 , (46)
where h1(k) and h2(k) can be arbitrary (but H(k) should be
invertible afterall) and the upper (lower) signs correspond to
class AII (C). In this case, we can prove that the winding num-
ber of a Hamiltonian must be even (see Appendix H), as indi-
cated by the 2Z classification. An important physical impli-
cation is that there must be an even number of (quasi)-edge
modes, which actually form Kramers pairs. In Fig. 10(b), we
present a minimal model of spin- 12 fermions with h1(k) = 0
and h2(k) = Jeik in Eq. (46).
For class CII, we can always find a basis under which Γ =
σz ⊗ 1 and T = σ0 ⊗ iσyK (C = σz ⊗ iσyK). The general
form of the Hamiltonian in this case is again given by Eq. (45),
TABLE II. Topological classification of PT -symmetric systems
without other symmetries.
d 0 1 2 3 4 5 6 7
pi0(Rd+1) Z2 Z2 0 2Z 0 0 0 Z
but with σyh∗1,2(k) = h1,2(−k)σy , namely, both h1(k) and
h2(k) belong to class AII. The topological characterization is
thus given by two even integers wh1 and wh2 , consistent with
the 2Z⊕ 2Z classification.
VI. CONCLUSION AND OUTLOOK
In summary, we have established a fundamental framework
for a systematic study of topological non-Hermitian systems.
The two guiding principles are a dynamical viewpoint on
topological systems and the constraint such that the energy
spectrum neither touches nor crosses the base point. We have
studied one-dimensional non-Hermitian lattices belonging to
class A in details, identified the topological winding number,
demonstrated the robustness against disorder, unveiled an ex-
otic bulk-edge correspondence, and discussed the experimen-
tal relevance. We have given a systematic classification based
on K-theory and obtained the periodic table (Table I) for non-
Hermitian AZ classes. All the nontrivial classes in zero di-
mension and one dimension have been exemplified.
Our work opens up many possibilities for future studies.
Even if we confine ourselves to non-Hermitian AZ classes,
physical properties of topological phases in three dimensions
are yet to be explored, though the formal classifications have
been worked out. For class A, we expect the Z winding num-
ber to be given by
w3D =
∫
B.Z.
d3k
24pi2
µνσTr[Qµ(k)Qν(k)Qσ(k)], (47)
where Qµ(k) = H−1(k)∂kµH(k). Such an expectation is
based on the fact that Eq. (47) gives the winding number for a
three-dimensional Hermitian system belonging to class AIII,
if H(k) is the off-diagonal block of the entire Hamiltonian
[43]. It follows from Eq. (47) that, once two components of
Qµ(k) commute, w3D vanishes. This rules out the possibility
for a nontrivial system with a single band, in stark contrast
to the one-dimensional case. Since the noncommutativity be-
tween Qµ(k)’s is essential for a nonzero w3D, not only the
spectrum but also the eigenstates become important. It would
be interesting to explore the edge physics and dynamical re-
sponse in such a system with nonzero w3D. We also note that
the topological phases in four dimensions can be realized by
using the time direction [164, 165] or the synthetic dimension
[166]; thus they are also physically relevant.
Compatible with the K-theory, our framework can read-
ily be extended to including crystalline symmetries [50, 51].
An important class is PT -symmetric systems, whose Bloch
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Hamiltonians satisfy
PTH(k) = H(k)PT, (48)
with PT being anti-unitary and involutory. Unless the spatial
dimension is zero (as discussed in Sec. V A), Eq. (48) dif-
fers from the time-reversal symmetry TH(k) = H(−k)T in
the sense that the sign of k is not inverted. As shown in Ta-
ble II, we have obtained the complete classification for PT -
symmetric systems without any other symmetries (see Ap-
pendix I for details). In particular, we have a Z2 classifica-
tion in one dimension. Dramatic changes in classification are
expected when additional symmetries are imposed. We also
recall that crystalline symmetries open up the possibilities for
exploring topological phases of non-Hermitian systems in two
dimensions. Indeed, we have already provided such an exam-
ple in Sec. IV D.
We can also modify the setup to perform a systematic
classification for nonunitary quantum walks, as mentioned
in Sec. IV B. Moreover, in analogy with Hermitian systems
for which the K-theory approach has been applied to clas-
sify bulk-gapless topological phases [148], our framework has
a potential to be generalized to non-Hermitian systems with
exceptional points in the bulk [68, 70–72]. We can even go
beyond the K-theory classification to seek for homotopically
distinguishable (like the Hopf insulator [149]) non-Hermitian
topological phases with a definite Hilbert-space dimension as
exemplified in Appendix I. Last but not the least, it could be an
intriguing theoretical issue to consider the topological charac-
terization for interacting many-body non-Hermitian systems
[97, 98], which are expected to be accessible in near-future
atomic, molecular and optical experiments in light of the rapid
development in reservoir engineering [167].
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Appendix A: Consistency between the winding-number
expressions
We first show that Eq. (10) is equivalent to Eq. (5). For
this purpose, it suffices to show the following identity for an
invertible matrix with a single parameter:
∂k ln detH(k) = Tr[H
−1(k)∂kH(k)]. (A1)
By definition, the left-hand side of Eq. (A1) reads
∂k ln detH(k) ≡ lim
→0
ln detH(k + )− ln detH(k)

.
(A2)
Since only the leading-order term (O()) survives in the nu-
merator, we can approximate detH(k + ) as
det[H(k) + ∂kH(k)] +O(
2)
= detH(k)det[I + H−1(k)∂kH(k)] +O(2)
= detH(k)(1 + Tr[H−1(k)∂kH(k)]) +O(2).
(A3)
Substituting the last expression in Eq. (A3) into Eq. (A2) and
using ln(1 + x) = x+O(x2), we obtain Eq. (A1).
We then show that Eq. (14) reproduces Eq. (5) if the transla-
tion invariance is imposed. In the quasi-momentum represen-
tation, the entire Hamiltonian Htot with flux Φ can be block-
diagonalized as
Htot(Φ) =
⊕
k= 2jpiL −pi
H
(
k +
Φ
L
)
, (A4)
which leads to
ln detHtot(Φ) =
∑
k= 2jpiL −pi
ln detH
(
k +
Φ
L
)
. (A5)
Therefore, we have∫ 2pi
0
dΦ
2pi
∂Φ ln detHtot(Φ)
=
∑
k= 2jpiL −pi
∫ 2pi
0
dΦ
2piL
∂k ln detH
(
k +
Φ
L
)
=
L−1∑
j=0
∫ 2(j+1)pi
L −pi
2jpi
L −pi
dφ
2pi
∂k ln detH(k + φ)
=
∫ pi
−pi
dk
2pi
∂k ln detH(k).
(A6)
It is instructive to illustrate the equivalence between the
k-based and Φ-based winding numbers in a concrete model,
such as
H =
∑
j
(J1c
†
j+1cj + J2c
†
j−1cj+1) (A7)
with J1 = 1 and J2 = 2. According to the dispersion
relation H(k) = J1e−ik + J2e2ik, it is easy to know that
detH(k) encircles the origin twice when k runs over the Bril-
louin zone, as shown in Fig. 11(a). Note that a given k cor-
responds to a single eigenenergy since there is only a single
band. On the other hand, for a finite ring with length L and
subjected to a flux Φ, the Hamiltonian becomes Htot(Φ) =∑
j(e
−iΦL J1c
†
j+1cj +e
2iΦL J2c
†
j−1cj+1), where a given Φ cor-
responds to L eigenenergies that form a discretized configu-
ration of the continuous curve H(k) (see Fig. 11(b)). When
Φ increases from 0 to 2pi, the spectrum of Htot(Φ) returns
to itself and the trajectory exactly generates the energy spec-
trum in the thermodynamic limit in a counterclockwise man-
ner, leading to the same winding number w = 2.
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FIG. 11. (a) Energy spectrum of an infinite translation-invariant lat-
tice described by Eq. (A7). The arrows indicate the flow of eigenen-
ergy as the wave vector k increases from 0 to 2pi. (b) The same as
in (a) but for a finite (L = 30) ring subjected to a flux Φ. The arrow
indicates the spectral flow as Φ changes from 0 to 2pi.
Appendix B: Further details on the Hatano-Nelson model
In this appendix, we explain in details how the topological
transition is related to the Anderson transition, and provide
some quantitative results.
1. Spectral flow and localization
The topological interpretation of the Anderson transition
in the Hatano-Nelson model is based on the intuition that a
fully localized system is topologically trivial. Here, we justify
this statement from the viewpoint of the potential-gradient re-
sponse of wave functions.
To judge whether an eigenstate is localized, we can either
look at its static properties such as the real-space profile, or
the dynamical properties such as the response to a potential
gradient. Here we apply the latter which turns out to work
well even in small systems. For an open chain with length
L and described by the Hamiltonian H =
∑
j,l Jjlc
†
jcl sub-
ject to a perturbation δH = −VL
∑
j jc
†
jcj , starting from
an eigenstate |ϕ0〉 of H and assuming the adiabaticity, the
normalized wave function |ψt〉 at time t can well be ap-
proximated by e−iδHt|ϕt〉, with |ϕt〉 being the eigenstate of
H(t) ≡ eiδHtHe−iδHt = ∑j,l Jjle−iV tL (j−l)c†jcl. Note that
|ψt〉 ' e−iδHt|ϕt〉 shares almost the same real-space profile
as |ϕt〉. When the system becomes a ring, by replacing V t
with Φ in H(t), the obtained Hamiltonian H(Φ) is equivalent
to that of a ring with a flux Φ inside. This correspondence
can be understood from the fact that a temporally changing
magnetic flux will induce an electromotive force. If |ϕ0〉 is
localized, then by definition the wave function should be rigid
against the induced electric field. In contrast, a delocalized
state should be flexible in response to a change of Φ, giv-
ing rise to transport phenomena. Recalling that the spectra
of H(Φ) and H(Φ + 2pi) coincide, we expect the complex
energy of a localized (delocalized) state to almost stay un-
changed (flow to another eigenvalue) when varying Φ from 0
to 2pi. Accordingly, the spectral trajectory of H(Φ) cannot
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Φ=0.4π
Φ=0.8π
Φ=1.2π
Φ=1.6π
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FIG. 12. Spectral flow (right) and two representative eigen wave
functions (left) of a Hatano-Nelson ring with complex disorderW =
2.5, L = 30, JL = 2, JR = 1 and threaded by a varying flux Φ. A
delocalized wave function (left-upper panel) behaves flexibly, while
a localized wave function (left-lower panel) exhibits rigidity.
form any loop and is topologically trivial for a fully localized
system.
We illustrate the above argument for a Hatano-Nelson ring
(11) with a complex on-site random potential and L = 30. As
shown in Fig. 12, when changing Φ from 0 to 2pi, 8 of the 30
eigenvalues almost stay unchanged, while the rest 22 eigen-
values flow clockwise to their nearest neighbors, forming a
loop. We also show the Φ-dependence of two representative
wave functions on and outside the loop. The former wave
function (left-upper panel) is relatively extensive in real space
and changes dramatically with respect to Φ, while the latter
one is localized and exhibits rigidity against a change in Φ.
Given a base point (e.g., EB = 0) inside the loop, the spec-
tral flow of the delocalized modes contributes to the winding
number of w = 1.
2. Derivation of Eq. (15)
For convenience, we choose the gauge for which only the
hopping between the Lth site and the first site is multiplied by
e∓iΦ, such that
H(Φ) =

V1 JL 0 · · · 0 JRe−iΦ
JR V2 JL · · · 0 0
0 JR V3 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · VL−1 JL
JLe
iΦ 0 0 · · · JR VL

. (B1)
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Expanding the determinant of H(Φ) in terms of the first col-
umn, we obtain
detH(Φ) = V1det

V2 JL · · · 0 0
JR V3 · · · 0 0
...
...
. . .
...
...
0 0 · · · VL−1 JL
0 0 · · · JR VL

− JRdet

JL 0 · · · 0 JRe−iΦ
JR V3 · · · 0 0
...
...
. . .
...
...
0 0 · · · VL−1 JL
0 0 · · · JR VL

(B2)
+(−)L−1JLeiΦdet

JL 0 · · · 0 JRe−iΦ
V2 JL · · · 0 0
...
...
. . .
...
...
0 0 · · · JL 0
0 0 · · · VL−1 JL

.
Denoting Qm,n as the determinant of the truncated Hatano-
Nelson Hamiltonian (always subjected to the open-boundary
condition) from site m to n, we have
detH(Φ) = V1Q2,L
− JRJLQ3,L + (−)L−1JLRe−iΦ
+ (−)L−1JLL eiΦ − JRJLQ2,L−1,
(B3)
which can be rewritten in the form of Eq. (15) with
P ({Vj}) = Q1,L − JRJLQ2,L−1. (B4)
Here we have used the recursion relation
Qm,n = VmQm+1,n − JRJLQm+2,n
= VnQm,n−1 − JRJLQm,n−2, (B5)
from which we can explicitly write down
P ({Vj}) = V1V2...VL
bL2 c∑
|S|=0
∑
S⊂ZL:|n−n′|>1
∀n 6=n′, n,n′∈S
∏
n∈S
−JRJL
VnVn+1
.
(B6)
The condition |n− n′| > 1 in Eq. (B6) should be imposed on
ZL, where |L− 1| is identified as 1.
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FIG. 13. (a) Disorder-averaged minimum absolute value of energy
〈|E|m〉 for the Hatano-Nelson model (11) with JL = 1, JR = 0,
real on-site disorder Vj ∈ [−W,W ] and different system sizes rang-
ing from L = 1000 to 7000. (b) Disorder-averaged maximum ζ
(defined in Eq. (B8)) for the same model but with complex disor-
der Vj = |Vj |eiφj , where |Vj | ∈ [0,W ] and φj ∈ [0, 2pi], and
different system sizes ranging from L = 100 to 1600. In both (a)
and (b), the red dashed line indicates the theoretical transition point
Wc = e = 2.718.... The number of disorder realizations ranges
from thousands to hundreds, depending on the system size. The er-
ror bars denote twice the standard deviations of the mean.
3. Some exact results
While it is difficult to obtain the distribution of P ({Vj}),
analytical results are available under specific choices of pa-
rameters, e.g., JLJR = 0 (unidirectional hopping) and
|Vj | obeys a uniform distribution over [0,W ]. In this
case, P ({Vj}) =
∏L
j=1 Vj and the distribution of ΞL ≡
− ln(|P ({Vj})|/WL) ∈ [0,∞) can explicitly be obtained
as follows. Defining ξj ≡ − ln(|Vj |/W ) ∈ [0,∞), we
find that ξj obeys the standard exponential distribution, i.e.,
Prob(ξj = ξ) = e
−ξθ(ξ), where θ(ξ) is the Heaviside step
function. Since ΞL =
∑L
j=1 ξj with ξj’s being independent,
ΞL obeys the Gamma distribution
Prob(ΞL = Ξ) =
ΞL−1
(L− 1)!e
−Ξ. (B7)
For L  1, we can check that ΞL/L approximately obeys
the Gaussian distribution with mean 1 and variance L−1, and
thus it approaches the delta distribution at 1 in the thermody-
namic limit. Recalling that the topological transition occurs
at |P ({Vj})| = JL with J ≡ max{|JR|, |JL|}, or equiva-
lently ΞL/L = − ln(J/W ); we thus obtain the critical disor-
der strength to be Wc = eJ . Note that this critical value does
not depend on whether Vj is complex or not. However, this
property should be unique to the unidirectional hopping.
In Fig. 13, we provide numerical evidence that supports the
above prediction. For real disorder, we calculate the disor-
der average of |E|m ≡ min{|E| : det(E −H) = 0, E ∈ C},
which is the minimum absolute value of the complex eigenen-
ergies. In the thermodynamic limit, we expect a nonzero
(zero) 〈|E|m〉 in the delocalized (localized) phase. For a fi-
nite system, as shown in Fig. 13(a), we find a sharper and
sharper crossover near Wc when increasing the system size.
For complex disorder, we use the inverse participation ratio,
which is defined as IPR({ρj}) =
∑L
j=1 ρ
2
j for a normalized
distribution
∑L
j=1 ρj = 1, where ρj ∝ |ϕjψj | (this quantity
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FIG. 14. (a) Complex-energy spectra of Eq. (11) with L = 103,
JR = 0, JL = 1 and binary on-site disorder Vj = ±W with
equal probability of occurrence for W and −W , where W =
0.5, 0.9, 1.1, 1.5. (b) Disorder-averaged maximum ζ (see Eq. (B8))
for the same model but with different system sizes ranging from
L = 100 to 1600. The red dashed line indicates the theoretical topo-
logical transition point Wc = 1.
has been demonstrated to be a better indicator than |ψj |2 and
|ϕj |2 [116]), ψj is a right eigen-wave function of H and ϕj is
the corresponding left eigen-wave function. We calculate the
disorder average of the maximum of a rescaled quantity
ζ ≡ 1
L× IPR({ρj}) ∈ (0, 1] (B8)
for individual realizations. In the thermodynamic limit, we
have ζ 6= 0 if ρj decays no faster than the square-root power
law and ζ = 0 otherwise, especially for an exponentially lo-
calized ρj . As shown in Fig. 13(b), we find a similar crossover
for 〈ζM〉 from finite to zero near Wc, and the crossover be-
comes sharper for larger L.
More generally, even if the analytic expression of
Prob(ΞL = Ξ) is not available, the distribution of ΞL/L
asymptotically approaches the Gaussian distribution with
mean E(ξj) and variance Var[ξj ]/L as long as the central
limit theorem is applicable. For example, when |Vj | obeys
the Lorentz distribution Prob(|Vj | = V ) = 2Wpi(V 2+W 2)θ(V ),
the rescaled variable ξj ≡ − ln(|Vj |/W ) obeys the hyperbolic
secant distribution Prob(ξj = ξ) = (pi cosh ξ)−1 with mean
0 and variance pi2/4. Therefore, the critical disorder strength
for the Lorentz distribution is Wc = J , which is consistent
with that obtained by the Green’s function method [168].
Finally, we provide an example which demonstrates a topo-
logical transition without a localization transition. We con-
sider a binary disorder Vj = ±W with equal probability of
occurrence for W and −W . In this case, |P ({Vj})| = WL
in an arbitrary disorder realization, so the critical disorder
strength for the topological transition is given by Wc = J .
On the other hand, the winding number with respect to EB =
±W is always one in the thermodynamic limit, no matter how
large W is. This implies that there are always some delo-
calized modes and the system never undergoes a localization
transition. Nevertheless, there is indeed a qualitative change
in the spectrum when W exceeds Wc — a single loop splits
into two loops (see Fig. 14(a)). As shown in Fig. 14(b), such a
transition is accompanied by the onset of the deviation of ζM
from one.
Appendix C: Proof of the bulk-edge correspondence
To be specific, we focus on a single-band lattice with finite-
range hopping amplitudes Jj’s. That is, we have at most p-
site (q-site) hopping towards the right (left) direction. Hence,
denoting z = eik, the dispersion relation, or the characteristic
equation of the Schro¨dinger equation, can be written as
E = f(z) =
q∑
j=−p
Jjz
j , (C1)
with J−p, Jq 6= 0. Assuming that the winding number w is
non-negative, we impose the right semi-infinite condition, so
the general solution of an edge state takes the form
ψj =
S∑
l=1
nl∑
m=1
cl,m
dm−1
dzm−1
zj
∣∣∣∣
z=zl
, (C2)
where zl (l = 1, 2, ..., S) is the nlth-order zero of f(z) = 0
given in Eq. (C1) and inside of the unit circle |z| = 1, i.e.,
|zl| < 1. Using the argument principle (21) and the assump-
tion w ≥ 0, we have ∑Sl=1 nl = Z = p + w ≥ p, with p
being the effective number of poles for |z| < 1. Indeed, there
is a single pth-order pole at z = 0, implying zl 6= 0 for all
l = 1, 2, ..., S. The initial condition reads
ψ0 = ψ−1 = ... = ψ−p+1 = 0, (C3)
which, together with Eq. (C2), leads to a set of homogeneous
linear equations
Mc = 0, (C4)
where the elements of the generalized Vandermonde ma-
trix [169] M = [Muv]p×Z and the coefficient vector c =
(c1, c2, ..., cZ)
T are given by
Mj,σ(l,m) =
dm−1
dzm−1
z−j+1
∣∣∣∣
z=zl
,
cσ(l,m) = cl,m,
(C5)
with σ(l,m) ≡ ∑l−1r=1 nr + m, 1 ≤ l ≤ S and 1 ≤ m ≤
nl. To see how many degrees of freedom survive under the
condition imposed by Eq. (C4), we have to determine the rank
ofM , which equals that ofMT. Suppose that the rank ofMT
does not saturate the maximum p, there must exist a nonzero
vector a = (a1, a2, ..., ap)T that satisfies
MTa = 0. (C6)
Defining a polynominal g(z) ≡ ∑pj=1 ajzj−1 with 0 <
deg g(z) ≤ p − 1 due to the fundamental theorem of alge-
bra, Eq. (C6) can explicitly be written down as
dm−1
dzm−1
g(z−1)
∣∣∣∣
z=zl
= 0, (C7)
implying that g(z) contains a polynomial factor
∏S
l=1(z −
z−1l )
nl and thus deg g(z) ≥ ∑Sl=1 nl = Z. Recalling that
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Z ≥ p, deg g(z) ≥ Z contradicts deg g(z) ≤ p − 1, so
the original assumption that rank(MT) < p must be wrong.
In other words, both the rank of MT and that of M saturate
the maximum p. Therefore, the number of independent cj’s
satisfying Eq. (C4), or the degeneracy of zero modes localized
at the left edge, turns out to be Z − p = w. As an example
with two-fold degeneracy, we can examine the model given in
Eq. (A7) and check that
ψ
(1)
j =(−)j
√
1
3
(1 + β + β2)βj−1(1− e 2pii3 j),
ψ
(2)
j =
(−)j
3
√
(1− β3)βj−2
1 + β
[1 + βe
2pii
3 +
(β + e
2pii
3 )e
2pii
3 j + (β + 1)e−
2pii
3 (j+1)],
(C8)
span the zero-mode space, where β = (J1J2 )
2
3 .
Now let us next discuss the case of w < 0. If we use
the same boundary condition as above, we will again obtain
Eq. (C4), but there are more rows than columns in M since
p = Z − w > Z. We can thus pick out the first Z rows of M
to construct a square matrix M˜ , such that
M˜c = 0 (C9)
is necessarily satisfied. Straightforward calculations give
detM˜ = C
∏
1≤r<s≤l
(z−1s − z−1r )nrns 6= 0, (C10)
where the factor C =
∏S
l=1(−)nl−1z−nl(nl−1)l
∏nl
m=1(m −
1)!. Therefore, as a necessary condition of Eq. (C4), Eq. (C9)
is sufficient to enforce c to be 0, implying no edge modes
localized at the left boundary. On the other hand, if we change
the boundary condition to be left semi-infinite,
ψ−j =
R∑
l=1
ml∑
n=1
cl,n
dn−1
dzn−1
z−j
∣∣∣∣
z=ζl
, (C11)
where ζl (l = 1, 2, ..., R) is the mlth zero of f(z) outside
|z| = 1. Recalling that zpf(z) is a polynomial with degree
p + q, we have Z ′ ≡ ∑Rl=1ml = p + q − Z = q − w.
This result is consistent with directly applying the argument
principle to f(z−1), which has a single qth-order pole z = 0
inside the circle of |z| = 1, leading to∮
|z|=1
dz
2pii
d
dz f(z
−1)
f(z−1)
= Z ′ − q. (C12)
Here we have used the fact that ζ−1l ’s are the zeros of f(z
−1)
inside the unit circle |z| = 1. Noting that the left-hand side in
Eq. (C12) can be shown to be the minus of that in Eq. (21) via
a change of the integration variable, we obtain Z ′ = q − w.
The initial condition
ψ0 = ψ1 = ... = ψq−1 = 0 (C13)
can again be written in the form of Eq. (C4), but the elements
of the generalized Vandermonde matrix M = [Muv]q×Z′ and
the coefficient vector c = (c1, c2, ..., cZ′)T become
Mj,µ(l,n) =
dn−1
dzn−1
zj−1
∣∣∣∣
z=ζl
,
cµ(l,n) = cl,n,
(C14)
where µ(l, n) ≡∑l−1r=1mr + n, 1 ≤ l ≤ R and 1 ≤ n ≤ mr.
Using the same technique as in the previous paragraph, we
can prove that M takes the maximum rank q, so the number
of independent degrees of freedom, or the degeneracy of the
zero modes localized at the right boundary, turns out to be
Z ′ − q = −w.
As an application of the bulk-edge correspondence for non-
Hermitian Hamiltonians, we can demonstrate the bulk-edge
correspondence in Hermitian systems with a chiral symmetry
(class AIII), whose Hamiltonian is given by Eq. (22). Such a
Hamiltonian can be unitarily transformed into σx ⊗
√
H†H ,
so the full spectrum reads {±E1,±E2, ...}, with {E1, E2, ...}
being the eigenvalues of
√
H†H , which is semi-positive-
definite. Therefore the statement that there are 2|w| zero
modes of Eq. (22) is equivalent to the fact that there are |w|
zero modes of
√
H†H . We have already known that |w| gives
the number of edge states of H at E = 0 in a semi-infinite
space, but generally does not for an open chain. However, it
gives the number of quasi-eigenstates at E = 0, which almost
vanish after being acted on by H . Using this property, we
can show that |w| does give the number of zero modes for the
Hermitian operator
√
H†H .
To this end, we first prove the following theorem:
Theorem 2 Given D different wave functions |ψn〉 (n =
1, 2, ..., D) satisfying ‖H|ψn〉‖ < 1 and |〈ψm|ψn〉| < 2 
D−1 for all m 6= n, there must be at least D different eigen-
states of
√
H†H with energies less than Eb = D1√
1−(D−1)2
.
Proof.— We note that |ψn〉’s are linearly independent. Oth-
erwise, we can find cj’s (j = 1, 2, ..., D) such that
max1≤j≤D |cj | = |cj0 | > 0 and
∑D
j=1 cj |ψj〉 = 0, leading to
the contradiction
|cj0 | = |cj0〈ψj0 |ψj0〉| =
∣∣∣∣∣∣
∑
j 6=j0
cj〈ψj0 |ψj〉
∣∣∣∣∣∣
≤
∑
j 6=j0
|cj ||〈ψj0 |ψj〉| < 2(D − 1)|cj0 |  |cj0 |.
(C15)
Therefore, denoting V0 ≡ span{|ψj〉 : j = 1, 2, ..., D}, we
have dimV0 = D. For an arbitrary |ψ〉 ∈ V0, which can
always be expressed as |ψ〉 = ∑Dj=1 cj |ψj〉/‖∑Dj=1 cj |ψj〉‖,
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we can bound ‖H|ψ〉‖ from above as
‖H|ψ〉‖ ≤
∑D
j=1 |cj |‖H|ψj〉‖
‖∑Dj=1 cj |ψj〉‖
<
1
∑D
j=1 |cj |√∑D
j=1 |cj |2 −
∑
m 6=n |c∗mcn〈ψm|ψn〉|
<
1√
1− (D − 1)2
∑D
j=1 |cj |√∑D
j=1 |cj |2
≤
√
D1√
1− (D − 1)2
=
Eb√
D
.
(C16)
Consequently, we have
TrV0 [H
†H] < E2b, (C17)
where TrV0 [...] denotes the trace over the subspace V0. Denot-
ing Pg as the projector onto the Hilbert subspace Vg spanned
by all the eigenstates of
√
H†H with energies less than Eb,
we can construct H ′ ≡ E2b(1− Pg) ≤ H†H , leading to
TrV0 [H
′] = E2b(D − TrV0 [Pg]) < E2b
⇔ TrV0 [Pg] = TrVg [P0] > D − 1,
(C18)
where P0 is the projector onto V0. Since TrVg [P0] ≤
TrVg [1] = dimVg, which should be an integer, we finally ob-
tain dimVg ≥ D. 
Now let us come back to the eigenvalue problem of
√
H†H
for an open chain with lengthL. We can first work in the semi-
infinite limit to determine a set of orthonormal zero modes
|φj〉’s (j = 1, 2, ..., |w|) of H , and then truncate and normal-
ize them on a finite chain, obtaining |ψj〉’s. Note that |ψj〉’s
are now not exact eigenstates of H , but the conditions of the
theorem proved above are satisfied, with 1 and 2 exponen-
tially small in L, since the deviations stem from the expo-
nential tail. According to the theorem, we can find at least
|w| eigenstates with exponentially small energies. We should
furthermore mention the impossibility to find the (|w| + 1)th
eigenstate with a small energy that eventually vanishes in the
thermodynamic limit; otherwise we will have at least |w|+ 1
zero modes of H in a semi-infinite space, leading to a contra-
diction.
It is worthwhile to mention that the bulk-edge correspon-
dence for class AIII (or BDI) alone can alternatively be proved
using the Callias index theorem [170] following Ref. [36].
However, it seems rather nontrivial whether a similar method
can be applied to a single off-diagonal block in a class AIII
Hamiltonian.
Appendix D: Long-lived quasi-eigenstates and their absence in
Hermitian systems
According to the bulk-edge correspondence proved in the
last appendix, we know that for an open chain and a given base
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FIG. 15. Finite-size scaling for the logarithmic-disorder-averaged
smallest singular value 〈lnλm〉 of the Hatano-Nelson Hamiltonian
(11) with JL = 2, JR = 1 and complex disorder. Each point is
obtained from 2.5× 105 disorder realizations.
energy EB = E with respect to which the winding number is
nonzero (w 6= 0) for the corresponding periodic ring, there
exists w independent quasi-edge modes satisfying
‖(H − E)|ψ〉‖ < AEe−αEL, (D1)
where the constants AE and αE depend on E but not on L.
In the following we show that such a quasi-eigenstate is long-
lived to a time scale at least proportional to L, and thus be-
comes an exact eigenstate in the limit of L→∞.
We first clarify that “long-lived” means that the free evolu-
tion e−iHt|ψ〉 can be well approximated by e−iEt|ψ〉 up to a
long time. To quantify how close |ψ〉 is to an eigenstate, we
examine the relative deviation
R(t) ≡ ‖e
−iHt|ψ〉 − e−iEt|ψ〉‖
‖e−iEt|ψ〉‖ , (D2)
which cancels the effect of amplification or decay due to a
large imaginary part in E. We can thus bound R(t) as
R(t) = ‖[e−i(H−E)t − 1]|ψ〉‖
≤
∞∑
n=1
tn
n!
‖(H − E)n|ψ〉‖
≤
∞∑
n=1
tn‖H − E‖n−1
n!
‖(H − E)|ψ〉‖
< AE‖H − E‖−1e−αEL+‖H−E‖t
= A˜Ee
−αE(L−vEt),
(D3)
where A˜E = AE‖H − E‖−1 and vE = ‖H − E‖/αE ,
with ‖O‖ ≡ max‖|ψ〉‖=1 ‖O|ψ〉‖ being the operator norm.
Here we have iteratively used the inequality ‖O1O2|ψ〉‖ ≤
‖O1‖‖O2|ψ〉‖. Since vE ≤ ‖H‖ + |E| can be bounded by
an L-independent quantity, Eq. (D3) implies that up to a time
t∗ ∼ O( LvE ) the relative deviation is exponentially small, i.e.,− lnR(t) ∼ O(L), which is consistent with a naı¨ve expec-
tation from the Lieb-Robinson bound [138]. Nevertheless,
we should mention that the Lieb-Robinson picture may break
down in some many-particle non-Hermitian systems after a
global quench [171].
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Remarkably, the above analysis does not depend on the
translation invariance. That is to say, as long as Eq. (D1)
holds true, we can claim the existence of long-lived quasi-
eigenstates even for a disordered system. Equation (D1)
can numerically be justified by calculating the singular val-
ues of H − E followed by finite-size scaling. To be con-
crete, we focus on E = 0 and the smallest singular value
λm ≡ min‖|ψ〉‖=1 ‖H|ψ〉‖ in the Hatano-Nelson model with
JL = 2, JR = 1 and a complex on-site random potential.
As for the disorder average, we consider 〈lnλm〉 for up to
2.5× 105 realizations. We choose 〈lnλm〉 rather than ln〈λm〉
because the latter is sensitive to rare events while the former is
not. As shown in Fig. 15, 〈lnλm〉 scales linearly with respect
to L for a not-too-strong disorder strength (W = 3, 3.5), im-
plying the robustness of (quasi-)edge modes. When the disor-
der is strong enough (W = 4, 5), however, the scaling seems
to deviate from a linear one. We also note that the above anal-
ysis implies a similar Lieb-Robinson behavior for the quench
from a finite chain to the semi-infinite boundary condition,
since Eq. (D1) holds true also in this situation.
Let us move on to disprove the existence of a quasi-
eigenstate in a general Hermitian system at any energy E
separated from the spectrum of H =
∑
j Ej |ψj〉〈ψj |. We
first prove that ImE = 0 is necessary for the existence
of a quasi-eigenstate. Otherwise, by using the inequality
‖|ψ1〉 − |ψ2〉‖ ≥ |‖|ψ1〉‖ − ‖|ψ2〉‖|, we have
R(t) = ‖e−i(H−E)t|ψ〉 − |ψ〉‖ ≥ |e−2ImEt − 1|, (D4)
where the right-hand side can exceed any small threshold after
a time interval independent of the system size. We thus focus
on E ∈ R/{Ej} from now on. Defining dE ≡ minj |Ej −E|
and DE ≡ maxj |Ej − E|, which are finite even when L →
∞, we have
sin
|Ej − E|t
2
>
|Ej − E|t
pi
(D5)
for all t < pi/DE . Expanding the initial state as |ψ〉 =∑
j cj |ψj〉, we have
R(t) = ‖
∑
j
cj [e
−i(Ej−E)t − 1]|ψj〉‖
= 2
√√√√∑
j
|cj |2 sin2 (Ej − E)t
2
>
2t
pi
√∑
j
|cj |2(Ej − E)2
≥ 2dE
pi
t,
(D6)
at least for t < pi/DE . This result (D6) implies a finite
time interval during which the deviation of e−iHt|ψ〉 from
e−iEt|ψ〉 grows faster than a finite speed 2dE/pi for all |ψ〉,
no matter how large the system size L is. Therefore, no quasi-
eigenstate whose lifetime increases with respect to L exists in
a Hermitian system.
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FIG. 16. Dynamics in a Hermitian single-band lattice with J = 1
and starting from a wave function ψj ∝ e−j/` with ` = 2. (a)
Relative deviation R(t). Inset: enlarged view of an initial behavior
up to t = 2.5 (orange region). The purple (red) line shows a linear
fit (the lower bound in Eq. (D6)). (b) Density profile |ψj(t)|2 at
the left-most three sites (j = 1, 2, 3) in comparison with the initial
values |ψj(0)|2 (dashed lines). The system size is L = 60 in (a) and
(b). (c) and (d) are the same as (a) and (b), except for L = 80. In
(a)-(d), the blue dashed line denotes the revival time tr = L/(2J).
As a simple example, we consider the Hermitian limit of a
Hatano-Nelson lattice:
H = J
∑
j
(c†j+1cj + c
†
jcj+1), (D7)
whose band dispersion reads E(k) = 2J cos k, with a maxi-
mum group velocity 2J . A naive extension to imaginary wave
vector k = i`−1 may suggest that a localized wave function
ψj ∝ eikj = e−j/` corresponds to an energy E = 2 cosh `−1
outside the spectrum of H . According to Eq. (D6), however,
such a wave function can never be a quasi-eigenstate. To con-
firm this, we explicitly calculate the dynamics for ` = 2 and
two different system sizes L = 60 and 80 (see Fig. 16). In
stark contrast to the Lieb-Robinson picture, we find a quick
saturation of R(t) independent of the system size. The bound
in Eq. (D6) (dashed red lines in Fig. 16(a) and (c)), although
not tight, correctly predicts the linear growth at the initial
stage (fitted by dashed purple lines). On the other hand, the fi-
nite system size sets a time scale after which the wave-packet
dynamics fails to be approximated by free propagation, lead-
ing to revival in R(t). As shown in Figs. 16(a)-(d), such a re-
vival time turns out to be well approximated by tr = L/(2J).
Appendix E: Derivation of the semiclassical equation of motion
for nonunitary Bloch oscillations
In the continuous limit, the Schro¨dinger equation (generally
nonunitary) in momentum space is given by
i∂tψt(k) = [E(k)− iF∂k]ψt(k), (E1)
where E(k) is the dispersion relation of the band and F is
a potential gradient. Starting from an arbitrary initial state
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ψ0(k), we can write down a formal solution to Eq. (E1) as
ψt(k) = e
−i ∫ t
0
dt′E(k−F (t−t′))ψ0(k − Ft), (E2)
which satisfies the quasi-periodicity ψt+ 2piF (k) =
e−i
2pi
F E¯ψt(k) with E¯ =
∫ pi
−pi
dk
2piE(k). Note that no ap-
proximation is made so far except for the continuous
limit. We mention that a similar semi-classical analysis on
nonunitary wave-packet dynamics is made in Ref. [172].
If we focus on the semiclassical regime, ψ0(k) should be
highly localized in the Brillouin zone, such as a Gaussian
packet ψ0(k) = (
√
2piσk)
− 12 e−k
2/(2σ2k) near k = 0, with
a small dispersion σk  1. In this case, we can expand
E(k−F (t−t′)) in Eq. (E2) near Ft′ (in terms of k−Ft ∼ σk)
up to (k − Ft)2, such that the wave packet ψt(k) stays (ap-
proximately) Gaussian:
ψt(k) ' (
√
2piσk)
− 12 e−i
∫ t
0
dt′E(Ft′)
× e−i
E(Ft)−E(0)
F (k−Ft)−
[
1
4σ2
k
+i
E′(Ft)−E′(0)
2F
]
(k−Ft)2
,
(E3)
where E′(k) is the simplified notation for dE(k)dk . We can thus
calculate the normalization Nt ≡ 〈ψt|ψt〉 as
∫ pi
−pi dk|ψt(k)|2,
which turns out to be
Nt = e
2
∫ t
0
dt′ImE(Ft′)+
2[ImE(Ft)−ImE(0)]2σ2k
F2−2σ2
k
F [ImE′(Ft)−ImE′(0)]√
1− 2σ2kF [ImE′(Ft)− ImE′(0)]
. (E4)
By taking the limit σk → 0, we obtain the rightmost equation
in Eq. (24). The center of mass in the Brillouin zone can also
be read out from Eq. (E3) as
〈k〉t = Ft+ 2[ImE(Ft)− ImE(0)]σ
2
k
F − 2σ2k[ImE′(Ft)− ImE′(0)]
, (E5)
which reduces to Ft in the σk → 0 limit. After the Fourier
transform ψt(x) =
∫ pi
−pi
dk√
2pi
ψt(k)e
ikx, we can obtain the
real-space wave function and determine the center of mass in
real space as
〈x〉t = ReE(Ft)− ReE(0)
F
− 2σ
2
k
F 2
Im[(E∗(Ft)− E∗(0))(E′(Ft)− E′(0))],
(E6)
which reduces to the middle equation in Eq. (24) in the limit
of σk → 0.
It is worthwhile to consider the specific case of free diffu-
sion with F = 0. Taking the limit of F → 0 in Eqs. (E4),
(E5) and (E6), we obtain
Nt = e
2ImE(0)t+
2[σkImE
′(0)t]2
1−2σ2
k
ImE′′(0)t√
1− 2σ2kImE′′(0)t
,
〈k〉t = 2σ
2
kImE
′(0)t
1− 2σ2kImE′′(0)t
,
〈x〉t = ReE′(0)t− 2σ2kIm[E′∗(0)E′′(0)]t2.
(E7)
Applying the last equation to a wave packet with the
momentum-space spread of σ2k = pi/L in the clean Hatano-
Nelson model (7) with JL, JR ∈ R, we have
〈x〉t = −2pi
L
(J2L − J2R)t2. (E8)
This result implies that the shift of center of mass due to
asymmetric hopping amplitudes is a finite-size effect. In other
words, a wave packet in the classical limit does not move in
spite of the asymmetry in hopping amplitudes.
Appendix F: Implementation of asymmetric hopping
amplitudes with ultracold atoms in optical lattices
We here show that it is possible to realize a non-Hermitian
system on the basis of reservoir engineering [167, 173–176].
Generally speaking, by engineering a Lindblad master equa-
tion [177]
ρ˙t = −i[H, ρt] +
∑
j
D[Lj ]ρt, (F1)
where D[L]ρ ≡ LρL† − {L†L, ρ}/2, we can obtain an effec-
tive non-Hermitian Hamiltonian
Heff = H − i
2
∑
j
L†jLj (F2)
under postselection [97, 98, 171] or for loss processes of a
coherent condensate [72, 74, 99]. In particular, if we choose
H = −J
∑
j
(c†j+1cj+H.c.), Lj =
√
κ(cj±icj+1), (F3)
where Lj’s describe a collective one-body loss [99], the effec-
tive non-Hermitian Hamiltonian involves asymmetric hopping
amplitudes:
Heff =
∑
j
(JRc
†
j+1cj + JLc
†
jcj+1)− iκN, (F4)
where JR = −J ∓ κ2 differs from JL = −J ± κ2 and N =∑
j c
†
jcj is the total particle-number operator, so that the last
term corresponds to a background loss. Unlike Fig. 5(d), the
energy spectrum is now below the real axis due to atom loss,
and the imaginary part of its center is located at −iκ.
It is not straightforward to engineer a nonlocal one-body
loss like Lj’s in Eq. (F3), since the usual loss process oc-
curs locally [74]. However, we can effectively engineer such a
novel nonlocal loss by using a nonlocal Rabi coupling to some
auxiliary degrees of freedom which undergo rapid local loss.
After adiabatically eliminating the fast decay modes [178], we
end up with an effective dynamics with target degrees of free-
dom alone, which now effectively undergo nonlocal loss.
As illustrated in Fig. 17, we consider a system of two-level
atoms with internal states |g〉 and |e〉 in a one-dimensional
optical lattice with lattice constant a. Due to an opposite Stark
shift, the potential minima for |e〉 locate in the middles of each
24
2
( ” i ” )
Running wave
Optical lattice II
(Dissipative)
Optical lattice I
Ω iΩ
|ei
|gi
γ
j j + 1
j + 1j
optical lat
(dissi a
running 
optical lat
FIG. 17. Implementation of asymmetric hopping amplitudes in op-
tical lattices. A stable (dissipative) optical lattice is applied to the
ground (excited) state |g〉 (|e〉). A running wave parallel to an opti-
cal lattice couples |g〉 to |e〉, which undergoes rapid on-site loss at a
rate γ. By making the wavelength of the running wave equal to that
of the lattice constant, the phases of Rabi couplings can be adjusted
to change by pi/2 compared with the left nearest ones.
of those for |g〉. The excited state |e〉 is assumed to be unstable
and rapidly escape from the lattice at a rate γ. Parallel to the
optical lattices, we further apply a running-wave laser with
frequency ωR, which is detuned from the atomic frequency
ωeg by ∆ = ωR − ωeg . The strength of the laser-atom dipole
coupling is characterized by a Rabi frequency ΩR. Within the
tight binding approximation and neglecting the interactions
between atoms, we can write down the master equation in the
rotating frame of reference as
ρ˙t = −i
∑
j
[H0 + V, ρt] +D[cje]ρt, (F5)
where H0 includes the bare tunneling and V couples different
internal states:
H0 = −J
∑
j,α=g,e
(c†j+1,αcjα + H.c.)−
∑
j
∆c†jecje,
V =
1
2
∑
j
[Ωe±ikRjac†je(cjg + e
± i2kRacj+1,g) + H.c.].
(F6)
Here + (−) corresponds to the right (left) propagating wave
and the Rabi coupling Ω can be determined from Ω =
ΩR
∫
dxe±ikRxW (x)W (x − a2 ), with W (x) being the Wan-
nier function. In the regime of max{∆, γ}  J,Ω, we can
adiabatically eliminate cje in Eq. (F5) to obtain Eq. (F1) with
the same H as in Eq. (F3) and a more general Lj :
Lj =
√
γ|Ω|√
γ2 + 4∆2
(cjg + e
± i2kRacj+1,g), (F7)
which gives the second equation in Eq. (F3) if kRa = pi or
λR = 2a. Note that even if λR differs from λL = 2a, which
is the wavelength of the optical lattice laser, we can still obtain
Eq. (F3) by tilting the running wave from the optical lattice by
an angle θR = arccos(λR/λL) as long as λR < λL.
In a realistic experiment, we can, for example, use 174Yb
atoms and 1117 nm-wavelength lasers to create the anti-magic
optical lattice with opposite Stark shifts for g = 1S0 and
e = 3P0 [179]. We choose a relatively shallow (yet the
tight-binding approximation still works well) lattice depth
V0 = 5Er, with Er ≡ h2/(2mλ2L) = 2pi × 0.92 kHz be-
ing the recoil energy. The bare hopping amplitude is thus es-
timated to be J = 0.066Er = 2pi × 60 Hz [180]. The on-
site loss rate γ of |e〉 can be controlled by a 1285 nm laser
that couples 3P0 to 1P1 resonantly, and we can still make
κ = γ|Ω|2/(γ2 + 4∆2) as small as, e.g., 0.2J = 2pi × 12
Hz by tuning γ, |Ω| or/and ∆. Here, we should make γ much
less than the band gap 4.6Er of the optical lattice to justify
the tight-binding approximation for |e〉 (e.g., we can choose
∆ = 0 and γ = 5Ω = 0.33Er = 2pi × 0.30 kHz). The wave-
length of the running-wave laser is fixed at 578.42 nm (clock
transition [181]) and the tilting angle should be θR = 58.8◦.
The potential gradient can be made from an optical dipole
force via an additional laser beam [16], and may be chosen to
be, e.g., F = 4κ = 2pi × 48 Hz, which is much smaller than
the band gap and thus justifies the single-band treatment. The
maximum displacement can thus be evaluated to be 2J/F = 5
lattice sites, which is enough to be measured by single-site re-
solved quantum gas microscopy [182]. The period of Bloch
oscillations is TB = 2pi/F = 21 ms, after which the sur-
vival fraction of atoms is given by e−2κTB = 4.3%, which
should be sufficiently large for reconstructing the complex en-
ergy spectrum if there are at least thousands of atoms at the
initial time.
Appendix G: Proof of Theorem 1
To prove H(k) ' U(k), we have to first confirm that U(k)
belongs to the same symmetry class of H(k). For an arbi-
trary anti-unitary symmetry or anti-symmetry A = UAK (UA
is unitary and K denotes complex conjugation), if AH(k) =
ηAH(−k)A (ηA = ±1), by performing the polar decomposi-
tionH(k) = U(k)P (k) (P (k) =
√
H†(k)H(k)), we obtain
UAU
∗(k)P ∗(k) = ηAU(−k)P (−k)UA
⇒ UAP ∗2(k)U†A = P 2(−k)
⇒ [P (−k) + UAP ∗(k)U†A][P (−k)− UAP ∗(k)U†A] = 0,
(G1)
where the unitarity of UA and U(k) (U∗(k)) and the Her-
miticity of P (k) (P ∗(k)) are used. Recalling that P (k)
(P ∗(k)) is positive-definite, we can infer that P (−k) +
UAP
∗(k)U†A is also positive-definite and thus invertible. This
fact implies
P (−k) = UAP ∗(k)U†A
⇒ UAU∗(k) = ηAU(−k)UA.
(G2)
Following a similar procedure, we can prove that U(k) and
H(k) share the same unitary symmetry or anti-symmetry, ir-
respective of the fact that k is flipped or not. This is why we
use the term symmetry class in the beginning, which is much
wider than the AZ class (for example, we can consider crys-
talline symmetries).
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We can now construct the following path
Hλ(k) = (1− λ)H(k) + λU(k)
= U(k)[(1− λ)P (k) + λ], (G3)
which satisfy H0(k) = H(k) and H1(k) = U(k). Further-
more, Hλ(k) shares the same symmetry as H(k) and U(k)
and is indeed invertible due to the fact that (1 − λ)P (k) + λ
is positive-definite.
Appendix H: Evenness of the winding numbers for classes AII
and C
Since the winding number is a topological invariant, it can
be calculated from the unitarized Hamiltonian U(k). Let us
first show that Tr[U†(k)∂kU(k)] is an even function of k.
From Eq. (G2) we know that
− Tr[U†(−k)∂kU(−k)]
= −η2ATr[UAUT(k)U†A∂k(UAU∗(k)U†A)]
= −Tr[UT(k)∂kU∗(k)] = −Tr[(∂kU†(k))U(k)]
= −∂kTr[U†(k)U(k)] + Tr[U†(k)∂kU(k)]
= Tr[U†(k)∂kU(k)],
(H1)
where we have used Tr[AT] = Tr[A], ∂k(AB) =
(∂kA)B + A∂kB and U†(k)U(k) = 1. Using the fact that
Tr[U†(k)∂kU(k)] is even in terms of k, the winding number
can be expressed as
w =
∫ pi
−pi
dk
2pii
Tr[U†(k)∂kU(k)]
= 2
∫ pi
0
dk
2pii
Tr[U†(k)∂kU(k)]
= 2
∫ pi
0
dk
2pii
∂k ln detU(k).
(H2)
However, this is not sufficient to ensure w ∈ 2Z since∫ pi
0
dk
2pii∂k ln detU(k) may be a half-integer. Ineed, Eq. (H2)
is applicable also to classes AI and D. To rule out this possi-
bility, we should show that detU(0) and detU(pi) share the
same argument.
To this end, we first write down the explicit form of U(Γ)
(Γ = 0, pi):
U(Γ) =
 u1 u2
∓u∗2 ±u∗1
 , (H3)
where, due to U(Γ)U†(Γ) = 1, the blocks u1,2 satisfy
u1u
†
1 + u2u
†
2 = 1, u1u
T
2 = u2u
T
1 . (H4)
If u1 is invertible, the second identity in Eq. (H4) is equiva-
lent to u−11 u2 = (u
−1
1 u2)
T and we can apply the determinant
formula for block matrices [169]
det
A B
C D
 = detA det(D − CA−1B) (H5)
to Eq. (H3), obtaining
detU(Γ) = detu1 det(±u∗1 ± u∗2u−11 u2)
= (±1)mdetu1 det[u∗1 + u∗2(u−11 u2)T]
= (±1)mdetu1 det(u†1 + u−11 u2u†2)
= (±1)mdet(u1u†1 + u2u†2) = (±1)m.
(H6)
Here m is the size of u1,2 in Eq. (H3) (or that of h1,2 in
Eq. (46)) and the properties detA = detAT and det(AB) =
detAdetB have been used. If u1 is not invertible, we ex-
pect U(Γ) to be connected to some nearby time-reversal or
particle-hole symmetric (with T 2 = −1 or C2 = −1) unitary
matrices with invertible u1 and we arrive at the same result
due to the fact that detU(Γ) = ±1 cannot change suddenly
during continuous deformation.
In fact, we can easily obtain the same result by looking
at the individual eigenvalues. Note that TU(Γ) = U(Γ)T
(CU(Γ) = −U(Γ)C) with Γ = 0, pi, and T 2 = −1
(C2 = −1) enforce the eigenvalues to appear in pairs like
e±iθα (±e±iθα ), leading to det U(0) = det U(pi) = 1
(det U(0) = det U(pi) = (−1)m). This fact ensures that
w = 2
∫ pi
0
dk
2pii∂k ln det U(k) is quantized as an even integer.
Appendix I: Class A with PT symmetry
The set of all the PT -symmetric systems without any other
symmetry requirements can be obtained by imposing PT
symmetry into the non-Hermitian class A, which is equiva-
lent to the Hermitian class AIII. Since the PT symmetry does
not invert the sign of the wave vector k, we have to use the
formula developed in Ref. [51]:
KAC (s; d, d‖) = pi0(Rs−d+2d‖), (I1)
where s is determined by the properties of the anti-unitary
symmetry A and d‖ is the number of k components that do
not change their signs under A. It is clear that d‖ = d for
A = PT , and s should be 1 (BDI-like) since PT is involutory
and commutes with the virtual chiral symmetry. We can thus
obtain the classification in all dimensions shown in Table II.
Note that this classification does not rule out the possibilities
of other topological numbers in PT -symmetric systems with
exceptional points in the bulk [68, 70–72].
A remarkable result in Table II is that a one-dimensional
PT -symmetric systemH(k) is characterized by aZ2 topolog-
ical index rather than a Z winding number (see Table I). Such
a Z2 index should be different from sgn[detH(k)], which is
like a weak topological index inheriting from zero dimension.
Instead, this result should be understood from the fact that
the fundamental group of GL+n (R) is Z2 for n > 2, where
GL+n (R) denotes the general linear group of all the n × n
real matrices with positive determinant. This is because PT
can always be represented as K under a properly chosen basis
and the sign of detH(k) determines the branch of GLn(R) to
which H(k)’s belong.
We should mention that if the Hilber-space dimension is
fixed to be 2, which is the case in a recent experiment [88], we
26
-3 -2 -1 0 1 2 3-0.4
-0.20.0
0.2
0.4
Re En
Im
E n
-3 -2 -1 0 1 2 3-0.4
-0.20.0
0.2
0.4
Re En
Im
E n
-3 -2 -1 0 1 2 3-0.4
-0.20.0
0.2
0.4
Re En
Im
E n
-3 -2 -1 0 1 2 3-0.4
-0.20.0
0.2
0.4
Re En
Im
E n
FIG. 18. Snapshots of the energy spectra during the trivialization
process for two coupled PT symmetry Su-Schrieffer-Heeger chains
(I3) under the open-boundary condition. The arrows indicate the di-
rection of the spectral flow. The parameters (J, J ′, γ, Jc) are given
by (1, 2, 0.5, 0) and (0, 0, 0, 1) at the initial and final times, respec-
tively.
will obtain a different classification as Z. This is because each
matrix in GL+2 (R) can continuously be deformed into that in
SO(2), which is isomorphic to S1, giving pi1(GL+2 (R)) =
pi1(S
1) = Z. This example, similar to the Hopf insulator in
Hermitian systems [149], illustrates the fact that the homotopy
classification does not always coincide with the K-theory clas-
sification, since the latter allows the operation of band inser-
tion and thus contains more general operations of continuous
deformation.
An important implication of the Z2 classification is that any
PT -symmetric two-band lattice can be trivialized if we com-
bine it with its copy. Let us demonstrate such a trivializa-
tion process for two copies of PT -symmetric Su-Schrieffer-
Heeger chains realized in Ref. [88]:
Hα =
∑
j
(Jb†jαajα + J
′a†j+1,αbjα + H.c.)
+ iγ
∑
j
(a†jαajα − b†jαbjα),
(I2)
where ajα and bjα correspond to two sublattice degrees of
freedom, jα labels the jth unit cell in the αth chain (α = 1, 2)
and J, J ′, γ ∈ R+. In terms of Pauli matrices, the Bloch
Hamiltonian can be written as Hα(k) = (J + J ′ cos k)σx +
J ′ sin kσy + iγσz , with maxk{detHα(k)} = γ2− (J −J ′)2.
Assuming J ′ − J > γ, after unitarization and changing
the basis such that PT = K, we obtain the O(2) matrix
[J ′ sin kσz+(J ′ cos k+J)σx]/|q(k)|with q(k) = J+J ′e−ik,
which has a nontrivial winding number w = 1. While Hα(k)
alone is nontrivial, we can trivialize the combined system of
the two chains (α = 1, 2) via a phase-staggered coupling:
H = H1 +H2 + Jc
∑
j
(ia†j1aj2 − ib†j1bj2 + H.c.), (I3)
which respects the PT symmetry for Jc ∈ R. The determi-
nant of the four-band Bloch Hamiltonian of Eq. (I3) can be
evaluated to be
detH(k) = [J2c + (γ + |q(k)|)2][J2c + (γ − |q(k)|)2], (I4)
which does not vanish as long as Jc 6= 0. Therefore, after in-
troducing a finite phase-staggered coupling Jc, we can safely
change J, J ′, γ to zero to obtain a trivial band insulator.
It is worthwhile to trace the spectral flow in the above triv-
ialization process. As shown in Fig. 18, under the open-
boundary condition, two pairs of PT -broken edge modes of
the coupled PT symmetry Su-Schrieffer-Heeger chains are
gradually absorbed into the bulk spectrum. Such a process is
impossible for a single pair of PT -broken edge modes with-
out touching or crossing the origin and retrieving the PT
symmetry. Note that the reflection symmetry with respect
to the imaginary axis arises from a particle-hole symmetry
C = σzK, which anti-commutes with PT = σxK and also
leads to a Z2 classification in one dimension [51]:
KAR (s, t; d, d‖)|s=1,t=0,d=1,d‖=1
=KAR (s− d, t− d‖; 0, 0)|s=1,t=0,d=1,d‖=1
=KAR (0,−1; 0, 0) = pi0(R1) = Z2.
(I5)
Finally, we make a conjecture that the Z2 index manifests
itself as the number of potentially PT -broken edge-mode
pairs, and can thus be computed as
s = sgn(det(Ho + ))sgn(detHp), (I6)
where Ho (Hp) is the full Hamiltonian under the open-
boundary (periodic-boundary) condition, and  is an arbitrar-
ily small real number that is necessary for avoiding an ill
definition in the presence of zero modes, which are counted
as potentially PT -broken pairs. Note that unlike the chi-
ral symmetry, a PT -symmetric Hamiltonian maintains the
PT -symmetry under the translation H → H + E for all
E ∈ R. The topological index given by Eq. (I6) can be
interpreted as whether a topological transition occurs at the
edge that changes the zero-dimensional Z2 index (discussed
in Sec. V A) when the boundary condition changes. Similar
to a Z2 topological insulator [5, 6], which has an odd number
of helical modes at the edge, a nontrivial PT -symmetric sys-
tem in one dimension should exhibt an odd number of edge-
mode pairs, leading to s = −1. If there is additional particle-
hole symmetry, we can conclude that a system with s = −1
must have an odd number of pairs of PT -broken edge modes
with purely imaginary eigenenergies, and thus the system pos-
sesses at least one pair.
27
[1] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den
Nijs, “Quantized hall conductance in a two-dimensional peri-
odic potential,” Phys. Rev. Lett. 49, 405 (1982).
[2] F. D. M. Haldane, “Nonlinear field theory of large-spin heisen-
berg antiferromagnets: Semiclassically quantized solitons of
the one-dimensional easy-axis ne´el state,” Phys. Rev. Lett. 50,
1153 (1983).
[3] F. D. M. Haldane, “Model for a quantum hall effect with-
out landau levels: Condensed-matter realization of the ”parity
anomaly”,” Phys. Rev. Lett. 61, 2015 (1988).
[4] Xiao-Gang Wen, “Topological orders and edge excitations in
fractional quantum hall states,” Adv. Phys. 44, 405 (1995).
[5] C. L. Kane and E. J. Mele, “Quantum spin hall effect in
graphene,” Phys. Rev. Lett. 95, 226801 (2005).
[6] B. Andrei Bernevig, Taylor L. Hughes, and Shou-Cheng
Zhang, “Quantum spin hall effect and topological phase tran-
sition in hgte quantum wells,” Science 314, 1757 (2006).
[7] Markus Ko¨nig, Steffen Wiedmann, Christoph Bru¨ne, Andreas
Roth, Hartmut Buhmann, Laurens W. Molenkamp, Xiao-
Liang Qi, and Shou-Cheng Zhang, “Quantum spin hall in-
sulator state in hgte quantum wells,” Science 318, 766 (2007).
[8] M. Z. Hasan and C. L. Kane, “Colloquium: Topological insu-
lators,” Rev. Mod. Phys. 82, 3045 (2010).
[9] Xiao-Liang Qi and Shou-Cheng Zhang, “Topological insula-
tors and superconductors,” Rev. Mod. Phys. 83, 1057 (2011).
[10] C. W. J. Beenakker, “Random-matrix theory of majorana
fermions and topological superconductors,” Rev. Mod. Phys.
87, 1037 (2015).
[11] Ching-Kai Chiu, Jeffrey C. Y. Teo, Andreas P. Schnyder, and
Shinsei Ryu, “Classification of topological quantum matter
with symmetries,” Rev. Mod. Phys. 88, 035005 (2016).
[12] Xiao-Gang Wen, “Colloquium: Zoo of quantum-topological
phases of matter,” Rev. Mod. Phys. 89, 041004 (2017).
[13] Immanuel Bloch, Jean Dalibard, and Sylvain Nascimbe`ne,
“Quantum simulations with ultracold quantum gases,” Nat.
Phys. 8, 267 (2012).
[14] Marcos Atala, Monika Aidelsburger, Julio T. Barreiro, Dmitry
Abanin, Takuya Kitagawa, Eugene Demler, and Immanuel
Bloch, “Direct measurement of the zak phase in topological
bloch bands,” Nat. Phys. 9, 795 (2013).
[15] Gregor Jotzu, Michael Messer, Re´mi Desbuquois, Martin Le-
brat, Thomas Uehlinger, Daniel Greif, and Tilman Esslinger,
“Experimental realization of the topological haldane model
with ultracold fermions,” Nature 515, 237 (2014).
[16] M. Aidelsburger, M. Lohse, C. Schweizer, M. Atala, J. T. Bar-
reiro, S. Nascimbe`ne, N. R. Cooper, I. Bloch, and N. Gold-
man, “Measuring the chern number of hofstadter bands with
ultracold bosonic atoms,” Nat. Phys. 11, 162 (2015).
[17] B. K. Stuhl, H.-I. Lu, L. M. Aycock, D. Genkina, and I. B.
Spielman, “Visualizing edge states with an atomic bose gas in
the quantum hall regime,” Science 349, 1514 (2015).
[18] M. Mancini, G. Pagano, G. Cappellini, L. Livi, M. Rider,
J. Catani, C. Sias, P. Zoller, M. Inguscio, M. Dalmonte, and
L. Fallani, “Observation of chiral edge states with neutral
fermions in synthetic hall ribbons,” Science 349, 1510 (2015).
[19] Zhan Wu, Long Zhang, Wei Sun, Xiao-Tian Xu, Bao-Zong
Wang, Si-Cong Ji, Youjin Deng, Shuai Chen, Xiong-Jun
Liu, and Jian-Wei Pan, “Realization of two-dimensional spin-
orbit coupling for bose-einstein condensates,” Science 354, 83
(2016).
[20] N. Goldman, J. C. Budich, and P. Zoller, “Topological quan-
tum matter with ultracold gases in optical lattices,” Nat. Phys.
12, 639 (2016).
[21] Han-Ning Dai, Bing Yang, Andreas Reingruber, Hui Sun,
Xiao-Fan Xu, Yu-Ao Chen, Zhen-Sheng Yuan, and Jian-
Wei Pan, “Four-body ring-exchange interactions and anyonic
statistics within a minimal toric-code hamiltonian,” Nat. Phys.
13, 1195 (2017).
[22] A. Y. Kitaev, “Fault-tolerant quantum computation by
anyons,” Ann. Phys. 303, 2 (2003).
[23] Chetan Nayak, Steven H. Simon, Ady Stern, Michael Freed-
man, and Sankar Das Sarma, “Non-abelian anyons and topo-
logical quantum computation,” Rev. Mod. Phys. 80, 1083
(2008).
[24] Jason Alicea, Yuval Oreg, Gil Refael, Felix von Oppen, and
Matthew P. A. Fisher, “Non-abelian statistics and topological
quantum information processing in 1d wire networks,” Nat.
Phys. 7, 412 (2011).
[25] R. Barends, J. Kelly, A. Megrant, A. Veitia, D. Sank, E. Jef-
frey, T. C. White, J. Mutus, A. G. Fowler, B. Campbell,
Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth, C. Neill,
P. O’Malley, P. Roushan, A. Vainsencher, J. Wenner, A. N.
Korotkov, A. N. Cleland, and John M. Martinis, “Supercon-
ducting quantum circuits at the surface code threshold for fault
tolerance,” Nature 508, 500 (2014).
[26] F. D. M. Haldane and S. Raghu, “Possible realization of di-
rectional optical waveguides in photonic crystals with broken
time-reversal symmetry,” Phys. Rev. Lett. 100, 013904 (2008).
[27] Mohammad Hafezi, Eugene A. Demler, Mikhail D. Lukin,
and Jacob M. Taylor, “Robust optical delay lines with topo-
logical protection,” Nat. Phys. 7, 907 (2011).
[28] Kejie Fang, Zongfu Yu, and Shanhui Fan, “Realizing effective
magnetic field for photons by controlling the phase of dynamic
modulation,” Nat. Photonics 6, 782 (2012).
[29] Alexander B. Khanikaev, S. Hossein Mousavi, Wang-Kong
Tse, Mehdi Kargarian, Allan H. MacDonald, and Gennady
Shvets, “Photonic topological insulators,” Nat. Mater. 12, 233
(2013).
[30] Iacopo Carusotto and Cristiano Ciuti, “Quantum fluids of
light,” Rev. Mod. Phys. 85, 299 (2013).
[31] M. Hafezi, S. Mittal, J. Fan, A. Migdall, and J. M. Taylor,
“Imaging topological edge states in silicon photonics,” Nat.
Photonics 7, 1001 (2013).
[32] Mikael C. Rechtsman, Julia M. Zeuner, Yonatan Plotnik,
Yaakov Lumer, Daniel Podolsky, Felix Dreisow, Stefan Nolte,
Mordechai Segev, and Alexander Szameit, “Photonic floquet
topological insulators,” Nature 496, 196 (2013).
[33] Ling Lu, John D. Joannopoulos, and Marin Soljacˇic´, “Topo-
logical photonics,” Nat. Photonics 8, 821 (2014).
[34] Torsten Karzig, Charles-Edouard Bardyn, Netanel H. Lind-
ner, and Gil Refael, “Topological polaritons,” Phys. Rev. X
5, 031001 (2015).
[35] Tomoki Ozawa, Hannah M Price, Alberto Amo, Nathan Gold-
man, Mohammad Hafezi, Ling Lu, Mikael Rechtsman, David
Schuster, Jonathan Simon, Oded Zilberberg, and Iacopo Caru-
sotto, “Topological photonics,” (2018), arXiv:1802.04173.
[36] C. L. Kane and T. C. Lubensky, “Topological boundary modes
in isostatic lattices,” Nat. Phys. 10, 39 (2014).
[37] Taofiq K. Paraı¨so, Mahmoud Kalaee, Leyun Zang, Hannes
Pfeifer, Florian Marquardt, and Oskar Painter, “Position-
squared coupling in a tunable photonic crystal optomechanical
cavity,” Phys. Rev. X 5, 041024 (2015).
28
[38] Roman Su¨sstrunk and Sebastian D. Huber, “Observation of
phononic helical edge states in a mechanical topological insu-
lator,” Science 349, 47 (2015).
[39] Cheng He, Xu Ni, Hao Ge, Xiao-Chen Sun, Yan-Bin Chen,
Ming-Hui Lu, Xiao-Ping Liu, and Yan-Feng Chen, “Acous-
tic topological insulator and robust one-way sound transport,”
Nat. Phys. 12, 1124 (2016).
[40] Subir Sachdev, Quantum Phase Transitions (Cambridge Uni-
versity Press, Cambridge, 2011).
[41] B. Andrei Bernevig and Taylor L. Hughes, Topological insu-
lators and topological superconductors (Princeton University
Press, Princeton, 2013).
[42] Alexander Altland and Martin R. Zirnbauer, “Nonstandard
symmetry classes in mesoscopic normal-superconducting hy-
brid structures,” Phys. Rev. B 55, 1142 (1997).
[43] Andreas P. Schnyder, Shinsei Ryu, Akira Furusaki, and An-
dreas W. W. Ludwig, “Classification of topological insulators
and superconductors in three spatial dimensions,” Phys. Rev.
B 78, 195125 (2008).
[44] A. Kitaev, “Periodic table for topological insulators and super-
conductors,” AIP Conf. Proc. 1134, 22 (2009).
[45] Shinsei Ryu, Andreas P. Schnyder, Akira Furusaki, and An-
dreas W. W. Ludwig, “Topological insulators and supercon-
ductors: tenfold way and dimensional hierarchy,” New J. Phys.
12, 065010 (2010).
[46] Jeffrey C. Y. Teo and C. L. Kane, “Topological defects and
gapless modes in insulators and superconductors,” Phys. Rev.
B 82, 115120 (2010).
[47] Liang Fu, “Topological crystalline insulators,” Phys. Rev. Lett.
106, 106802 (2011).
[48] Robert-Jan Slager, Andrej Mesaros, Vladimir Juricˇic´, and Jan
Zaanen, “The space group classification of topological band-
insulators,” Nat. Phys. 9, 98 (2013).
[49] Ching-Kai Chiu, Hong Yao, and Shinsei Ryu, “Classification
of topological insulators and superconductors in the presence
of reflection symmetry,” Phys. Rev. B 88, 075142 (2013).
[50] Takahiro Morimoto and Akira Furusaki, “Topological classi-
fication with additional symmetries from clifford algebras,”
Phys. Rev. B 88, 125129 (2013).
[51] Ken Shiozaki and Masatoshi Sato, “Topology of crystalline
insulators and superconductors,” Phys. Rev. B 90, 165114
(2014).
[52] Yoichi Ando and Liang Fu, “Topological crystalline insula-
tors and topological superconductors: From concepts to mate-
rials,” Annu. Rev. Cond. Matt. Phys. 6, 361 (2015).
[53] Jorrit Kruthoff, Jan de Boer, Jasper van Wezel, Charles L.
Kane, and Robert-Jan Slager, “Topological classification of
crystalline insulators through band structure combinatorics,”
Phys. Rev. X 7, 041069 (2017).
[54] Yasuhiro Hatsugai, “Chern number and edge states in the in-
teger quantum hall effect,” Phys. Rev. Lett. 71, 3697–3700
(1993).
[55] A. Y. Kitaev, “Unpaired majorana fermions in quantum wires,”
Phys. Usp. 44, 131 (2001).
[56] Lukasz Fidkowski, “Entanglement spectrum of topological in-
sulators and superconductors,” Phys. Rev. Lett. 104, 130502
(2010).
[57] Qian Niu, D. J. Thouless, and Yong-Shi Wu, “Quantized
hall conductance as a topological invariant,” Phys. Rev. B 31,
3372–3377 (1985).
[58] Dominic V. Else and Chetan Nayak, “Classification of topo-
logical phases in periodically driven interacting systems,”
Phys. Rev. B 93, 201103 (2016).
[59] C. W. von Keyserlingk and S. L. Sondhi, “Phase structure
of one-dimensional interacting floquet systems. i. abelian
symmetry-protected topological phases,” Phys. Rev. B 93,
245145 (2016).
[60] Andrew C. Potter, Takahiro Morimoto, and Ashvin Vish-
wanath, “Classification of interacting topological floquet
phases in one dimension,” Phys. Rev. X 6, 041001 (2016).
[61] Rahul Roy and Fenner Harper, “Periodic table for floquet
topological insulators,” Phys. Rev. B 96, 155118 (2017).
[62] Takuya Kitagawa, Erez Berg, Mark Rudner, and Eugene
Demler, “Topological characterization of periodically driven
quantum systems,” Phys. Rev. B 82, 235114 (2010).
[63] Liang Jiang, Takuya Kitagawa, Jason Alicea, A. R. Akhmerov,
David Pekker, Gil Refael, J. Ignacio Cirac, Eugene Demler,
Mikhail D. Lukin, and Peter Zoller, “Majorana fermions in
equilibrium and in driven cold-atom quantum wires,” Phys.
Rev. Lett. 106, 220402 (2011).
[64] Mark S. Rudner, Netanel H. Lindner, Erez Berg, and Michael
Levin, “Anomalous edge states and the bulk-edge correspon-
dence for periodically driven two-dimensional systems,” Phys.
Rev. X 3, 031005 (2013).
[65] Yi Chen Hu and Taylor L. Hughes, “Absence of topological in-
sulator phases in non-hermitian pt-symmetric hamiltonians,”
Phys. Rev. B 84, 153101 (2011).
[66] Kenta Esaki, Masatoshi Sato, Kazuki Hasebe, and Mahito
Kohmoto, “Edge states and topological phases in non-
hermitian systems,” Phys. Rev. B 84, 205128 (2011).
[67] Henning Schomerus, “Topologically protected midgap states
in complex photonic lattices,” Opt. Lett. 38, 1912 (2013).
[68] Simon Malzard, Charles Poli, and Henning Schomerus,
“Topologically protected defect states in open photonic sys-
tems with non-hermitian charge-conjugation and parity-time
symmetry,” Phys. Rev. Lett. 115, 200402 (2015).
[69] Pablo San-Jose, Jorge Cayao, Elsa Prada, and Ramo´n
Aguado, “Majorana bound states from exceptional points in
non-topological superconductors,” Sci. Rep. 6, 21427 (2016).
[70] Tony E. Lee, “Anomalous edge state in a non-hermitian lat-
tice,” Phys. Rev. Lett. 116, 133903 (2016).
[71] Daniel Leykam, Konstantin Y. Bliokh, Chunli Huang, Y. D.
Chong, and Franco Nori, “Edge modes, degeneracies, and
topological numbers in non-hermitian systems,” Phys. Rev.
Lett. 118, 040401 (2017).
[72] Yong Xu, Sheng-Tao Wang, and L.-M. Duan, “Weyl ex-
ceptional rings in a three-dimensional dissipative cold atomic
gas,” Phys. Rev. Lett. 118, 045701 (2017).
[73] Kohei Kawabata, Yuto Ashida, Hosho Katsura, and Masahito
Ueda, “Parity-time-symmetric topological superconductor,”
(2018), arXiv:1801.00499.
[74] G. Barontini, R. Labouvie, F. Stubenrauch, A. Vogler, V. Guar-
rera, and H. Ott, “Controlling the dynamics of an open many-
body quantum system with localized dissipation,” Phys. Rev.
Lett. 110, 035302 (2013).
[75] Markus Aspelmeyer, Tobias J. Kippenberg, and Florian Mar-
quardt, “Cavity optomechanics,” Rev. Mod. Phys. 86, 1391–
1452 (2014).
[76] Hui Cao and Jan Wiersig, “Dielectric microcavities: Model
systems for wave chaos and non-hermitian physics,” Rev.
Mod. Phys. 87, 61 (2015).
[77] Peng Peng, Wanxia Cao, Ce Shen, Weizhi Qu, Jianming Wen,
Liang Jiang, and Yanhong Xiao, “Anti-parity-time symmetry
with flying atoms,” Nat. Phys. 12, 1139 (2016).
[78] H. Xu, D. Mason, Luyao Jiang, and J. G. E. Harris, “Topolog-
ical energy transfer in an optomechanical system with excep-
tional points,” Nature 537, 80 (2016).
[79] Bo Peng, S¸ahin Kaya O¨zdemir, Matthias Liertzer, Weijian
29
Chen, Johannes Kramer, Huzeyfe Yılmaz, Jan Wiersig, Stefan
Rotter, and Lan Yang, “Chiral modes and directional lasing
at exceptional points,” Proc. Natl. Acad. Sci. USA 113, 6845
(2016).
[80] Weijian Chen, S¸ahin Kaya O¨zdemir, Guangming Zhao, Jan
Wiersig, and Lan Yang, “Exceptional points enhance sensing
in an optical microcavity,” Nature 548, 192 (2017).
[81] Hengyun Zhou, Chao Peng, Yoseob Yoon, Chia Wei Hsu,
Keith A. Nelson, Liang Fu, John D. Joannopoulos, Marin
Soljacˇic´, and Bo Zhen, “Observation of bulk fermi arc and
polarization half charge from paired exceptional points,” Sci-
ence 359, 1009 (2018).
[82] Miguel A. Bandres, Steffen Wittek, Gal Harari, Midya Parto,
Jinhan Ren, Mordechai Segev, Demetrios N. Christodoulides,
and Mercedeh Khajavikhan, “Topological insulator laser: Ex-
periments,” Science 359 (2018), 10.1126/science.aar4005.
[83] Christian E. Ru¨ter, Konstantinos G. Makris, Ramy El-
Ganainy, Demetrios N. Christodoulides, Mordechai Segev,
and Detlef Kip, “Observation of parity-time symmetry in op-
tics,” Nat. Phys. 6, 192 (2010).
[84] Bo Peng, S¸ahin Kaya O¨zdemir, Fuchuan Lei, Faraz Monifi,
Mariagiovanna Gianfreda, Gui Lu Long, Shanhui Fan, Franco
Nori, Carl M. Bender, and Lan Yang, “Parity-time-symmetric
whispering-gallery microcavities,” Nat. Phys. 10, 394 (2014).
[85] Liang Feng, Zi Jing Wong, Ren-Min Ma, Yuan Wang, and
Xiang Zhang, “Single-mode laser by parity-time symmetry
breaking,” Science 346, 972 (2014).
[86] Vladimir V. Konotop, Jianke Yang, and Dmitry A. Zezyulin,
“Nonlinear waves in PT -symmetric systems,” Rev. Mod.
Phys. 88, 035002 (2016).
[87] L. Xiao, X. Zhan, Z. H. Bian, K. K. Wang, X. Zhang, X. P.
Wang, J. Li, K. Mochizuki, D. Kim, N. Kawakami, W. Yi,
H. Obuse, B. C. Sanders, and P. Xue, “Observation of topo-
logical edge states in parity-time-symmetric quantum walks,”
Nat. Phys. 13, 1117 (2017).
[88] S. Weimann, M. Kremer, Y. Plotnik, Y. Lumer, S. Nolte,
K. G. Makris, M. Segev, M. C. Rechtsman, and A. Szameit,
“Topologically protected bound states in photonic parity-time-
symmetric crystals,” Nat. Mater. 16, 433 (2017).
[89] Ramy El-Ganainy, Konstantinos G. Makris, Mercedeh
Khajavikhan, Ziad H. Musslimani, Stefan Rotter, and
Demetrios N. Christodoulides, “Non-hermitian physics and pt
symmetry,” Nat. Phys. 14, 11 (2018).
[90] Carl M. Bender and Stefan Boettcher, “Real spectra in non-
hermitian hamiltonians having PT symmetry,” Phys. Rev.
Lett. 80, 5243 (1998).
[91] Carl M. Bender, “Making sense of non-hermitian hamiltoni-
ans,” Rep. Prog. Phys. 70, 947 (2007).
[92] W. D. Heiss, “The physics of exceptional points,” J. Phys. A:
Math. Theor. 45, 444016 (2012).
[93] F. Petruccione and H. P. Breuer, The theory of open quantum
systems (Oxford University Press, London, 2002).
[94] M. S. Rudner and L. S. Levitov, “Topological transition in a
non-hermitian quantum walk,” Phys. Rev. Lett. 102, 065703
(2009).
[95] Tony E. Lee and Ching-Kit Chan, “Heralded magnetism
in non-hermitian atomic systems,” Phys. Rev. X 4, 041001
(2014).
[96] Tony E. Lee, Florentin Reiter, and Nimrod Moiseyev, “En-
tanglement and spin squeezing in non-hermitian phase transi-
tions,” Phys. Rev. Lett. 113, 250401 (2014).
[97] Yuto Ashida, Shunsuke Furukawa, and Masahito Ueda,
“Quantum critical behavior influenced by measurement back-
action in ultracold gases,” Phys. Rev. A 94, 053615 (2016).
[98] Yuto Ashida, Shunsuke Furukawa, and Masahito Ueda,
“Parity-time-symmetric quantum critical phenomena,” Nat.
Commun. 8, 15791 (2017).
[99] Zongping Gong, Sho Higashikawa, and Masahito Ueda,
“Zeno hall effect,” Phys. Rev. Lett. 118, 200401 (2017).
[100] Kohei Kawabata, Yuto Ashida, and Masahito Ueda, “Infor-
mation retrieval and criticality in parity-time-symmetric sys-
tems,” Phys. Rev. Lett. 119, 190401 (2017).
[101] M. Esposito, U. Harbola, and S. Mukamel, “Nonequilibrium
fluctuations, fluctuation theorems, and counting statistics in
quantum systems,” Rev. Mod. Phys. 81, 1665 (2009).
[102] Jie Ren, Peter Ha¨nggi, and Baowen Li, “Berry-phase-induced
heat pumping and its impact on the fluctuation theorem,” Phys.
Rev. Lett. 104, 170601 (2010).
[103] Takahiro Sagawa and Hisao Hayakawa, “Geometrical expres-
sion of excess entropy production,” Phys. Rev. E 84, 051110
(2011).
[104] David R. Nelson and Nadav M. Shnerb, “Non-hermitian local-
ization and population biology,” Phys. Rev. E 58, 1383 (1998).
[105] Ariel Amir, Naomichi Hatano, and David R. Nelson, “Non-
hermitian localization in biological networks,” Phys. Rev. E
93, 042310 (2016).
[106] Arvind Murugan and Suriyanarayanan Vaikuntanathan,
“Topologically protected modes in non-equilibrium stochastic
systems,” Nat. Commun. 8, 13881 (2017).
[107] Jie Ren and N. A. Sinitsyn, “Braid group and topologi-
cal phase transitions in nonequilibrium stochastic dynamics,”
Phys. Rev. E 87, 050101(R) (2013).
[108] Yuansheng Cao, Zongping Gong, and H. T. Quan, “Thermo-
dynamics of information processing based on enzyme kinet-
ics: An exactly solvable model of an information pump,” Phys.
Rev. E 91, 062117 (2015).
[109] Thomas McGrath, Nick S. Jones, Pieter Rein ten Wolde, and
Thomas E. Ouldridge, “Biochemical machines for the inter-
conversion of mutual information and work,” Phys. Rev. Lett.
118, 028101 (2017).
[110] Mark S. Rudner, Michael Levin, and Leonid S. Levitov,
“Survival, decay, and topological protection in non-hermitian
quantum transport,” (2016), arXiv:1605.07652.
[111] Huitao Shen, Bo Zhen, and Liang Fu, “Topological band
theory for non-hermitian hamiltonians,” Phys. Rev. Lett. 120,
146402 (2018).
[112] M. A. Nielsen and I. L. Chuang, Quantum Computation and
Information (Cambridge University Press, Cambridge, 2010).
[113] P. W. Anderson, “Absence of diffusion in certain random lat-
tices,” Phys. Rev. 109, 1492 (1958).
[114] Naomichi Hatano and David R. Nelson, “Localization transi-
tions in non-hermitian quantum mechanics,” Phys. Rev. Lett.
77, 570 (1996).
[115] Naomichi Hatano and David R. Nelson, “Vortex pinning and
non-hermitian quantum mechanics,” Phys. Rev. B 56, 8651
(1997).
[116] Naomichi Hatano and David R. Nelson, “Non-hermitian delo-
calization and eigenfunctions,” Phys. Rev. B 58, 8384 (1998).
[117] E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V.
Ramakrishnan, “Scaling theory of localization: Absence of
quantum diffusion in two dimensions,” Phys. Rev. Lett. 42,
673 (1979).
[118] Max Karoubi, K-theory: An Introduction (Springer, Berlin,
2008).
[119] Lars V. Ahlfors, Complex Analysis (McGraw-Hill, New York,
1979).
[120] Rahul Nandkishore and David A. Huse, “Many-body local-
ization and thermalization in quantum statistical mechanics,”
30
Annu. Rev. Cond. Matt. Phys. 6, 201 (2015).
[121] R. Moessner and S. L. Sondhi, “Equilibration and order in
quantum floquet matter,” Nat. Phys. 13, 424 (2017).
[122] Fritz Haake, Quantum Signatures of Chaos (Springer, Berlin,
2010).
[123] Vedika Khemani, Achilleas Lazarides, Roderich Moessner,
and S. L. Sondhi, “Phase structure of driven quantum sys-
tems,” Phys. Rev. Lett. 116, 250401 (2016).
[124] C. W. von Keyserlingk and S. L. Sondhi, “Phase structure
of one-dimensional interacting floquet systems. ii. symmetry-
broken phases,” Phys. Rev. B 93, 245146 (2016).
[125] Dominic V. Else, Bela Bauer, and Chetan Nayak, “Floquet
time crystals,” Phys. Rev. Lett. 117, 090402 (2016).
[126] In the absence of a particle-hole or chiral symmetry, the clas-
sification of all the Hermitian Hamiltonians with a givenEF is
equivalent to that withEF = 0, since we have a time-reversal-
symmetry-preserved one-to-one map H → H − EF between
two sets of Hamiltonians. In the presence of a particle-hole
or/and chiral symmetry, although EF has arbitrariness for a
given system, the only choice of EF is zero when considering
the set of all such Hermitian Hamiltonians.
[127] N. G. Van Kampen, Stochastic Processes in Physics and
Chemistry (Elsevier, New York, 2007).
[128] Victor V. Albert, Barry Bradlyn, Martin Fraas, and Liang
Jiang, “Geometry and response of lindbladians,” Phys. Rev.
X 6, 041031 (2016).
[129] Dakyeong Kim, Mochizuki Ken, Norio Kawakami, and
Hideaki Obuse, “Floquet topological phases driven by
PT symmetric nonunitary time evolution,” (2016),
arXiv:1609.09650.
[130] C.-E. Bardyn, M. A. Baranov, C. V. Kraus, E. Rico,
A. I˙mamogˇlu, P. Zoller, and S. Diehl, “Topology by dissi-
pation,” New J. Phys. 15, 085001 (2013).
[131] D. J. Thouless, “Quantization of particle transport,” Phys. Rev.
B 27, 6083 (1983).
[132] The phenomenon alone may be relevant to a single band, like
the integer or anomalous quantum Hall effect. After all, at least
another band is necessary to make the present band nontrivial,
such as another band with the opposite Chern number.
[133] Yoichi Asada, Keith Slevin, and Tomi Ohtsuki, “Anderson
transition in two-dimensional systems with spin-orbit cou-
pling,” Phys. Rev. Lett. 89, 256601 (2002).
[134] H. Aoki and T. Ando, “Effect of localization on the hall con-
ductivity in the two-dimensional system in strong magnetic
fields,” Solid State Commun. 38, 1079 (1981).
[135] Here we tacitly assume a finite system size (L), and therefore
the probability is zero for the disordered Hamiltonian to be not
invertible.
[136] If z1 = z2, we have ψj = c1zj1 + c2jz
j−1
1 .
[137] Ye Xiong, “Why does bulk boundary correspondence fail in
some non-hermitian topological models,” J. Phys. Commun.
2, 035043 (2018).
[138] Elliott H. Lieb and Derek W. Robinson, “The finite group ve-
locity of quantum spin systems,” Commun. Math. Phys. 28,
251 (1972).
[139] L. Reichel and L. N. Trefethen, “Eigenvalues and pseudo-
eigenvalues of toeplitz matrices,” Linear Algebra Appl. 162-
164, 153 (1992).
[140] Di Xiao, Ming-Che Chang, and Qian Niu, “Berry phase
effects on electronic properties,” Rev. Mod. Phys. 82, 1959
(2010).
[141] Dmitry A. Abanin, Takuya Kitagawa, Immanuel Bloch, and
Eugene Demler, “Interferometric approach to measuring band
topology in 2d optical lattices,” Phys. Rev. Lett. 110, 165304
(2013).
[142] S. Longhi, “Bloch oscillations in complex crystals with PT
symmetry,” Phys. Rev. Lett. 103, 123601 (2009).
[143] Stefano Longhi, “Bloch oscillations in non-hermitian lattices
with trajectories in the complex plane,” Phys. Rev. A 92,
042116 (2015).
[144] Martin Wimmer, Hannah M. Price, Iacopo Carusotto, and Ulf
Peschel, “Experimental measurement of the berry curvature
from anomalous transport,” Nat. Phys. 13, 545 (2017).
[145] Stefano Longhi, Davide Gatti, and Giuseppe Della Valle, “Ro-
bust light transport in non-hermitian photonic lattices,” Sci.
Rep. 5, 13376 (2015).
[146] Stefano Longhi, Davide Gatti, and Giuseppe Della Valle,
“Non-hermitian transparency and one-way transport in low-
dimensional lattices by an imaginary gauge field,” Phys. Rev.
B 92, 094204 (2015).
[147] Pranjal Bordia, Henrik P. Lu¨schen, Sean S. Hodgman, Michael
Schreiber, Immanuel Bloch, and Ulrich Schneider, “Cou-
pling identical one-dimensional many-body localized sys-
tems,” Phys. Rev. Lett. 116, 140401 (2016).
[148] Ken Shiozaki, Masatoshi Sato, and Kiyonori Gomi, “Topo-
logical crystalline materials: General formulation, module
structure, and wallpaper groups,” Phys. Rev. B 95, 235425
(2017).
[149] Joel E. Moore, Ying Ran, and Xiao-Gang Wen, “Topological
surface states in three-dimensional magnetic insulators,” Phys.
Rev. Lett. 101, 186805 (2008).
[150] Kohei Kawabata, Sho Higashikawa, Zongping Gong, Yuto
Ashida, and Masahito Ueda, “Topological unification of
time-reversal and particle-hole symmetries in non-hermitian
physics,” (2018), arXiv:1804.04676.
[151] Another reason is that the full information of U(k, t) =
T e−i
∫ t
0 dt
′H(t′) from t = 0 to t = T is important in a Flo-
quet system. A good illustration is the anomalous edge states
[64], which exist in spite of a trivial U(k, T ) = 1. In contrast,
we focus on time-independent non-Hermitian Hamiltonians,
so that the base manifold for classification only contains k but
not t.
[152] Eugene P. Wigner, “Normal form of antiunitary operators,” J.
Math. Phys. 1, 409 (1960).
[153] K. Kraus, “General state changes in quantum theory,” Ann.
Phys. 64, 311 (1972).
[154] This should be understood with respect to the Hilbert-Schmidt
inner product (A,B) ≡ Tr[A†B]. We can check that
(KA,KB) = Tr[AB†] = Tr[B†A] = (B,A).
[155] Michael M. Wolf and J. Ignacio Cirac, “Dividing quantum
channels,” Commun. Math. Phys. 279, 147 (2008).
[156] Heinz-Peter Breuer, Elsi-Mari Laine, Jyrki Piilo, and Bassano
Vacchini, “Colloquium: Non-markovian dynamics in open
quantum systems,” Rev. Mod. Phys. 88, 021002 (2016).
[157] Charles H. Bennett, Gilles Brassard, Sandu Popescu, Ben-
jamin Schumacher, John A. Smolin, and William K. Wootters,
“Purification of noisy entanglement and faithful teleportation
via noisy channels,” Phys. Rev. Lett. 76, 722 (1996).
[158] Zongping Gong, Ryusuke Hamazaki, and Masahito Ueda,
“Discrete time-crystalline order in cavity and circuit qed sys-
tems,” Phys. Rev. Lett. 120, 040404 (2018).
[159] Katarzyna Macieszczak, Ma˘d a˘lin Gut¸a˘, Igor Lesanovsky, and
Juan P. Garrahan, “Towards a theory of metastability in open
quantum dynamics,” Phys. Rev. Lett. 116, 240404 (2016).
[160] N. Y. Yao, A. C. Potter, I.-D. Potirniche, and A. Vishwanath,
“Discrete time crystals: Rigidity, criticality, and realizations,”
Phys. Rev. Lett. 118, 030401 (2017).
31
[161] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee,
J. Smith, G. Pagano, I.-D. Potirniche, A. C. Potter, A. Vish-
wanath, N. Y. Yao, and C. Monroe, “Observation of a discrete
time crystal,” Nature 543, 217 (2017).
[162] Soonwon Choi, Joonhee Choi, Renate Landig, Georg Kucsko,
Hengyun Zhou, Junichi Isoya, Fedor Jelezko, Shinobu Onoda,
Hitoshi Sumiya, Vedika Khemani, Curt von Keyserlingk, Nor-
man Y. Yao, Eugene Demler, and Mikhail D. Lukin, “Obser-
vation of discrete time-crystalline order in a disordered dipolar
many-body system,” Nature 543, 221 (2017).
[163] C. W. von Keyserlingk, Vedika Khemani, and S. L. Sondhi,
“Absolute stability and spatiotemporal long-range order in flo-
quet systems,” Phys. Rev. B 94, 085112 (2016).
[164] Oded Zilberberg, Sheng Huang, Jonathan Guglielmon, Mo-
han Wang, Kevin P. Chen, Yaacov E. Kraus, and Mikael C.
Rechtsman, “Photonic topological boundary pumping as a
probe of 4d quantum hall physics,” Nature 553, 59 (2018).
[165] Michael Lohse, Christian Schweizer, Hannah M. Price, Oded
Zilberberg, and Immanuel Bloch, “Exploring 4d quantum hall
physics with a 2d topological charge pump,” Nature 553, 55
(2018).
[166] H. M. Price, O. Zilberberg, T. Ozawa, I. Carusotto, and
N. Goldman, “Four-dimensional quantum hall effect with ul-
tracold atoms,” Phys. Rev. Lett. 115, 195303 (2015).
[167] Markus Mu¨ller, Sebastian Diehl, Guido Pupillo, and Peter
Zoller, “Engineered open systems and quantum simulations
with atoms and ions,” Adv. At. Mol. Opt. Phys. 61, 1 (2012).
[168] Joshua Feinberg and A. Zee, “Non-hermitian localization and
delocalization,” Phys. Rev. E 59, 6433 (1999).
[169] C. D. Meyer, Matrix Analysis and Applied Linear Algebra (So-
ciety for Industrial and Applied Mathematics, Philadelphia,
2000).
[170] Constantine Callias, “Axial anomalies and index theorems on
open spaces,” Commun. Math. Phys. 62, 213 (1978).
[171] Yuto Ashida and Masahito Ueda, “Full-counting many-
particle dynamics: Nonlocal and chiral propagation of corre-
lations,” Phys. Rev. Lett. 120, 185301 (2018).
[172] E. M. Graefe, H. J. Korsch, and A. Rush, “Quasiclassical
analysis of bloch oscillations in non-hermitian tight-binding
lattices,” New J. Phys. 18, 075009 (2016).
[173] J. F. Poyatos, J. I. Cirac, and P. Zoller, “Quantum reservoir
engineering with laser cooled trapped ions,” Phys. Rev. Lett.
77, 4728 (1996).
[174] B. Kraus, H. P. Bu¨chler, S. Diehl, A. Kantian, A. Micheli, and
P. Zoller, “Preparation of entangled states by quantum markov
process,” Phys. Rev. A 78, 042307 (2008).
[175] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P. Bu¨chler, and
P. Zoller, “Quantum states and phases in driven open quantum
systems with cold atoms,” Nat. Phys. 4, 878 (2008).
[176] Sebastian Diehl, Enrique Rico, Mikhail A. Baranov, and Peter
Zoller, “Topology by dissipation in atomic quantum wires,”
Nat. Phys. 7, 971 (2011).
[177] G. Lindblad, “On the generators of quantum dynamical semi-
groups,” Commun. Math. Phys. 48, 119 (1976).
[178] F. Reiter and A. S. Sørensen, “Effective operator formalism
for open quantum systems,” Phys. Rev. A 85, 032111 (2012).
[179] Fabrice Gerbier and Jean Dalibard, “Gauge fields for ultra-
cold atoms in optical superlattices,” New J. Phys. 12, 033007
(2010).
[180] Immanuel Bloch, Jean Dalibard, and Wilhelm Zwerger,
“Many-body physics with ultracold gases,” Rev. Mod. Phys.
80, 885 (2008).
[181] Z. W. Barber, C. W. Hoyt, C. W. Oates, L. Hollberg, A. V.
Taichenachev, and V. I. Yudin, “Direct excitation of the for-
bidden clock transition in neutral 174Yb atoms confined to an
optical lattice,” Phys. Rev. Lett. 96, 083002 (2006).
[182] Martin Miranda, Ryotaro Inoue, Yuki Okuyama, Akimasa
Nakamoto, and Mikio Kozuma, “Site-resolved imaging of yt-
terbium atoms in a two-dimensional optical lattice,” Phys. Rev.
A 91, 063414 (2015).
