Abstract. We study representations of positive definite kernels K in a general setting, but with view to applications to harmonic analysis, to metric geometry, and to realizations of certain stochastic processes. Our initial results are stated for the most general given positive definite kernel, but are then subsequently specialized to the above mentioned applications. Given a positive definite kernel K on S × S where S is a fixed set, we first study families of factorizations of K. By a factorization (or representation) we mean a probability space (B, µ) and an associated stochastic process indexed by S which has K as its covariance kernel. For each realization we identify a co-isometric transform from L 2 (µ) onto H (K), where H (K) denotes the reproducing kernel Hilbert space of K. In some cases, this entails a certain renormalization of K. Our emphasis is on such realizations which are minimal in a sense we make precise. By minimal we mean roughly that B may be realized as a certain K-boundary of the given set S. We prove existence of minimal realizations in a general setting.
Introduction
A variety of notions of "boundary" and boundary representation for general classes of positive definite kernels are established in [JT16] . It allows us to carry over results and notions from classical harmonic analysis on the disk to this wider context (see [JP98a, JP98b, Str98] ).
More specifically, starting with a given positive definite (p.d.) kernel K on S ×S, we introduce generalized boundaries for the set S that carry K. It is a measure theoretic "boundary" in the form of a probability space, but it is not unique. The set of measure boundaries will be denoted M (K). Indeed, there exists such a generalized boundary probability space associated to any p.d. kernel. For example, as an element in M (K), we can take a "measure" boundary to be the Gaussian process having K as its covariance kernel. This exists by Kolmogorov's consistency theorem.
The p.d. kernels include those defined on infinite discrete sets, for example sets of vertices in electrical networks, or discrete sets which arise from sampling operations performed on p.d. kernels in a continuous setting, and with the sampling then referring to suitable discrete subsets. See, e.g., [HJY11, JS13, ZS16] .
The purpose of the present paper is to study a metric duality between (I) and (II) below, where (I) K : S × S −→ C is a given positive definite (p.d.) kernel defined on a fixed set S, i.e., for ∀N ∈ N,
, ξ i ∈ C, we have i j ξ i ξ j K (s i , s j ) ≥ 0; and (1.1) (II) measure space (B, B, µ) where B is a set equipped with a σ-algebra B of subsets, and µ is a probability measure defined on B.
In particular, µ satisfies µ (∅) = 0, µ (B) = 1, µ (F ) ≥ 0 ∀F ∈ B, and if
Definition 1.1. Let K be a p.d. kernel as in (I). We shall denote by H (K) the corresponding reproducing kernel Hilbert space (RKHS), i.e., H (K) is the Hilbertcompletion of span {K s := K (·, s) ; s ∈ S}, with respect to the inner product
The following reproducing property holds:
Definition 1.2. Given K as in (I), and (B, µ) as in (II), we shall say that
holds for all (s, t) ∈ S × S. We shall say that (B, µ) is tight (or minimal) iff the span of {k s ; s ∈ S} is dense in L 2 (B, µ). Similarly, given (B, µ) as in (II), we shall say that a p.d. kernel K is in K (µ) if there is a stochastic process {k s } s∈S satisfying (1.4).
Given K as in (I) then the problem (1.4) always has a solution in a discrete (atomic) measure space relative to the counting measure. Nonetheless, in the interesting solutions (B, B, µ) to (1.4) we aim to achieve B as a "boundary space" to the given set S from (I); see the details in Section 5 below. Definition 1.4. We shall say that a Hilbert space H is separable if there is an orthonormal basis (ONB) {β n } n∈N indexed by N (or a set of cardinality ℵ 0 ), i.e., we have β n , β m H = δ n,m , and (1.5)
If only (1.6) holds, we say that {β n } n∈N is a Parseval frame. In both cases, vectors f in H always have the representation
where (1.7) converges in the norm · H of H . Proof. The existence of a Parseval frame {β n } n∈N is assumed, so (1.5)-(1.6) hold for the Hilbert space H := H (K). Now, for all pairs (s, t) ∈ S × S, we have
which is the desired conclusion. 
Proof. Immediate from the details in the proof of Lemma 1.5. In particular, if
Discussion of the literature. The theory of RKHS and their applications is vast, and below we only make a selection. Readers will be able to find more cited there. As for the general theory of RKHS in the pointwise category, we find useful 
Properties of solutions to the factorization problem
Let K : S × S −→ C be a given p.d. kernel, as specified in (I) from Section 1 above. Solutions B, µ, {k s } s∈S to the problem (1.4) are called factorizations.
Proposition 2.1. Let K on S × S be given, and let B, µ, {k s } s∈S be a solution to the factorization problem (1.4). Then the assignment
extends by linearity to an isometry, denoted W :
, and its adjoint
and we have
3)
Proof. It is immediate from (1.4) that the operator W from (2.1) is isometric
, and s ∈ S, we have
so the formula (2.2) follows, and we infer that
We will show that for ∀N ∈ N,
and the desired conclusion (2.4) follows. We now show that (2.5) holds:
and the proof is completed.
The boundary space
Given (K, S) as in (I), i.e., S is a set and K is a p.d. kernel on S × S, let M (K) be the boundary space consisting of all measure spaces (B, µ) satisfying (1.4); see Definition 1.2.
In the discussion below, we shall introduce an order relation on M (K). We show that there is always a minimal element in M (K).
is isometric, i.e.,
and
i.e., the diagram commutes:
We can then use Zorn's lemma to prove that ∀K, M (K) has minimal elements (B, B, µ). (See the proof of Theorem 3.3 below.) But even if (B, B, µ) is minimal,
In the next result, we shall refer to the partial order "≤" from (3.1) when considering minimal elements in M (K). And, in referring to M (K), we have in mind a fixed positive definite function K : S × S → C, specified at the outset; see (1.1). Then, for every
and (M, ν) is minimal in the following sense: Suppose (B, µ) ∈ M (K) and
then it follows that (B, µ) ≃ (M, ν), i.e., we also have (M, ν) ≤ (B, µ).
Proof. We shall use Zorn's lemma, and the argument from Lemma 3.2. Let L = {(B, µ)} be a linearly ordered subset of M (K) s.t.
and such that, for every pair (B i , µ i ), i = 1, 2, in L, one of the following two cases must hold:
To apply Zorn's lemma, we must show that there is
Now, using (3.8)-(3.9), we conclude that the measure spaces {(B, µ)} L have an inductive limit, i.e., the existence of:
In other words, we may apply Kolmogorov's consistency (see, e.g., [PS75] ) to the family L of measure spaces in order to justify the inductive limit construction in (3.11).
We have proved that every linearly ordered subset L (as specified) has a "lower bound" in the sense of (3.10). Hence Zorn's lemma applies, and the desired conclusion follows, i.e., there is a pair (M, ν) ∈ M (K) which satisfies the condition (3.7) from the theorem. (i) Given a positive definite (p.d.) kernel K on S×S, there is then an associated mapping E S : S → {Functions on S} given by
Gaussian processes
where the dot "·" in (4.1) indicates the independent variable; so
(ii) We shall assume that E S is 1-1, i.e., if s 1 , s 2 ∈ S, and K (s 1 , t) = K (s 2 , t), ∀t ∈ S, then it follows that s 1 = s 2 . (This is not a strong limiting condition on K.) (iii) We shall view the Cartesian product
as the set of all functions S → C.
It follows from assumption (ii) that E S : S → B S is an injection, i.e., with E S , we may identity S as a "subset" of B S . For v ∈ S, set π v : B S −→ C,
i.e., π v is the coordinate mapping at v. The topology on B S shall be the product topology; and similarly the σ-algebra B S will be the the one generated by {π v } v∈S , i.e., generated by the family of subsets By a Gaussian solution we mean (B, B, µ) is a probability space, and k : S −→ L 2 (µ) has the following properties:
(a) Condition (1.4) holds. We shall write K (s, t) = E k s k t where E denotes the expectation with respect to µ;
(c) For every finite subset F ⊂ S, the system of random variables {k s } s∈F is jointly Gaussian with covariance matrix M F given by Let F ⊂ S be a fixed subset, and let µ F be the Gaussian measure on C F which is specified by zero mean, and covariance matrix M F as in (4.5). If M F is invertible, then the density on C F computed w.r.t. Lebesgue measure on R 2|F | is
where z F denotes the point in l 2 (F ) with components z j ∈ C now indexed by j ∈ F .
The system of measures {µ F } induced by all finite subsets of S then satisfies the Kolmogorov consistency equation: If F ⊂ F ′ are two finite subsets, then
where the notation in (4.9) refers to the conditional measure, and
The existence of the desired probability measure µ on B now follows from Kolmogorov's theorem, and we automatically get
valid for all finite subsets F ⊂ S. Now (4.11) refers to conditioning via B = C F × C S\F . The stated conditions (a)-(c) therefore follow, and the process {k s } s∈S in (4.7) has the desired properties. 
Remark 4.4. It is known that the solution from Theorem 4.2 is generally not minimal; see e.g., [Jr68, PS75, AD92, Lu08, AJSV13, Bre14, PS15, PR16]. Indeed, given K on S × S, p.d. as specified in (I), let B, B, µ, {k s } s∈S be the Gaussian solution from Theorem 4.2; then L 2 (B, µ) is isomorphic to the symmetric Fock space F s (H 1 ) where H 1 = span {k s ; s ∈ S}.
Example 4.5 (A p.d. kernel (the Szegő kernel) with minimal solutions). Let D := {z ∈ C ; |z| < 1}, the open disk in the complex plane C, and let
be the Szegő kernel (see e.g., [PR16] ). Let µ be a singular measure on
In this case, take
(4.14)
Hence, 
and {k 
where H 2 is the standard Hardy space on D.
Harmonic analysis
In a general setting, positive definite (p.d.) kernels K are defined on S × S where S is a fixed set. In classical analysis such pairs (K, S) have found uses in many problems in harmonic analysis, in complex analysis, in stochastic analysis, analysis on infinite graphs, and in PDE theory, the latter in the context of Green's functions for elliptic operators. In the complex analysis setting, S may be the disk D, or the upper half-plane. For these applications, solutions typically entail consideration of boundaries, some in a natural geometric framework, and some more abstract. In some of the applications considered here, the notion of "boundary" is clear enough, for example for real or complex domains, but not for others. Take for example the case when S may instead be the set of vertices in an infinite graph.
The problem considered in the present section is motivated by p.d. kernels arising naturally from classical frameworks, but our emphasis will be applications when there is not already a given, or a natural boundary available at the outset.
Example 5.1. Let S := D k (the polydisk) with boundary B := T k ≃ I k , and
Recall the multi-index notation:
General setting. Given S a set, K a p.d. kernel on S, (B, B, µ) a probability space, and K * : S × B −→ C, assume that µ ∈ M (K), K ∈ K (µ) with reference to S ←→ B. That is,
where "ren" := renormalization. The kernel K ren in (5.3) is p.d., and we shall denote the corresponding RKHS
, ∀z ∈ S. The assignment (5.6) extends by limit and closure to an isometry 
For f ∈ L 2 (µ), z ∈ S, we have
(5.9) (We call V µ a normalized transform.)
Proof. Immediate from the definitions. Indeed, for ∀f ∈ L 2 (µ), z ∈ S, we have
The result follows, V * = W µ , W * µ = V µ .
Corollary 5.6. The co-isometry V µ : L 2 (µ) −→ H ren is defined on all of L 2 (µ) if and only if span {K * z (·) ; z ∈ S} = L 2 (µ) , (5.10)
