Abstract. We consider the problem of determining quantitative information about corrosion occurring on an inaccesible part of a specimen. The data for the problem consist of prescribed current flux and voltage measurements on an accessible part of the specimen boundary. The problem is modelled by Laplace's equation with an unknown term γ in the boundary conditions. Our goal is recovering γ from the data. We prove uniqueness under certain regularity assumptions and construct a regularized numerical method for obtaining approximate solutions to the problem. The numerical method, which is based on the assumption that the specimen is a thin plate, is tested in numerical experiments using synthetic data.
Introduction
We consider a nonlinear inverse problem arising in the field of non-destructive evaluation. Our goal is to determine quantitative information about the corrosion that possibly occurs on an 'inaccessible' part of the surface of a specimen. On the 'accessible' part, electrostatic data are collected.
Corrosion occurs in many different forms (ASM Metals Handbook 1987 , Jones 1996 and several different models can be encountered in the literature (see, for example, Kaup and Santosa (1995) , Kaup et al (1996) , Vogelius and Xu (1995) and Inglese and Santosa (1995) and references therein).
We adopt the (two-dimensional) potential model introduced in Inglese and Santosa (1995) : Laplace's equation holds in the interior of the specimen and the effect of corrosion is described by means of boundary conditions of the third kind.
The study of a model like this is motivated by a number of favourable indications. A first indication is based on the observation that corrosion tends to roughen a surface: in fact, this effect can be modelled by the introduction of a thin coating characterized by rapid oscillations. In the limit where the thickness of the coating goes to zero and the rapidity of the oscillations diverges, the arising of boundary conditions of the third kind has been observed Buttazzo and Khon (1988) . On the other hand, the study of electrochemical corrosion processes can be based on Faraday's law which says that the mass loss (which in fact was used in Kaup and Santosa (1995) and Kaup et al (1996) as a measure of the corrosion) is proportional to the normal current flux (see, for example, Jones (1996) , section 3.1). In Vogelius and Xu (1995) a potential model of this kind of process is proposed. If we linearize (with respect to the transfer coefficient) the (nonlinear) boundary conditions in Vogelius and Xu (1995) , we get boundary conditions of the third kind.
Let , a connected bounded domain in R 2 , represent the specimen to be inspected. It is assumed that the boundary ∂ is at least piecewise smooth. Let 1 and 2 be two disjoint closed subsets of ∂ . The portion of the boundary 1 is the accessible region, while 2 is the portion where corrosion has occurred.
In the specimen, Laplace's equation
is satisfied. To generate the electrostatic data, we prescribe a flux, given by the Neumann boundary condition u n (x) = (x) x ∈ 1 (1.2a)
where u n is the outer normal derivative of u. On the corroded surface, the boundary condition is
(1.2b)
Here, γ (x) 0 represents the corrosion damage. Classically, it is intepreted as a coefficient of energy exchange (see, for example, Tikhonov and Samarskii (1963) section III.1). The rest of the boundary is assumed, for simplicity, to be insulated
In the classical, direct problem, γ (x) and (x) would be specified and the goal would be to find u(x). The inverse problem is to find γ (x) from knowledge of u(x) (and, of course, of ) on the accessible portion of the boundary 1 . We remark that the principle of conservation of charge forces us to require 1 − 2 γ u = 0. It means that the flux of the current density through 1 is not necessarily zero. In fact, we can choose 0 in order to produce a solution u > 0 in¯ (see Protter and Weinberger (1984) , ch 2, section 7) provided that the supports of γ and have positive Lebesgue measure.
In the next section we summarize the classical properties of the solution of a boundary value problem of the third kind for the Laplace's equation (the direct problem), highlighting results that we will use in the subsequent sections and fitting the standard theory to the case where is a rectangular domain.
The inverse problem is investigated in section 3. In particular, we show that the 'forward map' F : γ → u| 1 is one-to-one, continuous and Gateaux differentiable.
Section 4 is devoted to the numerical study of the special case where is the rectangle (0, 1) × (0, a). We introduce in a heuristic way a fast and easy-to-implement method (thin plate approximation) for finding γ based on a further assumption of thin plates (i.e. a 1). Numerical results are given to demonstrate its potentialities.
The observed numerical evidence of the asymptotic character of the thin plate approximation is supported by the theoretical justification given in section 5 under reinforced assumptions on γ and .
Results in sections 3 and 4 show only minor improvements with respect to the corresponding ones in Inglese and Santosa (1995) . They are fully reported for completeness.
The direct problem
Some properties of the solutions of the third boundary value problem for the Laplace's equation are summarized in the following theorems. The problem is u = 0 with the boundary condition
We recall that a solution is referred to as classical if u ∈ C 2 ( ) ∩ C 1 (¯ ) (the bar indicates the closure of a set). A generalized (or weak) solution is an element u of the Sobolev spaces H α ( ) ( ⊂ R 2 ) with suitable α 1, such that
; γ 0 and ≡ 0 must be at least piecewise continuous). The usual definition (see, for example, Grisvard (1985) ch 1, or Mikhailov (1978) , ch 3) of Sobolev spaces is used here.
Moreover, we recall (Grisvard 1985 , theorem 1.5.1.10) that the trace on ∂ of any
where the constant c 0 depends only on the geometry of . It can be evaluated following the strategy described in Grisvard (1985) , lemma 1.5.1.9. 
Proof. The existence of a unique generalized solution in H 1 ( ) and the estimate above follow from Mikhailov (1985) section IV-1, theorem 11, and (2.2) under the less restrictive regularity conditions (not optimal): Mikhailov (1985) section III-5, theorem 5, in a nonconstructive way. In practice, it is easily checked that 1/c
In order to show that u is a classical solution we prove that u ∈ H 3 ( ). The inhomogeneous boundary value problem is studied through a homogeneous one by choosing a function w ∈ C 3 ( ) which satisfies our boundary condition (2.1). We set v = u − w and regard the following homogeneous boundary value problem for the Poisson equation:
We apply Mikhailov (1978) section IV-3, theorem 4-5, to obtain (Mikhailov 1978 , section III-6, theorem 3).
Remark. If γ , f and ∂ were infinitely differentiable we could obtain the required regularity of u as a special case of Lions and Magenes (1972) , theorem 5.1.
The existence of a unique classical solution of problem (1.1), (1.2a-c) can also be proved when the domain is a rectangle and some minor additional assumptions are required about γ and . More precisely, let be the open rectangle (0, 1) × (0, a) with a ∈ R + , write down the corresponding homogeneous boundary value problem explicitly. We set
it is easy to check that u = v + (w/a) solves (1.1), (1.2a-c). The existence of such a v is ensured by the following theorem. 
Observe that u is identically zero out of the rectangle
be an open convex domain whose boundary is C k+2 and includes Milhailov (1978) , III-6, theorem 3, so that u ∈ C k (¯ ).
The inverse problem
The goal of the present section is to study the problem of recovering the unknown coefficient γ (defined in the inaccessible portion 2 of ∂ ) from the knowledge of the current density and of the measured potential u in 1 . First of all we introduce the set
Furthermore, assume that 1 is a straight line segment.
In the next lemma the continuity of the map F (i.e. the well-posedness in the sense of Hadamard of the direct problem introduced in section 2) is proved.
Lemma 3.1. The forward map F is continuous and one-to-one.
Proof. Let w be the solution of the Laplace's equation in with the boundary conditions (1.2a, c) and
where δγ is such that γ + δγ is still non-negative, non-zero and C 3 0 . Hence, the difference v ≡ w − u is harmonic in and satisfies the boundary conditions
and v n (x) = 0 else. It follows from (2.2) that
i.e. the map F is continuous. Now, let γ 1 and γ 2 be two coefficients such that γ 1 = γ 2 and let u (1) and u (2) be the corresponding solutions of (1.1), (1.2a-c). Suppose that F (γ 1 ) = F (γ 2 ) and set v = u
(1) − u (2) . In this case, the harmonic function v has to fulfil the following redundant set of boundary conditions:
The Cauchy conditions satisfied by v on 1 imply that v ≡ 0. Hence, the condition on
n (x) = 0 for all x ∈ Ux. This is in contradiction with the fact that u (2) is not identically zero in .
We can further show that the map F is Gateaux differentiable. To this end we first fix a γ ∈ A. Let δγ ∈ C 3 0 ( 2 ) such that supp δγ ⊂ supp γ where the inclusion is strict. Consider the one-parameter family {γ + hδγ } |h| . If is sufficiently small, then γ + hδγ ∈ A. In this case there is a harmonic function w in satisfying the boundary conditions (1.2a, c) and
We claim that we can expand w in powers of h
where u is the solution of (1.1) and (1.2a, b, c) and δu solves the 'differentiated problem' δu = 0 with boundary conditions
and δu n (x) = 0 else. To verify our claim in (3.2) we observe that u + hδu is harmonic in and
Hence, set v = w − (u + hδu). Again, v is harmonic with
and v n = 0 else. We have from theorem 2.1 that
If we consider the traces on 1 we get the Gateaux differential of F in the point γ and in the direction δγ
where the convergence is in L 2 ( 1 ). Observe that the relation between δγ and δu is linear. A similar technique was employed in Andrieux et al (1993) for the study of an inverse problem of boundary shape determination in order to obtain local stability in the sense of Bellout and Friedman (1988) . The deduction of stability from Gateaux differentiability is not so direct in our problem: this is mainly the result of the bad structure of A.
A numerical method based on thin plate approximation
In this section we propose a numerical method for solving the inverse problem in the particular case where the domain is a thin plate. The plate geometry can arise in several applications, such as in inspection of aircraft skins. It can be modelled in two dimensions by means of the rectangle = (0, 1) × (0, a) introduced in section 2, for 'small' values of the parameter a. The existence of a unique classical solution for this problem has been proved in theorem 2.2.
In this section we make the further assumption that is non-negative and not identically zero so that the solution u of the direct problem turns out to be strictly positive in the closure of .
Observe that the exchange coefficient γ = −u y (x, a)/au(x, a) could be computed by first solving the Cauchy problem for Laplace's equation with u| 1 and u y | 1 = −a as initial data. Although such a problem is known to be severely ill-posed, there are regularization techniques that allow one to compute approximate solutions to u(x, y) (see, for example, Klibanov and Santosa (1991) and Kabanikhin and Karchevsky (1995) ).
In this work we propose a direct reconstruction method which exploits the special geometry of the problem and whose implementation turns out to be quite simple.
We are interested in studying the asymptotic behaviour (for a → 0) of γ = F −1 (u| 1 ). The first step consists in scaling the problem by introducing the new variable z = y/a. After the scaling we obtain a new family of elliptic partial differential equations (parametrized by a 2 )
with boundary conditions
For completeness we rewrite (1.2c) as
Hence, consider the formal expansion of u in powers of a
and substitute it in (4.1) and (4.2a-c). We collect the terms of same order in a and arrive at a hierarchy of relations.
The zero-order relations are very simple: By integrating the first one from 0 to 1 we get
so that, taking account of (4.2c), we obtain the following ordinary differential equation for u 0 (x):
The last equation can be used to find an approximate value for γ . Recall that our datum is u(x, 0) which, to leading order, can be equated with u 0 (x). From (4.4), we obtain the formula, which we call 'thin plate approximation'
Since we can obtain correctors for u 0 , we can also systematically generate correctors for γ 0 . The process can be viewed as finding the terms in the expansion
We consider one step more in the hierarchy in order to determine the corrector u 1 (x, 0). Since we have (0
straightforward calculations lead to a differential equation analogous to (4.4):
γ (γ u 0 + ). Multiplying (4.6) by a 2 and adding to (4.4) we get
where v(x) = u 0 (x) + a 2 u 1 (x, 0). Therefore, the corresponding corrector for γ 0 is
where γ 0 is given by (4.5).
It is important to point out that formula (4.5), which provides an approximate solution to the inverse problem, is not purely formal. It can be shown that
The proof given in section 5 requires γ to be strictly positive in [0, 1] and makes use of Fourier series, but we believe that it is possible to show (4.9) for γ 0 and its threedimensional generalization by using more general methods like maximum principles and elliptic regularity. It is remarkable anyhow that once we have accepted γ as a descriptor of the corrosion damage over 2 in the special case of atmospheric corrosion, the assumption γ > 0 turns out to be quite natural (see Jones (1996) , section 1.5)
We will generate the data by solving the boundary value problem (1.1) with (1.1a-c). We emphasize that we have not committed the 'inverse crime', which is generating data with the reversing as the inversion procedure. To simulate the errors present in real data, we will add noise to the calculated data. At this point, we have no access to real data.
We used the integral representation on ∂ of the harmonic function u with boundary conditions (1.1a-c):
where (|η − ξ |) = (1/2π) ln |η − ξ | (ν is the outer unit normal vector. The normal derivatives are defined a.e.). The numerical procedure chosen to solve the boundary value problem to obtain the data consists in discretizing the integral equation above by means of b-splines of the first order (boundary elements). In our simulations we always assumed (x) ≡ 1.
Exact data. If our knowledge of u i = u(x i , 0) (where
is fairly exact, we can approximate γ 0 by using second finite differences of u i . In the next two examples, N = 50, the points x i are equally spaced in [0, 1] and the plate thickness is a = 0.1. The solid line in figure 1 is the graph of aγ (x) = exp{−100(x − 0.25) 2 }, which is to be reconstructed. The dotted lines in figures 1(a) and 1(b) represent, respectively, the one-term approximation (4.5), and the two-term approximation (4.5)-(4.8) to the unknown γ .
The second example involves a piecewise linear continuous unknown function given by:
The graph of aγ is shown as a full curve in figures 2(a) and 2(b). The resulting one-term and two-term approximation of γ are displayed as crosses in figures 2(a) and 2(b). The thin plate approximation seems to work very well regardless of the smoothness of γ . For discontinuous γ we can obtain good reconstructions from exact data but, in this case, the method essentially fails in presence of noise.
Noisy data. If the data are corrupted by noise, we were unable to get a satisfactory answer using the reconstruction method proposed above. This leads us to a regularization strategy which involves first smoothing the data and then solving a least-squares penalized version of (4.5). The procedure consists of:
( 
2 subject to the constraints γ i 0. The first step is justified because we know that u solves Laplace's equation and so it must be very smooth. The second step relaxes the requirement that (4.5) is solved exactly while at the same time enforces the fact that the resulting γ is relatively smooth and nonnegative. We do not have an automatic procedure for picking the regularization parameter λ. In our numerical calculations, it was arrived at by experimentation. A possible strategy for choosing the regularization parameters is the L-curve method discussed in Hansen (1992) . In practice, the penalty term in (2) does not seem to play an important role when the constraints γ i 0 are active.
Indeed a possible regularization strategy is to combine both steps (1) and (2) in a single optimization. In our numerical experiments we add a random noise of size to the values u i = u(x i , 0). We kept a = 0.1 but reduced N to 25. The results of our computation are shown in figures 3(a) and 3(b). In the first example, we attempted to reconstruct the smooth γ in figures 1(a) and (b). For = 0.01, the noise, measured in the l ∞ -norm, is 0.121% relative to the data. In figure 3(a) , the full curve shows the one-term approximation of the exact aγ (x) = exp{−100(x − 0.25) 2 } when the noise is Figure 3 . (a) One-term approximation of a smooth γ . We compare the reconstruction (smoothing plus data fitting) in presence of noise (crosses) with the one using exact data (full curve). (b) One-term approximation of a piecewise linear continuous γ . We compare the reconstruction (smoothing plus data fitting) in presence of noise (crosses) with the one using exact data (full curve).
absent (the same as the crosses in figure 1(a) ). The two-step method described above is applied when the data are noisy and we obtain the result shown as crosses. It can be seen that the effect of the noise has been suppressed in this example. In figure 3(b) , we display the result of reconstructing a piecewise linear γ in the presence of noise. The noise now is 0.123% relative to the data. As in the previous figure, the one-term reconstruction of the exact γ for noiseless data is shown as a full curve and the result of the two-step method for noisy data as crosses. The result is not as satisfactory as in the case for the smooth γ . We observe that for functions that are not very smooth, the penalty in step (2) may be inappropriate. Finally, to show the importance of the smoothing step, in figure 4 we display the reconstruction of the smooth γ when the data are noisy and we omitted the first step of our regularization strategy. The regularized reconstruction has added to the complexity of choosing the unknown penalty parameter and solving a constrained optimization. However, it should be noted that the optimizations involve sparse quadratic functions. This means that fast algorithms that exploit sparsity can be used.
Remark. It is worthwhile noting that, for increasing values of the thickness a, the problem becomes increasingly unstable. This fact can be derived from an analysis of the Cauchy problem for Laplace's equation like the one performed in Payne (1975) , ch 5.
Here we stress the effect of large thickness by means of a numerical example. In figures 5(a)-(c) we show the traces on ∂ of the solutions of the direct problem in the following cases respectively:
Comparing 5(a) and 5(b) it is easy to observe that, while the shape of the trace on 2 in not influenced by the size of a, the trace on 1 shows a large 'loss of information' when a increases. In fact, we can find two totally different coefficients γ that induce essentially the same potential (the data of the inverse problem!) on 1 (compare 5(b) and 5(c)). 
Justification of the thin plate approximation
The goal of the present section is to show that γ 0 (x) ≡ [ +u xx (x, 0)]/u(x, 0) approximates the coefficient γ in the sense that we have pointwise
Assume that γ ∈ C 4 [0, 1] is strictly positive and that ≡ 0 /2 > 0. We recall that the support of γ x is a subset of (0,1).
Let u ∈ C 3 (¯ ) (this is more than sufficient in order to have a uniformly convergent Fourier series up to the second derivatives of u in what follows) be the unique (classical) solution of the scaled problem (4.1) and (4.2a-c).
Letā be a suitable maximum for a (for exampleā = 1). 
Then, we have the inequalities w (2) u w (1) .
Proof. Protter and Weinberger (1984) , ch 2, section 6.
Lemma GT. Let be a C 3 bounded domain and let u ∈ C 3 (¯ ) a solution in of Lu = f which satisfies the boundary condition αu + u n = g. Is is assumed that:
L is uniformly elliptic with constant coefficients;
Proof. It is an immediate consequence of a more general result (about Holderian estimates in the case of oblique derivative boundary problems) reported in Gilbarg and Trudinger (1983) , theorem 6.30. Now we proof some lemmas in order to get information about our specific problem. Henceforth, u will be the classical solution of problem (4.1) and (4.2a-c). 
