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Abstract
This paper presents two new hardware-assisted rendering
techniques developed for interactive visualization of the
terascale data generated from numerical modeling of next-
generation accelerator designs. The first technique, based
on a hybrid rendering approach, makes possible interactive
exploration of large-scale particle data from particle beam
dynamics modeling. The second technique, based on a com-
pact texture-enhanced representation, exploits the advanced
features of commodity graphics cards to achieve perceptu-
ally effective visualization of the very dense and complex
electromagnetic fields produced from the modeling of reflec-
tion and transmission properties of open structures in an ac-
celerator design. Because of the collaborative nature of the
overall accelerator modeling project, the visualization tech-
nology developed is for both desktop and remote visualiza-
tion settings. We have tested the techniques using both time-
varying particle data sets containing up to one billion par-
ticles per time step and electromagnetic field data sets with
millions of mesh elements.
Keywords: hardware-assisted techniques, high-performance
computing, particle accelerators, perception, point-based rendering,
scientific visualization, field lines, texture mapping, time-varying
data, vector field visualization, visual cues, volume rendering
1 Introduction
Particle accelerators have helped enable some of the most
remarkable discoveries of the 20th century. They have also
led to substantial advances in applied science and technol-
ogy, many of which greatly benefit society. Accelerator-
based systems have now been proposed to address problems
of international importance related to energy and the envi-
ronment. Given the importance of particle accelerators, it is
imperative that the most advanced high-performance com-
puting tools be brought to bear on their design, optimization,
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technology development, and operation. The SciDAC accel-
erator modeling project (http://scidac.nersc.gov/accelerator/)
is a national research and development effort whose primary
objective is to establish a comprehensive terascale simulation
environment needed to solve the most challenging problems
in 21st century accelerator science and technology. This sim-
ulation environment will enable accelerator physicists and
engineers across the country to work together using a com-
mon set of scalable, portable, interoperable software to solve
the most challenging problems in accelerator design, anal-
ysis, and optimization. Consequently, a critical component
of this project is the development of adequate visualization
technology which will allow project members to better in-
terpret, verify, and communicate with others the terabytes of
simulation data routinely generated.
The three-dimensional, nonlinear, multi-scale, many-body
aspects characteristic of future accelerator design problems
drive the essential requirement for terascale simulation [3].
Examples include finding the eigenmodes in extremely large
and complex 3D electromagnetic structures, predicting the
halos of high-intensity beams, and simulating the particle
and field dynamics in plasma-based accelerators. The re-
sulting simulation data present unprecedented visualization
challenges in terms of both size and complexity. This pa-
per presents our initial success in addressing the challenges
of visualizing high-intensity particle beam data and complex
3D electromagnetic field data.
All the simulation codes currently run on parallel com-
puters operated at NERSC/LBL, ACL/LANL, and SLAC.
Beam dynamics simulations [10, 11] with up to 500 million
particles have been performed, a number that is approach-
ing the needed resolution in the calculation of the beam den-
sity to predict beam halo in next-generation accelerator de-
signs. Electromagnetic calculations for the design of com-
plex beamline components and systems have achieved the
required accuracy for modeling the cavities in the accelerator
structure [16]. Each simulation run can generate terabytes of
data.
In addition to the large-data problem which is being ad-
dressed by high-performance computing [4, 5, 6, 9], two fun-
damental visualization problems must be solved. One is the
problem of visualizing very dense point data (i.e. particles),
and the other is visualizing very dense line data (i.e. electric
and magnetic field lines). We have developed a novel hybrid
rendering approach addressing the particle density problem,
and a scalable texture-enhanced representation for better il-
lustrating otherwise hidden field properties. While these two
problems are unique to accelerator physics data, the tech-
niques we introduce here are applicable to any applications
concerned with the visualization of particle data and field
line data. We have also exploited the features of the new gen-
eration of commodity graphics cards like the nVidia GeForce
series to accelerate the rendering.
2 Particle Beam Data
Particle accelerator simulations model a large number of
charged particles as they move through the accelerator and
respond to various forces [11]. The resulting data sets con-
sist of hundreds of millions to billions of particles for each
time step, making it impossible to render in real-time, or
even to fit into the memory of most PCs. One approach is
to convert the particles to volumetric data representing point
density, and use texture-mapping hardware to render to the
screen [8]. However, the size of volumes that can be effi-
ciently visualized in this manner are limited by the amount
of available texture memory, as well as the fill rate of the
available hardware. In addition, high-resolution representa-
tions present challenges with regard to the available network
bandwidth, disk space, and the time required to process the
data. As a result, even though this approach does give good
interactivity and compact data size, many fine details can be
lost, especially in the very low-density areas where scientists
are most interested. We have developed a hybrid data stor-
age and rendering method which allows scientists to visual-
ize and explore the data at interactive rates while maintaining
much of the important detail of the original data.
2.1 Hybrid Rendering
Our hybrid technique leverages the speed of texture-based
hardware volume rendering to represent large features, and
the flexibility of point-based rendering to represent fine de-
tails. The foundation of the hybrid method is the use of
low-resolution volume rendering in the areas of low inter-
est/detail, and the use of point-based methods to enhance or
replace areas of high interest/detail. Thus, storage, transfer,
and rendering resources are put to more efficient use than
with volumetric or particle rendering alone.
The interactivity offered by the hybrid method makes
choosing viewing parameters and transfer functions for sub-
sequent higher-quality rendering an easy job, and the storage
savings mean that the data can be more efficiently transferred
from the computer where it was generated to a remote com-
puter on a scientist’s desk thousands of miles away.
We tested this approach on data obtained from several
large-scale beam dynamics simulations. Each particle in
Figure 1: Comparison of a volume rendering (left) and
a mixed volume/point rendering (right) of the phase plot
(x;Px;y) of frame 170. The volume rendering has a resolu-
tion of 2563. The mixed rendering with a volumetric resolu-
tion of 643 and 2 million points provides more detail than the
volume rendering while displaying at a much higher frame
rates.
these simulations consists of spatial coordinates (x;y;z) and
momenta (px; py; pz) in double-precision. The primary sim-
ulation, consisting of 100 million particles, requires 5GB of
storage per time step. An additional data set, the initial time
step of a billion point simulation, requires 48 GB of storage.
These sizes make data impractical to move, and impossible
for most computer to handle.
Figure 1 shows a comparison of a standard volumetric ren-
dering, and a mixed point and volumetric rendering of the
same object. The mixed rendering is able to more clearly re-
solve the horizontal stratifications in the right arm, and also
reveals thin horizontal stratifications in the left arm not vis-
ible in the volume rendering from this angle. Note that the
bands near the edges are part of the data, not rendering arti-
facts.
Images for four different distributions including (x;y;z),
(x; px;y), (x; px;z), and (px; py; pz) of the data at time step
180 are displayed in Figure 2. The simulation corresponds to
an intense beam propagating in a magnetic quadrupole chan-
nel. The beam propagates in the z-direction, with focusing
provided in the transverse (x and y) directions.
2.2 Point Selection Criteria
In order to construct a hybrid representation, we must decide
how to classify points (i.e. particles) as being rendered di-
rectly or simulated via volume rendering. For this data set,
the most detailed and important area to visualize is the very
low-density beam halo [10]. This area poses additional prob-
lems for volumetric representation because it is thousands of
times less dense than the beam core, making it hard to com-
pute the precise density for a given region, and to assign that
density one of a limited number of palette values.
Therefore, we choose points in areas of low density to
render directly, and the remaining areas of high density are
rendered using fast low-resolution volume rendering. This
Figure 2: Selected distributions for time step 180. Top:
(x;y;z) and (x;Px;y). Bottom: (x;Px;z) and (Px;Py;Pz).
allows the fine detail of the beam halo to be accurately rep-
resented at the full data resolution, while maintaining inter-
activity by reducing the amount of data transferred and ren-
dered.
2.3 Preprocessing
The hybrid representation of the data is computed on the
same parallel supercomputer at NERSC/LBL that generated
the original simulation: an IBM SP RS/6000 with 2,944 pro-
cessors. Preprocessing consists of two steps: partitioning
and extraction. Partitioning is a one-time process that adds
structure to the originally unstructured particle data. Extrac-
tion is a fast process that quickly extracts a hybrid represen-
tation with given parameters from the partitioned data.
The partitioning program organizes the unstructured point
data into an octree. It is provided a time-step number, a plot
type (since there are six parameters per point, there are a
variety of 3-D plots that can be generated), and a maximal
subdivision level. It then reads in all the points and inserts
them into an octree. The levels of subdivision of the octree
are limited by the maximal subdivision level, which prevents
the octree from becoming impractically large. This octree is
written out to disk in two parts: one part contains all the par-
ticles of the simulation, the other contains the octree nodes
themselves. In the particle files, particles in the same octree
node are grouped together, and the groups are sorted in order
of increasing density. Each node in the octree then contains
an offset into the particle file and the the number of particles
in its group.
Volume transfer function
Point transfer function
(a) (b)
Figure 3: A hybrid data representation. (a) An image is
created by classifying each octree node as belonging to a
volume-rendered region or a point-rendered region, depend-
ing upon the transfer function for each region (the regions
can overlap, as in this example). The combination of the two
regions defines the output image. (b) The relationship be-
tween the two transfer functions. The two transfer functions
can be edited together or separatedly.
The partitioning program takes about 7 minutes per time
step for the 100 million particle simulation. Since it is pri-
marily I/O bound, processing time scales linearly as the num-
ber of points increases. If the data exceeds the amount of
memory available on one node of the supercomputer, it can
also be run on multiple nodes: the volume is divided up be-
tween nodes and particles are assigned to the corresponding
node once they are read from disk. Since the partitioned rep-
resentation contains all the data present in the original rep-
resentation, it is possible (although not yet implemented) to
discard the original data and convert between different plot
type partitionings.
The extraction program converts the partitioned data into
the hybrid representation. It is given a partitioned frame
and a threshold density. Particles in octree nodes below the
threshold density are stored in the hybrid representation. All
other points (those in the higher-density regions) are dis-
carded (see Figure 3). To accomplish this, the extraction pro-
gram reads in the octree and determines which nodes should
contain stored points. Since the particle file is sorted in or-
der of increasing density, all particles required for any hybrid
representation are in a contiguous block at the beginning of
the file. This portion of the particle data is just copied to
the output; no computation is necessary for the particles, and
discarded particles are never read from disk.
The threshold density parameter provided to the extrac-
tion program allows the user to balance file size and visual
accuracy for a given application. A high threshold value will
yield large file sizes but larger areas of the rendering can
be drawn using the more accurate point-rendering method.
A low threshold value will yield smaller file sizes appropri-
ate for viewing multiple frames simultaneously, or quickly
transferring over a network, at the expense of having a thin-
ner halo region representable by points. Because the extrac-
tion process is fast, different hybrid representations can be
created and discarded as needed.
Figure 4: Portions of a hybrid rendering on a sphere-like
(x;y;z) distribution showing (top) the volume-rendered por-
tion, (middle) the combined hybrid rendering, and (bottom)
the point-rendered portion alone. The front half of the sphere
has been clipped; the points obscured by the volume render-
ing are on the far side. The points shown here are completely
opaque so they are more visible.
2.4 Viewing
A separate view program with an interactive transfer func-
tion editor is used on a desktop PC to visualize the parti-
tioned data generated by the parallel computer. The volume
transfer function (see Figure 3 (b)) maps point density to
color and opacity for the volume-rendered portion of the im-
age. Typically, a step function is used to map low-density
regions to 0 (fully transparent) and higher density regions to
some low constant so that one can see inside the volume.
The program also allows a ramp to transition between the
high and low values, so the artificial boundary of the volume-
rendered region is less visible.
The point transfer function (see Figure 3 (b)) maps den-
sity to number of points rendered for the point-rendered por-
tion of the image. Below a certain threshold density, the
data is rendered as points; above that threshold, no points
are drawn. Intermediate values are mapped to the fraction
of points drawn. When the transfer function’s value is at
0.75 for some density, for example, it means that three out
of every four points are drawn for areas of that density. This
allows the user to see fewer points if too many points are
obscuring important features, or to make rendering faster. It
also allows a smooth transition between point-rendered por-
tions of the image and non-point-rendered portions. Figure 4
displays parts of a hybrid rendering.
By default, the two transfer functions are inverses of each
other. Changing one results in an equal and opposite change
in the other. This way, the user can change the boundary
between the volume- and the point-rendered regions of the
image (up until the boundary specified during preprocessing,
beyond which no points are available).
2.5 Results
The hybrid beam rendering method is effective for a vari-
ety of simulation configurations and visualization require-
ments. The user can tailor the hybrid output to range from
large, very accurate representations to small, less accurate
representations (that still preserve as much interesting data
as possible).
The hybrid method can produce very compact representa-
tions, allowing multiple time steps to fit into memory. Rea-
sonably high-quality pictures can be made with hybrid data
smaller than 100MB, so a high-end PC is capable of hold-
ing around 10 time steps in memory at once. The preview-
ing program allows the user to step through frames using
the keyboard. If a frame is already in memory, it can be
displayed instantaneously: the volume texture and display
lists are already loaded into video memory, or can be quickly
swapped in by the display driver. If a frame is not in mem-
ory, it is loaded from disk, a process that takes around 10
seconds for a 100MB time step. This allows very efficient
exploration of the beam’s evolution over time; if the step size
is small enough, individual particles can be seen moving be-
tween frames.
Figure 5 displays selected frames from a simulation over
350 time steps for the (x;y;z) distribution of the data. All
frames use the same view looking down z, the beam’s axis.
The quadrupole magnets are alternately focusing and defo-
cusing in the x and y directions, resulting in the four-fold
symmetry seen in the figure. At this resolution, each time
step is about 500MB, allowing only two to fit into memory
at once. However, hybrid frames are often smaller; these use
a conservative point density threshold.
In addition to scaling in the time dimension, the hybrid
algorithm also scales well in terms of simulation sizes. Be-
cause the output data size does not necessarily depend on the
input data size, large simulations approaching 1 billion parti-
cles can be reduced to the same size hybrid representation as
the smaller simulations. The large simulation’s point-based
halo region will be thinner than the smaller simulation, but
that has little effect on the quality of the resulting image:
regardless of the simulation size, points at the high-density
halo cutoff region are typically so dense that they visually
merge into a volume anyway.
One important effect that occurs in larger simulations is
that the octree must be subdivided more finely where there
is a high gradient. This occur both in very large simulations
and in smaller simulations with very focused beams. If a
higher level of subdivision is not used, the outline of the low-
est level octree nodes will be visible at the boundary of the
halo region. For low gradients, a shallower depth of octree
Figure 5: Selected time steps from an simulation over 350 time steps for the x-y-z distribution of the data. Top: frames 1, 50,
100, 150. Bottom: frames 200, 250, 300, 350.
subdivision can be used without introducing significant arti-
facts, saving valuable space.
For visualizing the particle beam data, volume rendering
lacks the spatial resolution and the dynamic range to resolve
regions with very low density, areas which may be of sig-
nificant interest to researchers. Point-based rendering alone
lacks the interactive speed and the ability to run on a desk-
top workstation that the hybrid approach provides. Further-
more, point-based rendering for low-density areas provides
more room for feature enhancements. Because points are
drawn dynamically, they could be drawn (in terms of color
or opacity) based on some dynamically calculated property
that the scientist is interested in, such as temperature or emit-
tance. Volume-based rendering, because it is limited to pre-
calculated data, cannot allow dynamic changes like these.
3 Electric and Magnetic Field Data
The other simulation code we are working with is based on
a parallel time domain electromagnetic field solver using un-
structured hexahedral meshes. This code models the reflec-
tion and transmission properties of open structures in an ac-
celerator design [16]. To achieve the needed accuracy, the
simulations must not proceed faster than electromagnetic in-
formation could physically flow through mesh elements. To
satisfy the Courant Condition, simulating 100 nanoseconds
in the real world requires millions of time steps. The parallel
simulation code is scalable in terms of both the the number of
mesh elements and the number of particles. Each run of the
simulation on the SLAC’s 32-node PC cluster can produce
terabytes of data.
A scalable solution is required for visualizing such large
and complex electromagnetic fields. The main challenge is
concerned with displaying a dense collection of intertwined
lines in a way that shows clear spatial relationships between
them, with unambiguous global or local detail. We believe
that interactivity is the key to insightful visualization, so our
approach is based on a compact representation for field lines
coupled with hardware-assisted perceptually effective ren-
dering. The result is highly interactive visualization facili-
tating understanding of both the global and local structures
of the electromagnetic fields.
3.1 A Compact Representation for Field Lines
The problem of drawing lines to show the structure of vector
fields has been studied extensively. Work has also been done
to use alternative representation of lines like tubes and rib-
bons to improve perception of their structures or additional
physical properties of the data. We have developed a flexi-
ble and scalable representation which we call self-orienting
surfaces for illustrating field lines [12]. This representation
using hardware texturing can conveniently display the field
properties as lines, tubes, or ribbons.
Each self-orienting surface is a triangle strip which is con-
structed from a sequence of points along a curve, an asso-
ciated sequence of tangent vectors, and a viewing position.
The triangle strip always orients toward the observer which
makes aligning a texture to the strip easy. For example, the
tube-like appearance is made possible by using hardware
accelerated bump mapping. Compared to polygonal tubes,
self-orienting triangle stripes are much more compact, re-
sulting in significant saving in storage and rendering.
Self-orienting triangle strips cooperate well with tex-
turing. Because the strips orient themselves in a view-
dependent way, the texture coordinates for moving across
the strip become view-independent. Difficulties that can oc-
cur with polygonal tubes are avoided. Figure 6 (a), (b), and
(c) show conventional line drawing, illuminated field lines,
and streamtubes, respectively, for illustrating both the elec-
tric field and magnetic field inside a 3-cell linear accelera-
tor structure. As shown in Figure 6 (d), the self-orienting
triangle strips rendered with hardware bump mapping give
similar visual effect while using only a very small number of
triangles, about five to six times less than a typical stream-
tube representation would require.
As shown in Figure 6 (e), using a wider version of the
self-orienting surfaces it is possible to give the impression of
the field density by only rendering a small number of self-
orienting surfaces, with line density textured according to
local field strength. The reduction in the number of lines that
must be traced and plotted can help maintain a desirable level
of interactivity.
3.2 Seeding Strategy and Incremental Visual-
ization
A key task in field line visualization is the selection of
seed points for streamline integration. Much work has been
done [2, 7, 14] for providing aesthetically pleasing stream-
lines through careful selection of seed points. The empha-
sis is generally on producing a visually uniform density of
streamlines in the final image. Our approach is to select
seeds so that the local density anywhere in the final distri-
bution of field lines is approximately proportional to the lo-
cal magnitude of the underlying field. When this approach is
applied to electromagnetic fields, the resulting image is intu-
itive for physicists, because the densities of electric and mag-
netic flux lines are proportional to the corresponding field
strength.
The implementation of our seeding strategy consists in
computing a desired average number of field lines to pass
through each element of the mesh. This is the average field
intensity from at the element’s vertices multiplied by the vol-
ume of the element. These numbers are then scaled so that
the sum over all elements is equal to total maximum num-
ber of field lines to pre-integrate. The algorithm consists of
selecting the element which most needs an additional field
line, picking a random seed point within that element, and
integrating the field line from there. During integration, as
each new element is visited, that element’s desired number
of field lines is decremented. This selection and integration
process repeats until the total desired number of field lines
for the entire mesh has been obtained. By keeping track of
how many field lines already pass through the elements, dis-
proportionately high densities of field lines are avoided. By
always choosing the element that most needs an additional
field line, the images that result from rendering the first n
field lines are always nearly correct in showing field line den-
sity proportional to the magnitude of the underlying field.
This incremental approach addresses the challenge in pre-
senting extremely dense collections of field lines. Although
transparency effects also help address the challenge, they are
only useful up to moderate field line density. At extreme
densities, transparency effects result in images qualitatively
similar to those produced by direct volume rendering. Sim-
ple direct volume rendering suffers from ambiguity in that
perspective depth cues and lighting cues are missing, and be-
cause different combinations of thickness, opacity and col-
oration assigned to the data can composite to produce the
same color and intensity in a final image. An interactive
animation of our incremental approach avoids these ambi-
guities. By sweeping from a minimum to a maximum num-
ber of field lines, one gets a compelling sense of the struc-
ture and magnitude of the fields being built up. It is clear
where the strong regions are, because sparse lines appear
there first, and these lines have good perspective and lighting
depth cues. As more field lines are added, the strong regions
become more dense and the less strong regions start to fill
in. Figure 7 shows selected images from such a sequence,
with the lines corresponding to the highest magnitude field
regions being loaded first. From there, progressively weaker
field lines are loaded in. In each image, the density of field
lines is approximately proportional to the magnitude of the
underlying field. In this way, each image attempts to be
the most accurate representation of field magnitude possible
given the number of field lines used. The set of field lines in
each image in the sequence is a superset of those field lines
in the preceding image.
3.3 Perceptually Effective Visualization
In order to better understand a large number of intertwined
field lines, perceptual issues cannot be neglected. Proper use
of illumination, haloing, transparency and other visual cues
can help clarify spatial relationships and reveal hidden in-
formation. We have incorporated perceptually effective en-
hancement methods into the self-orienting surface represen-
tation to increase the information level and clarity of the pic-
ture.
3.3.1 Illumination
While the illuminated field lines technique [13] can help de-
termine the shading of a field line, it is less effective to ac-
curately interpret the spatial relationships between similarly
oriented adjacent or overlapping lines, as pointed out in [1].
In particular, thin lines could look artificial because the tex-
ture does not vary sideways across the width of the lines.
Our illuminated triangle stripes offer not only improved vi-
sual clarity, comparable to the volume LIC approach in [1],
but also the critical interactivity needed for efficient data ex-
ploration. Figure 6 (f) demonstrates the effect of enhanced
lighting. The enhanced lighting is hardware accelerated, and
carries no significant performance penalty over a single light
source.
3.3.2 Haloing
Adding halos can clarify the spatial relationships between
overlapping lines. Our self-orienting surfaces representation
is superior to the illuminated field lines with halos. The illu-
minated lines images do not provide a perspective depth cue,
whereas the self-orienting surfaces do. At medium depth,
a cross section of the haloed lines appears as one or two
black pixels on either side of a few illuminated pixels. There
is an abrupt transition from the black region to the illumi-
nated region. This can be thought of as an approximation
for Phong illumination of a tube with a headlight. The dif-
fuse and specular components remain at the middle of the
cross section because that is where surface normal, viewing,
and light vectors all align. Assuming a small or non-existing
ambient contribution, the cross section edges are dark be-
cause the surface normal is orthogonal to the viewing and
lighting vectors. Our self-orienting surfaces use texture to
effectively capture the same surface normal vectors that a
polygonal tube would have, so for self-orienting surfaces the
lighting appears exact.
At first glance, comparison of the two techniques at
medium depth shows little difference. However, at near
depth self-orienting surfaces look better. The perspective
widening of the self-orienting surfaces provide a significant
depth cue. If the widths of the haloed lines are scaled up to
match, the sharp transition from black halo to illuminated re-
gion becomes very apparent. What was a reasonable approx-
imation at several pixels wide becomes noticeably incorrect
when scaled up. In contrast, self-orienting surfaces show
even more clearly the Phong illumination model at work,
providing a smooth and very convincing cross section.
3.3.3 Transparency
For very dense line data, as displayed in Figure 6 (g), it can
be difficult to unambiguously perceive the details in a re-
gion in the interior of the 3D field. Surrounding lines, when
sufficiently dense, can occlude the interior structures. One
approach is to “cut away” the data which is not in the region
of interest. While effective as shown in Figure 6 (h), in other
cases this could take away the global context for the current
region of interest. The other approach is to leave the region
of interest opaque while using transparency to de-emphasize
the remaining data. As a result, as shown in Figure 6 (i),
the interior structures can remain clear, and the global con-
text is not lost. Transparency in complex scenes requires
back-to-front compositing for a correct image. Depth sort-
ing is not practical for very large data. Our approach can be
coupled with the order-independent transparency technique
supported on the nVidia GeForce 3 but would require dis-
abling bump mapping and finer tessellation of self-orienting
surfaces.
3.4 Results
Figure 8 shows images of four selected time steps from the
simulation of the 3-cell structure. The ability to animate field
lines in the temporal domain is particularly valuable. For ex-
ample, from these four images, scientists can examine and
verify the propagation of the RF waves. Storing the precom-
puted field lines rather than the raw data can significantly
cut down the data storage and transfer requirements making
interactive interrogation of the time-varying electromagnetic
field lines data possible. The typical saving is about a factor
of 25, which would allow many time steps of electromag-
netic field lines to reside in memory for interactive viewing.
We are presently parallelizing the field line calculations on
PC clusters to speed up this preprocessing task.
Figure 9 shows the inside of a 12-cell linear accelerator
structure. The front half of the mesh has been removed to
permit viewing inside. Electric field lines, shown in blue,
originate and terminate at the surface of the mesh. Power
flows in from the top and bottom through input ports, and
then flows to the right. Charged particles, under the influ-
ence of the propagating field, would be accelerated from left
to right. Ideally, the electric field should be perfectly radially
symmetrical. However, the radial asymmetry in the geome-
try of the ports causes asymmetry in the electric field.
Note that simulation of this 12-cell structure reaches
steady state at about 40 nanoseconds, which corresponds to
326,700 time steps. Since it would take about 80 megabytes
of storage space to save one time step of the electric and
magnetic fields together, over 26 terabytes of storage space
would be needed for the overall data set. Storing the pre-
integrated field lines instead and using the seeding strategy
described make it possible for us to visualize the data.
The sequence of images in Figure 10 shows incremental
loading of field lines as in Figure 7 but with line transparency
and color assigned according to the field strength. The key
is that the scientist is allowed to interactively change these
visualization and viewing parameters, and then see the re-
sulting visualization immediately.
4 Conclusions
The overall objective of this national research and develop-
ment effort is to establish a comprehensive terascale simu-
lation environment for use by the U.S. particle accelerator
community. The effective visualization methods presented
in this paper allow scientists to gain better insights into the
simulation results and communicate with others their find-
ings in a more intuitive way.
This paper discusses the visualization challenges of the
terascale applications, introduces two novel visualization
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 6: Visualization of electromagnetic field corresponding to a section of an accelerator structure. (a) conventional line
drawing. (b) illuminated streamline technique. (c) conventional streamtube technique. (d) self-orienting surface technique. (e)
compact textured ribbon representation. (f) with enhanced lighting. (g) dense lines. (h) cutting away. (i) use of transparency.
Figure 7: From left to right, incremental loading and rendering of electric field lines in a port and two cells of an accelerator
structure.
Figure 8: Selected time steps which show RF waves prop-
agate in through the input ports (left) and out through the
output ports (right).
Figure 9: Time step 123,345 in the simulation of a 12-cell
linear accelerator structure containing a total of 1.6 million
mesh elements.
techniques addressing the challenges, and demonstrates our
test results using large data sets obtained from time-varying
simulations of accelerator physics. In particular, we de-
scribe how high-performance computing, commodity graph-
ics hardware, and a hierarchical organization of visualiza-
tion primitives can assist the interactive visualization of large
time-varying data.
We believe a viable solution of the large data visualiza-
tion problem is built upon a fusing of supercomputing and
commodity computing as well as on more efficient resource
allocation, investing computation on parts of the images that
are the most perceptually relevant. In this way, interactive
visualization can be made possible to a wide range of users
from people who conduct the terascale simulations to people
who use the simulation results for design.
This paper contributes to the supercomputing commu-
nity in the following two ways. First, we show that for
data exploration our hybrid rendering approach support-
ing budget-sensitive progressive visualization is more cost-
effective than brute-force visualization supercomputing. It
is clear that other demanding visualization applications can
benefit from a similar hybrid approach. In fact, a hybrid ren-
dering method has been developed for hardware-accelerated
rendering of regular-gridded voxel data [15]. Second, we
demonstrate how a compact graphics representation like our
self-orienting surfaces can effectively cut down both storage
and computational requirements without degrading image
quality to enable interactive visualization on a commodity
PC. Terascale simulation coupled with interactive visualiza-
tion, used as a tool of discovery, will allow researchers to
advance the frontiers of accelerator science and technology
and lead to new discoveries in beam-driven science.
Figure 10: From left to right, incremental loading and rendering of electric field lines. Top: with the line opacity proportional
to local field strength. Bottom: with enhancement using both color and transparency.
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