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Abstract
In the present thesis a microhydrodynamic theory for Brownian multi-particle dynam-
ics in an isolated colloidal suspension is developed that takes account of all hydrodynamic
degrees of freedom of the solvent in which the rigid particles are suspended, inner struc-
ture of the particles (i.e. inhomogenous mass density, thermal properties), their mutual
hydrodynamic interaction as well as hydrodynamic memory-effects. The whole system is
treated as nonisothermal. This theory represents a systematic advancement of a single-
particle theory due to E.H. Hauge and A. Martin-Lo¨f that was published in 1973.
From local conservation laws for mass, momentum and energy as well as the local
balance of entropy, linear governing equations and appendant boundary conditions for
field variables and kinematical variables of the particles are derived that describe the av-
erage regression of a perturbation of equilibrium of the isolated colloidal suspension. To
be specific, the field variables are perturbations of local velocity and local mass density
in the fluid as well as perturbations of local temperature in the whole system. The kine-
matical variables of the particles are their rotational and translational velocities.
By constructing random force fields under reference to perturbations of the total en-
tropy of the system and supplementing these random force fields into the equations for the
average dynamics, one obtains linear Langevin equations that describe the random dy-
namics of field variables and kinematical variables of the particles as long as the particles
stay close to a certain (time-independent) reference configuration which is incorporated
into the linear Langevin equations.
Since for Brownian motion only the kinematical variables of the particles are of inter-
est, the explicit dynamics of the field variables is eliminated from the above description.
This elimination of field variables results in a generalized Langevin equation for the kine-
matical variables of the particles alone. This generalized Langevin equation describes
random thermal motion of the particles as long as the particles stay close to the same
(time-independent) reference configuration as that, which is incorporated into the linear
Langevin equations from which the generalized Langevin equation results by the elimi-
nation of field variables. Mutual hydrodynamic interaction of the particles and hydro-
dynamic memory-effects enter into this generalized Langevin equation via the N-particle
friction kernel. This friction kernel also refers to a particular reference configuration of
particles and it represents a generalization of the Stokesian friction coefficient that goes
beyond the single-particle treatment of retarded hydrodynamic friction used by Hauge
and Martin-Lo¨f. The N-particle friction kernel is not only the main implement for the
systematic frictional forces but also for the random forces that occur in the generalized
Langevin equation: A fluctuation-dissipation theorem is derived that relates the dynam-
ical second-order correlations of the Gaussian random forces to the N-particle friction
kernel.
Furthermore an iterative use of such generalized Langevin equations is introduced which
provides, at least qualitatively, a transition to conventional Brownian dynamics of the par-
ticles. In this way random multi-particle diffusion becomes describable.
Finally, the Laplace transform of the friction kernel (spectral friction kernel) of a single
homogenous sphere immersed in an unbounded fluid is calculated explicitly and thereby
the impact of nonisothermal conditions and compressibility of the solvent on the spectral
friction kernel is illustrated.
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1. Introduction
1.1. Aim of this thesis in context of the scientific
discourse
In 1827 the botanist Robert Brown undertook experimental investigations on small par-
ticles, in the first instance pollen granules having a size of about 1/4000 of an inch, that
were suspended in resting water [67]. Referring to these experiments that originally were
intended to study the biological properties of the pollen themselves, he commented his
first observations that he made by means of a simple microscope as follows: ”While ex-
amining the form of these particles immersed in water, I observed many of them very
evidently in motion; [...] These motions were such as to satisfy me, after frequently re-
peated observation, that they arose neither from currents in the fluid, nor from its gradual
evaporation, but belonged to the particle itself.” ([67], pp. 466, 467) This motion of the
pollen granules, that he could similarly find for other small particles consisting of various
non-organic materials like metals [67], became known as ’Brownian motion’ though he
seemingly was not the first one having discovered it ([25], p. 22). His systematic investi-
gations can be considered as starting-point of scientific research on Brownian motion that
is of importance not only for various scientific disciplines themselves but also for practical
applications.1
First physical theories concerning Brownian motion that have found remarkable atten-
tion were worked out by Einstein [1], Smoluchowski [57] and Langevin [59] in the first
decade of the 20th century; in these theories the erratic motion of suspended particles
is considered to be excited by the thermal motion of solvent molecules. Many other
theoretical considerations followed. It is just natural that models and theories concern-
ing Brownian motion are based on more or less severe idealizations and approximations
such as the restriction to a single-particle theory [60, 28, 83, 20, 21, 23, 81, 76, 79, 34,
12, 31, 64, 63, 66, 73], the neglect of particular hydrodynamical degrees of freedom for
the fluid medium in which the particles are suspended (such as the restriction to in-
compressible solvents [21, 80, 81, 79, 34, 12, 31, 61, 9, 73] or to isothermal solvents
[21, 81, 80, 34, 61, 79, 9, 12, 73, 64, 66]) as well as the neglect of time derivatives of fluid
fields [73, 76, 61, 9] in hydrodynamical equations describing the solvent. In some works the
individual shape of colloidal particles is essentially disregarded [44, 70] or the particles are
considered as spherical [12, 80, 31, 63, 64, 61, 66, 73]. Frequently rotational degrees of free-
dom of rigid Brownian particles are not taken into account at all or respective equations
of motion for these degrees of freedom are omitted [28, 21, 81, 76, 61, 60, 5, 45, 73, 9, 45].
A general treatment of heat conduction within the particles is disregarded in all the works
cited above, only the special case of a Brownian particle supposed to be either a perfect
1The significance of Brownian motion for other sciences than physics (in particular for biology) is
illustrated in [25]. An example for a rather use-oriented matter related to Brownian motion is filtration
of aerosols [16].
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insulator or an ideal heat-conductor is considered by van der Zwan and Mazur [83].2
The main goal of this thesis is to work out a model for Brownian motion in an isolated
colloidal suspension fluctuating around equilibrium that dispenses with the idealizations
and approximations mentioned above. To this end a microhydrodynamic point of view3
appears to be appropriate since it allows us to account for the specific, individual shape
and structure of the particles. This microhydrodynamic point of view is, though often
not with its full capabilities, also used in quite a number of models mentioned above. One
of these models, namely that presented in [34] by Hauge and Martin-Lo¨f, can be con-
sidered as a quite general prototype with potential for generalizations. This model not
only takes account of the translational but also of the rotational degrees of freedom of a
single, rigid particle with practically arbitrary shape being immersed in an isothermal and
incompressible fluid and finally describes Brownian motion of the particle by means of a
generalized Langevin equation for the rotational and translational velocity of the particle
that incorporates hydrodynamic long-time effects.4 To a certain extent the single-particle
theory [34] of Hauge and Martin-Lo¨f has already been generalized by Berman [23] by
additionally taking into account fluctuations of local temperature and local density of
mass within the fluid medium. But Berman did not incorporate fluctuations of local
temperature within the particle. In this thesis, as a further modification and extension of
the works [34] and [23], the conceptual framework elaborated by Hauge and Martin-Lo¨f
in [34] is adopted and extended respectively for the case of many thermally conducting
and hydrodynamically interacting rigid Brownian particles. All hydrodynamical degrees
of freedom of the solvent are taken into account. This results in a model for Brownian
motion that lives up to expectations being formulated as main goal: We derive a descrip-
tion for thermal motion of rigid, hydrodynamically interacting colloidal particles in terms
of a generalized Langevin equation for the rotational and translational velocities of the
particles being valid on a finite time interval which is specified by the requirement that for
times within this interval the deviation in position and orientation of the particles from
a reference configuration is not too large. Stringing together such descriptions in terms
of a generalized Langevin equation for successive, finite time intervals whose lenght is of
the order of the configurational relaxation time5 yields a random sequence of positions
and orientations of the particles, i.e. Brownian motion in its original meaning that takes
account for diffusion of the particles. Hence this iterative scheme can also be understood
as a transition to conventional Brownian dynamics of the multi-particle system.
In order to obtain a thorough overview what this thesis is about, it is helpful to il-
2Needless to say that the overview of models for Brownian motion given so far cannot claim to be
complete.
3The expression ’microhydrodynamic’ is also used by Kim and Karrila in [77]. In their preface to the
latter work Kim and Karilla point out that this expression was proposed by Batchelor in 1974. In the
work presented here the term ’microhydrodynamic point of view’ is used in the following meaning:
The colloidal particles appear as (part of the) boundary of the fluid medium that is governed by
adequate field equations. Shape and inner structure of the particles are described in detail.
4The motion of colloidal particles at certain times has influence on hydrodynamical fields at later instants
of time and hence on hydrodynamical forces and torques acting on particles at later times. Therefore
retarded hydrodynamic interaction occurs: The motion of a particular particle depends on the motion
of all particles having occured before. This fact is circumscribed by the term ’hydrodynamic longtime-
effects’, cf. [43], p. 372.
5Here the configurational relaxation time is understood as the time it takes for at least one of the
particles to change its position or orientation significantly.
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lustrate the preceding concise exposition of the theme in more detail by quoting selected
results of earlier works concerning Brownian motion and relating them to our particular
task formulated above. This is done in the next section. Thereby one can finally identify
central difficulties that are encountered in the present thesis.
1.2. Detailed illustration of the theme
At first let us briefly summarize the key features of Einstein’s theory [1] published in 1905:
As a consequence of thermal motion occuring in the surrounding fluid, Einstein sup-
posed the suspended colloidal particles to exhibit a slow, erratic motion with diffusive
character; from a simplified one-dimensional point of view and in absence of external
forces he derived the diffusion equation
∂n
∂t
= D
∂2n
∂x2
(1.1)
for the number density n(x, t) of colloidal particles with diffusion constant D where
−D∂n/∂x is considered as diffusive particle flux. Furthermore Einstein associated a kind
of osmotic pressure posm with the erratic motion of the colloidal particles,
posm(x, t) = kBTn(x, t) , (1.2)
kB denotes Boltzmann’s constant and T the absolute temperature of the colloidal suspen-
sion, that he assumed to be constant. For a determination of the diffusion constant D in
(1.1) he moreover considered the particular situation that arises when a time-independent
force acting on the colloidal particles is additionally taken into account. Assuming the
particles to be spherical and Stokes’ law of friction to be valid for each particle, the par-
ticles would acquire a terminal velovity K/(6piηa) due to the force K that is balanced
by the frictional force. a denotes the radius of the sphere and η the shear viscosity of
the solvent. In case of dynamical equilibrium the systematic particle flux induced by the
additional force K is compensated by the diffusive particle flux:
K
6piηa
n(x) = D
∂n
∂x
(x) (1.3)
Moreover in this situation of dynamical equilibrium Einstein showed that the force K
is balanced by the pressure-force originating from the osmotic pressure in (1.2) in the
following meaning:
Kn(x) =
∂posm
∂x
(x) = kBT
∂n
∂x
(x) (1.4)
By combining equations (1.3), (1.4) Einstein arrived at the expression
D =
kBT
6piηa
(1.5)
for the diffusion coefficient. The preceding equation is also known as Stokes-Einstein
formula.
Additionally Einstein gave a reinterpretation of the number density n(x, t) that can in
essence be summarized as follows. If there are in total N colloidal particles, the fraction
P (x, t) :=
n(x, t)
N
(1.6)
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can be considered as probability density: For a particular colloidal particle whose center-
of-mass concides with the origin of the spatial coordinate-frame at time t = 0 the integral∫ x1
x0
P (x, t)dx is the probability to encounter the center-of-mass of this particular colloidal
particle at time t > 0 in the interval (x0, x1). With respect to this interpretation the
N particles constitute an ensemble and averages with the probability density P (x, t) are
in fact ensemble averages. Obviously, due to definition (1.6) and equation (1.1), P (x, t)
satisfies the diffusion equation ∂tP (x, t) = D∆P (x, t) and
P (x, t) =
1√
4piDt
exp
[
− x
2
4Dt
]
(1.7)
is the solution of this diffusion equation subjected to the initial condition P (x, 0) = δ(x)
that corresponds to the requirements that the center-of-mass coordinate of the particle
under consideration initially equals zero and that P (x, t) is normalized for all t ≥ 0. With
the probability density (1.7) Einstein calculated the root-mean-squared displacement
λx(t) :=
(∫ ∞
−∞
x2P (x, t)dx
) 1
2
=
√
2Dt . (1.8)
The generalization of (1.8) to the 3-dimensional case is easiliy obtained, cf. [42], pp.
27, 28:
λx(t) :=
(∫
R3
x · x P (x, t)d3x
) 1
2
=
√
6Dt . (1.9)
Here P (x, t) denotes the 3-dimensional analogon to P (x, t). The importance of the root-
mean-squared displacement (1.8) and (1.9) respectively for the theory to be worked out
in the present thesis lies in its connection to the configurational relaxation time that has
qualitatively been introduced in the preceding section. Though Einstein’s theory outlined
above is based on certain simplifications such as the assumption that colloidal particles
are spherical and that they move independently, formula (1.9) yields a rough estimation
for the configurational relaxation time τcr if one considers τcr as the time it takes on the
average for a spherical colloidal particle to diffuse over a distance that equals its own
radius a, cf. [8]. Then τcr is determined via λx(τcr) = a. Using the Stokes-Einstein
formula (1.5) and (1.9) one finds
τcr =
piηa3
kBT
. (1.10)
With increasing radius of the particles or increasing shear viscosity of the fluid or de-
creasing temperature the configurational relaxation time becomes arbitrarily large. The
dependence on the size of the particles (via a) illustrates our everyday-experience that
Brownian motion becomes practically irrelevant for macroscopic objects under typical
conditions, at least during typical observation times. This is also exemplified in table
1.1. According to the last column in this table, Einstein’s theory predicts that it takes
on the average more than 24000 years for a rigid sphere with radius a = 1 cm to diffuse
over a distance that equals its own radius. It is remarkable that this result does not
depend on the mass of the sphere. It should be noted that Einstein’s expectation for the
root-mean-squared displacement agrees well with the experimental results obtained by
his contemporary Perrin [41]. In the first instance the formula (1.10) for the configura-
tional relaxation time holds for translational diffusion of a sphere. But as one convinces
4
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a 10−9m 10−8m 10−7m 10−6m 10−5m 10−4m 10−3m 10−2m
1.3 · τcr 10−9s 10−6s 10−3s 100s 103s 106s 109s 1012s
Table 1.1.: Configurational relaxation time τcr against particle radius a for a sphere im-
mersed in a fluid with η = 1.0 ·10−3Pa ·s at temperature T = 293K. The data
is calculated with equation (1.10). The value for η roughly belongs to water
under standard conditions, cf. [37].
oneself, Einstein’s considerations concerning a diffusive rotational motion of a sphere [2]
lead to the result that the time it takes for a sphere immersed in a fluid to change its
orientation significantly is of the same order of magnitude as the right-hand side of (1.10).6
It is known to be problematic to speak of an (average) velocity of a Brownian particle in
the previously presented Einstein-theory of Brownian motion since dλx/dt =
√
D/(2t) is
unbounded for t↘ 0. 7 This unpleasant result is circumvented by Langevin’s treatment
[59] of Brownian motion published in 1908 and outlined next:
Langevin considered an ensemble of physical systems, each consisting of a single spher-
ical colloidal particle with mass8 M for which he stated Newton’s equation of motion in
the one-dimensional form
M
d2x
dt2
= −6piηadx
dt
+ g˜ (1.11)
where the total force exerted by the fluid on the particle occurs on the right-hand side.
Due to the non-uniformity of collisions of the fluid molecules with the colloidal particle,
Langevin assumed that this total force not only has a dissipative character given by the
term −6piηa dx/dt according to Stokes’ law of friction but additionally possesses an agi-
tating contribution g˜ which prevents the particle from losing all its momentum. Langevin
only gave vague information on the time-dependent force g˜: He assumed that it has no
preferred sign, that it somehow maintains alive the erratic motion of the colloidal particle9
and that an ensemble-average over the product xg˜ of particle-position and agitating force
vanishes. The importance of the last statement will become evident below. Langevin mul-
tiplied his basic equation (1.11) by x and wrote the resulting equation in the equivalent
form
M
2
d2x2
dt2
−M
(
dx
dt
)2
= −3piηadx
2
dt
+ xg˜ . (1.12)
In the following angular brackets indicate an ensemble average. By taking the ensemble
average of the preceding equation and using < xg˜ >= 0 (as claimed above) as well as
the equipartition theorem for the kinetic energy of the particle, < M (dx/dt)
2
>= kBT ,
Langevin obtained
M
2
dy
dt
+ 3piηay = kBT (1.13)
6This is similarly pointed out in [8].
7This is noted by Keizer in [39], sec. 1.4. Also Einstein himself was aware of the fact that his formula
(1.8) for the root-mean-squared displacement is invalid for very small times t [2].
8Notice that the mass of a colloidal particle does not enter at all in Einstein’s central results previously
quoted in this section!
9This statement anticipates what we nowadays call a ”fluctuation-dissipation theorem”.
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where y := d < x2 > /dt. In essence y agrees with the time derivative of Einstein’s mean-
square displacement since < x2 > corresponds to λ2x. The differential equation (1.13) for
y has the general solution
y =
kBT
3piηa
+ C exp
[
−6piηa
M
t
]
, C ∈ R . (1.14)
In the long-time regime where the exponential function in (1.14) has practically decayed
to zero, Langevin thus arrived at
d < x2 >
dt
=
kBT
3piηa
for t M
6piηa
. (1.15)
By integrating the preceding equation, Langevin finally obtained
< x2 > (t) =< x2 > (t0) +
kBT
3piηa
(t− t0) for t , t0  M
6piηa
(1.16)
in the long-time regime which basically agrees with Einstein’s result (1.8) for the root-
mean-squared displacement.
In context of equation (1.11) the velocity dx/dt of the colloidal particle has a well-
defined meaning provided that g˜ also has. Taking t = 0 as initial time and x(0) = 0 as well
as a certain finite (dx/dt)(0) as initial values for the ordinary differential equation (1.11),
one firstly finds < x2 > (0) =< x(0)2 >= 0 and consequently y(0) =< 2x(0)x˙(0) >= 0.
The latter initial condition for y is fullfilled by (1.14) for C = −kBT/(3piηa). A subsequent
temporal integration of y(t) under consideration of the initial value < x2 > (0) = 0 for
the mean-square displacement yields
< x2 > (t) = 2D
[
t− M
6piηa
(
1− exp
[
−6piηa
M
t
])]
, t ≥ 0 . (1.17)
The latter result indeed approaches Einsteins formula (1.8) for large t and moreover
yields a bounded result for the time derivative d/dt
√
< x2 > (t) of the root-mean-square
displacement as t↘ 0 since
< x2 > (t) =
kBT
M
t2 ,
6piηa
M
t 1 . (1.18)
Notice that kBT/M is the mean-squared velocity according to the equipartition theorem.
The above argumentation leading to (1.17) and (1.18) is analogously given by McLennan
([42], p. 31) for the 3-dimensional case.10
Langevin’s picture of Brownian motion is the basis for numerous further works and
the present thesis is in essence also an approach to colloidal dynamics in the spirit of
Langevin. Earlier Langevin-like theories on Brownian motion that are reported on by
Noetinger in the introdution to his work [9] are worth to be mentioned here since they
provide an idea how to handle multi-particle colloidal dynamics:
A 3-dimensional analogon to (1.11) that describes Brownian motion of N rigid particles
with practically arbitrary shapes can be written as
10McLennan points out ([42], p. 31) that the 3-dimensional analogon to (1.17) has been established by
Ornstein and Furth.
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Mi
dVi
dt
= −
N∑
j=1
ξ ijVj + g˜i , i = 1, ..., N . (1.19)
Here Mi and Vi denote the mass and the velocity respectively of the i th particle. ξ ij is, for
each fixed pair (i, j), a 3 by 3 matrix associated with hydrodynamic friction. The collection
of the ξ ij for all pairs (i, j) is a generalization of the Stokesian friction-coefficient to the
case of N particles that may translate relatively to each other. Here it is supposed that
the particles do not rotate at all. The matrices ξ ij depend on the instantaneous positions
of the N particles; this dependency is not written out explicitly. Some more information
on these friction matrices is given below. The time-dependent forces g˜i correspond to the
agitating force g˜ in Langevin’s original treatment of the single-particle case where each
member of the ensemble of physical systems is associated with one particular realization
of the force g˜. This situation in analogously transferred to the multi-particle case: Also
in the latter case one thinks of an ensemble of physical systems and for each particular
member of this ensemble there is a particular realization of forces g˜i, i = 1, ..., N , with
respective equations of motion (1.19). Since the forces g˜i originate from the unbelievably
complicated dynamics of the fluid molecules, they are reasonably considered as random
and insofar particular forces g˜i associated with a particular member of the ensemble are
realized with a certain probability so that
< g˜i(t) > = 0 (1.20)
< g˜i(t)g˜
tr
j (s) > = 2kBTξ ijδ(t− s) (1.21)
holds. Again, the angular brackets denote an ensemble average that is here performed
for prescribed positions of the N particles. Recall that these positions implicitly enter
into the friction matrices ξ ij occuring in (1.21). δ(t) denotes the Dirac delta-distribution.
The average (1.20) reflects Langevin’s hypotheses that the random force (in his treat-
ment) has no preferred sign and that < xg˜ >= 0. The average (1.21) suggests that the
’fluctuating’ random forces and the systematic frictional forces are related to each other.
This corresponds to Langevin’s notion that the agitating force g˜ maintains alive the er-
ratic motion of colloidal particles, as counterpart to the dissiptative frictional force which
would, in absence of the force g˜, cause the motion of a colloidal particle to stop. This also
motivates the denotation of equation (1.21) as ’fluctuation-dissipation theorem’. With
respect to this one should be aware of the fact that the stimulating random forces and
the dissipative hydrodynamical friction forces have the same origin, namely collisions of
the fluid molecules with the Brownian particles.11 Usually one assumes the random forces
to be Gaussian so that the moments (1.20), (1.21) determine the stochastic properties of
the random forces completely. The time dependence δ(t − s) of the correlations (1.21)
emerges as idealization of the assumption that random forces at two different times only
show up a statistical correlation if the difference between these two times is extremely
small. Because of this time dependence of the correlations, such Gaussian random forces
are also denoted as ”white noise”, since the Fourier spectrum (i.e. the Fourier transform)
of (1.21) is constant.12
11That random forces and frictional forces have the same origin and thus should be related somehow is
also pointed out by Kubo [68], p. 256.
12These properties concerning the time dependence of the correlations (1.21) are similarly pointed out
by McLennan for the case of a single Brownian particle ([42], pp. 32, 33).
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The friction term −∑N
j=1
ξ ijVj(t) in (1.19) only depends on the particle velocities (and
positions that implicitly enter in ξ ij) being present at the single instant of time t. This
instantaneous law of friction used in (1.19) is obtained by using the linearized quasistatic
Stokes equations
0 = ∇ · u(x, t) , x ∈ Fl(t) (1.22)
0 = ∇ ·P(x, t) ≡
(
3∑
l=1
∂Pkl
∂xl
(x, t)
)
k ∈ {1,2,3}
, x ∈ Fl(t) (1.23)
with Pkl(x, t) = −(p0 + p(x, t))δkl + η
(
∂uk
∂xl
(x, t) +
∂ul
∂xk
(x, t)
)
(1.24)
as governing equations for the fluid. uk(x, t) denotes the k th Cartesian component of the
local fluid velocity u(x, t) and p(x, t) the deviation of the local pressure within the fluid
from its equilibrium value p0. Pkl(x, t) are the Cartesian components of the fluid stress
tensor P(x, t). The fluid is supposed to occupy the domain Fl(t) at time t. The latter
equations are supplemented by the particular stick boundary conditions
u(x, t) = Vi(t) , x ∈ ∂Bi(t) (1.25)
for the local fluid velocity at the surface ∂Bi(t) of the i th particle at time t as well as the
boundary conditions that the local fluid velocity and the perturbation p of local pressure
vanish as ‖x‖ approaches infinity. A rotation of the rigid particles is suppressed in (1.25).
Equations (1.22) to (1.24) treat the fluid as incompressible and isothermal and (1.23)
emerges from the linearized Navier-Stokes equation ([56], p. 3) by neglecting the time
derivative of the local fluid velocity. The fluid stress tensor yields the drag force Fdrag,i(t)
that is exerted by the fluid on the i th particle as surface integral
Fdrag,i(t) = −
∫
∂Bi(t)
P nidS , (1.26)
cf. [34]. Here ni denotes the inner unit normal field on ∂Bi(t). Observe that time merely
enters as parameter in the field equations (1.22) and (1.23), due to the neglect of time
derivatives of fluid fields. For this reason one ultimately obtains a steady-state friction
law of the form
Fdrag,i(t) = −
N∑
j=1
ξ ijVj(t) (1.27)
for prescribed motions of the particles that enter in the stick boundary conditions (1.25).
For a single spherical particle, N = 1, the treatment of hydrodynamic friction in con-
text of equations (1.22) to (1.27) yields ξ11 = 6piηa1, i.e. Stokes’ law of friction
13 that was
also used by Einstein [1] and Langevin [59]. In this case the solution of equation (1.19)
for given initial value V1(0) of the particle velocity reads
V1(t) = exp
[
−6piηa
M1
t
]
V1(0) +
∫ t
0
exp
[
−6piηa
M1
(t− s)
]
1
M1
g˜1(s)ds . (1.28)
131 denotes the 3 by 3 unit matrix. The solution of the boundary-value problem given in context of
equations (1.22) to (1.27) for a single sphere can be found in [43], sec. 5.7.1, for example.
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By scalar multiplication of (1.28) with V1(0) and averaging the resulting equation one
finds
< V1(t) ·V1(0) >= exp
[
−6piηa
M1
t
]
< V1(0) ·V1(0) > (1.29)
since < g˜1(s) ·V1(0) > = < g˜1(s) > · < V1(0) > = 0 can be assumed.14 The quantity
< V1(t) ·V1(0) > is the velocity autocorrelation of the Brownian particle that is related
to the diffusion constant via
D =
∫ ∞
0
< V1(t) ·V1(0) > dt , (1.30)
cf. [74, 6]. Within the framework of the previously outlined Langevin-theory, the velocity
autocorrelation decays exponentially in time, according to equation (1.29).
However, in 1970 doubt was created concerning the validity of the exponential decay
(1.29) since computer simulations performed by Alder and Wainwright [10] gave evidence
for a much slower t−3/2 power-law decay of the velocity autocorrelation for large times. In
his work [6] published in 1971 Widom derived an expression for the velocity autocorrela-
tion of a single sphere immersed in a viscous, incompressible fluid that exhibits the slow
t−3/2 decay. The essential implement for his derivation is the use of a nonsteady friction
law having the form (1.31) instead of the steady-state friction given by Stokes’ law.
Ffrict(t) = −6piηaV(t)− 2
3
piρa3
dV
dt
(t)− 6a2√piηρ
∫ t
−∞
1√
t− s
dV(s)
ds
ds (1.31)
Here ρ denotes the constant density of the fluid and V(t) the velocity of the sphere. As
pointed out by Lisy and Tothova [82], the preceding expression for the frictional force
Ffrict(t) that accounts for non-steady motion of the spherical particle dates back to the
work [38] of Boussinesq carried out in 1885. For steady motion of the particle it reduces
to Stokes’ law. Obviously the frictional force in general depends on the past motion of the
particle; this is the key aspect of what is usually called ”hydrodynamic memory-effects”.
The relevance of these hydrodynamic memory-effects for colloidal dynamics manifests in
recent experimental investigations [26, 27].
In order to incorporate hydrodynamic memory-effects in a theory on colloidal dynamics,
one has to retain temporal derivatives of hydrodynamic fields in respective field equations
since otherwise, as the use of the quasistatic Stokes equations above shows, only a steady-
state friction law is obtained. A treatment of Brownian motion of a single particle that
takes account of hydrodynamic memory-effects is given by the work [34] of Hauge and
Martin-Lo¨f published in 1973. Since the present thesis is a generalization of this work, an
outline of the approach [34] shall be given here:
In [34] a single rigid particle with practically arbitrary shape is considered that is sus-
pended in an incompressible fluid of infinite extent, the fluid is only bordered by the
surface of the particle. The whole system is supposed to be isothermal with tempera-
ture T and stick boundary conditions are assumed to hold for the local fluid velocity at
the surface of the particle. Initially random fluctuations in this system are disregarded.
Beside of the condition that the local fluid velocity is divergence-free, the Navier-Stokes
14In context of his remarks on the Langevin-approach ([42], p. 31) McLennan assumes that the velocity
of the Brownian particle is statistically independent of the random force.
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equation ([56], p. 1) is supposed to hold as momentum balance for the fluid. By choosing
a frame of reference that is fixed to the particle and linearizing15 the field equations gov-
erning the fluid as well as the balances for linear and angular momentum of the particle
(that is exposed to hydrodynamic coupling), Hauge and Martin-Lo¨f obtain the subsequent
equations of motion for the fluid-particle system.
0 = ∇ · u , x ∈ Fl0 (1.32)
ρ
∂u
∂t
= ∇ ·P ≡ −∇p+ η∆u , x ∈ Fl0 (1.33)
M
dU
dt
= −
∫
∂B0
P ndS (1.34)
J
dΩ
dt
= −
∫
∂B0
x× (P n) dS (1.35)
u(x, t) = U(t) + Ω(t)× x , x ∈ ∂B0 (1.36)
The origin of the body-fixed frame is chosen to coincide with the center-of-mass of the
particle. As before in context of the quasistatic Stokes equations (1.22) to (1.24), u,
P as given in equation (1.24) and p denote the local fluid velocity, the stress tensor as
well as the perturbation of local pressure in the fluid. Despite of the transformation to
the body-fixed frame we apply, for the sake of simplicity, the same nomenclature for a
quantity in the laboratory frame and the corresponding quantity in the body-fixed frame.
Moreover U, Ω and J denote the center-of-mass velocity, the angular velocity and the
inertia tensor of the particle with respect to the body-fixed frame. M is the mass of the
particle. Since the particle is at rest with respect to this coordinate frame, the domain
Fl0 that is covered by the fluid and the domain B0 that is covered by the particle with
respect to the body-fixed frame do not depend on time. n is the inner unit-normal field on
the surface ∂B0 of the particle. It should be noted that a vector of Cartesian components
of velocities in the body-fixed frame (i.e. u, U, Ω in equations (1.32) to (1.36)) and the
respective vector of components in the laboratory frame are related by a simple rotation
and thus have the same modulus.
Hauge and Martin-Lo¨f consider (1.32) to (1.36) as equations of motion for the average
temporal evolution of u, p, U and Ω. In order to incorporate the stochastic nature
of Brownian motion into these equations, they add a random force density f(x, t) with
vanishing mean on the right-hand side of equation (1.33) so that field equations (1.32)
and (1.33) then have a form similar to that known from Fluctuating Hydrodynamics [50].
In fact f(x, t) is stipulated as Gaussian white noise and by supplementing this random
force, equations (1.33) to (1.35) are converted to linear Langevin equations that describe
a random evolution of the degrees of freedom u, p, U and Ω as Gaussian Markov process;
equations (1.32) and (1.36) are considered as constraints. Under these circumstances
a complete characterization of the Gaussian random force requires the specification of
15Though they do not mention it explicitly, Hauge and Martin-Lo¨f perform a linearization around (me-
chanical and thermodynamical) equilibrium that is characterized by the conditions that fluid and
particle are at rest (with respect to a laboratory frame) and that the local pressure within the fluid
takes the constant value p0. Hauge and Martin-Lo¨f argue that nonlinearities normally are negligible
in context of Brownian motion.
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its dynamical correlations of second order. Under reference to general properties of a
linear Gauss-Markov process, to postulates of Nonequilibrium Thermodynamics and to
the formulae
∆S = − 1
T
[
M
2
U ·U + 1
2
ΩtrJΩ +
∫
Fl0
d3x
ρ
2
u · u
]
(1.37)
d∆S
dt
=
η
T
3∑
i=1
3∑
j=1
∫
Fl0
d3x
(
∂ui
∂xj
∂ui
∂xj
+
∂ui
∂xj
∂uj
∂xi
)
≡ D(u,u)
T
(1.38)
for the deviation ∆S of the total entropy of the system from its equilibrium-value16 Hauge
and Martin-Lo¨f derive the fluctuation-dissipation theorem (1.39). With this theorem the
dynamical correlations of second order of the random force f are specified since it holds
for an arbitrary velocity field u(x) that obeys (1.32) and (1.36). Thereby the stochastic
properties of f are completely determined.
3∑
i=1
3∑
j=1
∫
Fl0
d3x
∫
Fl0
d3x′ui(x) < fi(x, t)fj(x
′, t′) > uj(x
′) = 2kBTδ(t− t′)D(u,u) (1.39)
Since for Brownian motion only the random dynamics of
b(t) := {U(t),Ω(t)} (1.40)
is of interest, Hauge and Martin-Lo¨f eliminate the fluid fields p and u from the above
description which means that they derive equations of motion for the effective random
dynamics of b(t) alone. This elimination-procedure is also referred to as ”contraction”.
The conceptual starting point for this contraction is an additive decomposition of the fluid
fields into a systematic part (marked with an overline) and a random part (marked with
a tilde) by writing p(x, t) = p(x, t) + p˜(x, t), u(x, t) = u(x, t) + u˜(x, t). Systematic and
random parts respectively of the field variables are assumed to satisfy the two independent
sets of field equations
∇ · u = 0 , x ∈ Fl0 (1.41)
ρ
∂u
∂t
= −∇p+ η∆u , x ∈ Fl0 (1.42)
u(x, t) = U(t) + Ω(t)× x , x ∈ ∂B0 (1.43)
as well as
∇ · u˜ = 0 , x ∈ Fl0 (1.44)
ρ
∂u˜
∂t
= −∇p˜+ η∆u˜ + f , x ∈ Fl0 (1.45)
u˜(x, t) = 0 , x ∈ ∂B0 . (1.46)
16In fact the formulae (1.37), (1.38) for ∆S refer to the average motion governed by equations (1.32) to
(1.36). Under these circumstances the entropy production (1.38) can be derived by taking the temporal
derivative of (1.37) and using the equations of motion (1.32) to (1.36) for the average motion.
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The systematic parts of field variables are supposed to vanish for ‖x‖ → ∞, the random
parts are assumed to be bounded everywhere. By adding corresponding equations of these
two sets of equations one obtains equations (1.32), (1.33) and (1.36) where additionally
the random force f appears on the right-hand side of (1.33). By defining the systematic
part P := −p 1 + η (∇u + (∇u)tr) and the random part P˜ := −p˜ 1 + η (∇u˜ + (∇u˜)tr) of
the stress tensor one has the decomposition P = −p
0
1 + P + P˜. Thereby the right-hand
side of the balances of linear and angular momentum of the particle (cf. eqns. (1.34),
(1.35)) also can be written as a sum of a systematic and a random part and by defining
the composite quantities17
h :=
{
−
∫
∂B0
PndS,−
∫
∂B0
x×PndS
}
(1.47)
h˜ :=
{
−
∫
∂B0
P˜ndS,−
∫
∂B0
x× P˜ndS
}
(1.48)
L :=
 M 1 0
0 J
 (1.49)
the balances of linear and angular momentum of the particle can be cast in the concise
form18
L
db
dt
(t) = h(t) + h˜(t) . (1.50)
For a certain b(t) that enters linearly in the stick boundary condition (1.43) one can
in principle solve the deterministic equations (1.41) to (1.43) and with this solution the
right-hand side of (1.47) can at least in principle be evaluated so that h(t) can be cast in
the form
h(t) = −
∫ t
−∞
Γ(t− s)b(s)ds . (1.51)
Γ is the 6 by 6 friction matrix which implicitly contains the dynamics of the systematic
field perturbations p, u that are excited by the motion b(t) and that are governed by
equations (1.41) to (1.43). Equation (1.51) is a formal generalization of Stokes’ law of
friction to nonsteady motion of the Brownian particle having an arbitrary shape. The
combined systematic hydrodynamic forces and torques h acting on the particle appear
as a convolution of the friction matrix and the particle velocities b. In this manner
hydrodynamic memory-effects appear in equation (1.50) that now can be written as
L
db
dt
(t) = −
∫ t
−∞
Γ(t− s)b(s)ds+ h˜(t) . (1.52)
In addition, (1.52) becomes an equation of motion for the particle velocities b(t) alone
(”contracted equation of motion”) provided that the stochastic properties of the random
term h˜(t) can be specified without explicit regress to the random dynamics of the fluid
17Here 0 denotes the 3 by 3 zero matrix.
18The constant, isotropic term −p01 occuring in the fluid stress tensor P does not contribute to the total
hydrodynamic force and torque acting on the particle.
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which finally amounts to specify the dynamical second-order correlations of h˜(t). To this
end Hauge and Martin-Lo¨f derive the Green-Identity
−
∫ ∞
−∞
dt
∫
∂B0
u(x,−t) ·
(
P˜(x, t)n(x)
)
dS =
∫ ∞
−∞
dt
∫
Fl0
u(x,−t) · f(x, t)d3x (1.53)
from equations (1.41) to (1.46) for prescribed particle velocities b(t) and prescribed re-
aliztion f(x, t) of the random force. By squaring the Green-Identity and subsequently
averaging the resulting equation one finally obtains a relationship between the second-
order correlations of f(x, t) that are already specified by (1.39) and the correlations of
h˜(t) that shall be determined. In the end Hauge and Martin Lo¨f arrive at the fluctuation-
dissipation theorem
< h˜(0)h˜tr(t) > = kBTΓ(|t|) (1.54)
on the contracted level of equation (1.52). Equation (1.52) gives, in connection with this
fluctuation-dissipation theorem, a description of the random dynamics of b(t) without
regress to the fluid fields. The integro-differential equation (1.52) is a Langevin-like equa-
tion of motion both for the translational and for the rotational velocity of the particle
and since it incorporates hydrodynamic memory-effects, it is called a generalized Langevin
equation.
For a generalization of the work [34] to the case of many particles there emerges a
subtle complication: It seems to be an essential prerequisite for the application of the
concepts developed by Hauge and Martin Lo¨f [34] to deal with field equations as well as
volume and surface integrals that are formulated with respect to time-independent sets
(as Fl0, B0 above) that correspond to a time-independent reference configuration of parti-
cles.19 For a single rigid particle immersed in an infinitely expanded fluid this prerequisite
of time-independence of domains occupied by the fluid and the particle respectively is
fulfilled in a natural way if one chooses the frame of reference to be fixed to the particle.
This is done by Hauge and Martin-Lo¨f in [34]. Obviously this choice does not work any
longer as soon as two or more particles are involved since then there is no frame of refer-
ence with respect to which all particles rest.
In this thesis the applicability of the concepts presented in [34] to the case of many par-
ticles is made possible in the following way: Provided that the positions and orientations
of the particles do not deviate too much from a time-independent reference configuration,
it is argued that the time-dependence of the domains occupied by the particles (and the
fluid respectively) can be neglected for the formulation of respective governing equations
for the multi-particle case that are similar to equations (1.32) to (1.46) for the single-
19This can be exemplified under reference to the Green-Identity (1.53): For the well-definiteness of the
Integral on the right-hand side of (1.53) it is necessary for the scalar product of field quantities
u(x,−t) · f(x, t) whose factors are evaluated at different times to be integrable over a definite spatial
domain of defintion (in this case Fl0) being the same for both factors.
For the multi-particle case the domain that is occupied by the fluid at time t does not coincide
with that occupied at time −t in general, irrespective of the choice of the frame of reference! Therefore
the product u(x,−t) · f(x, t) would be ill-defined in general in case that u(x, t) and f(x, t) are defined
on the domain Fl
′
(t) occupied by the fluid at time t with respect to an arbitrary frame of reference
that may be at rest with respect to a laboratory frame or may be fixed to one of the particles.
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particle case. These governing equations for the multi-particle case can then be formu-
lated with respect to the time-independent domains associated with the time-independent
reference configuration of the particles and they are valid as long as the a-priori assump-
tion that deviations from the reference configuration of particles are small is not violated.
As an inherent property of thermal motion one can expect colloidal particles to jitter
around such a time-independent reference configuration and to stay close to the latter for
a duration of the order of the configurational relaxation time τcr that can be considerably
long for large particles. With respect to this the reader is reminded of the result (1.10)
obtained in context of Einstein’s theory [1] and the table 1.1. Therefore our governing
equations for the multi-particle case can undergo a contraction similar to that in [34] over
a finite time interval having a length of the order of the configurational relaxation time
τcr. This contraction yields respective contracted equations of motion that are associated
with the particular reference configuration of particles which is used in the course of the
contraction.
For this contraction one has, at least in general, to take into account certain initial
values of systematic field perturbations that may occur due to previous dynamics of the
colloidal system. For the treatment of Hauge and Martin-Lo¨f these initial values are ir-
relevant since in their work the initial time can be shifted to −∞ so that initial values
of field perturbations have surely decayed. Unfortunately the contraction over a finite
time interval for the multi-particle case is not readily possible for non-vanishing initial
values of systematic field perturbations. This is why we stipulate these initial values to
be zero. This stipulation is in fact a truncation of hydrodynamic memory that turns out
to be justified provided that the initial values have approximately decayed at times when
we formulate our equations of motion on the contracted level. Hence for our contracted
description in context of the time-independent reference configuration of particles the ini-
tial values of systematic hydrodynamic field perturbations need enough time to decay; to
be specific they must have decayed before the particle configuration changes appreciably.
This last statement makes in fact a comparison between two timescales, namely the con-
figurational relaxation time τcr on the one and the hydrodynamic decay time τh on the
other hand. τh is the characteristic timescale on which perturbations of hydrodynamic
variables decay, a reasonable guidance value thereof is20
τh ≈ a
2ρ
η
. (1.55)
Provided that τh/τcr  1 holds, our truncation of hydrodynamic memory should be a
good approximation. By applying the formulae (1.10) and (1.55) one finds
20This can be exemplified as follows: Consider equations (1.41) to (1.43) for the systematic field per-
turbations p and u for a spherical particle with radius a. In case that there is no excitation by the
motion of the particle, i.e. u(x, t) = 0 for x ∈ ∂B0 holds as particular stick boundary condition
(1.43), the systematic field perturbations p(x, t) ≡ 0 and u(x, t) = jl(r·rl/a)Clm(ϑ, ϕ) exp
[−r2l (t/τh)]
solve equations (1.41) to (1.43) and suffice limr→∞ p(x, t) = 0, limr→∞ u(x, t) = 0. Use of spher-
ical coordinates is made with r = ‖x‖, ϑ and ϕ is the polar and azimuthal angle respectively. It
is l ∈ N, m ∈ Z, |m| ≤ l. jl is a sperical Bessel Function [54] and rl its smallest positive zero.
Clm(ϑ, ϕ) is a vector spherical harmonic that suffices
[
∆ + (rl/a)
2
] {jl(r · rl/a)Clm(ϑ, ϕ)} = 0; more-
over jl(r · rl/a)Clm(ϑ, ϕ) ist solenoidal and decays to zero for r →∞, cf. [15, 54].
The solution mentioned above describes the decay of the initial field perturbations p(x, 0) = 0 and
u(x, 0) = jl(r · rl/a)Clm(ϑ, ϕ) 6= 0. Since r1 ≈ 4.5, r2 ≈ 6, r3 ≈ 7 (cf. [54]) this example suggests
that the decay occurs on a characteristic timescale that is smaller or comparable to τh as introduced
in equation (1.55).
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τh
τcr
≈ KBTρ
piaη2
. (1.56)
The approximation made by a truncation of hydrodynamic memory reflects the physical
property that the dynamics of the colloidal suspension in the distant past has practically
no influence on present dynamics of the suspension; hydrodynamic memory ”fades away”.
For typical colloidal systems the subsequent table suggests that the truncation of hydro-
dynamic memory is an excellent approximation.
a 10−9m 10−8m 10−7m 10−6m 10−5m 10−4m 10−3m 10−2m
water 0.78 · τh
τcr
10−3 10−4 10−5 10−6 10−7 10−8 10−9 10−10
air 1.9 · τh
τcr
10−2 10−3 10−4 10−5 10−6 10−7 10−8 10−9
Table 1.2.: τh/τcr against particle radius a for a sphere immersed in a fluid medium with
viscosity η1 = 1.0 · 10−3Pa · s, density ρ1 = 103kg/m3 (and viscosity η2 =
1.7·10−5Pa·s, density ρ2 = 1.2 kg/m3 respectively) at temperature T = 293K.
The data is calculated with equation (1.56). The values for η1, ρ1 (and η2, ρ2
respectively) roughly belong to water (air) under standard conditions, cf. [37].
Nevertheless one should be aware of the following fact: The argumentation that hydrody-
namic memory can be truncated in the above meaning is based on exemplary considera-
tions for a single sphere immersed in an unbounded, incompressible fluid. It is not clear a
priori that this argumentation is transferable to the far more general case that is consid-
ered in the present thesis. But transferability should be possible due to the subsequent
argumentation that involves further assumptions:
1. The shape of a given particle and the presence of boundaries and other particles
with practically arbitrary shape as well as thermal effects and compressibility of
the solvent only have a small influence on the configurational relaxation time of the
given particle.21 Therefore it appears reasonable that the configurational relaxation
time of this given particle can expected to be larger than (piη0a
3
1)/(kBT0), cf. eq.
(1.10), where η0 and T0 are equilibrium values for shear viscosity and temperature
and a1 is the smallest lenghtscale associated with the shape of the given particle.
22
2. Hydrodynamic relaxation processes concerning heat transfer and sound propagation
take place on a timescale that is comparable to or even smaller than that of viscous
relaxation with relaxation time (a22ρ0)/η0, cf. eq. (1.55). Here a2 is regarded as the
smallest lenght scale occuring in the colloidal multi-particle system and ρ0 is the
equilibrium value of the mass density of the solvent.
21In principle this assumption is also made in Einstein’s work [1].
22In fact this can also be considered as a first and very simple possible quantitative definition of a
configurational relaxation time for a given particle in a general colloidal system with non-spherical
particles. The configurational relaxation time of the system as a whole can be considered as the
minimum of the configurational relaxation times of all particles.
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3. Because of the preceding two points, the ratio of the hydrodynamic decay time
and the configurational relaxation time (here both quantities refer to the general
multi-particle system as a whole!) can be estimated as (kBT0ρ0a
2
2)/(piη
2
0a
′
1
3) ≤
(kBT0ρ0)/(piη
2
0a
′
1) where a
′
1 appears as smallest lenghtscale associated with the shape
of any particle.
Thus, according to the very last statement in 3., it appears reasonable that the formula
(1.56) can be adapted for the general multi-particle case analogously, if the values for ρ,
η and T are replaced by respective equilibrium values and a is chosen to be the smallest
lenghtscale that is associated with any particle. Moreover, with this meaning of a, ρ, η
and T , the table 1.2 can reasonably be used for a general multi-particle system. It should
be noted that a separation of the timescales τh and τcr (as expressed in table 1.2) is also
used by Hermanns [36] in a similar, but less general context. The subsequent figure gives
a first crude impression how the contraction works for multi-particle dynamics considered
in this thesis.
On this time interval equations of motion
for the particle velocities are formulated.
To this purpose the initial systematic field 
perturbations that are present at time
can assumed to be zero.
 
Within this time interval initial systematic 
field perturbations that are present at time 
     have practically decayed to zero.         
For times in the interval                  the particle
 configuration  does not change significantly.
time
Only particle motions that occur 
after     have appreciable influence
on particle dynamics in                    .
"truncation of hydrodynamic memory"
Particle motions that occur at times 
in the interval                 are relevant 
for particle dynamics in                    .
Initial systematic field perturbations
at time     are not relevant.
Figure 1.1.: Schematic visualization of the assumptions and ideas behind the contraction
over the finite time interval (t1, tmax), the truncation of hydrodynamic memory
and the formulation of contracted equations of motion on the time interval
(tinit, tmax) for the multi-particle case.
The times t1, tinit, tmax that occur in figure 1.1 are also used for the concrete execution
of the contraction in chapter 7. Moreover there are also used various other times. This
maybe appears a bit cumbersome to the reader. But for a thorough execution of the
contraction one cannot dispense with introducing these times.
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Finally a graphical illustration of the iterative use of the contracted equations of motion
(cf. figure 1.1) for a description of random multi-particle diffusion is given in figure 1.2.
The basic idea behind this iteration is the following: In each particular iteration step
individual contracted equations of motion are used for a description of particle dynamics
as long as the particles stay close to the initial (reference) configuration (being present
at time tinit) which is used for the particular contraction. As soon as the actual particle
configuration (which is calculated with the contracted equations) deviates too much from
the (initial) reference configuration in a certain step, say at time tmax, one can carry out
another contraction with this particle configuration at time tmax as new initial (reference)
configuration. This subsequent contraction yields contracted equations of motion for the
next iteration step and so on. With a single contraction diffusive particle dynamics is
not describable since the contracted equations of motion can only be used in case that
the particles are close to the initial reference configuration. But with the iterative use of
successive contractions one can describe random diffusion of many particles.
1 2 3
456
Figure 1.2.: Schematic illustration of an iterative use of contracted equations of motion
for two particles. Each picture visualizes the change in particle configuration
in the course of the iteration step whose number is tagged at the bottom
left corner. In each step the volume occupied by the two particles is drawn
for the initial configuration (light brown, in the background) and the final
configuration (dark brown, in the foreground). The (initial and final) position
and orientation of each particle is symbolized by the axes of a body-fixed
frame with red axes. In each step these axes (as well as the boundaries of the
particles) are dashed for the initial state and continuously drawn for the final
state. The solvent is displayed in blue. The final configuration of a given
step is the initial configuration of the subsequent step. After six iterations
the particle configuration has changed drastically.
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1.3. Further composition of the present thesis
In detail the remainder of this thesis is arranged as follows: The second chapter pro-
vides general introductory information being necessary for the consecutive investigations
on concrete perturbation- and fluctuation-phenomena in colloidal suspensions. The third
chapter broaches the issue of balance equations in multi-component systems like the col-
loidal suspension in the language of continuous media. This treatment is geared to the
works [18] of Bedeaux and [19] of Bedeaux, Albano and Mazur. Constitutive expressions
for densities and related currents and sources of mass, momentum, energy and entropy
are specified for which the balances are evaluated. This evaluation yields deterministic
equations of motion (with highly nontrivial couplings) for the dynamics of the colloidal
suspension and associated coupling-conditions at the surfaces of the rigid colloidal parti-
cles. In the fourth chapter a possible approximative treatment for small perturbations of
equilibrium as a particular steady state of the colloidal suspension is elaborated. This is
done under the a-priori assumption that the translational and rotational deviation of the
rigid particles from a reference configuration is small. Approximative balance equations
for perturbed densities, currents and sources and related coupling-conditions at the parti-
cle surfaces are derived. These are used to obtain linear coupled equations of motion, the
Microhydrodynamic Equations of Motion (short: MHEM), for systematic perturbations
of local mass density and local fluid velocity within the fluid as well as local temperature in
the whole system and kinematical variables of the colloidal particles. In the fifth chapter
an appropriate approximate expression for perturbations of the total entropy of the col-
loidal suspension around equilibrium, the so called Second-Order Entropy (short: SOE),
is derived with the aid of approximative methods geared to the work [69] of Schmitz. The
SOE is compatible with the MHEM; by means of the SOE and the MHEM a reasonable
expression for the rate of entropy production in a colloidal suspension is calculated. The
MHEM as well as the SOE and the rate of entropy production correspond to equations
(1.32) to (1.38), they are the prerequisites that enable us to tie in the concepts of Hauge
and Martin-Lo¨f [34] in the sixth chapter. There the stochastic nature of Brownian mo-
tion is incorporated into the MHEM by supplementing appropriate random forces. This
leads to the Microscopic Langevin Equations (short: MILE) that are equations similar
to those known from Fluctuating Hydrodynamics [50]; the MILE describe the stochastic
evolution of field-fluctuations and of the kinematic variables of the rigid particles. Since
only the latter variables are relevant with respect to Brownian motion, the irrelevant
field-fluctuations are eliminated from the description in a manner that is similar to the
procedure presented in [34]. This elimination-procedure (that is also referred to as ’con-
traction’) is carried out in the seventh chapter, an outline thereof is given in subsection
7.1. The contraction results in the Macroscopic Langevin Equations (short: MALE) that
model thermal motion of colloidal particles on a finite time interval having a lenght of
the order of the configurational relaxation time. The MALE are the equivalent to the
generalized Langevin equation (1.52) that has been obtained by Hauge and Martin-Lo¨f
in [34]. An iterative use of the presented formal solution of the MALE yields the tran-
sition to Brownian dynamics. The crucial quantity for the use of this formal solution
is the spectral friction kernel which appears as Laplace transform of the friction kernel
introduced in section 7.2. The friction kernel is a generalization of the Stokesian friction
coefficient. For the analytically treatable case of a homogenous rigid spherical particle
being immersed in an infinitely expanded fluid the spectral friction kernel is calculated
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in chapter eight; this enables us to illustrate the effects of compressibility of the solvent
and nonisothermal conditions in the whole system. As closure chapter nine contains some
summarizing remarks on the theory established in this thesis as well as an outlook for
possible further work. In order to keep the argumentation well-arranged, some additional
but nevertheless essential information is given as appendix.
A collection of the acronyms introduced in this section is given below. Finally it should
be noted that the mathematical nomenclature used in the introduction is not applied to
the remainder of this thesis though there are certain similarities for obvious reasons. All
symbols for physical and mathematical quantities that are used in subsequent chapters
are also (re-)defined there.
MHEM Microhydrodynamic Equations of Motion
SOE Second-Order Entropy
MILE Microscopic Langevin Equations
MALE Macroscopic Langevin Equations
Table 1.3.: Acronyms used in this thesis.
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2.1. Topological and geometrical considerations
The colloidal suspension as system to be described is supposed to consist of N particles
immersed in a fluid medium. The particles are modeled as rigid bodies and are enumerated
with Greek indices µ or ν. The whole system and the components it consists of are
assumed to occupy the following subsets of R3:
Sys ⊆ R3 : Set that is covered by the whole system; either time-independent,
bounded domain with smooth boundary or Sys = R3
Bν(t) ⊆ Sys : Set that is covered by the ν th particle at time t; connected compact
set with smooth boundary, Bν(t) ⊆ Sys is the open interior
Fl(t) ⊆ Sys : Set that is covered by the fluid at time t, F l(t) connected,
F l(t) = Sys/
(⋃˙
ν ∈N
Bν(t)
)
For n ∈ N we make use of the short notation n := {i ∈ N | i ≤ n}. As the information
about Fl(t) already states, we assume Bν(t) ∩ Bµ(t) = ∅ for ν, µ ∈ N with ν 6= µ for
all times t which, in fact, implies (because of the compactness of the sets Bν(t)) that the
particles always have a nonzero distance to each other. A direct interaction between the
particles due to collisions is excluded within the framework of the theory presented in
this work, just as a vacuum within the system is also impossible in the context of the
definitions given above. The trait that Fl(t) is connected can also be understood as as
restriction to the shape of the particles: Rigid spherical shells, for example, (and topolog-
ically equivalent particle shapes) with fluid matter inside are precluded. We furthermore
assume that the particles always have a non-vanishing distance to the boundary ∂Sys of
the System.
In the context of the definitions given above Fl(t) and Bν(t) are domains where the
formulation of coupled field equations is possible and useful (as we will see later) and suf-
ficient geometrical requirements for the application of the Gaussian Theorem are fulfilled
on the boundaries ∂Sys, ∂F l(t) and ∂Bν(t), cf. [58] p. 155 or the reference [32] cited
there.1
Essential for the interaction between the fluid and the particles are phenomena that
occur on the surfaces ∂Bν(t) of the particles. A suitable description for the geometry of
these boundaries and its temporal evolution can be adapted from by Bedeaux, Albano
and Mazur [19]; the basic idea of this method is now presented briefly:
1Concerning the meaning of ∂Sys in case that Sys = R3 the reader is referred to the comments given
in section 4.3.
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In general we can for given time t, at least locally in space, describe the smooth sur-
face ∂Bν(t) implicitly as zeros of an appropriate function. In essence this is the common
implicit definition of a two-dimensional manifold in R3: For fixed time t there exists an
open subset U ⊂ R3 that contains the local part of the surface to be described and there
is, in the first instance with respect to the spatial variables, a smooth function
f : U × R −→ R3 : (x, t) 7−→ f(x, t) (2.1)
with ∇f 6= 0 in U so that the surface ∂Bν(t) is locally (within U) given as
∂Bν(t) ∩ U = {x ∈ U | f(x, t) = 0} . (2.2)
In addition to this common characterization of surfaces, the interior
◦
Bν (t) = Bν(t) and
the complement
(
Bν
)c
(t) can (in a suitable neighborhood U of the part of the surface
under consideration and for suitable f) be described as2
Bν(t) ∩ U = {x ∈ U | f(x, t) > 0} ,
(
Bν
)c
(t) ∩ U = {x ∈ U | f(x, t) < 0} . (2.3)
In [19] the mapping f is, beyond the common local description presented above, defined
globally and it is differentiable with respect to time. In order to avoid mathematical
complications that prescind from the physical insights, we follow [19] and restrict ourselves
to particles whose geometry can be described globally in the manner of equations (2.1),
(2.2) and (2.3). That means we can replace the neighbourhood U used above by Sys. The
differentiability with respect to time of the mapping f is of course reasonable for a moving
surface. In the last section of this chapter we investigate how this differentiability arises
for the particles specified in this section in a natural manner based on the properties of
rigid-body-motion that are presented in the next section.
2.2. Colloidal particles modeled as rigid bodies
2.2.1. Kinematics
In this subsection we shall briefly recall some aspects of rigid body kinematics that are
useful for the further development of the theory. We use the standard description in
classical mechanics, i.e. we suppose the physical space to be Euclidean and the time to
be absolute. Most contents of this subsection can be found in standard textbooks about
classical mechanics where they are presented more extensively, see e.g. [29, 86].
Unless otherwise noted, we now apply Einstein’s summation convention, except for the
particle indices µ, ν. Our further considerations in chapter 2 are restricted to one single
rigid particle, therefore we omit any particle index in chapter 2 for simplicity.
At first we introduce two Cartesian coordinate frames: An inertial frame also referred
to as (IS) and a coordinate frame (BS) that is fixed to the rigid body. In the course of
2In fact the definition of a compact and everywhere smoothly bounded set as Bν(t) immediately implies
that there always exists a mapping (2.1) that fulfills (2.2) and (2.3), cf. [58] p. 150.
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the rigid body motion the coordinate frame (BS) is translated and rotated with respect
to (IS). This can be considered as the defining property of rigid body kinematics (cf.
[72]) because (BS) is fixed to the rigid body permanently and every material point of the
rigid body has time-independent coordinates with respect to (BS) in the course of the
rigid body motion. If we denote the coordinates of (IS) with xi and the coordinates that
refer to (BS) with ri (i ∈ 3), the coordinates of (IS) and (BS) (which parametrize the
same point in physical space, irrespective wether this point is a material point of the rigid
body or not) are, at every fixed point of time, related with each other by an affine-linear
transformation that can be cast in the following form:
xi = Xi + E
j
i rj (2.4)
Here (Xi)i ∈ 3 ≡ X ∈ R3 generates the translational and (E ji )(i,j) ∈ 3×3 ≡ E ∈ SO(3) the
rotational part of the transformation which is obviously isometric.The special orthogonal
group SO(3) can, as a particular example for a Lie-group, at least locally be parametrized
by a triple (αk)k ∈ 3 ≡ α ∈ R3. A possible parametrization is given by the matrix
exponential
E (α) = exp
[
3∑
k=1
αk J k
]
, (2.5)
J 1 :=
0 0 00 0 −1
0 1 0
 , J 2 :=
 0 0 10 0 0
−1 0 0
 , J 3 :=
0 −1 01 0 0
0 0 0
 . (2.6)
For a material point of the rigid body (with time-independent coordinates rj in (BS)) and
for given smooth temporal evolution X(t) of the three translational parameters and α(t)
of the three rotational parameters, the transformation (2.4) yields the temporal evolution
of the coordinates (xi(t; r))i ∈ 3 in (IS) which correspond to the material point of the
rigid body (with time-independent coordinates r in (BS)) in the course of its rigid-body
motion:
xi(t; r) = Xi(t) + E
j
i (α(t))rj (2.7)
The time derivative of (2.7) yields the velocity (with respect to (IS)) of the material point
in the rigid body during its motion:
x˙i(t; r) = X˙i(t) +
∂E ji
∂αl
(α(t))α˙l(t) rj (2.8)
The translational part X(t) in equation (2.7) is in fact the coordinate-triple (with respect
to (IS)) of the vector in physical space that points from the origin of (IS) to the one of
(BS), which we choose to be the center of mass of the rigid body under consideration.
From now on we write U(t) = X˙(t) for the center-of-mass velocity. Using equation (2.7)
we can express the coordinates (ri)i ∈ 3 in terms of the coordinates with respect to (IS)
and the time-dependent rotational and translational parameters. Then we obtain from
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equation (2.8):
x˙i(t; r) = Ui(t) +
∂E ji
∂αl
(α(t))α˙l(t) Ekj(α(t))
(
xk(t; r)−Xk(t))
≡ Ui(t) + E˙ ji Ekj
(
xk(t; r)−Xk(t)) (2.9)
Coming from equation (2.9) as an expression for the velocity of material points in a rigid
body, the common angular velocity can be introduced. The connection between α˙ and
the angular velocity becomes apparent:
Because E ≡ E(α(t)) is orthogonal for all times t, one can derive the following relations:
1 = E Etr =⇒ 0 = E˙ Etr + E E˙tr
⇐⇒
[
E˙ Etr
]tr
= − E˙ Etr (2.10)
⇐⇒ E(α(t)) ∂E
tr
∂αk
(α(t)) α˙k(t) = − ∂E
∂αk
(α(t)) Etr(α(t)) α˙k(t) (2.11)
The matrix E˙ Etr is antisymmetric due to (2.10), thus we can write:
kilΩ
l(t) ≡ E˙ ji Ekj =
∂Eij
∂αn
(α(t)) E jk (α(t)) α˙n(t) (2.12)
In equation (2.12) the common angular velocity (Ωl)l ∈ 3 ≡ Ω (with respect to (IS))3 is
introduced and its relationship to a general parametrization E(α) of SO(3) is pointed
out. Inserting (2.12) into (2.9) we obtain the common expression for the velocity x˙(t; r)
of a material point within a moving rigid body expressed in (IS):
x˙i(t; r) = Ui(t) + ilkΩ
l(t)
(
xk(t; r)−Xk(t)) (2.13)
From (2.13) the velocity field u(x, t) (in (IS)) that describes the instant velocity of all
material points within the rigid body in the course of its motion can be formulated
immediately: For a given, fixed point of time t a material point with coordinates x in
(IS) within a rigid body has the velocity (with respect to (IS))
ui(x, t) = Ui(t) + ilkΩ
l(t)
(
xk −Xk(t)) . (2.14)
2.2.2. Dynamics: Constraint and hydrodynamical forces
At the beginning of this subsection a characterization of constraint forces within a rigid
body in terms of fictitious forces is presented. Subsequently hydrodynamic surface forces
3With respect to (BS) the three components of the angular velocity have a different relationship to the
matrix E: We have jikΩ˜
k = Eki E˙kj where Ω˜
l denotes the l-th component of the angular velocity
in (BS). For brevity this is not discussed here in detail.
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as well as constraint forces that are exerted on a rigid particle being immersed in a fluid
are suitably characterized by means of a divergence-representation:4 It is pointed out
that these forces as well as the resulting total force can be represented as divergence of an
appropriate tensor similar to the divergence of the stress tensor in an elastic body. This
is of importance for the development of the theory from a unified perspective.
In order to characterize constraint forces in rigid bodies, one can balance the sum of
the driving force density (as far as given) and the density of fictitious forces in the body-
fixed frame (BS) with a constraint force density in order to specify the latter and to
assure that coordinates r of a material point of the body in the body-fixed frame are
constant, i.e. time-independent, in the course of the rigid body motion. This leads (with
driving force density Fdriv in (IS)) to the expression
Z(x, t) = −Ffict(x, t)− Fdriv(x, t) (2.15)
with
Ffict(x, t) =− ρB(r(x, t))
[
Ω(t)× [Ω(t)× (x−X(t))] + Ω˙(t)× (x−X(t))
]
− ρB(r(x, t))X¨(t) (2.16)
for a constraint force density Z within B(t) (in (IS)) where ρB(r) denotes the local mass
density in the body-fixed frame5 and r(x, t) ≡ Etr(α(t)) [x−X(t)]. There is no Coriolis-
term in (2.16) because r˙ ≡ 0 in (BS) is the characteristic property of rigid body motion.
The total force and total torque (acting on the particle as a whole) generated by this
density of constraint forces vanish. This finally emerges from the fact that the constraint
force warrants the body to be rigid and consequently Ω and X to obey the common
equations of motion for a rigid body that are associated with the driving force density;
details concerning this approach to constraint forces in a rigid body are presented in
appendix A.6
Notice that the description (2.15) with (2.16) for constraint forces in a rigid body is
quite different from the common Lagrange-formalism of the first kind: The latter relates
arbitrary pairs of material points by stating that the distance between those points stays,
by virtue of a constraint force, constant in the course of the rigid body motion. This
is considered as an interaction between pairs of material points. In contrast to that the
description via (2.15), (2.16) characterizes the constraint forces as forces that ensure the
coordinates of a material point within a body-fixed frame not to change in time.
In case of coupling between a surrounding fluid and the mass-continuum that constitutes
the particle (which is modeled as rigid body due to an appropriate constraint force) the
driving force itself is the hydrodynamic force that only acts on the surface of the mass-
continuum. In this case we have to define an appropriate expression for the driving force
4Truesdell and Toupin point out ([17], p. 549) that a given force density can, in principle, always
be represented equivalently as divergence of a suitable stress tensor. The tensor-representations
elaborated here are appropriate to the circumstances of the theory to be developed in this work.
5Note that the argument r of ρB(r) merely denotes the coordinates in (BS) that must not be mistaken
for the time-dependent term r(x, t).
6In particular one notices that the fictitious forces in (2.16) and ’Induced Forces’ in the ’Method of
Induced Forces’ that is used by Mazur and Bedeaux [62] are alike if the ’Induced Forces’ are calculated
for the nonlinear Navier Stokes equations instead of the linearized equations used in [62].
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Fdriv inside the particle that occurs in the specification (2.15), (2.16) of the constraint
force Z. The definition of Fdriv inside the particle is arbitrary as long as the dynamical
behaviour of the particle as a whole is that of a rigid particle being exposed to the
hydrodynamic surface forces. The rigidity of the particles is always warranted because of
the presence of the constraint forces (irrespective of the specific choice of Fdriv inside the
particle). Hence we can set
F drivi (x, t) := ∂kφ
k
i (x, t) , x ∈ B(t) (2.17)
provided that φ ki (x, t), (i, k) ∈ 3×3, is specified in a manner that guarantees the resulting
total force and torque acting on the particle as a whole to be the actual total hydrodynamic
surface force and torque. This condition is fulfilled (as we will see later in subsection 3.2.2)
as far as we assert the boundary conditions φ ki (x, t) = −Π ki (x, t) , x ∈ ∂B(t) where
Π ki , (i, k) ∈ 3× 3, denotes the stress tensor of the fluid medium surrounding the rigid
particle. A constitutive relation for Π ki is introduced in the next chapter (cf. eq. (3.13)),
at this point we only make use of the fact that the tensor Π ki is symmetric. We define
7
φ ki for every time t as solution of the Dirichlet problem
∂l∂
lφ ki (x, t) = 0 , x ∈ B(t) (2.18)
φ ki (x, t) = −Π ki (x, t) , x ∈ ∂B(t) . (2.19)
Because of the uniqueness8 of the solution of this Dirichlet problem and the symmetry of
the boundary data, this definition of φ ki assures that φ
k
i is symmetric. Furthermore ∂kφ
k
i
is a well-defined expression and, due to the boundary conditions (2.19) that are fulfilled by
this definition of φ ki , the specific choice of F
driv
i as F
driv
i := ∂kφ
k
i (cf. eq. (2.17)) ensures
that the dynamics of the particle as a whole is that of a rigid particle being exposed to
hydrodynamic surface forces. This will become evident in subsection 3.2.2.
In addition to this divergence-representation of the density of the driving force we can
also represent the constraint force density Z as divergence of a matrix that is suitable for
our purposes. We define the ’constraint stress’ cΠ
k
i as a solution of the boundary value
problem
∂k cΠ
k
i (x, t) = Zi(x, t) , x ∈ B(t) (2.20)
cΠ
k
i (x, t) = 0 , x ∈ ∂B(t) . (2.21)
For given i ∈ 3 a solution of (2.20) with boundary conditions (2.21), though not unique in
general, always exists (cf. [55]); the essential requirement
∫
B(t)
Zi(x, t)d
3x = 0 is fulfilled
in a natural way: The total force exerted by the constraint force Zi on the rigid body
vanishes, cf. appendix A.
In total a rigid particle immersed in a fluid is exposed to hydrodynamic forces (that are
considered as driving forces for the particle) and constraint forces. Hence the total force
7This definition of φ ki is of course very artificial and other specifications would be possible presumably.
This arbitrariness in defining a suitable tensor φ ki reflects the statement of Truesdell and Noll: ”Thus
for a rigid material the stress is completely indeterminate. [...] The concept of stress is in fact of little
if any use in the theory of rigid bodies.” ([17], p. 73).
8This uniqueness is obtained from theorem 5 in [49], p. 28.
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density Ftot within such a particle can, by means of the divergence-representations (2.17)
and (2.20) for constraint and hydrodynamic forces respectively, be written as
F toti (x, t) = ∂k
(
φ ki (x, t) + cΠ
k
i (x, t)
)
, x ∈ B(t) (2.22)
In subsection 3.2.2 we will see that the latter divergence-representation for the total force-
density is reasonable and justified since it leads to the common equations of motion for
the translational and rotational degrees of freedom of a rigid particle being exposed to
hydrodynamic coupling. With respect to this −(φ ki (x, t) + cΠ ki (x, t)) is considered as
nonconvective part of the momentum flux within the rigid particle.
2.3. Differential-geometrical aspects
Based on the geometrical characterization of particle shapes and the rigid body kinematics
presented in the previous sections, we are now able to describe the spatial and tempo-
ral behavior of the system-geometry analytically. This is done by specifying space- and
time-dependent characteristic functions for the particles in a way that is similar to [18, 19].
As adumbrated in section 2.1 we assume that for each9 particle there exists a smooth
function f˜ with the properties
f˜(r)

< 0
= 0
> 0
 for
 r ∈
(
B
)c
r ∈ ∂B
r ∈ B
 , ∂f˜∂r (r) 6= 0 for r ∈ ∂B (2.23)
where r is, as before, the vector of coordinates with respect to the body fixed Cartesian
frame (BS) and B denotes the interior of the set of points in (BS) that is occupied by the
particle under consideration. We can, due to the transformation (2.7) that is associated
with the rigid body motion, define a characteristic function χ of the particle (with respect
to (IS)) in the subsequent form.
χ(x, t) := Θ [f(x, t)] (2.24)
f(x, t) := f˜(r (x;α(t),X(t))) (2.25)
r (x;α(t),X(t)) := Etr(α(t)) [x−X(t)] (2.26)
Here Θ denotes the Heaviside unit step function (cf. [7], p. 12):
Θ(f) =

0
1
2
1
 = limε↘0 Θε(f) if

f < 0
f = 0
f > 0
 , Θε(f) := 1− 1exp (f/ε) + 1 (2.27)
The information about the shape of the particle is inherently contained in the function
f˜ ; the change of geometry with respect to time is caused by the temporal variation
9To hold the notation as simple as possible we omit the particle indices ν until further notice.
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of the parameters X and α of the rigid body motion. The function f results from a
transformation of the scalar function f˜ from (BS) to (IS), obviously it is differentiable
with respect to time.
We calculate the partial derivatives of the characterstic function given by (2.24) in
connection with (2.25) and (2.26) because they are useful for the further development of
the theory in the subsequent chapters. For the spacial gradient in (IS) we obtain:10
∂χ
∂xj
(x, t) =
∂Θ
∂f˜
(f˜(r (x;α(t),X(t)))
∂f˜
∂ri
(r (x;α(t),X(t)))E ij (α(t))
=
∥∥∥∥∂f∂x(x, t)
∥∥∥∥ δ(f(x, t))E ij (α(t))
∥∥∥∥∥∂f˜∂r (r (x;α(t),X(t)))
∥∥∥∥∥
−1
∂f˜
∂ri
(r (x;α(t),X(t)))︸ ︷︷ ︸
=: n˜i
=
∥∥∥∥∂f∂x(x, t)
∥∥∥∥ δ(f(x, t))︸ ︷︷ ︸
=: δsurf(x,t)
E ij (α(t))n˜i
≡ δsurf(x, t)nj (2.28)
δ(f) denotes the Dirac delta-distribution and ‖. . .‖ the Euclidean norm. In the second
line of (2.28) the (inner) normal field n˜i on ∂B (in (BS)) is introduced. It is well defined
because the gradient ∂f˜/∂r does not vanish on ∂B and is perpendicular to the surface ∂B,
cf. equation (2.23). In the third line the surface-delta-function δsurf is defined with respect
to (IS), cf. [18, 19]. In the last line nj denotes the (inner) normal field on ∂B(t) in (IS)
that results from the one in (BS) from a simple rotation: Under the transformation (2.7)
the components of the normal field transform like a vector or the gradient respectively.
Because of the isometric property of the transformation (2.7), the Euclidean norm of the
gradient is invariant. This fact is also used in the calculation (2.28). The latter can be
considered as a verification of the formulae for ∇χ presented in [18, 19] for the case of
rigid body motion. Differentiating χ with respect to time yields analogously:
∂χ
∂t
(x, t) = δ(f(x, t))
∂f˜
∂ri
(r (x;α(t),X(t)))
∂ri
∂t
(x;α(t),X(t))
= δ(f(x, t))
∂f
∂xj
(x, t)
[
Ejs(α(t))
∂Els
∂αk
(α(t))α˙k(t)
(
xl −X l(t))− X˙j(t)]
= −δsurf(x, t) [U j(t) + jmlΩm(t) (xl −X l(t))]nj (2.29)
In this computation the relation (2.12) is used. Recall that we suppose X(t) to be the
center-of-mass coordinates in (IS) with X˙(t) ≡ U(t). Beside of the surface-delta-function
δsurf and the (inner) normal field n on ∂B(t) the rigid-body velocity field (2.14) appears
10The calculation may appear needless complicated but as it is presented here it clarifies the behaviour
of essential quantities under the transformation (2.7).
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in the resulting expression.11 The velocity field is evaluated on the surface of the particle
because of the surface-delta-function. Thus, as for the spacial gradient in (2.28), the
computation (2.29) verifies for rigid body motion the differential-geometrical formulae for
∂tχ given in [18, 19].
With regard to thermal motion of the colloidal particles we are interested in the be-
haviour of the characteristic function of a given particle for small deviations from a given
time-independent reference geometry. The latter is quantified by a reference position X0
of the center-of-mass and reference orientation described by reference values α0 of the
parametrization of SO(3). A small change of the geometry means in this spirit that we
can write
X(t) = X0 + δX(t) , α(t) = α0 + δα(t) (2.30)
with appropriate small Euclidean norm of the deviations δX(t) and δα(t). Because of this
smallness it is reasonable and justified to expand the characteristic function formally up
to first order in the deviations δX and δα. This is a meaningful approximation for the
treatment of perturbations of equilibrium in a colloidal suspension in chapter 4. With
respect to equations (2.24), (2.25) and (2.26) we introduce the following short-hand no-
tation that emphasizes a parametrical dependence of the characteristic function χ on X
and α:
χ(x; X(t),α(t)) := Θ
[
f˜(r (x;α(t),X(t))
]
≡ χ(x, t) (2.31)
f(x; X(t),α(t)) := f˜(r (x;α(t),X(t))) ≡ f(x, t) (2.32)
Time arguments are omitted unil further notice, without loss of generality we assume
Eij(α
0) = δij, i.e. α
0 = 0 in case that Eij(α) is given via (2.5). Then the expansion of χ
yields the subsequent relations (2.33) and (2.34) respectively.
δχ := χ(x; X0 + δX, α0 + δα)− χ(x; X0, α0)
≈ ∂χ
∂Xi
(x; X0, α0)δXi +
∂χ
∂αi
(x; X0, α0)δαi
= δ(f(x; X0, α0))
∂f
∂xl
(x; X0, α0)
[(
∂Esl
∂αi
(α0)(xs −X0s)
)
δαi − δX l
]
(2.33)
≡ δsurf0 (x)n0l
[(
∂Esl
∂αi
(α0)(xs −X0s)
)
δαi − δX l
]
(2.34)
In (2.34) δsurf0 denotes the surface-delta-function with respect to the time-independent ref-
erence geometry and n0l is the corresponding inner unit-normal field (both in (IS)). It is
worth taking a closer look at the approximation that is made in the previous calculation,
in particular concerning the meaning of ”≈” in the second line:
If one firstly uses Θε with 1 ε > 0 instead of Θ (see (2.27)) for the definition (2.24) of
the characteristic function χ, then χ will be a smooth function with respect to all variables
11These quantities refer to (IS).
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and parameters it depends on. Then, taking the limit ε ↘ 0 after having established a
certain approximation (e.g. Taylor expansion up to first order in δX, δα) that uses ”≈”
in the usual numerical meaning will in our context lead to the same results as the formal
calculations with the distributions that emerge from the actual definition of χ with the
Heaviside unit step Θ.12 This would be a possible alternative approximative treatment
(not only in context of the previous calculation (2.33) but also for further approxima-
tions13). However, the formal expansion of χ in (2.33), (2.34) and the approximations
made in subsection 4.1.2 can also be discussed in the framework of distribution theory.14
But in this case the ”≈” in calculation (2.33) has the meaning that two distributions are
approximately the same provided that the numerical results they produce by applying
them to test functions are approximately the same.
12By using theorem 1, §17, in [58] one immediately finds, that the regular distribution defined by the
function δε(f) :=
dΘε
df (f) converges for ε↘ 0 to the delta-distribution δ(f) in the distributional limit.
13To be specific, these are the first order approximation involved in (4.23) to (4.33) as well as the formal
expansion of the entropy density presented in appendix (B).
14With respect to the formal Taylor expansion it is instructive to confer [7], sec. 7.7, p. 201.
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3.1. The general form of balance laws
Similar to Bedeaux for a surface of discontinuity [18] and Bedeaux, Albano and Mazur for
two inmiscible fluids [19] we describe the conservation of mass, momentum and energy in
our fluid-particle system in terms of balance equations that take in (IS) the form1
∂tcα + ∂kI
k
α = Rα . (3.1)
Here, for index α ∈ {0} ∪ 4, cα denotes the density of mass, momentum or energy with
associated currents I kα and sources Rα. More precisely we set
cα = cφα χφ +
N∑
ν=1
cνα χν (3.2)
I kα = I
k
φα χφ +
N∑
ν=1
I kνα χν (3.3)
Rα = Rφα χφ +
N∑
ν=1
Rνα χν (3.4)
where cφα, I
k
φα , Rφα denote constitutive expressions for the densities, currents and asso-
ciated local production-rates (also referred to as sources) of the fluid and cνα, I
k
να , Rνα
the corresponding quantities of the ν th particle respectively. They are specified below
in equations (3.6) to (3.11) in combination with equations (3.12) to (3.17). The quan-
tities mentioned in (3.2) to (3.4) (and consequently those in the associated constitutive
equations (3.6) to (3.11)) depend on position and time. Until further notice we omit
these dependencies in our notation. χν is the characteristic function of the ν th parti-
cle (as defined in equation (2.24) in connection with the characterizations in section 2.3,
the particle index ν is omitted there). For the characteristic function χ
φ
of the fluid we
consequently set
χ
φ
:= 1−
N∑
ν=1
χν . (3.5)
In contrast to [18] and [19] we assume, as expressed in (3.2) to (3.4), that there are no
surface-densities, -currents or -sources in our model at the particle surfaces. In particular,
1Bedeuax, Albano and Mazur themselves use the approach [18, 19] for a rigid particle immersed in a
fluid: In [20] they consider a modified version of a momentum balance of the form (3.1), α ∈ 3.
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the constitutive equations of the densities and currents in each component are supposed
to have the form
cℵ0 = ρℵ (3.6)
cℵi = piℵi ≡ ρℵ uℵi , i ∈ 3 (3.7)
cℵ4 = ℵ ≡ ρℵ eℵ + 1
2
ρℵ uℵk u
k
ℵ (3.8)
I kℵ0 = ρℵ u
k
ℵ ≡ pi kℵ (3.9)
I kℵi = ρℵ uℵi u
k
ℵ + Π
k
ℵi , i ∈ 3 (3.10)
I kℵ4 = ℵ u
k
ℵ + Q
k
ℵ + Π
k
ℵl u
l
ℵ (3.11)
where ℵ labels the material component, i.e. either ℵ = φ if the quantity refers to the fluid
or ℵ = ν if the quantity refers to the ν th particle. Einstein’s summation convention is
not applied to the label ℵ. ρℵ denotes the mass density, piℵi the i th Cartesian component
of the momentum density, uℵi the i th Cartesian component of the velocity field, ℵ the
density of total energy, eℵ the internal energy per unit mass, Π
k
ℵi the nonconvective part
of the momentum flux ((i, k) ∈ 3× 3) and Q kℵ the k th component of the heat flux with
Q kℵ = −λℵ ∂kTℵ , (3.12)
cf. [69]. In (3.12) λℵ is the thermal conductivity and Tℵ the temperature field. Within
a simple fluid the expressions (3.6) to (3.11), together with (3.12), are the usual consti-
tutive relations2 for densities and currents, cf. [69]. The currents consist of a convective
part having the form cℵαu
k
ℵ and a nonconvective one. As expressed by (3.6) to (3.11),
we assume that the constitutive relations of the particles have the same form as those
of the fluid, apart from the fact that explicit dependencies of eℵ, Π
k
ℵi and λℵ on state
variables specified below can be different in distinct material components. To keep the
nomenclature as simple as possible we omit the label for the material component in the
constitutive expressions referring to the fluid on the right-hand side of equations (3.6) to
(3.11). For the fluid component we use
Π ki = −
[
− pδ ki + η
[
∂iu
k + ∂kui
]
+ (ξ − 2
3
η) [∂ru
r] δ ki
]
(3.13)
as nonconvective part of the momentum flux, cf. [51, 69], where p denotes the pressure
field, η the bulk viscosity and ξ the volume viscosity of the fluid. The viscosities and the
thermal conductivity in the fluid depend on the thermodynamical state, cf. [69],
η = η(p, T ) , ξ = ξ(p, T ) , λ = λ(p, T ) , (3.14)
2In a stricter meaning the term ’constitutive relations’ is usually only used for the definition of concrete
expressions for the heat flux Q kℵ and the nonconvective part Π
k
ℵl of the momentum flux.
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for p and e we assume equations of state
p = p(ρ, T ) , e = e(p, T ) (3.15)
to be given. Within the ν th particle we presume a calorical equation of state and a
thermal conductivity to be given that only depend on the temperature,
eν = eν(Tν) , λν = λν(Tν) , (3.16)
a dependency on pressure is omitted because the latter remains undetermined within the
particles (at least in our model) because of the rigidity of the particles. For the particles
we state, with respect to (2.22) and the last paragraph of subsection 2.2.2, the noncon-
vective part of the momentum flux in the form
Π kνi := −
(
φ kνi + cΠ
k
νi
)
(3.17)
with φ kνi and cΠ
k
νi as defined in (2.18) to (2.21) respectively.
3 This is a meaningful
definition as we will see in the following section. One verifies that φ kνi and cΠ
k
νi transform
like a tensor of second rank, thus Π kνi also does and therefore the denotation ’tensor’,
that is furthermore used, is justified for Π kνi .
Similar to the notation for the constitutive quantities in equations (3.6) to (3.11) (and
to the notation in section 2 concerning the sets of points occupied by the particles) we
label other quantities that refer to the ν th particle with an index ν, too. In particular we
have in (IS): Xν is the vector of center-of-mass coordinates, Uν is the the center-of-mass
velocity, Ων is the angular velocity and nν is the (inner) unit normal field on ∂Bν(t), in
each case for the ν th particle. Recall that the velocity field uν of the rigid particle is
given via (2.14) (the particle label ν is omitted there). One calculates for the densities
(3.2) and currents (3.3) by using the results (2.28), (2.29) and (3.5):
∂tcα = (∂tcφα) χφ +
N∑
ν=1
(∂tcνα) χν +
N∑
ν=1
(cνα − cφα)(∂tχν)
= (∂tcφα)χφ +
N∑
ν=1
(∂tcνα)χν −
N∑
ν=1
(cνα − cφα)uν · nνδsurfν (3.18)
∂kI
k
α = (∂kI
k
φα )χφ +
N∑
ν=1
(∂kI
k
να )χν +
N∑
ν=1
(I kνα − I kφα )(∂kχν)
= (∂kI
k
φα ) χφ +
N∑
ν=1
(∂kI
k
να ) χν +
N∑
ν=1
(I kνα − I kφα )nνkδsurfν (3.19)
Thus, by inserting equations (3.4), (3.18) and (3.19) into the balance (3.1) one obtains
the following balance (3.20), cf. [18, 19].
3In (2.18) to (2.21) the particle index ν for a particular particle is omitted.
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0 =
[
∂tcφα + ∂kI
k
φα − Rφα
]
χ
φ
+
N∑
ν=1
[
∂tcνα + ∂kI
k
να − Rνα
]
χν
+
N∑
ν=1
[
(Iναk − cναuνk)n kν − (Iφαk − cφαuνk)n kν
]
δsurfν (3.20)
Due to the distributional character of the balance (3.20) we find (cf. [18, 19]):
0 = ∂tcφα + ∂kI
k
φα − Rφα , x ∈ Fl(t) (3.21)
0 = ∂tcνα + ∂kI
k
να − Rνα , x ∈ Bν(t) (3.22)
0 = (Iναk − cναuνk)n kν − (Iφαk − cφαuνk)n kν , x ∈ ∂Bν(t) (3.23)
Equation (3.21) is a balance for mass (α = 0), momentum (α = i ∈ 3) and energy
(α = 4) in the fluid component, (3.22) is a corresponding balance in the ν th particle and
(3.23) can be considered as a coupling condition on the particle surfaces for the balances
in the bulk phases that are adjacent to each other at the particle surface.
In the next section the general balances (3.21) to (3.23) are evaluated for the consti-
tutive relations (3.6) to (3.11) specified above. This treatment is similar to [19, 71].4 For
the fluid component this is the standard approach of Non-Equilibrium Thermodynamics
presented by De Groot and Mazur in [78].
3.2. Explicit formulation of balances
3.2.1. Mass balance
Stipulating Rφ0 ≡ 0 for the source of mass within the fluid component and as well Rν0 ≡ 0
for the corresponding source pertaining to the ν th particle one immediately obtians from
(3.6), (3.9), (3.21) and (3.22) for α = 0:
0 = ∂tρ + ∂k(ρu
k) , x ∈ Fl(t) (3.24)
0 = ∂tρν + ∂k(ρνu
k
ν ) , x ∈ Bν(t) (3.25)
Equation (3.24) is the common equation of continuity expressing conservation of mass in
a fluid medium. Within the ν th rigid particle conservation of mass is expressed by an
equation of the same form, (3.25). One easily verifies that the latter equation is fulfilled
4In [19] a general dividing surface between two distinct material components is considered and in [71]
the special case of spherical particles is discussed.
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for a given rigid body motion associated with a transformation of the form (2.7) from
(IS) to a body-fixed frame (BS) with a corresponding rigid body velocity field (2.14) and
a resulting mass density
ρν(x, t) = ρ
B
ν (rν(x, t)) with rν(x, t) ≡ Etr(αν(t)) [x−Xν(t)] . (3.26)
Here rν(x, t) is the inverse of the transformation (2.7) and ρ
B
ν (rν) denotes the time-
independent mass density in the body-fixed frame (BS) of the particle under consid-
eration.5
There is no non-convective contribution to the mass flux in each component, cf. (3.9).
Therefore we obtain from the latter equation and (3.23) for α = 0 the following coupling
condition for the mass balances in adjacent components:
ukn
k
ν = uνkn
k
ν , x ∈ ∂Bν(t) (3.27)
The normal component of the velocity field is continuous at the particle surfaces. Thus
it is ensured that there is no material flux from the fluid into the particle region or vice
versa.
3.2.2. Momentum balance
We assume that there are no external forces acting on our fluid-particle system. Then
one has Rφi ≡ 0 and Rνi ≡ 0. Inserting for α = i ∈ 3 the constitutive relations (3.7)
and (3.10) into (3.21) and (3.22) respectively and using the equations (3.24) and (3.25)
of continuity yields
ρ
(
∂t + u
k∂k
)
ui = −∂kΠ ki , x ∈ Fl(t) (3.28)
ρν
(
∂t + u
k
ν ∂k
)
uνi = −∂kΠ kνi , x ∈ Bν(t) (3.29)
with the fluid stress tensor Π ki as given in (3.13) and the corresponding tensor Π
k
νi that
is defined in (3.17) for the ν th particle. Equation (3.28) is the usual momentum balance
within a simple fluid, cf [69]. If one uses the condition (3.27) already established in the con-
text of mass-conservation, for α = i ∈ 3 the coupling condition (3.23) can be simplified to
Π ki nνk = Π
k
νi nνk , x ∈ ∂Bν(t) . (3.30)
The coupling condition (3.30) states that the normal component of the non-convective
part of the momentum flux is continuous at the surface of the ν th particle. Notice that,
due to the specification (3.17) of an appropriate tensor νΠ ki within a rigid particle, this
5E(αν(t)) ∈ SO(3) denotes the rotation matrix associated with the transformation (2.7) if the latter
is applied for the ν th particle. αν(t) ∈ R3 are the corresponding orientation-coordinates that
parametrize the rotation. In equation (2.7) the index ν is omitted for the sake of simplicity.
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continuity holds by construction: For x ∈ ∂Bν(t) we have
Π kνi = −
(
φ kνi + cΠ
k
νi
)
= −φ kνi + 0 = Π ki , x ∈ ∂Bν(t) (3.31)
because of the definition (3.17) in connection with the boundary settings given in (2.19)
and (2.21). Of course equation (3.31) implies that the coupling condition (3.30) is fulfilled.
Though there is a certain arbitrariness inherent in the definition of Π kνi (cf. eq. (3.17)
in connection with (2.18) to (2.21)), it leads to reasonable results if one considers the
dynamics of the particle as a whole; suitably integrating6 (3.29) over Bν(t) yields the
common equations of motion for a rigid particle suspended in a fluid:
Integrating the right-hand side of equation (3.29) over the region occupied by the ν th
particle and applying the Gaussian Theorem7 yields the subsequent relation (3.32).8
−
∫
Bν (t)
∂kΠ
k
νi d
3x =
∫
Bν (t)
∂kφ
k
νi d
3x+
∫
Bν (t)
∂k cΠ
k
νi d
3x
= −
∫
∂Bν (t)
φ kνi nνk dS +
∫
Bν (t)
Zνi d
3x︸ ︷︷ ︸
= 0
=
∫
∂Bν (t)
Π ki nνk dS . (3.32)
Here equations (3.17), (2.19), (2.20) are used as well as the fact that the total constraint
force acting on the ν th particle vanishes, as marked with the underbrace. Zνi denotes
the constraint force field acting within the ν th particle. As explained in subsection 2.2.2
and appendix A, Zνi is given and characterized respectively by (2.15) in connection with
(2.16) and equations (2.17) to (2.21).9 For the left-hand side of (3.29) we calculate (with
uν given in the form (2.14)):
ρν
[
∂tuνi + uνk∂
kuνi
]
= ρν
[dUνi
dt
+ imn
dΩ mν
dt
(xn −X nν (t))
+ imn 
n
rsΩ
m
ν Ω
r
ν (x
s −X sν (t))
]
≡ −F fictν i (3.33)
The last equality follows due to (2.16). Thus, integrating the left-hand side of (3.29) by
using (3.33) and the fact that Xν(t) are the center-of-mass coordinates in (IS) of the ν
th particle yields ∫
Bν (t)
d3x ρν
(
∂tuνi + uνk∂
kuνi
)
= MνX¨νi(t) (3.34)
6A similar integration procedure is also carried out in other works, e.g. [20, 71, 80].
7Recall that nν is the inner normal on ∂Bν(t).
8The result of the calculation (3.32) can also be established with less effort if one immediately uses
the Gaussian Theorem in combination with the coupling condition (3.30). However, the computation
demonstrates how the particularly chosen structure of Π kνi ensures that the total force acting on the
particle is given as the total hydrodynamic surface-force.
9The particle index is omitted there.
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with the total mass Mν =
∫
Bν (t)
d3xρν of the ν th particle. Combining equations (3.32)
and (3.34) yields, with respect to the momentum balance (3.29), Newton’s equation
MνX¨νi(t) =
∫
∂Bν (t)
Π ki nνk dS (3.35)
of motion for the translational degrees of freedom of the ν th particle being immersed in
the fluid medium.
Similar to the line of action that leads to (3.35) we can derive the common equation
of motion for the rotational degrees of freedom of the ν th rigid particle; at first we in-
tegrate the balance (3.29) in a manner that yields the total torque exerted on the particle:
−ijk
∫
Bν (t)
(xj −X jν )∂lΠ klν d3x = ijk
∫
Bν (t)
(xj −X jν )(∂tu kν + uνl∂lu kν )ρνd3x (3.36)
The left-hand side of (3.36) can be simplified as follows. Because of the definition (3.17)
we have −∂lΠ klν = ∂lφ klν + ∂l cΠ klν = ∂l φ klν + Z kν , as already used before. Therefore we
can compute:
−ijk
∫
Bν (t)
(xj −X jν )∂lΠ klν d3x =
= ijk
∫
Bν (t)
(xj −X jν )∂lφ klν d3x+ ijk
∫
Bν (t)
(xj −X jν )Z kν d3x︸ ︷︷ ︸
= 0
=
= ijk
∫
Bν (t)
∂l
[
(xj −X jν )φ klν
]
d3x −
∫
Bν (t)
= 0︷ ︸︸ ︷
ijkφ
kl
ν ∂l [x
j −X jν ]︸ ︷︷ ︸
=δ
j
l
d3x
= ijk
∫
∂Bν (t)
(xj −X jν )Πklnνl dS (3.37)
In the second line of computation (3.37) we make use of the fact that the total torque
exerted by the constraint force field Zν on the ν th particle vanishes, in the third line the
integrand in the second integral vanishes because φ klν is a symmetric matrix. The last
equality follows with the Gaussian Theorem and the boundary condition (2.19) for φ klν ,
recall that nν is the inner normal on ∂Bν(t).
With (3.33) the integral on the right-hand side of equation (3.36) can be written as
 kij
∫
Bν (t)
(xj− X jν )(∂tuνk + uνl∂luνk)ρνd3x = − kij
∫
Bν (t)
(xj −X jν )F fictν k d3x
= J kνi Ω˙νk + ilmΩ
l
ν J
mn
ν Ωνn (3.38)
where J mnν denotes the inertia tensor of the ν th particle (in (IS)). The last equality in
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the preceding calculation follows from the computations (A.10) and (A.11) in appendix
A. There the integral − kij
∫
Bν (t)
(xj − X jν )F fictν k d3x is explicitly calculated, too (with
index ν omitted). From (3.36), (3.37) and (3.38) we conclude
J kνi Ω˙νk + ilmΩ
l
ν J
mn
ν Ωνn = ijk
∫
∂Bν (t)
(xj −X jν )Πklnνl dS . (3.39)
This is the common equation of motion for the rotational degrees of freedom of the ν th
particle under hydrodynamic coupling.
3.2.3. Energy balance
Similar to the treatment of the mass and momentum balance in the preceding two sub-
sections we evaluate for α = 4 the balances (3.21) and (3.22) in connection with the
constitutive relations (3.8) and (3.11). Inserting these constitutive relations into the bal-
ances first mentioned, setting R4 = 0,
νR4 = 0 (we assume that there are no energy sources
within the system) and using the balances (3.24), (3.28) and (3.25), (3.29) respectively
we arrive at
ρ
(
∂t + u
k∂k
)
e = ∂k(λ∂
kT )− Πlk∂kul , x ∈ Fl(t) (3.40)
ρν
(
∂t + u
k
ν ∂k
)
eν = ∂k(λν∂
kTν)− Π lkν ∂kuνl , x ∈ Bν(t) (3.41)
as energy balances in the bulks. Notice that the expression ∂kuνl in (3.41) is antisymmet-
ric because uνl is the velocity field of a rigid body. If the tensor Π
lk
ν is symmetric, the
term Π lkν ∂kuνl vanishes. In the work [20] of Bedeaux, Albano and Mazur the pendant
to our tensor Π lkν for the particles is presumed to exist and to be symmetric but it is
not specified further. Landau and Lifshitz point out that the stress tensor for an elastic
medium is to be symmetric, cf. [53], p. 6.10 In contrast to that, in the context of the
specification of Π lkν presented in this thesis, it is not obvious for a rigid particle that
there always exists a symmetric solution of the divergence-problem (2.20) with boundary
condition (2.21) what is sufficient and necessary for the matrix Π lkν to be symmetric.
11
However, for the development of the model presented in this thesis it is not necessary
that the matrix Π lkν is symmetric in general. It is sufficient that the symmetry of Π
lk
ν
is given in mechanical and thermodynamical equilibrium about which perturbations shall
be described (see chapter 4).
Evaluating the coupling condition (3.23) for α = 4 by using (3.8) and (3.11) yields
0 = (Qνk −Qk)n kν + uνlΠ lkν nνk − ul Πlknνk − (uk − uνk)n kν , x ∈ ∂Bν(t) (3.42)
at first instance. By applying the coupling condition (3.27) and the relation (3.31), equa-
tion (3.42) is simplified to
10De Groot and Mazur note that the stress tensor need not be symmetric in general, cf. [78], p. 14.
11This statement follows from the definition (3.17) of Π kνi in terms of the ’constraint stress’ cΠ
k
νi and
the symmetric matrix φ kνi .
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0 = (Qνk −Qk)n kν + (uνl − ul)Πlknνk , x ∈ ∂Bν(t) (3.43)
as a further coupling condition on the particle surface ∂Bν(t).
3.2.4. Coupling conditions from entropy balance
In addition to the balances for mass, momentum and energy already established in this
chapter we also formulate a similar balance for entropy. The treatment is geared to the
common approach for a simple fluid, cf. [69], p. 8. We introduce12 constitutive equations
for an entropy density cℵ5 and an entropy current I
k
ℵ5 with associated bulk production-
rates Rℵ5 in the form
cℵ5 = σℵ = ρℵ sℵ (3.44)
I kℵ5 = σℵ u
k
ℵ +
Q kℵ
Tℵ
(3.45)
with the specific entropy density sℵ that is supposed to be given as thermodynamic
potential
sφ = sφ(ϑφ, eφ) , sν = sν(eν) (3.46)
so that the latter definition and p(ρ, T ), e(ρ, T ), eν(Tν) in (3.15), (3.16) are compatible
with each other. ϑφ ≡ 1/ρφ is the specific volume of the fluid component. Due to the
rigidity of the particles, a dependency on specific volume is not taken into account for
sν. Still we admit the densities ρ
B
ν to vary in space, but the gradient ∂kρ
B
ν is assumed
to be small. Otherwise the approach with sν = sν(eν) having no explicit dependency
on space may be considered as questionable anyway. As done for previously introduced
quantities that refer to the fluid component, we usually also omit the fluid label ℵ = φ
for the quantities introduced on the right-hand side of (3.44) to (3.46).
In connection with the functions (3.46) we adopt the assumption of ”local equilibrium”,
that is commonly made in Nonequilibrium Thermodynamics (cf. [78] p. 23), for the whole
multicomponent system:13 At each instant of time an infinitesimal material element of
the fluid-particle system is supposed to be in thermodynamical equilibrium and is thus
treated by methods of equilibrium thermodynamics with local values for thermodynami-
cal quantities and, in particular, with the functions (3.46) for the entropy per unit mass
as thermodynamical potential. We consequently suppose the first law of thermodynamics
to be valid locally in connection with the equations (3.46). That means we assume
ds =
1
T
de+
p
T
dϑ and dsν =
1
Tν
deν (3.47)
12As in the beginning of this chapter ℵ labels the material component the quantity refers to, i.e either
ℵ = φ or ℵ = ν for ν ∈ N .
13With the notion that there is something like a local temperature T (x, t), Tν(x, t) varying in space, cf.
(3.12) for example, we previously have already implied the use of the local equilibrium assumption.
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to be valid within an infinitesimal material element for the fluid-related quantities s, e,
T , p and ϑ = 1/ρ and for the particle-related quantities sν, eν, Tν. For the particles there
is, in accordance with (3.46), no term involving the specific volume taken into account
in (3.47) since the pressure within the rigid particles remains undetermined and the lo-
cal specific volume within the particles does not vary anyway in the body-fixed frame
attached to a rigid particle. For the fluid component this is the standard treatment, cf.
[78, 69].
The densities, currents and sources introduced in this subsection are assumed to obey
the same form of balance equations which have already been established in this chapter
before for α ∈ {0}∪4. By means of the equations of motion derived so far in this section
as well as the local equilibrium assumption and the constitutive relations (3.44), (3.45)
one finds the associated local rates of entropy production14
Rν5 = ∂tcν5 + ∂kI
k
ν5 = −
Π lkν ∂kuνl
Tν
+
λν
T 2ν
(∂kTν)(∂
kTν) (3.48)
Rφ5 =
1
T
[
η
(
∂kul + ∂luk
)
+ (ξ − 2
3
η)(∂ru
r)δkl
]
∂kul +
λ
T 2
(∂kT )(∂
kT ) (3.49)
One verifies Rφ5 ≥ 0 in accordance with the second law of thermodynamics. Provided
that Π lkν is symmetric (as analogously assumed by Bedeaux, Albano and Mazur in [20]),
also Rν5 = (λν/ T
2
ν )(∂kTν)(∂
kTν) ≥ 0 holds. Within the fluid component the approach
presented here is the usual formulation for an entropy balance, cf. [78, 69].
Observe that there is, in particular, no surface-entropy production on the particle sur-
faces. This is a crucial assumption for the model presented in this thesis because the
absence of surface-entropy production yields a special setting of boundary conditions on
the particle surfaces as we will see soon; from (3.23) and the constitutive equations (3.44),
(3.45) we obtain, by using (3.27) again,
0 =
(
Q kν
Tν
− Q
k
T
)
nνk , x ∈ ∂Bν(t) , (3.50)
as a further coupling condition on the surface of the ν th particle. If a surface-entropy
production would be taken into account, on the left-hand side of (3.50) this surface
production-rate would occur instead of 0. The effect of this circumstance on boundary
conditions to be imposed on the particle surfaces becomes apparent in the next section.
14Similarly to the treatment by de Groot and Mazur in [78], chap. II and III, we assert dsdt =
1
T
de
dt +
p
T
dϑ
dt
and dsνdt =
1
Tν
deν
dt with the substantial time derivative
d
dt = ∂t + u
k
ν ∂k because of the first law of
thermodynamics (3.47). The calculation for the fluid component is in essence also presented there.
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3.3. Deterministic, nonlinear equations of motion
Before stating a collection of deterministic15 equations of motion for the colloidal suspen-
sion, it is worth to take a closer look at the coupling conditions (3.27), (3.43) and (3.50).
According to condition (3.27), the normal component of the velocity field is continuous
at the surfaces of the particles. Moreover it is meaningful to assert the continuity of the
tangential components of the velocity field at these surfaces as well since one can argue,
as Landau and Lifshitz [51], that it is reasonable for a viscous fluid to assume that the
fluid adjacent to a solid sticks to the solid surface. This means in our context that the
fluid sticks to the particle surfaces in the course of the motion of fluid and particles. Thus,
following [51] and other works as [24, 34, 61, 77, 80] for example, we presume the stick
boundary condition (3.51).16
ui(x, t) = uνi(x, t) ≡ Uνi(t) + ijkΩ jν (xk −X kν (t)) , x ∈ ∂Bν(t) (3.51)
From the preceding condition one infers that the coupling condition (3.43) of the energy
balance reduces to
Qνkn
k
ν = Qkn
k
ν , x ∈ ∂Bν(t) , (3.52)
that means the normal component of the heat flux is continuous at the particle surfaces.
The coupling condition (3.52) in turn can be used to cast (3.50) in the form
0 = nνkQ
k
(
1
Tν
− 1
T
)
, x ∈ ∂Bν(t) . (3.53)
Equation (3.53) is fulfilled in a certain point xs ∈ ∂Bν(t) if and only if nνk(xs)Qk(xs, t) =
0 or Tν(xs, t) = T (xs, t) holds. Since the normal component of the heat flux at the particle
surfaces does not vanish in general we consequently stipulate the continuity of tempera-
ture at the particle surfaces:
T = Tν , x ∈ ∂Bν(t) (3.54)
This continuity of temperature is a sufficient condition for (3.53) to be fulfilled. It can be
considered as a consequence of the fact, that there is no surface entropy production.
From the argumentation presented in this chapter so far we can collect the subsequent
equations17
15The stochastic nature of the motion of suspended particles is not taken into account for this equations.
Therefore we call them ’deterministic’.
16There are other considerations, such as the work [85] of Velarde and Hauge, where the stick boundary
condition for the velocity field is dropped.
17Namely, the corresponding pairs of equations are: (3.55) and (3.24), (3.56) and (3.28), (3.57) and
(3.40), (3.58) and (3.41), (3.59) and (3.35), (3.60) and (3.39), (3.61) and (3.13), (3.62) and (3.15),
(3.63) and (3.51), (3.64) and (3.52) (combined with (3.12)), (3.65) and (3.54).
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∂tρ+ ∂k(ρu
k) = 0 , x ∈ Fl(t) (3.55)
ρ(∂tui + u
k∂kui) = −∂kΠ ki , x ∈ Fl(t) (3.56)
ρ
(
∂t + u
k∂k
)
e(p, T ) = ∂k(λ(p, T )∂
kT )− Πlk∂kul , x ∈ Fl(t) (3.57)
ρν
(
∂t + u
k
ν ∂k
)
eν(Tν) = ∂k(λν(Tν)∂
kTν)− Π lkν ∂kuνl , x ∈ Bν(t) (3.58)
Mν
dUνi
dt
=
∫
∂Bν (t)
Π ki nνkdS (3.59)
J kνi
dΩνk
dt
+ ilmΩ
l
ν J
mn
ν Ωνn = ijk
∫
∂Bν (t)
(xj −X jν )Πklnνl dS (3.60)
with
Π ki =
[
pδ ki − η(p, T )
(
∂iu
k + ∂kui
)− (ξ(p, T )− 2
3
η(p, T ))(∂ru
r)δ ki
]
, (3.61)
p = p(ρ, T ) (3.62)
and coupling conditions
ui(x, t) = Uνi(t) + ilkΩ
l
ν (t)
(
xk −X kν (t)
)
, x ∈ ∂Bν(t) (3.63)
nνk
[
λν(Tν)∂
kTν
]
= nνk
[
λ(p, T )∂kT
]
, x ∈ ∂Bν(t) (3.64)
Tν = T , x ∈ ∂Bν(t) . (3.65)
In principle, the preceding collection can be considered as a set of coupled equations of
motion for the fluid fields ρ, u, T , the temperature field(s) Tν within the particles and
the kinematic variables Xν, αν of the particles. In this regard one should note: We have
Uν = X˙ν and the angular velocity Ων can be expressed in terms of the temporal evolution
of the orientation coordinates αν according to equation (2.12). For the rigid particles the
density ρν depends on Xν and αν, cf. eq. (3.26), and the inertia tensor in (IS) also
depends on αν via J
i
νk (t) = E
l
k (αν(t))E
i
j(αν(t))J˜
j
νl where J˜
j
νl are the time-independent
components of the inertia tensor in the body-fixed frame of the ν th particle, cf. [29] for
example.18 Furthermore the velocity field uν depends on the kinematic variables of the
particle ν, cf. equation (2.14), the index ν is omitted there. Moreover the tensor Π lkν , as
18Notice that the distribution of mass in a body-fixed frame is an intrinsic property of a rigid particle and
not an independent degree of freedom. Accordingly the inertia tensor J˜ jνl in the body-fixed frame is
an intrinsic property of the particle under consideration.
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defined and specified in (sub-)sections 2.2.2 and 3.1, in principle depends on all degrees
of freedom mentioned so far. Provided that Π lkν is symmetric
19, the term Π lkν ∂kuνl in
equation (3.58) cancels anyway since ∂kuνl is antisymmetric.
In the further course of this work we are going to use an approximate version of equations
(3.55) to (3.65) anyway, that is not affected by the rather subtle dependencies elucidated
above. In the next chapter it is discussed how this approximation arises from the general
balance equation (3.1). The approximate equations mentioned above are still ’determin-
istic’, they do not take into account the stochastic character of thermal motion, that is
incorporated in chapter 6.
19In context of the specification of Π lkν in this thesis it is, on the one hand, not clear wether Π
lk
ν can be
chosen to be symmetric. On the other hand the symmetry of Π lkν is not explicitly excluded either. As
far as there exists a symmetric solution of (2.20), (2.21), the tensor Π lkν can be chosen to be symmetric.
In the work [20] of Bedeaux, Albano and Mazur the tensor that describes the nonconvective part of
the momentum flux within a rigid particle (and that accords to the tensor Π lkν in this thesis) is not
specified at all and it is postulated to be symmetric.
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Equations of Motion
In this chapter we specify equilibrium as a particular stationary solution of the balance
laws (3.1) and derive an approximate version of these laws describing systematic pertur-
bations of equilibrium-densities, -currents and -sources. As a first step to model thermal
motion of the suspended particles, we finally derive a closed set of linear equations of
motion for deterministic perturbations of equilibrium of certain state variables with asso-
ciated coupling conditions on the particle surfaces and appendant boundary conditions.
These equations are referred to as ’Microhydrodynamic Equations of Motion’.
4.1. Linear approximation of balance laws for
perturbations of equilibrium
4.1.1. Equilibrium as stationary solution of balance laws
A stationary solution of the balance laws (3.1) is given by time-independent realizations
of the quantities (3.2) to (3.4) of the form
c0α = c
0
φα χ
0
φ +
N∑
ν=1
c0να χ
0
ν
(4.1)
I0 kα = I
0 k
φα χ
0
φ +
N∑
ν=1
I0 kνα χ
0
ν
(4.2)
R0α = R
0
φα χ
0
φ +
N∑
ν=1
R0να χ
0
ν
(4.3)
that satisfy the balance equations (3.1). The additional label 0 just indicates an affiliation
to the stationary solution and implies that the respective quantity is time-independent.
Apart from that, all quantities mentioned in equations (4.1) to (4.3) have already been
defined in section 3.1. In particular χ0φ and χ
0
ν
are the time-independent characteristic
functions of the fluid and the ν th particle respectively that pertain to the stationary
solution under consideration. Due to the argumentation in section 2.3 for a general
time-dependent characteristic function of a given particle, we can cast the characteristic
function χ0
ν
in the form
χ0
ν
(x) ≡ χν (x; X0ν,α0ν) (4.4)
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with reference coordinates X0ν of the center-of-mass of the ν th particle (in (IS)) and
α0ν ∈ R3 as reference values for the orientation coordinates (cf. section 2.3, equations
(2.31), (2.32); the particle-label ν is omitted there). An explicit expression for χ0φ (that
is not needed anyway) then follows from (3.5). These time-independent characteristic
functions define a time-independent reference geometry associated with the stationary
solution that is also referred to as reference configuration. The latter is obviously, for given
individual smooth particle-shapes, specified by the reference parameters [X0ν,α
0
ν]ν ∈ N .
With an argumentation which is analogous to that given in the context of equations
(3.19) to (3.23) for general instationary balances, we recognize that (3.1) can, by using
(4.1) to (4.3), be cast in the form
0 =
[
∂kI
0 k
φα −R0φα
]
χ0φ +
N∑
ν=1
[
∂kI
0 k
να − R0να
]
χ0
ν
+
N∑
ν=1
[
I0ναk n
0k
ν − I0φαk n0kν
]
δsurfν0 (4.5)
where n0ν denotes the (inner) normal field on the surface and δ
surf
ν0 the surface-delta-function
of the ν th particle in reference configuration, cf. section 2.3, the index ν is omitted there.
As argued in context of equations (3.20) to (3.23), a balance like (4.5) implies
0 = ∂kI
0 k
φα −R0φα , x ∈ Fl0 , (4.6)
0 = ∂kI
0 k
να − R0να , x ∈ B0ν , (4.7)
0 = I0ναk n
0k
ν − I0φαk n0kν , x ∈ ∂B0ν . (4.8)
As expressed in (4.9) and (4.10), the sets Fl0 and B0ν are the regions occupied by the fluid
and the particles respectively in reference configuration.
Fl0 :=
{
x ∈ Sys | χ0φ(x) = 1
}
(4.9)
B0ν :=
{
x ∈ Sys | χ0
ν
(x) = 1
}
(4.10)
Within the fluid component (4.6) is the usual condition for stationarity, cf. [69].
Now we specify (mechanical and thermodynamical) ”Equilibrium” as particular sta-
tionary solution of the balance laws by stating constitutive relations for the densities c0φα,
c0να, currents I
0 k
φα , I
0 k
να and sources R
0
φα, R
0
να. Furthermore the additional label 0 indi-
cates an affiliation to ”Equilibrium” as particular stationary solution of the balance laws.
Apart from the property that the entropy of the isolated fluid-particle system takes a
maximum value and consequently the entropy production R05 vanishes, the equilibrium
state is characterized as follows: The fluid and the particles are at rest, that means we
have u0 ≡ u0φ = 0 for the velocity field of the fluid in equilibrium and U0ν = 0 for the
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center-of-mass velocity and Ω0ν = 0 for the angular velocity of the ν th particle in equilib-
rium. Then, as elucidated above, the position of the particles define a time-independent
reference geometry that is specified by the collection [X0ν,α
0
ν]ν ∈ N of constant position
and orientation parameters. For the velocity field within the ν th particle in equilibrium
we consequently obtain u0ν = U
0
ν + Ω
0
ν × (x−X0ν) = 0 due to (2.14) (the particle index
ν is omitted there). The temperature Tℵ in each component ℵ is supposed to have the
constant value T0 in the whole system. The density of the fluid is assumed to take the
constant value ρ0φ ≡ ρ0 . Then, with respect to the constitutive relations (3.6) to (3.17),
we obtain (4.11) to (4.16) as explicit constitutive expressions for the densities of mass,
momentum and energy with associated currents in equilibrium. Again, ℵ labels the ma-
terial component, i.e. ℵ = φ or ℵ = ν. Recall that, for convenience, the fluid-label φ is
left out normally for the quantities on the right-hand side of the subsequent equations.
c0ℵ0 = ρ
0
ℵ (4.11)
c0ℵi = pi
0
ℵi ≡ ρ0ℵ u0ℵi = 0 , i ∈ 3 (4.12)
c0ℵ4 = 
0
ℵ ≡ ρ0ℵ e0ℵ +
1
2
ρ0ℵ u
0
ℵk u
0k
ℵ = ρ
0
ℵ e
0
ℵ (4.13)
I0 kℵ0 = ρ
0
ℵ u
0k
ℵ ≡ pi0kℵ = 0 (4.14)
I0 kℵi = ρ
0
ℵ u
0
ℵi u
0k
ℵ + Π
0 k
ℵi = Π
0 k
ℵi ≡ p0 δ ki , i ∈ 3 (4.15)
I0 kℵ4 = 
0
ℵ u
0k
ℵ + Q
0k
ℵ + Π
0 k
ℵl u
0l
ℵ = Q
0k
ℵ = 0 (4.16)
The equilibrium mass distribution ν0ρ is given in the form (cf. (3.26))
ρ0ν(x) = ρ
B
ν (E
tr(α0) [x−X0ν]) (4.17)
where the mass distribution ρBν in the body-fixed frame of the particle is, of course, an
inherent property of the particle itself that does not depend on other degrees of freedom.
Since in equilibrium the temperature is constant in the whole system, T 0ℵ = T0, the equi-
librium heat flux in (4.16) vanishes:
Q0kℵ = − λ0ℵ (∂kT0) ≡ 0 (4.18)
λ0 ≡ λ0φ = λφ(p0 , T0) and λ0ν = λν(T0) are the constant equilibrium values of the ther-
mal conductivities. p
0
= p(ρ
0
, T0) is the constant equilibrium pressure in the fluid. The
internal energies per unit mass occuring in (4.13) are also constant since the equilibrium
temperature and the equilibrium pressure in the fluid are constant, e
0
≡ e0φ = eφ(p0 , T0)
and e0ν = eν(T0). The nonconvective part Π
0 k
φi of the momentum flux of the fluid in
equilibrium that occurs in (4.15) is constant and isotropic, due to (3.13) we have
Π0 kφi ≡ Π0 ki = p0δ ki − η0
[
∂i u
0k + ∂ku0i
]− (ξ
0
− 2
3
η
0
) [∂ru
0r] δ ki = p0 δ
k
i (4.19)
since the equilibrium velocity field of the fluid vanishes identically. In (4.19) η
0
≡ η(p
0
, T0)
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and ξ
0
≡ ξ(p
0
, T0) denote the constant equilibrium values of the viscosities. As also stated
in (4.15), the nonconvective part of the momentum flux Π0 kνi of the particles in equilib-
rium can be chosen to be identical to the flux within the fluid component,
Π0 kνi ≡ Π0 kφi ≡ p0 δ ki . (4.20)
The rationale for this is the following: We have φ0 kνi = −p0 δ ki as solution of ∆φ0 kνi = 0
within B0ν that satisfies φ
0 k
νi = −p0 δ ki ≡ −Π0 kφi on ∂B0ν , cf. equations (2.18), (2.19).
This yields, due to definition (2.17), F extν i = ∂kφ
0 k
νi = −∂ip0 = 0 within the particles. In
addition, since U0ν ≡ 0 and Ω0ν ≡ 0 in equilibrium, the fictitious forces then vanish within
B0ν (cf. eq. (2.16)) so that, due to (2.15), there are no constraint forces within the particle
and we can choose cΠ
0 k
νi = 0 as solution of (2.20), (2.21) in the case of equilibrium. Al-
together this yields, due to definition (3.17), the expression (4.20) as nonconvective part
of the momentum flux in the ν th particle in case of equilibrium.
Thus, in our model the nonconvective part of the momentum flux in equilibrium is
given in the ’hydrostatic’ form p
0
δ ki for the whole system. This result accords with the
equilibrium situation when an elastic body is suspended in the fluid instead of a rigid
body. Then the stress within the elastic body has also the hydrostatic form given above,
this is pointed out in [53], p. 6.
In addition to the densities (4.11) to (4.13) of mass, momentum and energy and the
associated currents (4.14) to (4.16) in equilibrium we have, due to (3.44) and (3.45),
c0ℵ5 = σ
0
ℵ = ρ
0
ℵ s
0
ℵ (4.21)
I0 kℵ5 = σ
0
ℵ u
0k
ℵ +
Q0kℵ
T 0ℵ
= 0 (4.22)
as constitutive expressions for the entropy density and entropy current of the fluid and
the particles in equilibrium. The entropy currents vanish since Q0kℵ = 0, cf. equation
(4.18), and u0kℵ = 0.
The constitutive relations R0ℵα, α ∈ {0}∪4, for the sources of mass, momentum and en-
ergy in equilibrium are taken as zero since the system is isolated. Because in equilibrium
the entropy of the fluid-particle system takes its maximum value, we have R0ℵ5 ≡ 0 for the
entropy production rates in equilibrium, as already stated before in this subsection and
in agreement with the explicit expressions (3.48), (3.49).
One easily verifies that the equilibrium constitutive relations given in this subsection
fulfil the properties (4.6) to (4.8) of a steady-state solution of the balance (3.1) since the
given constitutive expressions c0ℵα of the densities are time-independent, the constitutive
expressions I0 kℵα of the currents are constant in the whole system with I
0 k
να ≡ I0 kφα and the
sources R0ℵα vanish.
4.1.2. First order approximation
Now we consider perturbations of equilibrium. Let global densities (3.2), currents (3.3)
and production-rates (3.4) be given that are supposed to obey the global balances (3.1).
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The deviation of these densities, currents and production-rates from equilibrium as sta-
tionary reference state is supposed to be small in the following sense: The constituting
densities, currents and production rates in each component take the form
cℵα = c
0
ℵα + δcℵα , I
k
ℵα = I
0 k
ℵα + δI
k
ℵα , Rℵα = R
0
ℵα + δRℵα (4.23)
where deviations δcℵα, δI
k
ℵα , δRℵα from equilibrium values and derivatives thereof are
assumed to have a small modulus. Recall that ℵ labels the material component, i.e.
ℵ = φ or ℵ = ν. Moreover for the characteristic functions we state analogously
χℵ = χ
0
ℵ + δχℵ (4.24)
where δχℵ is assumed to be a ’small’ deviation of the characteristic function from the
one given in the reference configuration. Here ’small’ means that deviations δXν and δαν
of position- and orientation-coordinates from the reference values X0ν, α
0
ν and temporal
derivatives thereof have a small modulus. For given δχν the deviation δχφ takes the form
δχ
φ
= −
N∑
ν=1
δχν (4.25)
because of the relation (3.5). Concerning the treatment of δχν as ’small’ perturbation
the reader is reminded to the very last paragraph of section 2.3. The remarks given there
also apply to the subsequent approximations that lead to the approximate balance laws
(4.31) to (4.33). Within the meaning of a first order approximation one finds
∂t
[(
χ0ℵ + δχℵ
)
(c0ℵα + δcℵα)
]
≈ χ0ℵ∂tδcℵα + c0ℵα∂tδχℵ (4.26)
∂k
[(
χ0ℵ + δχℵ
) (
I0 kℵα + δI
k
ℵα
)] ≈ χ0ℵ∂kδI kℵα + I0 kℵα ∂kδχℵ + (I0 kℵα + δI kℵα ) ∂kχ0ℵ (4.27)(
χ0ℵ + δχℵ
)
(R0ℵα + δRℵα) ≈ χ0ℵδRℵα . (4.28)
In the previous approximations terms of second order in the perturbations are dropped
since their contribution to the total balance (3.1) can assumed to be negligibly small.
Moreover properties of the equilibrium solution have been used. Utilizing (4.15) as well
as (3.5), (4.25) and the approximations (4.26) to (4.28), an evaluation of the global bal-
ance ∂tcα + ∂kI
k
α = Rα yields:
0 = (∂tδcφα + ∂kδI
k
φα − δRφα)χ0φ +
N∑
ν=1
(∂tδcνα + ∂kδI
k
να − δRνα)χ0ν +
+
N∑
ν=1
(
(c0να − c0φα)∂tδχν + (δI kνα − δI kφα )∂kχ0ν
)
(4.29)
By means of the approximate expression (2.34) for δχν , the convention E(α
0
ν) = 1 as well
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as the relations (2.12), (2.14) for the velocity field of a rigid body (the particle index ν is
omitted there) one finds
∂tδχν (x, t) = δ
surf
ν0 (x)n
0
νl(x)
[(
∂Esl
∂α iν
(α0ν)(xs −X0νs)
)
d δα iν
dt
(t)− d δX
l
ν
dt
(t)
]
≡ −δsurfν0 (x)n0νl(x)δu lν (x, t) (4.30)
where δu lν (x, t) is the local velocity of the ν th rigid particle being in reference configura-
tion instantaneously (here evaluated for x ∈ ∂B0ν). Recall that δsurfν0 (x) denotes the surface
delta distribution and n0νl(x) the inner normal field for the surface of the ν th particle being
in reference configuration instantaneously. By combining (4.30), ∂kχ
0
ν
(x) = δsurfν0 (x)n
0
νk(x)
(cf. (2.28)) and the balance (4.29) one infers that the latter is satisfied if the subsequent
relations hold.
∂tδcφα + ∂kδI
k
φα − δRφα = 0 x ∈ Fl0 (4.31)
∂tδcνα + ∂kδI
k
να − δRνα = 0 x ∈ B0ν (4.32)
(δI kνα − δI kφα )n0νk(x)− (c0να − c0φα)n0νl(x)δu lν (x, t) = 0 x ∈ ∂B0ν (4.33)
By using linearized constitutive relations for the perturbations δcφα, δcνα, δI
k
φα , δI
k
να
of densities and currents and for the perturbations δRφα, δRνα of sources, the relations
(4.31) to (4.33) yield linear equations of motion describing (systematic) perturbations of
equilibrium of the fluid-particle system. This is done below.
Notice that equations (4.31) and (4.32) are declared within the time-independent bulk-
regions of the reference configuration; this circumstance is crucial for the generalization
of the fluctuation-theory of Hauge and Martin-Lo¨f [34] that is worked out in this thesis.
We introduce the deviations δu, δρ, δT , δTν, δUν, δΩν of local fluid velocity and local
mass density of the fluid as well as local temperature field(s) and (angular) velocities of
the particles from their constant equilibrium values by writing
u = u0 + δu = δu (4.34)
ρ = ρ
0
+ δρ (4.35)
T = T0 + δT (4.36)
Tν = T0 + δTν (4.37)
Uν = U
0
ν + δUν = δUν (4.38)
Ων = Ω
0
ν + δΩν = δΩν . (4.39)
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The colloidal suspension is supposed to be close to equilibrium, hence the deviations in-
troduced above as well as spatial derivatives of arbitrary order of the field deviations δu,
δρ, δT , δTν are assumed to be small. This is in accordance with the assumptions previ-
ously made for δcℵα, δI
k
ℵα , δRℵα, δXν and δαν. Thus, for the use of the latter deviations
in the approximate balance laws (4.31) to (4.33) we can neglect terms that are nonlinear
in δu, δρ, δT , δTν, δUν, δΩν. Doing so, we obtain from (3.6) to (3.11) the subsequent
relations (4.40) to (4.45) as linearized constitutive expressions for perturbations of den-
sities and currents of the fluid to be used in the approximate balance laws (4.31) to (4.33).
δcφ0 = δρ (4.40)
δcφi = δ(ρui) ≈ u0iδρ+ ρ0 δui = ρ0δui , i ∈ 3 (4.41)
δcφ4 = δ = δ(ρe+
1
2
ρuku
k) ≈ e0 δρ+ ρ
0
δe+
1
2
[
2 ρ
0
u0kδuk + u
0ku0kδρ
]
≈ [e0 + ρ0 C0T ] δρ+ ρ0 C0ϑ δT (4.42)
δI kφ0 = δ(ρ u
k) ≈ ρ
0
δuk + u0k δuk = ρ
0
δuk (4.43)
δI kφi = δ(ρuiu
k + Π ki ) ≈ ρ0(u0kδui + u0iδuk) + u0ku0iδρ+ δΠ ki
= δΠ ki , i ∈ 3 (4.44)
δI kφ4 = δ(u
k +Qk + Π kl u
l) ≈ 0δuk + u0k δ+ δQk + Π0 kl δul + u0lδΠ kl
= (ρ
0
e0 + p0)δu
k + δQk (4.45)
The additional label φ for fluid-related quantities is again omitted on the right-hand side.
Moreover the position of the label 0 indicating that a quantity is evaluated in equilibrium
is changed for some quantities. In (4.42) we use the following short-hand notation:
C0T :=
(
∂e
∂p
)
(p(ρ
0
, T0), T0)κ0 (4.46)
C0ϑ :=
(
∂e
∂p
)
(p(ρ
0
, T0), T0)β0 +
(
∂e
∂T
)
(p(ρ
0
, T0), T0) (4.47)
with κ
0
:=
(
∂p
∂ρ
)
(ρ
0
, T0) , β0 :=
(
∂p
∂T
)
(ρ
0
, T0) (4.48)
In equations (4.44), (4.45) δΠ ki enters as linearized fluid stress tensor (cf. (3.13)):
δΠ ki ≈ −
[
− (κ
0
δρ+ β
0
δT
)
δ ki + η0
(
∂iδu
k + ∂kδui
)
+ (ξ
0
− 2
3
η
0
)(∂rδu
r)δ ki
]
(4.49)
In equation (4.45) δQk enters as linearized heat flux of the fluid (cf. (3.12)):
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δQk = δ
(−λ∂kT) ≈ − λ0∂kδT (4.50)
C0ϑ is the specific heat at constant volume of the fluid in equilibrium. Moreover we
can express κ
0
, β
0
and C0T by more common thermodynamical quantities; one finds
κ
0
= 1/(ρ
0
κ0T ), β0 = α0/κ
0
T and C
0
T = (1/ρ
2
0)(p0 − T0α0/κ0T ) where κ0T is the isothermal
compressibility and α0 the coefficient of thermal expansion of the fluid in equilibrium.
1
For the perturbations δcνα, δI
k
να of densities and currents related to the particles we can
adopt the calculations (4.40) to (4.45) almost completely since the form of the constitutive
relations (3.6) to (3.11) and (3.12) also holds for the particles. The only differences are,
that the calorical equation of state and the thermal conductivity of a given particle only
depend on the temperature (cf. (3.16)) and that the nonconvective part of the momen-
tum flux Π kνi in general differs from the one given in the fluid (but Π
0 k
νi = p0 δ
k
i = Π
0 k
i
holds nevertheless, cf. (4.20)). Thus we obtain the subsequent (approximate) expressions
for perturbations δcνα, δI
k
να that can be used in the approximate balance laws (4.31) to
(4.33).
δcν0 = δρν (4.51)
δcνi ≈ ρ0ν δuνi , i ∈ 3 (4.52)
δcν4 ≈ e0ν δρν + ρ0ν C0ν δTν (4.53)
δI kν0 ≈ ρ0ν δu kν (4.54)
δI kνi = δΠ
k
νi , i ∈ 3 (4.55)
δI kν4 ≈ (ρ0ν e0ν + p0)δu kν + δQ kν (4.56)
In (4.53) we use, in analogy to the definition (4.47) given for the fluid, the abbreviated
notation
C0ν :=
(
∂eν
∂Tν
)
(T0) , (4.57)
C0ν is the specific heat capacity of the ν th particle in equilibrium. In equation (4.56) δQ
k
ν
enters as linearized particle heat flux (cf. (3.12)):
δQ kν ≈ −λ0ν∂kδTν (4.58)
The perturbations δuν can be expressed in terms of the perturbations δUν, δΩν of the
center-of-mass velocity and the angular velocity of the ν th particle. By using the ex-
pression (2.14) for the velocity field of a rigid body (the index ν is left out in (2.14)) and
1It is κT =
1
ρ
(
∂ρ
∂p
)
T
, α = − 1ρ
(
∂ρ
∂T
)
p
, cf. [35] p. 54. Recall that the additional index 0 indicates
that the respective quantity is evaluated in equilibrium. The expression for C0T is obtained by using
β0 = α0/κ
0
T and the fundametal relation (5.20) that provides a relationship between the thermal and
the calorical equation of state.
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neglecting the second-order term δΩ lν δX
k
ν , one obtains
δuνi(x, t) = δUνi(t) + ilkδΩ
l
ν (t)
(
xk −X0kν
)
. (4.59)
The expression (4.59) enters in (4.52), (4.54) and (4.56); it is considered as velocity field
within the ν th particle being in reference configuration instantaneously, cf. calculation
(4.30).
The perturbations δρν of the mass density of the ν th particle depend, due to the
rigidity of the particle, upon the deviations δXν and δαν describing the perturbation of
the particle’s position and orientation, cf. equation (3.26). In detail the relationship
(4.60) that is used in (4.51) and (4.53) holds up to first order in δXν and δαν. Recall
that E(α0) = 1 is assumed. Due to (3.26) we thus have (∂ρBν /∂rνl) = (∂ρ
0
ν/∂xm)δml for
the particle being in reference configuration.
δρν =
∂ρ0ν
∂xm
[
−δXνm + ∂Ekm
∂ανj
(α0)
(
xk −X0kν
)
δανj
]
(4.60)
The explicit and maybe quite complicated dependency of δΠ kνi upon the perturbations
(4.34) to (4.39) that arises because of the definition of Π kνi ≡ − (φ kνi + cΠ kνi ) given in
(sub)sections 2.2.2 and 3.1 respectively is not relevant; we only need to know the behaviour
of δΠ kνi n
0
νk on the particle surface ∂B
0
ν and the property that the divergence ∂k cΠ
k
νi of
the constraint force tensor is, by definition, nothing else but the field of constraint forces
acting in the ν th particle (cf. eq. (2.20)) whereas the other part φ kνi contributing to Π
k
νi
is symmetric. This will become apparent in the next section. There the first-order balance
equations (4.31) and (4.32) with associated coupling condition (4.33) are evaluated for
the perturbations of equilibrium that have been stated more precisely in this section.
We assume δRℵα for α ∈ {0} ∪ 4 to be zero, i.e. there are no perturbations of mass-,
momentum-, or energy-sources. Since the equilibrium values of these sources also vanish,
as asserted in the preceding section, these sources then are zero in total. This reflects
that system is considered to be isolated.
4.2. Explicit formulation of approximate balances
4.2.1. Linearized mass balance
Inserting the perturbations (4.40) and (4.43) into the balance equation (4.31) for α = 0
yields
∂tδρ+ ρ0∂kδu
k = 0 , x ∈ Fl0 (4.61)
as approximate mass balance for the fluid. Likewise we obtain, by inserting (4.51) and
(4.54) into the balance equation (4.32) for the ν th particle:
∂tδρν + ∂k(ρ
0
νδu
k
ν ) = 0 , x ∈ B0ν (4.62)
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Recall that the mass distribution ρ0ν depends on the spatial coordinates in general. By
means of (4.60) one verifies that (4.62) holds for a rigid motion; using the relation
kilδΩ
l
ν =
∂Eik
∂ανj
(α0ν)δα˙νj that follows from (2.12) (since α
0
ν is time-independent, Ω
0
ν = 0
and E(α0ν) = 1) one calculates:
∂tδρν =
∂ρ0ν
∂xm
[
−δX˙νm + ∂Ekm
∂ανj
(α0ν)
(
xk −X0kν
)
δα˙νj
]
= − ∂ρ
0
ν
∂xm
[
δUνm + mlkδΩ
l
ν
(
xk −X0kν
)]
= − ∂ρ
0
ν
∂xm
δuνm = −∂m(ρ0ν δu mν ) (4.63)
The last step holds because the divergence ∂mδu
m
ν vanishes for the rigid motion.
An evaluation of the coupling condition (4.33) for α = 0 on ∂ B0ν under consideration
of the perturbations (4.43), (4.54) and the equilibrium densities (4.11) immediately yields
n0kν δuk = n
0k
ν δuνk , x ∈ ∂B0ν (4.64)
with δuν as given in (4.59). The previous condition states that the normal component
of the velocity perturbations is continuous at the particle surfaces ∂B0ν of the reference
configuration. This reasonably implies that there is no mass flux through the boundaries
∂B0ν of adjacent components.
4.2.2. Linearized momentum balance
By evaluating for α = i ∈ 3 the general expressions (4.31), (4.32) for the bulks and
(4.33) on the particle surfaces for the involved quantities (4.41), (4.44) and (4.52), (4.55)
one obtains
ρ
0
∂tδui = −∂kδΠ ki , x ∈ Fl0 (4.65)
ρ0ν ∂tδuνi = −∂kδΠ kνi , x ∈ B0ν (4.66)
for the bulks in reference configuration with the expression (4.49) for δΠ ki and a corre-
sponding coupling condition
n0kν δΠik = n
0k
ν δΠνik , x ∈ ∂B0ν (4.67)
on the particle surfaces in reference configuration. The coupling condition (4.67) states
that the normal component of perturbations of the nonconvective part of the momentum
flux is continuous at the particle surfaces; it holds by construction (of Π kνi ) for the parti-
cles being in reference configuration instantaneously. In order to derive suitable equations
of motion for the perturbations of the kinematic variables of the particles, we integrate
(4.66) over the domain B0ν in an appropriate manner:
By means of the Gaussian Theorem and the coupling condition (4.67) integration of
the right-hand side of (4.66) yields the subsequent expression (4.68).
−
∫
B0ν
∂kδΠ
k
νi d
3x =
∫
∂B0ν
δΠ kνi n
0
νkdS =
∫
∂B0ν
δΠ ki n
0
νkdS (4.68)
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For the left-hand side of (4.66) we use the relation (4.59) and calculate∫
B0ν
ρ0ν ∂tδuνi d
3x =
dδUνi
dt
∫
B0ν
ρ0ν d
3x+  jki
dδΩνj
dt
∫
B0ν
ρ0ν (xk −Xνk)d3x︸ ︷︷ ︸
= 0
. (4.69)
The second integral in (4.69) vanishes since X0νk are the center-of-mass coordinates in
reference configuration with associated mass distribution ρ0ν. With the total mass Mν =∫
B0ν
ρ0ν d
3x of the ν th particle we conclude from the approximate balance (4.66) and the
relations (4.68), (4.69), that Newton’s equation holds in the approximate form (4.70) (with
δΠ ki as given in (4.49)) for the ν th particle being exposed to hydrodynamic surface forces.
Mν
dδUνi
dt
=
∫
∂B0ν
δΠikn
0k
ν dS (4.70)
The balance (4.66) furthermore yields the subsequent intergral relation (4.71).
ijk
∫
B0ν
ρ0ν (x
j −X0jν ) ∂tδu kν d3x = −ijk
∫
B0ν
(xj − X0jν ) ∂lδΠ klν d3x (4.71)
By means of the definition (3.17) of Π klν , which implies δΠ
kl
ν = −(δφ klν + δcΠ klν ), the
right-hand side of (4.71) can, similarly to (3.37), be treated as follows.
− ijk
∫
B0ν
(xj −X0jν ) ∂lδΠ klν d3x =
= ijk
∫
B0ν
(xj −X0jν ) ∂lδφ klν d3x+
=: I = 0︷ ︸︸ ︷
ijk
∫
B0ν
(xj −X0jν ) ∂lδcΠ klν d3x =
= ijk
∫
B0ν
∂l
(
(xj −X0jν ) δφ klν
)
d3x−
∫
B0ν
δφ klν ijk
= δ
j
l︷ ︸︸ ︷
∂l(x
j −X0jν )︸ ︷︷ ︸
= 0
d3x
= −ijk
∫
∂B0ν
n0νl (x
j −X0jν ) δφ klν dS = ijk
∫
∂B0ν
(xj −X0jν ) δΠkl n0νl dS (4.72)
The Integral I occuring in the second line of calculation (4.72) does not contribute because
the total torque exerted on the ν th particle by the constraint forces Zν vanishes for the
particle being in reference position instantaneously.2 As marked with underbraces, the
integrand of the second integral in the third line of computation (4.72) vanishes because
2In detail we can argue as follows: In general we have the unapproximated statement 0 = ijk
∫
Bν(t)
(xj−
X jν (t)) Z
k
ν d
3x = ijk
∫
Bν(t)
(xj−X jν (t))∂l cΠ klν d3x since the total torque imposed by the constraint
force Z kν vanishes. In particular this formula holds for a particle being in reference position instan-
taneously, i.e. 0 = ijk
∫
B0ν
(xj −X0jν )∂l cΠ klν d3x. As argued at the end of subsection 4.1.1 we have
cΠ
0kl
ν = 0 in equilibrium and hence ∂l cΠ
kl
ν = ∂l
(
cΠ
0kl
ν + δcΠ
kl
ν
)
= ∂lδcΠ
kl
ν holds. Thus we conclude
I = ijk
∫
B0ν
(xj −X0jν ) ∂lδcΠ klν d3x = 0.
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φ kjν (and then also δφ
kj
ν ) is symmetric and the epsilon tensor ijk is antisymmetric under
the interchange of the indices k and j. In the last step in (4.72) we make use of the
boundary conditions (2.19) for φ klν (for the particle being in reference position, the particle
index ν is omitted in (2.19)), which imply δφ kjν = −δΠkl on ∂B0ν . By means of the
expression (4.59) for the perturbations δu kν of the local velocity within the rigid particles
and the property 0 =
∫
B0ν
(xj − X0νj) ρ0ν d3x, the left-hand side of the integral relation
(4.71) can be rewritten in the form (4.73).
 jki
∫
B0ν
(xj −X0νj) ρ0ν ∂tδuνk d3x = J0 lνi
d δΩνl
dt
(4.73)
with J0 lνi = 
jk
i 
lm
k
∫
B0ν
(xj −X0νj) (xm −X0νm) ρ0ν d3x (4.74)
Since  jki 
lm
k = δ
l
i δ
jm − δ mi δjl holds, one recognizes that J0 lνi is in fact the inertia tensor
of the ν th particle being at rest in reference position.
By combining the results (4.72) and (4.73) we conclude, with respect to the integral
relation (4.71), that
J0 lνi
d δΩνl
dt
= ijk
∫
∂B0ν
(xj −X0jν ) δΠkl n0νl dS (4.75)
is valid (with δΠkl as given in (4.49)) as an approximate equation of motion for the
rotational degrees of freedom of the ν th particle being suspended in the fluid medium.
4.2.3. Linearized energy balance
Bearing in mind that for the fluid component all the equilibrium quantities labeled with 0
are constant, an evaluation of the approximate energy balance (4.31), α = 4, of the fluid
for the corresponding perturbations (4.42) of the energy density and the associated per-
turbations (4.45) of the energy current yields, in absence of energy sources, the following
relation.
0 =
[
e0 + ρ0 C
0
T
]
∂tδρ+ ρ0 C
0
ϑ ∂tδT + (ρ0e0 + p0) ∂kδu
k + ∂kδQ
k , x ∈ Fl0 (4.76)
If we make use of the linear mass balance (4.61) to eliminate the partial time derivative of
the perturbations δρ of the local mass density and use the approximate expression (4.50)
for perturbations of the heat flux, (4.76) takes the subsequent form.
ρ
0
C0ϑ ∂tδT =
[
ρ2
0
C0T − p0
]
∂kδu
k + λ0 ∂k∂
kδT , x ∈ Fl0 (4.77)
For the energy balance within the ν th particle we proceed in a similar manner. Recall
that there are no energy sources within the particles either. Inserting perturbations (4.53),
(4.56) of densities and currents into the balance (4.32), α = 4, yields equation (4.78).
0 = e0ν ∂tδρν + ρ
0
ν C
0
ν ∂tδTν + ∂k
[(
ρ0ν e
0
ν + p0
)
δu kν
]
+ ∂kδQ
k
ν , x ∈ B0ν (4.78)
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The equilibrium quantities p
0
and e0ν are constant; the divergence ∂kδu
k
ν vanishes. Thus,
by using the linear mass balance (4.62) and the approximation (4.58) for the heat flux
within the particles, equation (4.78) reduces to
ρ0ν C
0
ν ∂tδTν = λ
0
ν ∂k∂
kδTν , x ∈ B0ν . (4.79)
Equation (4.79) is the common non-stationary equation of heat conduction. The simple
structure of (4.79) that only involves perturbations δTν of the temperature field within
the ν th particle can be considered as a consequence of the fact that Π0νlk ≡ p0δlk is
symmetric and ∂lδuνk is antisymmetric under commutation of the indices k, l and hence
Π0lkν ∂lδuνk = p0∂kδu
k
ν vanishes.
By utilizing coupling condition (4.64), perturbations (4.45) and (4.56) of energy cur-
rents and the equilibrium energy densities given via (4.13), an evaluation of the coupling
condition (4.33) for α = 4 results in
n0νkδQ
k
ν = n
0
νkδQ
k , x ∈ ∂ B0ν , (4.80)
i.e. the normal component of perturbations of the heat flux is continuous at the surfaces
∂B0ν of the particles. Due to (4.50) and (4.58) we obtain (4.81) as explicit statement
involving the perturbations δT , δTν.
n0νk(λ
0
ν∂
kδTν) = n
0
νk(λ0∂
kδT ) , x ∈ ∂B0ν (4.81)
4.2.4. Linearized entropy balance
For the perturbations of entropy-related quantities around equilibrium we proceed similar
to the line of action concerning perturbations (4.40) to (4.45) and (4.51) to (4.56), that are
associated with the balances of conserved quantities of an isolated fluid-particle system.
The explicit formulation of the bulk equations (4.31) and (4.32) for the entropy balance
(α = 5) will turn out to be irrelevant for our purposes, but the approximate equation
(4.33) maybe implies further coupling conditions at the particle surfaces. Recall that the
evaluation of the coupling condition related to the non-approximated entropy balance
(as presented in subsection 3.2.4) provides the additional coupling condition (3.65) for
the unapproximated equations of motion (3.55) to (3.60) of the colloidal suspension. In
order to evaluate the approximate coupling condition for the entropy balance (α = 5),
we apply the relation (3.45) for the entropy current and calculate its deviations from the
equilibrium values as given in (4.22).
δI kℵ5 ≈ σ0ℵδu kℵ + u0kℵ δσℵ +
δQ kℵ
T0
− Q
0k
ℵ
T 20
δTℵ = σ
0
ℵδu
k
ℵ +
δQ kℵ
T0
(4.82)
With (4.64) and the equilibrium properties u0kℵ = 0, Q
0k
ℵ = 0 the approximate coupling
condition (4.33) for the entropy balance (α = 5) reduces to(
δQ kν
T0
− δQ
k
T0
)
n0νk = 0 , x ∈ ∂B0ν . (4.83)
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Finally the resulting condition (4.83) is achieved anyway since the heat flux obeys the
coupling condition (4.80) already established before.
4.3. Microhydrodynamic Equations of Motion
So far we have characterized an equilibrium state for our isolated fluid-particle system and
from approximated conservation laws of mass, momentum and energy we have derived
equations describing systematic perturbations δρ, δu, δT , δTν, δUν, δΩν of respective
equilibrium quantities. The collection of these equations, amended by two coupling con-
ditions provided from the unapproximated equations of motion given at the end of section
3.3, reads as follows.
∂tδρ+ ρ0∂kδu
k = 0 , x ∈ Fl0 (4.84)
ρ
0
∂tδui = −∂kδΠ ki , x ∈ Fl0 (4.85)
ρ
0
C0ϑ ∂tδT =
[
ρ2
0
C0T − p0
]
∂kδu
k + λ0 ∂k∂
kδT , x ∈ Fl0 (4.86)
ρ0νC
0
ν ∂tδTν = λ
0
ν ∂k∂
kδTν , x ∈ B0ν (4.87)
Mν
d δUνi
dt
=
∫
∂B0ν
δΠ ki n
0
νkdS (4.88)
J0 lνi
d δΩνl
dt
= ijk
∫
∂B0ν
(xj −X0jν ) δΠkl n0νl dS (4.89)
with
δΠ ki = −
[
− (κ
0
δρ+ β
0
δT
)
δ ki + η0
(
∂iδu
k + ∂kδui
)
+ (ξ
0
− 2
3
η
0
)(∂rδu
r)δ ki
]
(4.90)
and coupling conditions
δui(x, t) = δUνi(t) + ilkδΩ
l
ν (t)
(
xk −X0kν
)
, x ∈ ∂B0ν (4.91)
n0νk(λ
0
ν∂
kδTν) = n
0
νk(λ0∂
kδT ) , x ∈ ∂B0ν (4.92)
δT = δTν , x ∈ ∂B0ν (4.93)
Beyond the continuity of the normal component of the velocity field that is stated in
the coupling condition (4.64) we adapt the stick boundary condition (3.63) from the
nonlinear equations of motion given in section 3.3: Applying it to the particles being in
their reference positions instantaneously (this is the geometrical setting related to the
equations (4.84) to (4.89)) yields the linearized coupling condition (4.91). Furthermore,
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in lack of a nontrivial condition coming from (4.83) in the first-order approximation, we
resort to the exact equations and hence state the continuity (3.65) of the temperature
field also for the approximated equations, this implies (4.93) due to the definitions (4.36),
(4.37) of temperature perturbations.
In addition to the coupling conditions (4.91), (4.92) and (4.93) at the particle surfaces
we stipulate the boundary conditions (4.94) to (4.97). For the case that Sys is bounded,
these boundary conditions ensure that there is no flux of mass, momentum3 or energy
through the bounds of the system and insofar reflect the assumption that the colloidal
suspension is insulated. n denotes the outer normal on ∂F l0 ⊃ ∂Sys.
If Sys ⊂ R3 is a time-independent, bounded domain :
nkδuk = 0 , nk(λ0∂
kδT ) = 0 , nkδΠ
k
i = 0 , x ∈ ∂Sys (4.94)
If Sys = R3 :
lim
‖x‖→∞
‖x‖4 δui(x, t) = 0 , lim‖x‖→∞ ‖x‖
4
∂kδui(x, t) = 0 (4.95)
lim
‖x‖→∞
‖x‖4 δT (x, t) = 0 , lim
‖x‖→∞
‖x‖4 ∂kδT (x, t) = 0 (4.96)
lim
‖x‖→∞
‖x‖4 δρ(x, t) = 0 , lim
‖x‖→∞
‖x‖4 ∂kδρ(x, t) = 0 (4.97)
For the case that Sys = R3 the additional boundary conditions (4.95) to (4.97) are suffi-
cient conditions for volume integrals occuring in (5.29) and (5.42) (for example) to exist
and certain surface integrals on ∂R3 occuring below in some calculations (e.g. (5.35))
to vanish. Concerning these surface integrals (that emerge from an application of the
Gaussian Theorem) and the meaning of ∂Sys = ∂R3 in case that Sys = R3 we employ
the following convention: Instead of a volume integral over Fl0 we first consider a re-
spective volume integral over Fl0 ∩BRB with the finite ball BRB = {x ∈ R3| ‖x‖ < RB},
RB > 0 sufficiently large, that encloses all particles without touching them. By applying
the Theorem of Gauss to the latter integral over Fl0 ∩ BRB and subsequently passing
the limit RB → ∞ one finds that, due to the boundary conditions for ‖x‖ → ∞, the
surface integral over the outer surface ∂BRB vanishes and a respective volume integral
over Fl0 = limRB→∞(Fl
0 ∩ BRB) persists. Thus, surface integrals over the outer surface
∂Sys = ∂R3 are understood as the limit of surface integrals over ∂BRB for RB →∞. For
the sake of brevity we do not write out this limiting procedure in every case where it is
used.
The set of equations (4.84) to (4.90) for the perturbations δρ, δu, δT , δTν, δUν, δΩν
together with the coupling conditions (4.91) to (4.93) and boundary conditions (4.94)
to (4.97) are henceforth referred to as ’Microhydrodynamic Equations of Motion’ (short:
MHEM) for an isolated colloidal suspension, since these equations describe the evolution
of the microscopic structure of the colloidal suspension for perturbations around equi-
librium in detail. That means the dynamics of each particle (under consideration of its
3The equilibrium-contribution p0n to the momentum flux being present on ∂Sys is supposed to be
absorbed by the bounds of the system.
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individual shape and individual intrinsic properties as distribution of mass and heat con-
ductivity) and of the fluid is considered explicitly.
In the further course of this thesis we aim to develop an extension of the model for Brow-
nian motion presented by Hauge and Martin-Lo¨f in [34] that also treats the dynamics of
a single particle rather explicitly, in a manner that is similar to the microhydrodynamic
point of view elucidated above. The MHEM as equations of motion for the degrees of
freedom
δρ(x, t) , δu(x, t) , δT (x, t) , x ∈ Fl0 (4.98)
δTν(x, t) , x ∈ B0ν , ν ∈ N (4.99)
δUν(t) , δΩν(t) , ν ∈ N (4.100)
(that are henceforth also denoted as base variables) provide a starting point that is suited
well to tie in the argumentation of Hauge and Martin-Lo¨f and to extend and to generalize
it. In [34] only a single particle suspended in an isothermal and incompressible fluid is
considered and effects of heat conduction within the particle are neglected. In [23] Berman
has already generalized the work [34] of Hauge and Martin-Lo¨f in some points, namely
by considering also fluctuations of local temperature and local density of mass within
the fluid and by also admitting a slip boundary condition for the velocity field at the
surface of the particle. We follow Hauge and Martin-Lo¨f by applying the stick boundary
condition (4.91). As the base variables (4.98) to (4.100) reflect, we aim to establish a
description of Brownian motion in the manner of Hauge and Martin-Lo¨f that accounts for
many hydrodynamically interacting rigid particles, all hydrodynamic degress of freedom
of the fluid as well as temperature fluctuations within the particles. To achieve this aim,
the coupling conditions (4.91), (4.92) and (4.93) play a crucial role, as well as the facts
that the MHEM are linear in the base variables and that they refer to a time-independent
reference geometry (i.e. fixed positions and orientations) of the particles; the sets Fl0 and
B0ν do not depend on time. Notice that these important properties of the MHEM originate
from the a-priori assumption that δXν, δαν are small deviations for all ν ∈ N in connec-
tion with the fundamental approach to describe the balances of conserved quantities (i.e.
mass, momentum, energy) for the entire colloidal system in the language of continuous
media.4 This, in particular, required a proper characterization of the nonconvective part
Π kνi of the momentum flux within the rigid particles being exposed to hydrodynamic
surface forces and, of course, to constraint forces ensuring the particles (as continuous
medium) to remain rigid in the course of their motion.
One should keep in mind that, though the MHEM have a proper mathematical meaning,
they are only physically reasonable as long as the a-priori assumption, that the deviations
δXν, δαν are small for all ν ∈ N, is not violated. This fact basically holds for all further
considerations involving the MHEM.
4Explicitly this means the approach by way of equation (3.1) adapted from Bedeaux [18] and Bedeaux,
Albano and Mazur [19] to our fluid-particle system and the subsequent approximations for this ap-
proach in the context of thermal motion of particles (leading via equations. (4.31), (4.32), (4.33) to
the MHEM).
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So far we have not taken into account the stochastic nature of Brownian motion at all.
The MHEM are deterministic equations for the perturbations (4.98) to (4.100). In this
meaning these perturbations are ’systematic’ and are not stochastic or ’spontaneous’ fluc-
tuations. In order to incorporate the stochastic dynamics of Brownian motion similar to
Hauge and Martin-Lo¨f [34], some investigations concerning the entropy of the colloidal
suspension are necessary. These considerations are presented in the subsequent chapter.
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5.1. Second-Order Entropy
By using the entropy density of the fluid-particle system given via (3.2) (for α = 5) with
constitutive expressions (3.44), (3.46), one can cast the total entropy S of the system in
the form
S =
∫
Sys
[
σφ χφ +
N∑
ν=1
σν χν
]
d3x = Sφ +
N∑
ν=1
Sν (5.1)
with
Sφ =
∫
Sys
σφ d
3x , Sν =
∫
Sys
σν d
3x (5.2)
and
σφ ≡ σ
(
χ
φ
, cφ
)
:= χ
φ
σφ
(
cφ/χφ
)
(5.3)
σν ≡ σν (χν , cν) := χν σν (cν/χν ) (5.4)
where
cφα := χφ cφα , α ∈ {0} ∪ 4 , cφ := (cφα)α ∈ {0}∪4 (5.5)
cνα := χν cνα , α ∈ 4 , cν := (cνα)α ∈ 4 . (5.6)
The representation (5.1) to (5.6) of the total entropy S of the fluid-particle system is
geared to the work [69] of Schmitz. There Schmitz presents an expansion around equi-
librium of the total entropy of an adiabatically insulated system, more precisely a fluid
contained in a volume with deformable boundary. For the enclosed fluid Schmitz identifies
the variables cφα, together with the characteristic function χφ of the fluid, as the natural
variables that are suitable for the expansion.
Though, for the colloidal suspension considered in this thesis, neither the fluid compo-
nent nor the particles are adiabatically insulated systems, we can adapt the expansion
procedure presented in [69] for the entropies Sφ and Sν separately. Finally this leads to
a suitable approximate representation of the total entropy (5.1) of the fluid-particle sys-
tem being perturbed around equilibrium. The expansion is carried out up to the lowest
nonvanishing order in perturbed quantities, i.e. second order. It turns out that the first
order terms occuring in the expansion of the total entropy S vanish, as it should be since
the total entropy S takes its maximum value in equilibrium for our isolated system.
Remarkable about the definition of σν via relations (5.4) and (5.6) is that, for a rigid
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particle, the density cν0 = ρν is not considered as an independent thermodynamical
variable1 to be taken into account for the expansion of the entropy functional Sν and
thus, in context of the expansion, it is merely considered as a parameter-field the entropy
density σν depends on.
A detailed description of the expansion of Sφ and Sν mentioned above is presented in
appendix B; there it is also argued that we can cast the deviation ∆S of the total entropy
S (as given via (5.1)) from its equilibrium value in the approximate form (5.7).
∆S =
∫
Sys
[
χ0
φ
(
∂σ
∂cα
)0
δcα + σ
0
φ δχφ +
N∑
ν=1
(
χ0
ν
(
∂σν
∂cνα
)0
δcνα + σ
0
ν δχν
)]
d3x︸ ︷︷ ︸
= 0
+
1
2
[∫
Fl0
(
∂2σ
∂cα∂cβ
)0
δcαδcβ d
3x +
N∑
ν=1
∫
B0ν
(
∂2σν
∂cνα∂cνβ
)0
δcναδcνβ d
3x
]
(5.7)
Notice that we use the summation convention in (5.7) with α , β ∈ {0} ∪ 4 for the fluid
variables and α , β ∈ 4 for the particle variables. The superscript 0 at the brackets
enclosing partial derivatives denotes that the latter are evaluated in equilibrium. For the
densities pertaining to the fluid we omit the label φ. The first order terms in (5.7) vanish,
as marked with an underbrace. A rationale for this is also given in appendix B. Writing
down the second order terms in (5.7) explicitly (by using the relations (B.17) to (B.19)
and (B.23), (B.24)), we obtain the approximate expression (5.8) for the deviation of the
total entropy from its equilibrium value.
∆S =
1
2
∫
Fl0
d3x
[(
0
+ p
0
T 20 ρ0
(
∂T
∂ρ
)0
,pi
− 1
T0 ρ0
(
∂p
∂ρ
)0
,pi
)
δρ δρ
− 1
T0 ρ0
δpik δpik − 1
T 20
(
∂T
∂
)0
ρ,pi
δ δ︸ ︷︷ ︸
=: E1
− 2
T 20
(
∂T
∂ρ
)0
,pi
δ δρ︸ ︷︷ ︸
=: E2
]
− 1
2
N∑
ν=1
∫
B0ν
d3x
[ 1
T0 ρ0ν
δpi kν δpiνk +
1
T 20
(
∂Tν
∂ν
)0
piν
δν δν︸ ︷︷ ︸
=: E3
]
(5.8)
The subscripts at the partial derivatives denote the variables kept constant for the par-
tial differentiation. In analogy to the terminology for the mono-component adiabatically
insulated fluid system in [69], we call the expression (5.8) ’Second-Order Entropy’ (short:
1Since the specific volume and the mass density respectively stay, in contrast to the momentum density
and the density of total energy, constant in a body-fixed frame attached to a rigid particle (by definition
of rigidity), the mass density does not enter as thermodynamical variable in a local formulation of the
first law of thermodynamics within a rigid particle in context of the ”local equilibrium assumption”
and thus is not treated as thermodynamical degree of freedom of the rigid particle.
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SOE) of the colloidal suspension. It is remarkable that the SOE (5.8) refers to the
same constant reference geometry that originates from the formulation of the MHEM.
Furthermore the SOE (5.8) is not ’diagonal’ which means that there occurs the mixed
product δδρ of field variables. By transforming the independent field variables, that
means expressing the perturbations δρ, δpi, δ of fluid fields in terms of the perturbations
δρ, δpi, δT (cf. [42], p. 10) and the perturbations δpiν, δν referring to the particles in
terms of δpiν, δTν, we obtain a ’diagonal’ expression for the SOE that can subsequently
be turned into a diagonal form depending on the perturbations (4.98) to (4.100) (being
the degrees of freedom described by the MHEM) with little effort.
Let us consider a first transformation of the terms E1, E2 in (5.8) referring to the fluid.
In order to replace the perturbations of the field of total energy, we can write up to first
order in the perturbations (terms of higher order are not relevant and are neglected):
δ =
(
∂
∂ρ
)0
T,pi
δρ+
(
∂
∂pik
)0
ρ,T
δpik +
(
∂
∂T
)0
ρ,pi
δT (5.9)
Considering the constitutive relations (3.8), (3.9) for the fluid together with (3.15), one
evaluates for equilibrium: (
∂
∂pik
)0
ρ,T
=
pi0k
ρ
0
= 0 (5.10)
With (5.9) and (5.10) the expression E1 in (5.8) can be cast in the subsequent form (5.11).
E1 =
1
T 20
[(∂T
∂
)0
ρ,pi
(
∂
∂ρ
)0
T,pi
(
∂
∂ρ
)0
T,pi
δρδρ +2
(
∂
∂ρ
)0
T,pi
δρδT +
(
∂
∂T
)0
ρ,pi
δTδT
]
(5.11)
Useful are the following common relations (having the same mathematical structure):(
∂T
∂
)0
ρ,pi
(
∂
∂ρ
)0
T,pi
= −
(
∂T
∂ρ
)0
,pi
,
(
∂
∂T
)0
ρ,pi
(
∂T
∂ρ
)0
,pi
= −
(
∂
∂ρ
)0
T,pi
(5.12)
With (5.12) the relation (5.11) for E1 finally reduces to the subsequent expression (5.13).
E1 = − 1
T 20
(
∂T
∂ρ
)0
,pi
(
∂
∂ρ
)0
T,pi
δρδρ+
2
T 20
(
∂
∂ρ
)0
T,pi
δρδT +
1
T 20
(
∂
∂T
)0
ρ,pi
δTδT (5.13)
Analogously we can, by using the relations (5.9), (5.10) and (5.12), cast the term E2
occuring in (5.8) into the form (5.14).
E2 =
2
T 20
(
∂
∂ρ
)0
T,pi
(
∂T
∂ρ
)0
,pi
δρδρ− 2
T 20
(
∂
∂ρ
)0
T,pi
δρδT (5.14)
The transformation-procedure for the energy density of the particles can be carried out
analogously, recall that there is no dependency on the mass density of the rigid particles
to be taken into account. Up to first order we have:
δν =
(
∂ν
∂piνk
)0
Tν
δpi kν +
(
∂ν
∂Tν
)0
piν
δTν (5.15)
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With the constitutive relations (3.8), (3.9) for the ν th particle together with (3.16) we
find for the equilibrium state: (
∂ν
∂piνk
)0
Tν
=
pi0νk
ρ0ν
= 0 (5.16)
Consequently, with (5.15) and (5.16), the term E3 in (5.8) transforms as follows.
E3 =
1
T 20
(
∂ν
∂Tν
)0
piν
δTνδTν (5.17)
With the expressions (5.13), (5.14) and (5.17) for E1, E2 and E3 respectively the SOE (5.8)
can be cast in the subsequent ’diagonal’ form (5.18). The terms in E1 and E2 involving
the product δρδT cancel.
∆S =
1
2
∫
Fl0
d3x
[(
0
+ p
0
T 20 ρ0
(
∂T
∂ρ
)0
,pi
− 1
T0ρ0
(
∂p
∂ρ
)0
,pi
− 1
T 20
(
∂T
∂ρ
)0
,pi
(
∂
∂ρ
)0
T,pi
)
︸ ︷︷ ︸
=: E4
δρ δρ
− 1
T0ρ0
δpik δpik − 1
T 20
(
∂
∂T
)0
ρ,pi
δTδT
]
− 1
2
N∑
ν=1
∫
B0ν
d3x
[ 1
T0ρ0ν
δpi kν δpiνk +
1
T 20
(
∂ν
∂Tν
)0
piν
δTνδTν
]
(5.18)
The term E4 in the representation (5.18) of the SOE can be simplified considerably by
some thermodynamical calculations. By means of the constitutive relations (3.8), (3.9)
and (3.15) for the fluid component we calculate the subsequent explicit expression (5.19)
for the partial derivative (∂/∂ρ)
0
T,pi
occuring in E4.(
∂
∂ρ
)0
T,pi
= e0 + ρ0
(
∂e
∂ρ
)0
T
− pi
0k pi0k
2ρ2
0
=

0
ρ
0
+ ρ
0
(
∂e
∂ρ
)0
T
(5.19)
Recall that all quantities labeled with an additional 0 are evaluated in equilibrium. Hav-
ing regard to (3.15), the specific internal energy e is considered as function of mass density
and temperature. In combination with the thermodynamical relationship2(
∂e
∂ρ
)
T
=
p
ρ2
− T
ρ2
(
∂p
∂T
)
ρ
(5.20)
2This equation relating the thermal and calorical equation of state is also used explicitly by Fox and
Uhlenbeck in [76]. It follows from the fundamental equation
(
∂e
∂ϑ
)
T
= −p + T
(
∂p
∂T
)
ϑ
due to ϑ = 1ρ
and ρ = const ⇔ ϑ = const by using the chain rule. A derivation of the fundamental relation just
mentioned is, for example, analogously given by Morse ([65], pp. 63, 64).
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we can infer from (5.19) that(
∂
∂ρ
)0
T,pi
=

0
ρ
0
+
p
0
ρ
0
− T0
ρ
0
(
∂p
∂T
)0
ρ
(5.21)
holds. With the preceding relation the expression E4 at first instance reduces to
E4 =
1
T0ρ0
(
∂p
∂T
)0
ρ
(
∂T
∂ρ
)0
,pi
− 1
T0ρ0
(
∂p
∂ρ
)0
,pi
. (5.22)
As far as one considers ρ, pi,  as the independent variables, the relationship (5.23) is valid.(
∂p
∂ρ
)
,pi
=
(
∂p
∂ρ
)
T
+
(
∂p
∂T
)
ρ
(
∂T
∂ρ
)
,pi
(5.23)
From (5.22) and (5.23) we conclude that the expression E4 finally can be cast in the
simple form (5.24) whereat the definition (4.48) of κ
0
is used.
E4 = − 1
T0ρ0
(
∂p
∂ρ
)0
T
≡ − κ0
T0ρ0
(5.24)
Apart from this significant simplification for E4, the expression (5.18) can further be mod-
ified so that we finally obtain a diagonal quadratic form in the base variables (4.98) to
(4.100) for the SOE:
Firstly, we calculate for the fluid component by means of the constitutive relations (3.8),
(3.9) together with the equations of state (3.15) and the definitions (4.47) and (4.48):(
∂
∂T
)0
ρ,pi
= ρ
0
(
∂e
∂T
)0
ρ
= ρ
0
C0ϑ (5.25)
Notice that (∂e/∂T )
0
ρ
equals the right-hand side of (4.47) as far as ρ and T are considered
as the independent variables of the specific internal energy e of the fluid. Similarly we
compute for the particles by using the constitutive expressions (3.8), (3.9) and the equa-
tion of state (3.16) as well as the definition (4.57) of C0ν :(
∂ν
∂Tν
)0
piν
= ρ0ν
(
∂eν
∂Tν
)0
= ρ0ν C
0
ν (5.26)
Secondly, we express perturbations of the momentum density in terms of the velocity
perturbations. Since u0ℵk = 0 for all material components (ℵ = φ, ν), the subsequent
relation holds up to first order.
δpiℵk = δ (ρℵ uℵk) = ρ
0
ℵ δuℵk + u
0
ℵkδρℵ = ρ
0
ℵ δuℵk (5.27)
In particular, by means of (4.59), we can express the perturbations of the velocity field
within the rigid particles in terms of the perturbations (4.100) of the kinematical variables
of the particles. Then, the volume integral of the term in (5.18) that involves δpiνk δpi
k
ν
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can be rewritten in the form (5.28). This expression is in fact the perturbation of entropy
associated with a perturbation of the kinetic energy of the ν th particle:
− 1
2
∫
B0ν
d3x
1
T0ρ0ν
δpi kν δpiνk = −
1
2
∫
B0ν
d3x
ρ0ν
T0
δu kν δuνk =
= − 1
2T0
(∫
B0ν
d3x ρ0ν
)
︸ ︷︷ ︸
≡ Mν
δU kν δUνk −
1
T0
klm δU
k
ν δΩ
l
ν
∫
B0ν
d3x ρ0ν (x
m −X0mν )︸ ︷︷ ︸
= 0
− 1
2T0
klm
kijδΩ lν δΩνi
∫
B0ν
d3x ρ0ν
[
(xm −X0mν )
(
xj −X0νj
) ]
= − 1
2T0
[
MνδU
k
ν δUνk + δΩ
l
ν J
0 i
νl δΩνi
]
(5.28)
Again, the last integral in the second row of the previous calculation vanishes since ν0X is
the vector of center-of-mass coordinates of the ν th particle. In the last step the inertia
tensor J0 iνl of the ν th particle is introduced in a manner that has already been used in
calculation (4.73).
Finally, with the simple expression (5.24) for E4 and the calculations (5.25) to (5.28),
we can cast the expression (5.18) for the SOE in the form (5.29).
∆S = − 1
T0
N∑
ν=1
[1
2
MνδU
k
ν δUνk +
1
2
δΩνl J
0li
ν δΩνi
]
− 1
2
N∑
ν=1
∫
B0ν
d3x
ρ0νC
0
ν
T 20
δTνδTν
− 1
2
∫
Fl0
d3x
[ κ
0
T0ρ0
δρ δρ+
ρ
0
T0
δuk δuk +
ρ
0
C0ϑ
T 20
δTδT
]
(5.29)
The preceding formulation of the SOE exactly involves those degrees of freedom that
match to the MHEM, namely the base variables (4.98) to (4.100). Moreover the SOE
(5.29) is diagonal in the base variables, this plays an important role for the construction
of appropriate random forces in context of thermal motion in the sixth chapter. Observe
that the SOE (5.29) is negative definite3 in the base variables, this reflects the fact that the
total entropy S takes its maximum value in equilibrium. It is compatible with the MHEM
not only since it is formulated for the same degrees of freedom (4.98) to (4.100): The SOE
(5.29) refers to the same time-independent reference geometry and in combination with
the MHEM one can derive a meaningful expression for the rate of entropy production
d∆S/dt of the colloidal suspension, as presented in the next section.
3Referring to this it is particularly important that κ0 , C
0
ϑ and C
0
ν are positive quantities and that the
inertia tensor J0liν is positive definite.
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5.2. Entropy production
We are interested in an appropriate form of the rate of entropy production d∆S/dt emerg-
ing from the SOE (5.29) that refers to the same degrees of freedom as the MHEM. To
simplify the following computations, we write the SOE in the subsequent additive form
∆S = −∆Sφ −∆SpartT −∆Spartkin (5.30)
with
∆Sφ :=
1
2
∫
Fl0
d3x
[ κ
0
T0ρ0
δρ δρ+
ρ
0
T0
δuk δuk +
ρ
0
C0ϑ
T 20
δTδT
]
(5.31)
∆SpartT :=
1
2
N∑
ν=1
∫
B0ν
d3x
ρ0ν C
0
ν
T 20
δTνδTν (5.32)
∆Spartkin :=
1
T0
N∑
ν=1
[1
2
Mν δU
k
ν δUνk +
1
2
δΩνlJ
0li
ν δΩνi
]
. (5.33)
We first calculate the contributions d∆Sφ/dt, d∆S
part
T /dt, d∆S
part
kin /dt to the entropy pro-
duction d∆S/dt separately, by means of the MHEM. For a single fluid component this is
also done formally by Schmitz in [69]. It turns out that the coupling conditions (4.91)
to (4.93) and the boundary conditions (4.94) to (4.97) belonging to the MHEM play a
crucial role in order to obtain a meaningful expression for the rate of entropy production
in the fluid-particle system.
d∆Sφ
dt
=
∫
Fl0
d3x
[ κ
0
T0ρ0
δρ∂tδρ+
ρ
0
T0
δuk∂tδuk +
ρ
0
C0ϑ
T 20
δT∂tδT
]
=
∫
Fl0
[
−∂l
(
1
T0
δukδΠ
kl
)
+ ∂k
(
λ0
T 20
δT∂kδT
)]
d3x−
∫
Fl0
λ0
T 20
(∂kδT )
(
∂kδT
)
d3x
+
∫
Fl0
[ 1
T 20
(ρ2
0
C0T − p0)δT∂kδuk −
κ
0
T0
δρ∂kδu
k +
1
T0
δΠkl∂lδuk
]
d3x (5.34)
The second equality is obtained by using the field equations (4.84) to (4.86) for the fluid,
extending the spatial derivatives involved in terms containing δΠkl and λ0∂
kδT over the
whole summand in which they occur and compensating the additional terms produced by
this procedure. This leads to the divergence-like integrands in the first integral of the sec-
ond row, as a preparation for the use of the Gaussian Theorem. By inserting the explicit
expression for the approximate stress tensor (4.90) into the last integral in (5.34), one
recognizes that the terms involving the densitiy perturbations δρ cancel. Then, by means
of the Gaussian Theorem we obtain from (5.34) the subsequent expression for d∆Sφ/dt
(n is the outer normal on ∂F l0):
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d∆Sφ
dt
=
∫
∂Fl0
[
− 1
T0
δukδΠ
klnl +
λ0nk∂
kδT
T 20
δT
]
dS −
∫
Fl0
λ0
T 20
(∂kδT )
(
∂kδT
)
d3x
+
∫
Fl0
1
T 20
(
ρ2
0
C0T − p0 + β0T0
)
︸ ︷︷ ︸
=: E5 = 0
δT∂kδu
k d3x
−
∫
Fl0
[η
0
T0
(
∂lδuk + ∂kδu
l
)
+
(
ξ
0
− 2
3
η
0
)
T0
(∂rδu
r) δlk
]
∂lδu
k︸ ︷︷ ︸
=: E6
d3x (5.35)
Introducing the traceless symmetrization for the partial derivatives ∂lδuk as
∂<lδuk> :=
1
2
(∂lδuk + ∂kδul)− 1
3
(∂rδu
r) δlk , (5.36)
we can cast the term E6 in the subsequent form (5.37).
E6 =
1
T0
[
2η
0
∂<lδuk>∂
<lδuk> + ξ
0
(∂rδu
r)
2
]
(5.37)
With the definitions for C0T and β0 given via (4.46) and (4.48) one recognizes that the
term E5 in (5.35) vanishes since the thermodynamical relation (5.20) of course also holds
in our particular equilibrium state. Moreover, due to the boundary conditions (4.94) to
(4.97), the surface integral in (5.35) vanishes on ∂Sys. Thus, since
∂F l0 = ∂Sys ∪˙
(⋃˙N
ν=1
∂B0ν
)
(5.38)
holds (cf. section 2.1), the surface integral in (5.35) only contributes on the particle sur-
faces. Consequently we obtain the relation (5.39).
d∆Sφ
dt
= −
∫
Fl0
[
2η
0
T0
∂<lδuk>∂
<lδuk> +
ξ
0
T0
(∂rδu
r)
2
+
λ0
T 20
(∂kδT )
(
∂kδT
)]
d3x
+
N∑
ν=1
∫
∂B0ν
[
− 1
T0
δukδΠ
klnl +
λ0nk∂
kδT
T 20
δT
]
dS (5.39)
With the definition (5.32) for ∆SpartT and the field equation (4.87) for the local tempera-
ture within the particles we obtain the expression (5.40) for d∆SpartT /dt.
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d∆SpartT
dt
=
N∑
ν=1
∫
B0ν
ρ0νC
0
ν
T 20
δTν∂tδTν d
3x =
N∑
ν=1
∫
B0ν
λ0νδTν
T 20
∂k∂
kδTν d
3x
=
N∑
ν=1
∫
B0ν
[
∂k
(
λ0ν∂
kδTν
T 20
δTν
)
− λ
0
ν
T 20
(∂kδTν)
(
∂kδTν
) ]
d3x
= −
N∑
ν=1
∫
∂B0ν
dS nk
λ0∂
kδT
T 20
δT −
N∑
ν=1
∫
B0ν
λ0ν
T 20
(∂kδTν)
(
∂kδTν
)
d3x (5.40)
In the last step we make use of the Gaussian Theorem, in this regard it is important that
the outer normal n of the fluid component is the inner normal of the ν th particle on ∂B0ν
and therefore in the last line of the calculation (5.40) the additional minus sign occurs in
front of the surface integrals. Moreover the boundary conditions (4.92) and (4.93) for the
temperature field are used in the surface integral.
Using the equations of motion (4.88) and (4.89) as well as the stick boundary condition
(4.91) for the velocity field we can cast the time derivative of ∆Spartkin (as given in (5.33))
in the subsequent form.
d∆Spartkin
dt
=
1
T0
N∑
ν=1
[
Mν δU
k
ν
d δUνk
dt
+ δΩνlJ
0li
ν
d δΩνi
dt
]
=
1
T0
N∑
ν=1
[
δU kν
∫
∂B0ν
δΠ lk n
0
νldS + 
ljk︸︷︷︸
= klj
δΩνl
∫
∂B0ν
(xj −X0νj) δΠ mk n0νm dS
]
=
1
T0
N∑
ν=1
∫
∂B0ν
δukδΠ lk nl dS (5.41)
In the first step of the preceding calculation we make use of the fact that the inertia tensor
is symmetric. In the last step the stick boundary condition enters. Recall that n0ν has
been defined as the inner unit normal on ∂B0ν in section 2.3, thus n
0
ν = n holds on ∂B
0
ν ,
as also used in the last step.
Finally, by means of the expressions (5.39), (5.40) and (5.41) for d∆Sφ/dt, d∆S
part
T /dt
and d∆Spartkin /dt respectively and the additive decomposition (5.30) of the SOE, we can
infer that the rate of entropy production in the colloidal suspension is given in the form
(5.42). Only the field variables (4.98) and (4.99) (except the density perturbations of
the fluid) contribute to the entropy production. The terms involving the kinematical
variables (4.100) of the particles drop out, this can be considered as a consequence of the
conservation of momentum in combination with the stick boundary condition (4.91) for
the velocity field.
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d∆S
dt
=
∫
Fl0
[
2η
0
T0
∂<lδuk>∂
<lδuk> +
ξ
0
T0
(∂rδu
r)
2
+
λ0
T 20
(∂kδT )
(
∂kδT
)]
d3x
+
N∑
ν=1
∫
B0ν
λ0ν
T 20
(∂kδTν)
(
∂kδTν
)
d3x (5.42)
Obviously d∆S/dt ≥ 0 holds, in accordance with the second law of thermodynamics,
since the integrand is always positive or equal to zero.4 The entropy in our isolated fluid-
particle system can only increase or at least remain constant in the course of time. For
the equilibrium state characterized in section 4.1 the rate of entropy production vanishes.5
For a colloidal suspension perturbed around equilibrium the rate of entropy production
(5.42) is a meaningful generalization of the common expression for the unapproximated
rate of entropy production in a compressible, thermally conducting fluid, cf. [76, 51] for
example; in this spirit the MHEM and the SOE in the form (5.29) are compatible since
these equations are in fact the only ingerdients that are used to derive the expression
(5.42) for the rate of entropy production.
In the next chapter the MHEM are extended by suitable random forces that reflect the
random character of thermal motion of the particles of the colloidal suspension fluctuating
around equilibrium. Beside the MHEM themselves, the results (5.29) for the SOE and
(5.42) for the rate of entropy production (in the following also referred to as dissipation
functional) are the essential implements for the construction of these random forces in a
manner similar to [34] and [23].
4Notice that, in particular, the viscosities η
0
, ξ
0
and the thermal conductivities λ0, λ
0
ν must be positive,
otherwise the second law of thermodynamics can be violated in nonequilibrium states. This is anal-
ogously poined out by Landau and Lifshitz [51] in context of entropy production in an unbounded,
compressible, thermally conducting fluid.
5One should be aware of the fact that a general thermodynamical equilibrium state, as far as defined via
d∆S/dt = 0 with the (approximate) rate of entropy production (5.42), is characterized by a vanishing
temperature gradient in the whole systen and a rigid motion of the fluid. This is similarly pointed
out by Schmitz in [69] for a system only consisting of one component, namely a simple fluid.
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So far we have provided the basic tools, namely the MHEM and the according expression
(5.29) for the SOE with associated dissipation functional (5.42), to generalize the work
[34] of Hauge and Martin-Lo¨f for the case of N rigid, nonisothermal particles being im-
mersed in a compressible, nonisothermal fluid. In this chapter we tie in the line of action
presented in [34] and establish linear Langevin equations describing the random dynam-
ics of the colloidal suspension. These equations have the same microhydrodynamic point
of view as the MHEM since they originate from the MHEM by simply supplementing
appropriate random forces. Hence we call them Microscopic Langevin Equations (short:
MILE). The random forces modeling stochastic fluctuations around equilibrium can be
constructed by means of the thermodynamical properties of the colloidal suspension since,
as pointed out by Einstein [3] and Onsager [46], the latter are closely related to the sta-
tistical properties of the system.
6.1. Extension of the Microhydrodynamic Equations
of Motion
6.1.1. Introduction of random forces
From a classical point of view the myriad of microscopic degrees of freedom1 of the fluid
and the particles determine, at least in principle, the dynamics of the macroscopic ob-
servables δu, δρ, δT , δTν but the entire microscopic state is not describable explicitly in
practice. Therefore, it seems to be a natural consequence that the few macroscopic observ-
ables δu, δρ, δT , δTν additionally suffer from fluctuations that are reasonably considered
to be random on the macroscopic level of description. This is the common point of view
of Classical Statistical Mechanics and Nonequilibrium Thermodynamics. With respect
to this, the MHEM only describe the average dynamical behaviour of the base variables
(4.98) to (4.100) within the meaning of Onsager’s Regression Hypothesis [46, 47]. Note
that, in contrast to the kinematical variables δUν, δΩν of the particles, the field variables
have underlying microscopic dynamics that is, as elucidated above, considered to be re-
sponsible for their random fluctuations. In this thesis the stochastical dynamics of the
quantities δUν, δΩν (that basically is Brownian motion in its original meaning) is caused
1One should not mix up the meaning of ’microscopic’ on the level of the colloidal suspension on the one
hand and on the level of the fluid component (or the particles) on the other: Referring to the fluid,
the microscopic degrees of freedom are meant as the degrees of freedom for individual fluid molecules
the fluid consists of. On the level of the colloidal suspension the rigid particles can be considered to
constitute the suspension in a similar manner as the fluid molecules constitute the fluid. In this sense
degrees of freedom δu, δρ, δT that are macroscopic on the fluid-level are microscopic on the level of
the colloidal suspension, this is also suggested by the denotation ’Microhydrodynamic Equations of
Motion’.
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by the stochastic fluctuations of the field variables δu, δρ, δT , δTν since these field vari-
ables couple with δUν, δΩν, as described by the MILE to be established in this chapter.
This point of view is very similar to Einstein’s interpretation of Brownian motion given
in [1] whereby the Brownian motion of colloidal particles is caused by the thermal motion
of fluid molecules.
In order to incorporate the stochastic fluctuations into the MHEM, we proceed similarly
to Hauge and Martin Lo¨f in [34] and add random forces to the MHEM in an appropriate
manner that is basically nothing else but the approach of Fluctuating Hydrodynamics
[50] proposed by Landau and Lifshitz for stochastic fluctuations in a fluid. We introduce
a random stress tensor S li and random heat fluxes H
l, H lν and define associated random
’forces’2 fi, w and wν as follows.
fi(x, t) ≡ ∂lS li (x, t) , w(x, t) ≡ ∂lH l(x, t) x ∈ Fl0 (6.1)
wν(x, t) ≡ ∂lH lν (x, t) x ∈ B0ν (6.2)
If Sys ⊂ R3 is a time-independent, bounded domain :
S li (x, t) = 0 , x ∈ ∂F l0 (6.3)
H l(x, t) = 0 , x ∈ ∂Sys (6.4)
H lν (x, t) n
0
νl = H
l(x, t) n0νl x ∈ ∂B0ν (6.5)
If Sys = R3 :
S li (x, t) = 0 , H
l
ν (x, t) n
0
νl = H
l(x, t) n0νl , x ∈ ∂B0ν (6.6)
The fluxes S li , H
l, H lν and related forces fi, w, wν are assumed to be bounded every-
where. Moreover the random stress S li and the random heat fluxes H
l, H lν are supposed
to be Gaussian with a white noise spectrum and vanishing mean. Thus they are uniquely
determined by specifying their correlations of second order, this is going to be achieved
in the subsequent section. Then the random forces fi, w and wν that result from S
l
i , H
l,
H lν are also Gaussian with vanishing mean since they depend linearly on S
l
i , H
l, H lν .
The second-order correlations of the random forces can easily be calculated from those of
S li , H
l, H lν . The property to have a white spectrum transfers from the random stresses
and random heat fluxes to the random forces fi, w and wν.
By adding in the MHEM the force fi on the right-hand side of the momentum balance
(4.85) and the (thermodynamical) force w on the right-hand side of the energy balance
(4.86) for the fluid as well as the (thermodynamical) force wν on the right-hand side
of the energy balance (4.87) for the ν th particle, the MHEM are converted into linear
Langevin equations describing a stochastic evolution of the base variables δu, δρ, δT ,
δTν, δUν and δΩν as a linear, stationary Gauss-Markov process. The collection of these
2Though w and wν do not have the physical meaning of a force and f is a force density, we denote w,
wν and f as random forces for simplicity.
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equations, the MILE, is given at the end of this chapter, cf. equations (6.56) to (6.70).
In case of a system of finite extent, we implicitly assume with the characterization (6.1)
to (6.6) of fi, w and wν in terms of S
l
i , H
l, H lν that the subsequent integral relations hold.∫
Fl0
fi(x, t)d
3x = 0 (6.7)∫
Fl0
w(x, t)d3x +
N∑
ν=1
∫
B0ν
wν(x, t)d
3x = 0 (6.8)
These relations state that the total force exerted by the random force on the fluid as well
as the total power of the (thermodynamical) random forces w, wν vanish for a system of
finite extent.
Random forces are only introduced in those field equations of the MHEM that contain
dissipative terms (involving the transport coefficients η
0
, ξ
0
, λ0 and λ
0
ν), there is no random
force for the equation (4.84) decribing the conservation of fluid mass. The deeper reason
for this becomes apparent in the course of the explicit construction of the random forces in
subsection 6.2.2 where the dynamical correlations of second order of the Gaussian random
forces are related to the dissipation functional by a fluctuation-dissipation theorem: Since
the dissipation functional d∆S/dt as given in (5.42) only involves the gradients of δu and
δT , δTν but not the gradient of the mass density δρ of the fluid, there is no random force
for the balance of fluid mass to be taken into account.
6.1.2. Decomposition of field variables
Before taking a closer look at the construction of the random forces, it is advantageous to
introduce a notation that reflects, to a certain extent, Onsager’s Regression Hypothesis:
Similar to Hauge and Martin-Lo¨f [34] and Keizer [39], p. 67, we split the field variables
into a deterministic and a random part by writing
δu = δu + δu˜ , δρ = δρ+ δρ˜ , δT = δT + δT˜ , δTν = δT ν + δT˜ν (6.9)
where the average, systematic perturbations (’average’ is understood in the meaning of
Onsager’s Regression Hypothesis, cf. [46, 47]) are marked with an overline and stochastic
fluctuations with a tilde. In the intent of the Regression Hypothesis the deterministic
perturbations δu, δρ, δT , δT ν and the kinematic vartiables δUν, δΩν of the particles obey
the MHEM, the overline for the field-perturbations is omitted in the MHEM.
As Hauge and Martin-Lo¨f do in [34], we state two distinct sets of equations for the de-
terministic perturbations and stochastic field-fluctuations respectively. The deterministic
perturbations are assumed to obey the following equations (6.10) to (6.21); we stipulate
the field equations
∂tδρ+ ρ0∂kδu
k = 0 , x ∈ Fl0 (6.10)
ρ
0
∂tδui = −∂kδΠ ki , x ∈ Fl0 (6.11)
ρ
0
C0ϑ ∂tδT =
[
ρ2
0
C0T − p0
]
∂kδu
k + λ0 ∂k∂
kδT , x ∈ Fl0 (6.12)
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ρ0ν C
0
ν ∂tδT ν = λ
0
ν ∂k∂
kδT ν , x ∈ B0ν (6.13)
with the stress tensor
δΠ
k
i = −
[
− (κ
0
δρ+ β
0
δT
)
δ ki + η0
(
∂iδu
k + ∂kδui
)
+ (ξ
0
− 2
3
η
0
)(∂rδu
r)δ ki
]
(6.14)
for deterministic field-perturbations and the subsequent coupling and boundary condi-
tions:
δui(x, t) = δUνi(t) + ilkδΩ
l
ν (t)
(
xk −X0kν
)
, x ∈ ∂B0ν (6.15)
n0νk(λ
0
ν∂
kδT ν) = n
0
νk(λ0∂
kδT ) , x ∈ ∂B0ν (6.16)
δT = δT ν , x ∈ ∂B0ν (6.17)
If Sys ⊂ R3 is a time-independent, bounded domain :
nkδuk = 0 , nk(λ0∂
kδT ) = 0 , nkδΠ
k
i = 0 , x ∈ ∂Sys (6.18)
If Sys = R3 :
lim
‖x‖→∞
‖x‖4 δui(x, t) = 0 , lim‖x‖→∞ ‖x‖
4
∂kδui(x, t) = 0 (6.19)
lim
‖x‖→∞
‖x‖4 δT (x, t) = 0 , lim
‖x‖→∞
‖x‖4 ∂kδT (x, t) = 0 (6.20)
lim
‖x‖→∞
‖x‖4 δρ(x, t) = 0 , lim
‖x‖→∞
‖x‖4 ∂kδρ(x, t) = 0 (6.21)
Similarly, for the stochastic field-fluctuations we formulate the subsequent field equations
∂tδρ˜+ ρ0∂kδu˜
k = 0 , x ∈ Fl0 (6.22)
ρ
0
∂tδu˜i = −∂kδΠ˜ ki + fi , x ∈ Fl0 (6.23)
ρ
0
C0ϑ ∂tδT˜ =
[
ρ2
0
C0T − p0
]
∂kδu˜
k + λ0 ∂k∂
kδT˜ + w , x ∈ Fl0 (6.24)
ρ0ν C
0
ν ∂tδT˜ν = λ
0
ν ∂k∂
kδT˜ν + wν , x ∈ B0ν (6.25)
involving the random forces fi, w, wν and the stochastic part
δΠ˜ ki = −
[
−
(
κ
0
δρ˜+ β
0
δT˜
)
δ ki + η0
(
∂iδu˜
k + ∂kδu˜i
)
+ (ξ
0
− 2
3
η
0
)(∂rδu˜
r)δ ki
]
(6.26)
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of the fluid stress tensor referring to the stochastic field-fluctuations and the subsequent
coupling and boundary conditions.
δu˜i(x, t) = 0 , x ∈ ∂B0ν (6.27)
n0νk(λ
0
ν∂
kδT˜ν) = n
0
νk(λ0∂
kδT˜ ) , x ∈ ∂B0ν (6.28)
δT˜ = δT˜ν , x ∈ ∂B0ν (6.29)
If Sys ⊂ R3 is a time-independent, bounded domain :
nkδu˜k = 0 , nk(λ0∂
kδT˜ ) = 0 , nkδΠ˜
k
i = 0 , x ∈ ∂Sys (6.30)
Stochastic fluctuations δρ˜, δu˜, δT˜ , δT˜ν and derivatives thereof are assumed to be bounded
everywhere. For given velocities δUν, δΩν and given random forces fi, w and wν the
deterministic equations (6.10) to (6.21) and the stochastic equations (6.22) to (6.30) are
independent sets of field equations and boundary conditions where the particle velocities
and the random forces respectively appear as driving terms. By adding corresponding
equations3 (similar to [34] and [39], p. 67), the field equations (6.56) to (6.59) as well
as the coupling and boundary conditions (6.63) to (6.66) of the MILE are obtained since
the equations involved are linear in the perturbations. Recall that, in particular, δΠ ki =
δΠ
k
i + δΠ˜
k
i holds.
The decomposition of field variables presented in this subsection is, on the one hand,
important for the contraction-procedure (carried out in the seventh chapter) that yields a
description of the stochastic dynamics of the kinematic variables (4.100) of the particles
without explicit regress to the field variables (4.98), (4.99). On the other hand, it is a
necessary preparation for the construction of the random forces on the level of the MILE in
analogy to Hauge and Martin-Lo¨f [34] by means of the SOE and the dissipation functional:
Since the dissipation functional has been derived by using, beside of the SOE, the MHEM
that are, as elucidated in this chapter in reference to Onsager’s Regression Hypothesis,
equations for the average dynamics, i.e. for δu, δρ, δT , δT ν and the kinematic variables
δUν, δΩν,
4 the SOE (5.29) and the associated dissipation functional (5.42) consequently
are also valid for the average dynamics and the overline for the field variables is also
omitted in the formulae (5.29), (5.42) for the SOE and the dissipation functional.
6.2. Construction of the random forces
6.2.1. Description of the construction method
The contents presented in this subsection are adopted from Hauge and Martin-Lo¨f [34]
without remarkable changes. We briefly elucidate the procedure of constructing the ran-
3That means the addition of equations (6.10) and (6.22), (6.11) and (6.23), (6.12) and (6.24), (6.13) and
(6.25), (6.14) and (6.26), (6.15) and (6.27),(6.16) and (6.28), (6.17) and (6.29), as well as respective
equations in (6.18) and in (6.30).
4Recall that the overline over the field variables is omitted in the MHEM
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dom forces fi, w and wν by considering a linear, stationary Gauss-Markov process
a : R −→ Rn : t 7−→ a(t) (6.31)
for n ∈ N as finite-dimensional analogon to the stochastic process described by the
MILE (6.56) to (6.61). We have the subsequent analogical form (6.32) between the vector
a(t) ∈ Rn and the base variables (4.98) to (4.100) describing the colloidal suspension.
a(t) =̂
[
(δρ(x, t))x ∈ Fl0 , (δui(x, t))x ∈ Fl0 , (δT (x, t))x ∈ Fl0 , (δTν(x, t))x ∈ B0ν ,
δUνi(t), δΩνi(t)
]
(6.32)
Since a(t) is a linear, stationary Gauss-Markov process, we can describe its stochastical
dynamics by means of a linear Langevin equation
da
dt
(t) = −Ga(t) + g(t) , (6.33)
[cf. [78], chap. VII, §§ 6 and 7], where G ∈ Rn×n is a kind of time-evolution operator
modeling the relaxation into equilibrium and g is a Gaussian random force with vanishing
mean and white-noise correlations
< g(t)gtr(s) >= 2Qδ(t− s) . (6.34)
Angle brackets denote an ensemble average. Q ∈ Rn×n is a symmetric, positive semidefi-
nite matrix that characterizes the correlations (6.34) which in turn determine the random
force g since it is Gaussian with vanishing mean value. Thus, on the level of the stochastic
process (6.31) the construction of the random force g is equipollent to the specification
of the matrix Q. Equation (6.33) can be considered as finite-dimensional analogon to the
MILE (6.56) to (6.61), a comparison between the MILE and (6.33) yields the following
analogical form (6.35) for the random force g on the level of the Langevin equation (6.33)
on the one hand and the random forces f , w, wν on the level of the MILE on the other hand.
g(t) =̂
[
0 ,
(
fi(x, t)
ρ
0
)
x ∈ Fl0
,
(
w(x, t)
ρ
0
C0ϑ
)
x ∈ Fl0
,
(
wν(x, t)
ρ0ν(x) C
0
ν
)
x ∈ B0ν
, 0 , 0
]
(6.35)
Because the stochastic process (6.31) is supposed to be a Gauss process, the equilibrium
probability distribution W (a) has the following form.
W (a) = c · exp
(
−1
2
atrEa
)
(6.36)
The matrix E ∈ Rn×n is assumed to be symmetric and positive definite, this is a sufficient
condition for W (a) to be normalized with scale-factor c ∈ R and the matrix E itself to
be invertible. E is related to the equilibrium (static) correlations R via
E−1 = R ≡ < aatr > . (6.37)
75
6. Microscopic Langevin Theory
Moreover one can derive the subsequent property (6.38) which relates the equilibrium
correlations R and the evolution operator G to the matrix Q that characterizes the random
force g, as pointed out in context of equation (6.34).
Q =
1
2
(GR +RGtr) (6.38)
Since, on the one hand, G models relaxation into equilibrium due to dissipative forces and
on the other hand Q characterizes fluctuating random forces that drive the system out of
equilibrium, the latter relation is commonly denoted as ’fluctuation-dissipation theorem’
for the process a(t). With respect to this, it is instructive to study the prototype (6.33) of
a linear Langevin equation for Brownian motion and the resulting fluctuation-dissipation
theorem in their perhaps most simple form, see [84].
According to a postulate of Nonequilibrium Thermodynamics stated by Einstein [3],
the SOE ∆S of our isolated fluid-particle system is related to the equilibrium distribution
W (a) via
W (a) = c · exp
(
∆S(a)
kB
)
(6.39)
where kB denotes the Boltzman constant. From (6.36) and (6.39) we obtain
∆S(a) = −1
2
kBa
trEa (6.40)
as expression that accords to the SOE (5.29). By means of Onsager’s Regression Hypoth-
esis [46, 47] we can state
da
dt
(t) = −Ga(t) (6.41)
for the decay of systematic, averaged perturbations a. In our context the latter can be ob-
tained from (6.32) by replacing the total fluctuations δu, δρ, δT , δTν of the field variables
by the systematic perturbations δu, δρ, δT , δT ν introduced in the previous subsection.
The equation (6.41) on the level of the finite-dimansional process a(t) accords to the
MHEM. Since (6.36) and (6.39) are of course also valid for the systematic perturbations,
equation (6.40) also is, i.e. ∆S(a) = − 1
2
kBa
trEa. Differentiating the latter expression
with respect to time and using the average equation (6.41) yields the relation (6.42).
d∆S
dt
(a) = −kB
2
(
datr
dt
Ea+ atrE
da
dt
)
=
1
2
kBa
tr(GtrE + EG)a (6.42)
With relations (6.37) and (6.38) the preceding equation can be cast in the form
d∆S
dt
(a) = kB(Ea)
trQ(Ea) . (6.43)
With the formulae presented above, the construction of the random forces can in principle
be achieved as follows:
1. For given SOE ∆S(a) one can identify the matrix E and Ea respectively from
equation (6.40).
2. For given dissipation functional (d∆S/dt) (a) the matrix Q can be identified from
(6.43) as far as the expression Ea is known.
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3. According to (6.34), the matrix Q determines the random force correlations and
finally the Gaussian random force g.
With the expressions (5.29), (5.42) for the SOE ∆S and the associated dissipation func-
tional d∆S/dt we carry out the preceding three steps in the following subsection. This
leads to explicit expressions for the correlations of the random stress S li and random heat
fluxes H l, H lν , that constitute the random forces fi, w and wν for the colloidal suspension
according to equations (6.1) to (6.6), and moreover to a fluctuation-dissipation theorem
characterizing the correlations of the random forces.
6.2.2. Execution of the construction method
With respect to the analogical form (6.32) involving the base variables, we can identify
the analogon to the matrix E from the SOE (5.29) and hence can cast Ea in the following
form (the notation is similar to that used in equation (6.32)):
Ea(t) =̂
1
kBT0
[(κ
0
ρ
0
δρ(x, t)
)
x ∈ Fl0
,
(
ρ
0
δui(x, t)
)
x ∈ Fl0 ,
(
ρ
0
C0ϑ
T0
δT (x, t)
)
x ∈ Fl0
,
(
ρ0ν(x) C
0
ν
T0
δT ν(x, t)
)
x ∈ B0ν
, MνδUνi(t), J
0k
νi δΩνk(t)
]
(6.44)
Observe that it is an enormous advantage for the identification of Ea that the SOE (5.29)
is diagonal in the field variables (4.98), (4.99). This property also facilitates further
calculations considerably. With a slight modification, by means of the correlations (6.34)
and the fact that E is symmetric, we can cast equation (6.43) into the form (6.45) that
involves the random force g rather than the correlation matrix Q.
δ(t1 − t2)d∆S
dt
(a(t)) = kB(Ea(t))
tr [δ(t1 − t2)Q] (Ea(t))
=
kB
2
< (gtr(t1)Ea(t))
tr
(gtr(t2)Ea(t)) > (6.45)
With the analogical expressions (6.35) and (6.44) for g and Ea respectively we calculate:
gtr(s)Ea(t) =̂
1
kBT0
[ ∫
Fl0
(
fi(x, s)δu
i(x, t) +
1
T0
w(x, s)δT (x, t)
)
d3x
+
N∑
ν=1
∫
B0ν
1
T0
wν(x, s)δT ν(x, t)d
3x
]
(6.46)
By using the divergence-representation (6.1) to (6.2) of the random forces f , w, wν in con-
nection with the boundary and coupling conditions (6.3) to (6.6) and (6.15) to (6.21), the
integrals on the right-hand side of the preceding equation can, by means of the Gaussian
Theorem, be cast in the subsequent form (6.47). The surface integrals vanish due to the
boundary and coupling conditions and the assumption that the random forces as well as
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the associated fluxes Sli, H
l, H lν are bounded.∫
Fl0
(
fi(x, s)δu
i(x, t) +
1
T0
w(x, s)δT (x, t)
)
d3x+
N∑
ν=1
∫
B0ν
1
T0
wν(x, s)δT ν(x, t)d
3x =
= −
∫
Fl0
(
S ki (x, s)∂kδu
i(x, t) +
1
T0
Hk(x, s)∂kδT (x, t)
)
d3x
− 1
T0
N∑
ν=1
∫
B0ν
H kν (x, s)∂kδT ν(x, t)d
3x (6.47)
The expression d∆S/dt ≡ (d∆S/dt) (a(t)) on the left-hand side of (6.45) is given by the
dissipation functional (5.42) being evaluated for the systematic perturbations introduced
in context of the decomposition (6.9) of the field variables. Hence, by using the relation
(5.37) as done in (5.35), we can write on the one hand:
d∆S
dt
=
∫
Fl0
d3x
∫
Fl0
d3y
[ ∂δT
∂xk
(x, t)
∂δT
∂yl
(y, t)
( λ0
T 20
δklδ(x− y)
)
+
+
∂δui
∂xk
(x, t)
∂δuj
∂yl
(y, t)
(η
0
T0
(δklδij + δkjδil) +
(ξ
0
− 2/3η
0
)
T0
δikδjl
)
δ(x− y)
]
+
N∑
ν=1
∫
B0ν
d3x
∫
B0ν
d3y
∂δT ν
∂xk
(x, t)
∂δT ν
∂yl
(y, t)
(λ0ν
T 20
δklδ(x− y)
)
(6.48)
By means of (6.47), (6.46), (6.45), one obtains on the other hand the subsequent fluctuation-
dissipation theorem (6.49), that relates the dynamical correlations of second order of the
random stress and the random heat fluxes to the dissipation d∆S/dt occuring in the col-
loidal suspension (which is given via (6.48)).
2kBT
4
0 δ(t1 − t2)
d∆S
dt
=
∫
Fl0
d3x
∫
Fl0
d3y
[∂δT
∂xk
(x, t)
∂δT
∂yl
(y, t) < Hk(x, t1)H
l(y, t2) > +
+ T
2
0
∂δui
∂xk
(x, t)
∂δuj
∂yl
(y, t) < S ki (x, t1)S
l
j (y, t2) >
]
+
N∑
ν=1
∫
B0ν
d3x
∫
B0ν
d3y
∂δT ν
∂xk
(x, t)
∂δT ν
∂yl
(y, t) < H kν (x, t1)H
l
ν (y, t2) >
+ terms involving mixed products of gradients of field-perturbations
that do not occur on the left-hand side (6.49)
As also pointed out similarly by Hauge and Martin-Lo¨f in [34], the formula (6.45) and
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the resultant fluctuation-dissipation theorem (6.49) respectively are a kind of prescript for
the construction of the random forces for the MILE. With respect to the representation
(6.48) of the dissipation functional d∆S/dt one recognizes that the fluctuation-dissipation
theorem (6.49) is fulfilled if one stipulates the expressions (6.50) to (6.53) for the dynamical
correlcations of second order of Sik, Hk and Hνk. The additional terms in the fluctuation-
dissipation theorem (6.49) that are not mentioned explicitly vanish anyway since on the
left-hand side only gradients of equal field-perturbations couple. This leads to (6.53).
< Sik(x, t1)Sjl(y, t2) > = 2kBT0
(
η
0
(δklδij + δkjδil) +
+ (ξ
0
− 2
3
η
0
)δikδjl
)
δ(x− y)δ(t1 − t2) , x,y ∈ Fl0 (6.50)
< Hk(x, t1)Hl(y, t2) > = 2kBT
2
0 λ0δklδ(x− y)δ(t1 − t2) , x,y ∈ Fl0 (6.51)
< Hνk(x, t1)Hνl(y, t2) > = 2kBT
2
0 λ
0
νδklδ(x− y)δ(t1 − t2) , x,y ∈ B0ν (6.52)
All other dynamical correlations of second order of the
random stress and the random heat fluxes vanish. (6.53)
In the expression (6.48) for the dissipation functional no terms involving the density-
perturbations δρ occur, this is a rationale for the fact that we do not introduce a random
’force’ for the mass balance.5
The random forces fi, w and wν are Gaussian with vanishing mean. This follows, as
explicated in subsection 6.1.1, from the ansatz (6.1), to (6.6) since we assume Sik, Hk
and Hνk to be Gaussian with vanishing mean, too. Then the statistical properties of
these quantities are completely specified via (6.50) to (6.53). In particular, by means
of the latter correlations one obtains the expressions (6.67) to (6.70) for the dynamical
second-order correlations of fi, w and wν since we have
< fi(x, t)fj(y, s) > = <
∂S ki
∂xk
(x, t)
∂S lj
∂yl
(y, s) > =
∂2
∂xk∂yl
< S ki (x, t)S
l
j (y, s) >
= 2kBT0δ(t− s)
(
η
0
(δklδij + δkjδil) + (ξ0 −
2
3
η
0
)δikδjl
)∂2δ(x− y)
∂xk∂yl
= −2kBT0δ(t− s)
([
η
0
δij∆x + (ξ0 +
1
3
η
0
)
∂2
∂xi∂xj
]
δ(x− y)
)
, (6.54)
for x,y ∈ Fl0, cf. [39], pp. 249-250. Here ∂δ(x − y)/∂yl = −∂δ(x − y)/∂xl has been
used and ∆x denotes the Laplace operator with respect to x. The other relations (6.68)
to (6.70) follow from (6.51) to (6.53) with a similar calculation. The Gaussian random
5If one introduced such a random force in a divergence-form similarly to w = ∂kH
k, the fluctuation-
dissipation theorem would yield the misleading result that the second-order correlations of the respec-
tive random flux (that is assumed to be Gaussian) must vanish.
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forces fi, w and wν for the MILE are completely determined by the correlations (6.67) to
(6.70). In particular, these relations show that the random forces fi, w and wν moreover
have a white noise spectrum. Once the properties (6.67) to (6.70) of the correlations have
been specified, one can also formulate the subsequent well-arranged fluctuation-dissipation
theorem (6.55) involving the correlations of the forces fi, w and wν rather than those of
Sik, Hk and Hνk. By inserting
6 (6.46) directly into (6.45) and using the property (6.70)
one obtains after some minor manipulations:
2kBT
2
0 δ(t1 − t2)
d∆S
dt
=
N∑
ν=1
∫
B0ν
d3x
∫
B0ν
d3y δT ν(x, t)
< wν(x, t1)wν(y, t2) >
T 20
δT ν(y, t)
+
∫
Fl0
d3x
∫
Fl0
d3y
(
δui(x, t) < f
i(x, t1)f
j(y, t2) > δuj(y, t)
+ δT (x, t)
< w(x, t1)w(y, t2) >
T 20
δT (y, t)
)
(6.55)
6.3. Microscopic Langevin Equations
With the random forces fi, w and wν constructed in the previous section, the MILE, as
an extension of the MHEM, take the form (6.56) to (6.70). The MILE describe stochastic
fluctuations of the colloidal suspension around equilibrium as linear Gauss-Markov process
from the microhydrodynamic point of view that has been introduced with the MHEM.
The Gaussian random forces have been specified in a manner that is compatible with ther-
modynamics of the colloidal suspension; this is expressed by the fluctuation-dissipation
theorem (6.49) that determines the dynamical second-order correlations of the random
stress S ki and the random heat fluxes H
k, H kν . Beside the equilibrium temperature T0
and the Boltzmann constant kB the material-specific
7 transport coefficients η
0
, ξ
0
, λ0,
λ0ν that are associated with dissipation are the characteristic quantities that enter in the
random forces.
The MILE represent a generalization of the concept of Fluctuating Hydrodynamics in-
troduced by Landau and Lifshitz [50] for a fluid medium to a colloidal suspension: The
correlations (6.50), (6.51) for the random stress and random heat flux in the fluid take the
same form as the correlations calculated by Landau and Lifshitz in absence of colloidal
particles. The additional correlations (6.52) for the random heat flux within the particles
are similar to those of the fluid.
The random fluctuations of the field variables cause a random fluctuation of the kine-
matical variables δUν, δΩν since the latter are coupled to the field variables via equations
6Recall that we interpret the expression d∆S/dt ≡ (d∆S/dt) (a(t)) in context of (6.45) to be given
by the dissipation functional (5.42) being evaluated for the systematic perturbations introduced in
context of the decomposition (6.9) of the field variables.
7Remember that these quantities also depend on the thermodynamical state.
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(6.60), (6.61). Concerning Brownian motion only the temporal evolution of the kinemati-
cal variables of the particles is of interest, in contrast to the explicit dynamics of the field
variables δρ, δu, δT and δTν. The MILE assume the form
∂tδρ+ ρ0∂kδu
k = 0 , x ∈ Fl0 (6.56)
ρ
0
∂tδui = −∂kδΠ ki + fi , x ∈ Fl0 (6.57)
ρ
0
C0ϑ ∂tδT =
[
ρ2
0
C0T − p0
]
∂kδu
k + λ0 ∂k∂
kδT + w , x ∈ Fl0 (6.58)
ρ0νC
0
ν ∂tδTν = λ
0
ν ∂k∂
kδTν + wν , x ∈ B0ν (6.59)
Mν
d δUνi
dt
=
∫
∂B0ν
δΠ ki n
0
νkdS (6.60)
J0 lνi
d δΩνl
dt
= ijk
∫
∂B0ν
(xj −X0jν ) δΠkl n0νl dS (6.61)
with
δΠ ki = −
[
− (κ
0
δρ+ β
0
δT
)
δ ki + η0
(
∂iδu
k + ∂kδui
)
+ (ξ
0
− 2
3
η
0
)(∂rδu
r)δ ki
]
, (6.62)
as well as subsequent coupling and boundary conditions.
δui(x, t) = δUνi(t) + ilkδΩ
l
ν (t)
(
xk −X0kν
)
, x ∈ ∂B0ν (6.63)
n0νk(λ
0
ν∂
kδTν) = n
0
νk(λ0∂
kδT ) , x ∈ ∂B0ν (6.64)
δT = δTν , x ∈ ∂B0ν (6.65)
If Sys ⊂ R3 is a time-independent, bounded domain :
nkδuk = 0 , nk(λ0∂
kδT ) = 0 , nkδΠ
k
i = 0 , x ∈ ∂Sys (6.66)
The Gaussian random forces fi, w and wν with vanishing mean value are
completely specified by their dynamical correlations of second order:
< fi(x, t)fj(y, s) > = −2kBT0δ(t− s)
([
η
0
δij∆x +
+ (ξ
0
+
1
3
η
0
)
∂2
∂xi∂xj
]
δ(x− y)
)
, x,y ∈ Fl0 (6.67)
< w(x, t)w(y, s) > = −2kBT 20 λ0δ(t− s)∆xδ(x− y) , x,y ∈ Fl0 (6.68)
< wν(x, t)wν(y, s) > = −2kBT 20 λ0νδ(t− s)∆xδ(x− y) , x,y ∈ B0ν (6.69)
All other second-order correlations of fi, w, wν vanish. (6.70)
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Langevin Equations, Transition to
Conventional Brownian Dynamics
In this chapter those degrees of freedom occuring in the MILE that are not of interest in
context of Brownian dynamics of the colloidal particles shall be eliminated. That means
the effective random dynamics of the kinematical variables δUν, δΩν shall be described
without explicit regress to the field variables δρ, δu, δT and δTν. This elimination-
procedure will furthermore be referred to as ’contraction’ and results in the Macroscopic
Langevin Equations (short: MALE) as stochastic equations of motion for the kinematical
variables of the particles alone, being valid on a finite time interval. An iterative use of
the MALE is introduced that provides a transition to Brownian dynamics.
7.1. The contraction-procedure: Line of action
In the course of the contraction-procedure we make use of a compact notation similar to
that in [34] by defining the subsequent quantities (7.1) to (7.3). The kinematic variables
of the ν th particle as well as its mass and its inertia tensor are combined as follows.
bν := (δUνj, δΩνl)
tr
, Lν :=
(
Mνδij 0
0 J0νkl
)
(7.1)
Lν is also referred to as inertia matrix of the ν th particle. Moreover, with δΠ
k
i , δΠ˜
k
i
as given in equations (6.14), (6.26), we define the systematic and stochastic generalized
hydrodynamic force hν and h˜ν respectively acting on the ν th particle that is assumed to
perform thermal motion around its reference position (characterized by the set B0ν):
hν(t) :=
( ∫
∂B0ν
δΠ
ik
nk dS , 
klm
∫
∂B0ν
(xl −X0νl) δΠ
r
m nr dS
)tr
(7.2)
h˜ν(t) :=
( ∫
∂B0ν
δΠ˜ik nk dS , 
klm
∫
∂B0ν
(xl −X0νl) δΠ˜ rm nr dS
)tr
(7.3)
As before, n denotes the outer normal on ∂F l0. Since we have δΠ
k
i = δΠ
k
i + δΠ˜
k
i , the
balances of linear and angular momentum (6.60), (6.61) occuring in the MILE can then,
by means of the short-hand notation (7.1), (7.2) and (7.3), be cast in the concise form1
1The equation (7.4) that makes use of the definitions (7.1) to (7.3) at first has to be read as a matrix
equation in the actual linear algebraic meaning. Subsequently Einstein’s summation convention has
to be used for the latin indices. Then there remain the free latin indices i, k ∈ 3 so that the left-
and right-hand side of equation (7.4) actually are vectors consisting of six components.
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Lν
dbν
dt
= hν + h˜ν . (7.4)
The further line of action to obtain a description of the effective dynamics of the kine-
matical variables of the particles is, as already adumbrated, geared to the work [34] of
Hauge and Martin-Lo¨f. One essential task is to derive a representation
hν(t) = −
N∑
µ=1
∫ t
t0
Γνµ(t− s) bµ(s) ds , tmax > t ≥ t1 > t0 (7.5)
of the systematic generalized force hν in terms of the kinematical variables bµ of the parti-
cles and the quantity Γνµ that will be introduced as ’N-particle friction kernel’. Equation
(7.5) can be considered as a generalization of Stokes’ law of friction that incorporates
hydrodynamic memory-effects; the N-particle friction kernel is a generalization of the
Stokesian friction coefficient. Recall that the term ”hydrodynamic memory-effects” is a
crude circumscription for the fact that the values of field variables at a certain instant
of time as well as the motion of the immersed particles over a subsequent period of time
have influence on the field variables and consequently on hydrodynamic forces and torques
acting on the particles at later times. The times t1, tmax will be determined by the require-
ment that the components of δXν(t) and δαν(t) are sufficiently small
2 for all ν ∈ N and
for all times t ∈ (t1, tmax). For these times the representation (7.5) for hν(t) will be con-
sidered as physically relevant and, in particular, it will be used for times t in (tinit, tmax),
for a certain time tinit ∈ (t1, tmax), as a more or less good approximation in the following
sense: Hydrodynamic memory-effects that originate from the dynamics of the colloidal
suspension (and in particular of the velocities bν) occuring for times in (t0, t1) and for even
earlier times before t0 in general have influence on the systematic hydrodynamic forces
and torques (and hence on particle dynamics) for later times in (tinit, tmax) but we will
neglect this influence since it can assumed to be small provided that the time-difference
tinit − t1 is large enough. In other words: Only hydrodynamic memory-effects that arise
from dynamics of the colloidal suspension occuring for recent times in (t1, tinit) are as-
sumed to have a relevant influence on hν(t) for t ∈ (tinit, tmax), cf. figure 1.1. This
approximative assumption enables us to work out the contraction on a finite time interval
with a fixed reference configuration of the particles. The N-particle friction kernel Γνµ is
defined in the subsequent section, it implicitly contains the dynamics of the field variables
δρ, δu, δT and δT ν that is excited by the particle velocities bν(t) for t ≥ t0.
Another important task is to specify the generalized random forces h˜ν without explicit
regress to the stochastic fluctuations of the field variables, this will be achieved in section
7.3. The latter fluctuations are Gaussian with vanishing average and hence the h˜ν also
are since they depend linearly on the stochastic field-fluctuations. Therefore, the speci-
fication of the stochastic properties of the generalized forces h˜ν amounts to compute its
dynamical second-order correlations. Important tools for this computation are, beside the
fluctuation-dissipation theorem (6.55) on the level of the MILE and the representation
2Sufficiently small means that all approximate results can be used that have been derived in the preceding
chapters for thermal motion of the particles being close to theit reference configuration (e.g the MHEM
and the MILE).
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(7.5) of systematic generalized forces, a Generalized Green-Identity and an integral energy
balance that will be formulated in subsection 7.3.1 and 7.3.2 respectively.
After having specified hν, h˜ν as described above, the equation (7.4) can be cast in the
subsequent form.
Lν
dbν
dt
= −
N∑
µ=1
∫ t
t0
Γνµ(t− s) bµ(s) ds + h˜ν(t) , ν ∈ N , tmax > t > t1 > t0 (7.6)
This is a set of stochastic integro-differential equations for the kinematical variables bν
alone. It describes the random thermal motion of the colloidal particles with mutual hy-
drodynamic interaction for times when the particles are close to their individual reference
positions which in turn enter in the definition of the N-particle friction kernel Γνµ. A
suitable reinterpretation of these equations (that takes account of the time tinit as addi-
tionally introduced above), finally yields the MALE. This reinterpretation incorporates
hydrodynamic memory-effects in an appropriate manner, it is presented in section 7.4.
7.2. The N-particle friction kernel
We introduce the subsequent collective notation for the deterministic field-perturbations,
δd0 := δρ , δdi := δui , δd4 := δT , δdν4 := δT ν , (7.7)
and the full 5×5 linear hydrodynamic operatorH with componentsHαβ, α, β ∈ {0}∪4,
referring to the field-perturbations (7.7):
H := −

0 , −ρ
0
∇tr , 0
−κ0
ρ0
∇ , η0
ρ0
1 ∆ +
ξ0+1/3 η0
ρ0
∇∇tr , −β0
ρ0
∇
0 , − T0β0
ρ0C
0
ϑ
∇tr , λ0
ρ0C
0
ϑ
∆
 (7.8)
1 denotes the 3 by 3 unit matrix. Moreover we define the differential operator Wν as
Wν := − λ
0
ν
ρ0νC
0
ν
∆ . (7.9)
Then, by additionally taking into account t0 as initial time, the deterministic field equa-
tions (6.10) to (6.13) exhibit the subsequent mathematical structure.
∂tδdα(x, t) +H
β
α δdβ(x, t) = 0 , x ∈ Fl0 , t > t0 (7.10)
∂tδdν4(x, t) +Wνδdν4(x, t) = 0 , x ∈ B0ν , t > t0 (7.11)
Observe that the differential operators H , Wν are time-independent and only act on
spatial coordinates. The initial time t0 is specified below. The boundary and coupling
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conditions on ∂B0ν associated with (7.10), (7.11) are (cf. equations (6.15) to (6.17)):
δdi(x, t) = δUνi(t) + 
lm
i δΩνl(t)(xm −X0νm) , i ∈ 3 (7.12)
δd4(x, t) = δdν4(x, t) (7.13)
(λ0∂kδd4(x, t))n
0k
ν = (λ
0
ν∂kδdν4(x, t))n
0k
ν (7.14)
The boundary conditions on ∂Sys read as follows (cf. equations (6.18) to (6.21)).
If Sys ⊂ R3 is a time-independent, bounded domain, x ∈ ∂Sys :
nkδdk = 0 , nk(λ0∂
kδd4) = 0 (7.15)
nk
[(
κ
0
δd0 + β0δd4
)
δ ki − η0
(
∂iδd
k + ∂kδdi
)− (ξ
0
− 2
3
η
0
)(∂rδd
r)δ ki
]
= 0 (7.16)
If Sys = R3 :
lim
‖x‖→∞
‖x‖4 δdα(x, t) = 0 , lim‖x‖→∞ ‖x‖
4
∂kδdα(x, t) = 0 (7.17)
So far we have not taken into account specific initial values for the deterministic field-
perturbations. Without loss of generality we assume t0 = 0 until further notice as initial
time and assert
δdα(x, t0) ≡ 0 , δdν4(x, t0) ≡ 0 (7.18)
as initial values. For our particular use below this choice of initial values finally reflects the
approximative assumption that hydrodynamic memory-effects originating from particle
motions in the distant past can be neglected. A justification for this approximative
assumption is presented in appendix D. By means of Laplace transform the equations
(7.10) to (7.17) are transformed to an equivalent set of equations that does no longer
involve time-dependencies or partial time derivatives but a Laplace parameter z ∈ C,
Re(z) > 0. The Laplace transform is supposed to commute with all spatial limiting
processes.3 The transformed field equations take the form (7.19), (7.20); due to the
choice (7.18) of the initial values these field equations are homogenous. Below Laplace-
transformed quantities are marked with an accent ̂ .
zδ̂dα(x, z) +H
β
α δ̂dβ(x, z) = 0 , x ∈ Fl0 (7.19)
zδ̂dν4(x, z) + Wν δ̂dν4(x, z) = 0 , x ∈ B0ν (7.20)
3This is a common procedure for certain classes of linear partial differential equations, cf. [30] for
example. By stipulating Re(z) > 0, we implicitly assume that the field-perturbations are bounded.
Furthermore we implicitly assume that the unique solution, as far as it exists, is Laplace-transformable
and can be obtained by retransforming a solution of the boundary-value problem (7.19) to (7.26).
The exemplification in chapter 8 for the analytically treatable case of a single spherical particle in
an infinitely expanded fluid shows that the assumptions with respect to the Laplace transform of
deterministic field-perturbations serves as a reasonable working hypothesis. A proof of uniqueness for
the initial-boundary-value problem (7.10) to (7.18) is given in appendix C.
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The transformed boundary and coupling conditions on ∂B0ν are:
δ̂di(x, z) = δ̂U νi(z) + 
lm
i δ̂Ωνl(z)(xm −X0νm) , i ∈ 3 (7.21)
δ̂d4(x, z) = δ̂dν4(x, z) (7.22)
(λ0∂kδ̂d4(x, z))n
0k
ν = (λ
0
ν∂kδ̂dν4(x, z))n
0k
ν (7.23)
The transformed boundary conditions on ∂Sys read:
If Sys ⊂ R3 is a time-independent, bounded domain, x ∈ ∂Sys :
nkδ̂dk = 0 , nk(λ0∂
kδ̂d4) = 0 (7.24)
nk
[(
κ
0
δ̂d0 + β0 δ̂d4
)
δ ki − η0
(
∂iδ̂d
k
+ ∂kδ̂di
)
− (ξ
0
− 2
3
η
0
)(∂rδ̂d
r
)δ ki
]
= 0 (7.25)
If Sys = R3 :
lim
‖x‖→∞
‖x‖4 δ̂dα(x, z) = 0 , lim‖x‖→∞ ‖x‖
4
∂kδ̂dα(x, z) = 0 (7.26)
In order to obtain a general representation for a solution of equations (7.10) to (7.18)
that is suitable for our purposes, we first ascribe a solution of the Laplace-transformed set
(7.19) to (7.26) of equations to more elementary sets of equations to particularly chosen
boundary conditions: Because of the homogenity of the field equations (7.19), (7.20) and
the linear structure of the boundary-value problem (7.19) to (7.26), the latter is solved
by the superposition
δ̂dα(x, z) =
N∑
µ=1
(
T̂ µ jα (x, z)δ̂Uµj(z) + R̂µ jα (x, z)δ̂Ωµj(z)
)
x ∈ Fl0 (7.27)
δ̂dν4(x, z) =
N∑
µ=1
(
T̂ µ jν4 (x, z)δ̂Uµj(z) + R̂µ jν4 (x, z)δ̂Ωµj(z)
)
x ∈ B0ν (7.28)
if for each fixed j ∈ 3 and each fixed µ ∈ N the fields T̂ µ jα , T̂ µ jν4 and R̂µ jα , R̂µ jν4
respectively solve the field equations (7.19), (7.20) and satisfy the boundary conditions
(7.22) to (7.26) as well as the particular stick boundary conditions
T̂ µ ji (x, z) = δµνδ ji , R̂µ ji (x, z) = δµν jki (xk −X0νk) x ∈ ∂B0ν . (7.29)
Below we denote T̂ µ jα , T̂ µ jν4 and R̂µ jα , R̂µ jν4 respectively as responsefields. By reversing
the Laplace transform and using the convolution theorem, we obtain from (7.27), (7.28)
the representation (7.30), (7.31) for the solution of the original initial-boundary-value
problem (7.10) to (7.18). This representation reflects how deterministic field-perturbations
are excited by a prescribed motion of the particles. Responsefields where the accent is
omitted denote the respective Laplace-retransformed fields.
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δdα(x, t) =
N∑
µ=1
∫ t
t0
(
T µ jα (x, t− r)δUµj(r) + Rµ jα (x, t− r)δΩµj(r)
)
dr (7.30)
δdν4(x, t) =
N∑
µ=1
∫ t
t0
(
T µ jν4 (x, t− r)δUµj(r) + Rµ jν4 (x, t− r)δΩµj(r)
)
dr (7.31)
So far we assumed t0 = 0. By defining time-translated quantities δU˘νi(s) := δUνi(s +
t0) etc. and using s as time variable instead of t = s + t0, one recognizes that the
argumentation presented in this section can easily be generalized for an initial time t0 6= 0.
By inserting the representation-formulae (7.30), (7.31) for the perturbations δdα into the
expression (7.2) and interchanging the temporal integrations with the surface integrals4,
one obtains the intended representation (7.5) for the generalized deterministic force hν
with the N-particle friction kernel Γνµ(t) as defined in (7.32) to (7.37). The times t1, tinit
and tmax additionally mentioned in context of (7.5) are further specified and elucidated in
subsection 7.3.3 and section 7.4.
Γ
νµ
(t) := −
(
γνµij(t) ψνµil(t)
φνµkj(t) ζνµkl(t)
)
, t ≥ 0 , (ν, µ) ∈ N ×N , (7.32)
γνµij(t) :=
∫
∂B0ν
ΠµjilT nldS , ψ
νµij(t) :=
∫
∂B0ν
ΠµjilR nldS , (7.33)
φνµkj(t) := kpl
∫
∂B0ν
(xp −X0pν )ΠµjlmT nmdS , (7.34)
ζνµkj(t) = kpl
∫
∂B0ν
(xp −X0pν )ΠµjlmR nmdS , (7.35)
ΠµjT kl :=
(
κ
0
T µ j0 + β0T µ j4
)
δkl − η0
(
∂kT µ jl + ∂lT µ jk
)− (ξ
0
− 2
3
η
0
)(∂rT µ jr )δkl , (7.36)
ΠµjRkl :=
(
κ
0
Rµ j0 + β0Rµ j4
)
δkl − η0
(
∂kRµ jl + ∂lRµ jk
)− (ξ
0
− 2
3
η
0
)(∂rRµ jr )δkl (7.37)
The Laplace-retransformed responsefields are the main ingredient for the N-particle fric-
tion kernel. With the argumentation presented in this section we implicitly assume, in
particular, that the responsefields exist as solution of the boundary-value problem given
by the field equations (7.19), (7.20), the boundary conditions (7.22) to (7.26) and the
particular stick boundary conditions (7.29) for each z ∈ C with Re(z) > 0 and that an
inversion of the Laplace transform is applicable to the responsefields. As a verification
for this, we use the procedure presented in this section to calculate the friction kernel for
a homogenous, rigid sphere immersed in an infinitely expanded fluid in chapter 8.
4Recall that δΠ
k
i depends on the deterministic field-perturbations via (6.14).
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7.3. Specification of random forces for the
Macroscopic Langevin Equations
7.3.1. Generalized Green-Identity
In this subsection we present a generalization of the Green-Identity derived by Hauge and
Martin-Lo¨f in [34], that is needed to construct the random forces for the MALE. The
starting point for our considerations is similar to the one in [34]:
We suppose the particle velocities δUν(t), δΩν(t) as well as the random forces f(x, t),
w(x, t) (for x ∈ Fl0) and wν(x, t) (for x ∈ B0ν) to be given for times t ≥ t0 where we
set t0 = −τ for an arbitrarily large τ > 0. Then the deterministic equations (6.10) to
(6.21) can be considered as initial-boundary-value problem (with initial time t0 that has
already been used in context of the concise formulation (7.10) to (7.18) of the determin-
istic equations) being independent of the stochastic equations (6.22) to (6.30). Firstly we
calculate:
∫
Fl0
d3xρ
0
(
δuk(x,−t)δu˜k(x, t)
)∣∣∣+τ
−τ
=
∫
Fl0
d3xρ
0
[ ∫ τ
−τ
dt
∂
∂t
(
δuk(x,−t)δu˜k(x, t)
)]
= −
∫ τ
−τ
dt
∫
Fl0
d3x
[
δuk(x,−t)∂lδΠ˜kl(x, t)− δu˜k(x, t)∂lδΠkl(x,−t)− δuk(x,−t)f k(x, t)
]
= −
∫ τ
−τ
dt
∫
∂Fl0
dS nl
[
δuk(x,−t)δΠ˜kl(x, t) − δΠkl(x,−t)δu˜k(x, t)
]
+
∫ τ
−τ
dt
∫
Fl0
d3xA(x, t)︸ ︷︷ ︸
=: Iτ
+
∫ τ
−τ
dt
∫
Fl0
d3xδuk(x,−t)f k(x, t)
= Iτ +
∫ τ
−τ
dt
[ ∫
Fl0
d3xδuk(x,−t)f k(x, t) −
N∑
ν=1
∫
∂B0ν
dSnlδuk(x,−t)δΠ˜kl(x, t)
]
(7.38)
The second equality follows by means of the equations of motion (6.11) and (6.23). The
third equality is obtained from the Gaussian Theorem, with respect to this the integrand
A(x, t) := δΠ˜kl(x, t)∂lδuk(x,−t) − δΠkl(x,−t)∂lδu˜k(x, t)
=
(
κ
0
δρ˜(x, t) + β
0
δT˜ (x, t)
)
∂kδuk(x,−t)
−
(
κ
0
δρ(x,−t) + β
0
δT (x,−t)
)
∂kδu˜k(x, t) (7.39)
is introduced. The terms in A(x, t) that involve the viscosities drop out. In the last
step of calculation (7.38) we make use of the property (5.38) of the boundary of the fluid
and the boundary conditions (6.18) to (6.21) and (6.27), (6.30). The divergence-terms
occuring in the preceding expression for A(x, t) can be eliminated by using the identity
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T0β0 = p0 − ρ20C0T (cf. calculation (5.35)) as well as field equations (6.12), (6.24) and
(6.10), (6.22) respectively:
A(x, t) =
κ
0
ρ
0
∂t
(
δρ(x,−t) δρ˜(x, t)
)
+
ρ
0
C0ϑ
T0
∂t
(
δT (x,−t)δT˜ (x, t)
)
− δT (x, −t)w(x, t)
T0
+
λ0
T0
[
δT˜ (x, t)∂k∂
kδT (x,−t)− δT (x,−t)∂k∂kδT˜ (x, t)
]
︸ ︷︷ ︸
=: RT
(7.40)
In the subsequent calculation we omit the space- and time-arguments of the fields for the
sake of brevity, keep in mind that the time-argument of the deterministic fields is −t and
the one of the stochastic fields is t. The term RT as defined in the previous calculation
can be integrated by parts:5
∫
Fl0
d3x RT =
λ0
T0
∫
Fl0
d3x
[
∂k
(
δT˜ ∂kδT − δT∂kδT˜
)
−
(
(∂kδT˜ )(∂
kδT )− (∂kδT )(∂kδT˜ )
)
︸ ︷︷ ︸
= 0
]
=
1
T0
N∑
ν=1
∫
∂B0ν
[
δT˜ (λ0∂
kδT )− δT (λ0∂kδT˜ )
]
nkdS
=
1
T0
N∑
ν=1
∫
∂B0ν
[
δT˜ν(λ
0
ν∂
kδT ν)− δT ν(λ0ν∂kδT˜ν)
]
nkdS
= − 1
T0
N∑
ν=1
∫
B0ν
d3x
[
δT˜ν(λ
0
ν∂k∂
kδT ν)− δT ν(λ0ν∂k∂kδT˜ν)
]
(7.41)
Here we make use of the fact that the normal component of the heat flux as well as the
local temperature are continuous at the particle surfaces. With field equations (6.13) and
(6.25) we can rewrite the result (7.41) as follows.
∫
Fl0
d3xRT =
N∑
ν=1
∫
B0ν
d3x
(
ρ0νC
0
ν
T0
∂t
[
δT˜ν(x, t)δT ν(x,−t)
]
− δT ν(x,−t)wν(x, t)
T0
)
(7.42)
With the relations (7.40) and (7.42) we can cast the integral Iτ (as defined in calculation
(7.38)) in the subsequent form.
5The second equality in this calculation follows with the Gaussian Theorem under consideration of the
boundary conditions (6.18), (6.20) and (6.30) on ∂Sys and the property (5.38) of the boundary of
the fluid. The third equality is obtained from the coupling conditions (6.16), (6.17) and (6.28), (6.29)
on ∂B0ν . By using the Gaussian Theorem again, we obtain the last equality in (7.41). An additional
minus sign occurs since n is the outer normal of the fluid, i.e. the inner normal of the ν th particle
on ∂B0ν .
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Iτ =
∫ τ
−τ
dt
∫
Fl0
d3x
[κ
0
ρ
0
∂t
(
δρ(x,−t) δρ˜(x, t)
)
+
ρ
0
C0ϑ
T0
∂t
(
δT (x,−t)δT˜ (x, t)
)]
−
∫ τ
−τ
dt
[ ∫
Fl0
d3x
δT (x, −t)w(x, t)
T0
+
N∑
ν=1
∫
B0ν
d3x
δT ν(x,−t)wν(x, t)
T0
− 1
T0
N∑
ν=1
∫
B0ν
d3xρ0νC
0
ν ∂t
(
δT˜ν(x, t)δT ν(x,−t)
)]
(7.43)
In (7.43) we can interchange the temporal and the spatial integration in the terms involv-
ing the partial time derivatives. Subsequently the temporal integration can be carried out
explicitly for these terms. Inserting the resulting expression for Iτ into (7.38) yields the
subsequent relationship that is henceforth referred to as Generalized Green-Identity.
Xτ = Fτ + Eτ (7.44)
with
Xτ :=
N∑
ν=1
∫ τ
−τ
dt
∫
∂B0ν
dSnlδuk(x,−t)δΠ˜kl(x, t) (7.45)
Fτ := −
∫ τ
−τ
dt
[ ∫
Fl0
d3x
δT (x, −t)w(x, t)
T0
+
N∑
ν=1
∫
B0ν
d3x
δT ν(x,−t)wν(x, t)
T0
+
−
∫
Fl0
d3xδuk(x,−t)f k(x, t)
]
(7.46)
Eτ :=
∫
Fl0
d3x
[κ
0
ρ
0
(
δρ(x,−t) δρ˜(x, t)
)
+
ρ
0
C0ϑ
T0
(
δT (x,−t)δT˜ (x, t)
)
− ρ
0
(
δuk(x,−t)δu˜k(x, t)
)]∣∣∣+τ
−τ
+
+
N∑
ν=1
∫
B0ν
d3x
[ρ0νC0ν
T0
(
δT ν(x,−t)δT˜ν(x, t)
)]∣∣∣+τ
−τ
. (7.47)
Below we use the Generalized Green-Identity in the form of the concise decomposition
(7.44) in a situation where the temporal boundary terms Eτ can be omitted. Then Xτ
equals Fτ . This equality provides a useful connection between the known random forces f ,
w, wν on the non-contracted level occuring in Fτ and the random forces h˜ν to be specified
since the latter have a simple relationship to Xτ .
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7.3.2. Integral energy balance in terms of the dissipation
functional
For given motions of the particles with prescribed bν(t) (cf. definition (7.1)), the total
mechanical work that is supplied by the moving particles within the time interval (−τ, τ)
is given as
N∑
ν=1
∫ τ
−τ
dt btrν (t) hν(t) =
N∑
ν=1
∫ τ
−τ
dt
∫
∂B0ν
δuk(x, t)δΠ
kr
(x, t)nrdS , (7.48)
cf. [34], since hν(t) is the generalized hydrodynamic surface force on ∂B
0
ν (cf. definition
(7.2)) and accordingly btrν (t) hν(t) the actual mechanical power at time t supplied by
the ν th particle in the course of its prescribed motion. The right-hand side of (7.48)
emerges with the crucial stick boundary condition (6.15). Until further notice we omit
the arguments of the integrands in (7.48) and calculate for the right-hand side of (7.48):6
N∑
ν=1
∫ τ
−τ
dt
∫
∂B0ν
δukδΠ
kr
nrdS =
∫ τ
−τ
dt
∫
∂Fl0
δukδΠ
kr
nrdS =
∫ τ
−τ
dt
∫
Fl0
d3x∂r
(
δukδΠ
kr
)
=
∫ τ
−τ
dt
∫
Fl0
d3x
(
δuk∂rδΠ
kr
+ δΠ
kr
∂rδuk
)
=
∫ τ
−τ
dt
∫
Fl0
d3x
(
−ρ
0
δuk∂tδu
k + δΠ
kr
∂rδuk
)
= −
∫ τ
−τ
dt
∫
Fl0
d3x
ρ
0
2
∂t
(
δukδu
k
)
+
∫ τ
−τ
dt
∫
Fl0
d3x
(
κ
0
δρ+ β
0
δT
)
∂kδu
k︸ ︷︷ ︸
=: E7
−
∫ τ
−τ
dt
∫
Fl0
d3x
(
2η
0
∂<kδur>∂<kδur> + ξ0(∂rδu
r)2
)
(7.49)
By means of the field equations (6.10), (6.12) and the identity T0β0 = p0 − ρ20C0T (cf.
calculation (5.35)) we can cast the expression E7 defined in the preceding calculation in
the subsequent form.
E7 =
∫ τ
−τ
dt
∫
Fl0
d3x
(
−κ0
ρ
0
δρ∂tρ+ β0δT
[
λ0
β
0
T0
∂k∂
kδT − ρ0C
0
ϑ
β
0
T0
∂tδT
])
= −
∫ τ
−τ
dt
∫
Fl0
d3x
(
κ
0
2ρ
0
∂t(δρδρ) +
ρ
0
C0ϑ
2T0
∂t(δTδT ) +
λ0
T0
(∂kδT )(∂
kδT )
)
+
∫ τ
−τ
dt
∫
Fl0
d3x
λ0
T0
∂k(δT∂
kδT )︸ ︷︷ ︸
=: E8
(7.50)
6The first equality in this calcuation follows due to the property (5.38) and the boundary conditions
(6.18) to (6.21) on ∂Sys, the second one with the Gaussian Theorem (recall that n is the outer normal
on ∂F l0), the fourth one with the equation of motion (6.11) and the last one by means of the explicit
expression (6.14) of the deterministic part of the stress tensor and relation (5.37) (as used in the
calculation (5.35)).
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With another partial integration the integral E8 occuring in (7.50) can be recast as fol-
lows.7
E8 =
∫ τ
−τ
dt
∫
∂Fl0
dSnk
λ0
T0
δT∂kδT =
1
T0
∫ τ
−τ
dt
N∑
ν=1
∫
∂B0ν
dSnkδT ν(λ
0
ν∂
kδT ν)
= − 1
T0
∫ τ
−τ
dt
N∑
ν=1
∫
B0ν
d3x
[
δT ν
(
λ0ν∂k∂
k δT ν
)
+ λ0ν
(
∂kδT ν
) (
∂kδT ν
) ]
= −
∫ τ
−τ
dt
N∑
ν=1
∫
B0ν
d3x
[ρ0νC0ν
2T0
∂t(δT νδT ν) +
λ0ν
T0
(
∂kδT ν
) (
∂kδT ν
) ]
(7.51)
From (7.51), (7.50), (7.49) and (7.48) we infer by re-insertion:
N∑
ν=1
∫ τ
−τ
dt btrν (t)hν(t) =
= −
∫ τ
−τ
dt
[ ∫
Fl0
d3x
(
2η
0
∂<kδur>∂<kδur> + ξ0(∂rδu
r)2 +
λ0
T0
(∂kδT )(∂
kδT )
)
+
N∑
ν=1
∫
B0ν
d3x
λ0ν
T0
(
∂kδT ν
) (
∂kδT ν
) ]
−
∫ τ
−τ
dt
[ ∫
Fl0
d3x
(
ρ
0
2
∂t
(
δukδu
k
)
+
κ
0
2ρ
0
∂t(δρδρ) +
ρ
0
C0ϑ
2T0
∂t(δTδT )
)
+
+
N∑
ν=1
∫
B0ν
d3x
ρ0νC
0
ν
2T0
∂t(δT νδT ν)
]
(7.52)
Except a factor T0, the integrand of the first time integral on the right-hand side of (7.52)
is the entropy production d∆S/dt associated with the deterministic field-perturbations
(cf. (5.42) and the context of (6.48) where d∆S/dt has been introduced). The second
time integral on the right-hand side of (7.52) can be carried out explicitly after having
interchanged the time integral with the spatial integrations. Finally these steps lead to
the integral energy balance (7.53).
N∑
ν=1
∫ τ
−τ
dtbtrν (t)hν(t) =−
∫
Fl0
d3x
[(ρ
0
2
(
δukδu
k
)
+
κ
0
2ρ
0
(δρδρ) +
ρ
0
C0ϑ
2T0
(δTδT )
) ]∣∣∣+τ
−τ
−
N∑
ν=1
∫
B0ν
d3x
[ρ0νC0ν
2T0
(δT νδT ν)
]∣∣∣+τ
−τ
− T0
∫ τ
−τ
dt
d∆S
dt
(7.53)
7Use relations (5.38), (6.18), (6.20), (6.16), (6.17) and (6.13).
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This integral balance mirrors the fact that mechanical work supplied by the moving par-
ticles due to hydrodynamic drag is dissipated.
7.3.3. Calculation of random force correlations
In this subsection we finally specify the random forces h˜ν for the MALE by calculating
their dynamical correlations of second order in a manner that is similar to the work [34]
of Hauge and Martin-Lo¨f. The crucial tools for this task are, beside of the fluctuation-
dissipation theorem (6.55) on the level of the MILE, the representation (7.5) for the
systematic generalized forces, the Generalized Green-Identity (7.44) and the integral en-
ergy balance (7.53).
First of all, we recall that the latter relations as well as the MHEM, the MILE and the
deterministic and stochastic equations (eqns. (6.10) to (6.21) and eqns. (6.22) to (6.30)
respectively) have been derived in assuming that the deviation of the particle positions
and orientations from a given reference configuration is small. As a consequence of this
a-priori assumption, all the relations just mentioned refer to the time-independent particle
configuration being defined by the sets B0ν , ν ∈ N , and Fl0 respectively. Though these
relations are mathematically well-defined, we have to keep in mind that they only have
a reasonable physical meaning as long as the a-priori assumption of small deviations in
particle configuration is not violated.
One can expect that the a-priori assumption is violated after a certain period of time,
particles in colloidal systems usually show diffusive behaviour. For this reason we ulti-
mately establish, in contrast to [34], a contracted description on a finite time interval of
the form (−τc, τc) with τ >> τc > 0 where 2τc is supposed to be a smaller fraction of the
configurational relaxation time, i.e the typical time it takes for the particle configuration
to change significantly8. So we can assume that the a-priori assumption is not violated
on the time interval (−τc, τc) and the description of the colloidal suspension by our math-
ematical relations is supposed to be physically relevant for times within this time interval.
The times −τ , −τc, τc are a particular choice for the times t0, t1, tmax introduced in section
7.1, they are related via t0 = −τ , t1 = −τc, tmax = τc. For times t ∈ (−τ, τ) / (−τc, τc)
the relevant mathematical relations (mentioned above) have still a proper mathematical
meaning, however, we only make use of the larger interval (−τ, τ) in order to eliminate
temporal boundary terms in a mathematically proper way: In context of the contraction-
procedure, similar to the work [34] of Hauge and Martin-Lo¨f, the motion of the particles is
prescribed, the introduction of the N-particle friction kernel as well as the derivation of the
Generalized Green-Identity and the integral energy balance are carried out for given par-
ticle velocities bν. For our purpose we assert bν to be smooth and appropriately bounded
on (−τ, τ) with support contained in the physically relevant intervall (−τc, τc). It is worth
noticing that, for such a prescription of bν, we can ensure that the a-priori assumption
concerning the smallness of deviations of particle positions and orientations is not violated
for times in (−τ, τ). Furthermore we then obtain for x ∈ Fl0 , y ∈ B0ν , α ∈ {0} ∪ 4
the important properties
δdα(x, t) = 0 , δdν4(y, t) = 0 for t ∈ [−τ,−τc] (7.54)
δdα(x, τ) ≈ 0 , δdν4(y, τ) ≈ 0 (7.55)
8Cf. footnote 5 in the introduction as well as section 1.2.
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of the deterministic field-perturbations. Here we use the collective notation for the de-
terministic field-perturbations that has been introduced at the beginning of section 7.2
in context of the definition of the N-particle friction kernel. The property (7.54) is an
immediate consequence of the formulation (7.30), (7.31) of the response of the determin-
istic field variables to the excitation by the particle velocities since we assume the initial
values to be zero, cf. equation (7.18) and related context. For sufficiently large τ > 0
(more precisely: for τ − τc sufficiently large) the approximation (7.55) holds since the
deterministic field-perturbations decay to zero provided that there is no excitation by the
particles, which is the case for t ∈ [τc, τ). For τ → ∞ the property (7.55) even be-
comes exact, a reasoning for this decay property of the deterministic field-perturbations
is given in appendix D. The mathematical cutoff for the particle velocities at time −τc in
connection with (7.54) reflects the assumption that hydrodynamic memory-effects arising
from dynamics of the colloidal suspension in the distant past are negligible for particle
dynamics at times t ∈ (0, τc). The cutoff at time τc for the particle velocities expresses
causality, particle velocities occuring for times t > τc do not influence the dynamics of the
colloidal suspension at earlier times before τc.
Due to the properties (7.54), (7.55) one can, for τ chosen sufficiently large, neglect the
temporal boundary terms occuring in the integral energy balance (7.53) and in the Gen-
eralized Green-Identity (7.44). Then the Generalized Green-Identity reduces to Xτ = Fτ
in our context of argumentation, the boundary terms Eτ drop out. Hence, squaring the
Generalized Green-Identity and subsequently averaging the resulting expression yields
< X2τ > = < F
2
τ > (7.56)
with
< X2τ > =
N∑
ν=1
N∑
µ=1
∫ τ
−τ
dt
∫ τ
−τ
ds btrν (−t) < h˜ν(t)h˜trµ (s) > bµ(−s) (7.57)
< F 2τ > =
∫ τ
−τ
dt
∫ τ
−τ
ds
[ ∫
Fl0
d3x
∫
Fl0
d3y
(
δui(x,−t) < f i(x, t)f j(y, s) > δuj(y,−s)
+ δT (x,−t)< w(x, t)w(y, s) >
T 20
δT (y,−s)
)
+
N∑
ν=1
∫
B0ν
d3x
∫
B0ν
d3y δT ν(x,−t)< wν(x, t) wν(y, s) >
T 20
δT ν(y,−s)
]
(7.58)
where we have made use of the relation
Xτ ≡
N∑
ν=1
∫ τ
−τ
dt
∫
∂B0ν
δuk(x,−t)δΠ˜kr(x, t)nrdS =
N∑
ν=1
∫ τ
−τ
dt btrν (−t) h˜ν(t) (7.59)
for Xτ that can be deduced similarly to equation (7.48), by using the definitions (7.1),
(7.3), (7.45) and the stick boundary condition (6.15). The relation (7.56) (with the
expressions (7.57), (7.58) for < X2τ >, < F
2
τ >) provides a connection between the
correlations < h˜ν(t) h˜
tr
µ (s) > to be specified and the correlations of the random forces
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of the MILE that are already known, cf. (6.67) to (6.70). There are no further terms
in < F 2τ > involving the random forces of the MILE since the mixed correlations of the
random forces f , w, wν vanish, cf. (6.70). The expression (7.58) for < F
2
τ > can be
simplified considerably by using the fluctuation-dissipation theorem (6.55). Firstly, by
means of some minor manipulations, < F 2τ > can be cast in the subsequent form.
9
< F 2τ >=
∫ τ
−τ
dt
∫ τ
−τ
ds
[ ∫
Fl0
d3x
∫
Fl0
d3y
(
δui(x, t) < f
i(x, t)f j(y, s) > δuj(y, t)
+ δT (x, t)
< w(x, t)w(y, s) >
T 20
δT (y, t)
)
+
N∑
ν=1
∫
B0ν
d3x
∫
B0ν
d3y δT ν(x, t)
< wν(x, t) wν(y, s) >
T 20
δT ν(y, t)
]
(7.60)
By comparing the preceding result with the fluctuation-dissipation theorem (6.55),10 one
recognizes that
< F 2τ >=
∫ τ
−τ
dt
∫ τ
−τ
ds
(
2kBT
2
0 δ(t− s)
d∆S
dt
)
= 2kBT
2
0
∫ τ
−τ
dt
d∆S
dt
(7.61)
holds so that we can cast (7.56) into the following form (7.62).
N∑
ν=1
N∑
µ=1
∫ τ
−τ
dt
∫ τ
−τ
ds btrν (−t) < h˜ν(t) h˜trµ (s) > bµ(−s) = 2kBT 20
∫ τ
−τ
dt
d∆S
dt
(7.62)
Recall that the deterministic field-perturbations vanish at the initial time t0 = −τ and in
arbitrarily good approximation at time τ , cf. equations (7.54), (7.55). Hence the integral
energy balance (7.53) takes the form
N∑
ν=1
∫ τ
−τ
dt btrν (t) hν(t) = −T0
∫ τ
−τ
dt
d∆S
dt
. (7.63)
By combining (7.62) and (7.63), expressing the systematic part of the generalized hydro-
dynamic force in terms of the friction kernel via (7.5) and using the fact that the support
of the particle velocities lies in (−τc, τc), we obtain the subsequent equation (7.64) that
relates the dynamical second-order correlations of h˜ν to the N-particle friction kernel.
9One can carry out the integral substitutions t ↔ −t and s ↔ −s for the time integrals and make use
of the fact that < w(x, t)w(y, s) > = < w(x,−t)w(y,−s) > holds due to the symmetry property
δ(t − s) = δ(s − t) = δ((−t) − (−s)) of the delta-distribution that is the only time-dependency of
the correlations (cf. (6.67) to (6.70), a similar relation is valid for the other correlations occuring
in < F 2τ >). Subsequently we can again make use of the fact that the random forces f , w, wν are
delta-correlated in time in order to replace the time argument s in the field-perturbations by t.
10The fluctuation-dissipation theorem (6.55) is valid for arbitrary systematic field-perturbations that
satisfy the coupling and boundary conditions (6.15) to (6.18).
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With respect to the use of (7.5), recall that we have set t0 = −τ , t1 = −τc and tmax = τc.
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ τc
−τc
ds btrν (−t) < h˜ν(t) h˜trµ (s) > bµ(−s) =
= 2kBT0
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ t
−τc
ds btrν (t)Γνµ(t− s)bµ(s) (7.64)
Due to certain symmetries, (7.64) assumes the equivalent form
0 =
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ τc
−τc
ds btrν (t)
[
kBT0Γνµ(|t− s|) − < h˜ν(−t) h˜trµ (−s) >
]
bµ(s) .
(7.65)
Since the latter equation holds for arbitrary smooth particle velocities bν(t) with support
in (−τc, τc) and the equilibrium average is stationary,11 we can conclude
< h˜ν(0) h˜
tr
µ (t−s) >= kBT0Γνµ(|t− s|) , (ν, µ) ∈ N×N , (t, s) ∈ (−τc, τc)2 . (7.66)
This conclusion also involves symmetries of the integrand occuring in (7.65), in particular
we make use of the property Γνµ(t) = [Γµν(t)]
tr
, (ν, µ) ∈ N × N , 2τc > t ≥ 0, of the
friction kernel. Details to this symmetry and to the argumentation that leads from (7.64)
via (7.65) to (7.66) are presented in appendix E. The restriction that the dynamical
second-order correlations in (7.66) are only defined for times t − s ∈ (−2τc, 2τc) may
appear confusing since the underlying dynamics of the stochastic equations (6.22) to (6.30)
is in principle given for all times t ∈ R. But this is not a fatal flaw since we can argue as
follows: One can assume the bounds of the prescribed particle velocities to be arbitrarily
small (but of course not zero). The smaller the bounds of the particle velocities are, the
larger the time τc can be chosen in context of the mathematical argumentation given in
this subsection, which means τc is chosen finite, but arbitrarily large. Therefore,
< h˜ν(0) h˜
tr
µ (t) >= kBT0Γνµ(|t|) , (ν, µ) ∈ N ×N , t ∈ R (7.67)
can be stipulated as defining property of the random forces h˜ν. With respect to this,
each particular particle configuration yields a particular specification of random forces h˜ν
being defined for all times t ∈ R. We make use of particularly (via Γνµ) defined random
forces h˜ν only in situations where the actual particle configuration does not deviate too
much from the reference configuration that enters into the friction kernel (cf. section 7.2),
11We did not specify any initial time or condition for the stochastic equations (6.22) to (6.30). Hence
the stochastic field-fluctuations occuring in these equations and entering in the definition (7.3) of
the random forces on the contracted level can in principle be supposed to exist for all times for
a given reference configuration of particles that enters into equations (6.22) to (6.30) and into the
considerations in this subsection. Hence we can indeed assume the stochastic process associated with
the latter stochastic field equations as a stationary process. Consequently stationarity can also be
used for averages involving the compound stochastic quantity h˜ν . It may appear irritating that the
time-difference t − s can lie outside of the physically relevant interval (−τc, τc) (e.g. for t → τc
and s → −τc) but this is, with respect to the circumstances that have just been elucidated, not a
problem at all.
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that means in situations where the a-priori assumption concerning deviations of the actual
particle configuration from the time-independent reference configuration is not violated.
The amended mathematical argumentation that leads to (7.67) corresponds to the
physical situation that the particles are arbitrarily inert. Such particles do not change
their configuration at all and it is evident that less inert particles are exposed to the
same stochastic forces h˜ν as far as their particle configuration agrees with that of the
arbitrarily inert particles since the random forces h˜ν are determined by the stochastic
field fluctuations δρ˜ , δu˜ , δT˜ , δT˜ν which are the same for light and heavy particles.
12
7.4. Macroscopic Langevin Equations and their
iterative use
In this section we complete the contracted description for thermal motion of the particles
on a finite time interval and formulate the MALE as a closed set of stochastic integro-
differential equations for the particle velocities bν. As before in this chapter, we suppose
the particles to be close to the reference configuration of particles associated with the
sets B0ν , ν ∈ N , for times within the physically relevant interval (−τc, τc) ≡ (t1, tmax).
Then, for times t being physically relevant, the particles are, as argued so far, exposed
to the random force h˜ν(t) that is defined via (7.67) and to the systematic generalized
hydrodynamic force hν(t) = −
∑N
µ=1
∫ t
−τc Γνµ(t− s)bµ(s) ds where the lower integral limit
emerges since the support of the particle velocities is contained in (−τc, τc). Thereby
the balance of linear and angular momentum (7.4) of the particles can, for the times
t ∈ (−τc, τc) being physically relevant, be written as13
Lν
dbν
dt
(t) = hν(t) + h˜ν(t) = −
N∑
µ=1
∫ t
−τc
Γνµ(t− s) bµ(s) ds + h˜ν(t) . (7.68)
Now we further suppose that we already know the dynamics of bν(t) for the physically
relevant times t ∈ (−τc, tinit] and that we are interested in the further temporal evolution
of bν(t) for the physically relevant times t ∈ (tinit, τc) with −τc < tinit < τc. In order to
indicate that bν(t) is already known for t ∈ (−τc, tinit], we write
Bν(t) := bν(t) , t ∈ (−τc, tinit] , ν ∈ N . (7.69)
By means of this notation we ensure that bν(t), t ∈ (tinit, τc), is not mixed up with the
dynamics of the particle velocities for times t ∈ (−τc, tinit] that is supposed to be already
known. Then we can use (7.68) for times t with tmax = τc > t > tinit > −τc = t1 to state
the subsequent approximate balance
12Scaling up the mass densities ρ0ν whereas keeping constant the heat capacities ρ
0
νC
0
ν does not alter
the stochastic equations (6.22) to (6.30) for the stochastic field-fluctuations δρ˜ , δu˜ , δT˜ , δT˜ν that
determine h˜ν as stated in definition (7.3) in connection with (6.26). Notice that, in particular, the
driving random forces f , w, wν in the stochastic equations do not depend on the masses (densities)
of the particles. In this context it is remarkable that one can consider the stochastic equations (6.22)
to (6.30) to be formulated for such arbitrarily inert particles occupying the sets B0ν ; this is a possible
physical interpretation for the stochastic equations as the underlying process for the stochastic field-
fluctuations.
13Equation (7.68) agrees with the representation (7.6) for t0 = −τ , t1 = −τc and tmax = τc since the
particle velocities are supposed to have support in (−τc, τc).
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Lν
dbν
dt
(t) = −
N∑
µ=1
∫ t
tinit
Γνµ(t− s) bµ(s) ds +
[
h˜ν(t) + h
mem
ν (t)
]
(7.70)
with h
mem
ν (t) := −
N∑
µ=1
∫ tinit
t1
Γνµ(t− s) Bµ(s) ds (7.71)
for linear and angular momentum of the ν th particle. As far as tinit − t1 is large enough,
which in our context requires that the particles stay long enough close to their reference
configuration, h
mem
ν should indeed be the leading contribution to the generalized forces hν
caused by hydrodynamic memory-effects arising from particle dynamics bν(t) having oc-
cured before tinit, as argued before. Now we perform a reinterpretation and reformulation
of (7.70), (7.71): Without loss of generality we set tinit = 0. Furthermore we dispense
with mentioning the restriction tmax ≥ t explicitly. This stresses the fact that tmax (as far
as it is considered as the maximal time for which each particle is still close enough to its
reference configuration) depends on a concrete, random realization of particle velocities
bν(t) for t > tinit that is not known a priori in case that one considers (7.70) as equa-
tion of motion for bν(t), t > tinit ≡ 0. Furthermore we introduce a time Tmem > 0 whose
magnitude characterizes how long we (can) take account of hydrodynamic memory-effects
that cause the contribution h
mem
ν to the systematic forces. Tmem is related to the times
used before in (7.70) and (7.71) via Tmem =̂ tinit − t1. The larger Tmem is, the better and
accurate the subsequent approximate equations of motion, namely the MALE, are.
Let Tmem > 0 and let particle velocities Bν(t) be given for t ∈ [−Tmem, 0] so that the
corresponding deviations δXν(t) ≡ Xν(t) − Xν(0), δαν(t) ≡ αν(t) − αν(0) of particle
positions and orientations from reference positions Xν(0) and reference orientations αν(0)
at time t = 0 are acceptably small for all ν ∈ N .a Then the particle dynamics bν(t) for
t > 0 approximately obeys the linear equations of motion
Lν
dbν
dt
(t) = −
N∑
µ=1
∫ t
0
Γνµ(t− s) bµ(s) ds +
[
h˜ν(t) + h
mem
ν (t)
]
(7.72)
with
h
mem
ν (t) := −
N∑
µ=1
∫ 0
−Tmem
Γνµ(t− s) Bµ(s) ds (7.73)
and Gaussian random forces h˜ν with vanishing mean that are determined via
< h˜ν(0) h˜
tr
µ (t) >= kBT0 Γνµ(|t|) , (ν, µ) ∈ N ×N , t ∈ R (7.74)
as long as the deviations δXν(t), δαν(t), t > 0, keep suffciently small for all ν ∈ N . The
friction kernel Γνµ as well as the inertia matrix Lν depend on the particle configuration
at time t = 0 to which the reference positions Xν(0) and orientations αν(0) pertain.
aThe bounds of δXν(t) and δαν(t) are not rigorously specified, they are parameters of the model that
should take account of the particular size and shape of the particles as well as their relative position
and orientation to each other in reference configuration.
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It suggests itself to use the MALE iteratively on successive, finite time intervals, cf.
figure 7.1: With respect to this iteration we apply the notational convention that an
index in brackets labels the number of the iteration step the respective quantity belongs
to. For a given initial particle configuration that corresponds to certain reference values
for the center-of-mass positions X(0)ν ≡ X0ν ≡ Xν(0) and the orientation parameters14
α(0)ν ≡ α0ν ≡ αν(0) one can, at least in principle, calculate an associated N-particle friction
kernel Γνµ, related random forces h˜ν and an associated inertia matrix Lν. Together with a
kind of initial condition for the particle velocities, that means suitably prescribed particle
velocities Bν(t) for t ∈ [− Tmem, 0] with a suitable Tmem > 0, one then can, in principle,
solve the MALE for this initial setting. By means of the Laplace transform and the
convolution theorem one obtains the subsequent formal expression for the solution of the
MALE, here L denotes the Laplace transform and L −1 its inversion.
b(t) = L −1
{
[zL+L {Γ} (z)]−1
(
Lb(0) +L
{
h˜
}
(z) +L
{
h
mem
}
(z)
)}
(t) (7.75)
with collective 6N dimensional column-vectors
b(t) :=

b1(t)
b2(t)
...
bN(t)
 , h
mem
(t) :=

h
mem
1 (t)
h
mem
2 (t)
...
h
mem
N (t)
 , h˜(t) :=

h˜1(t)
h˜2(t)
...
h˜N(t)
 (7.76)
and collective 6N × 6N matrices
L :=

L1 0 · · · 0
0 L2
...
...
. . . 0
0 · · · 0 LN

, Γ(t) :=

Γ11(t) Γ12(t) · · · Γ1N(t)
Γ21(t) Γ22(t) · · · Γ2N(t)
...
...
. . .
...
ΓN1(t) ΓN2(t) · · · ΓNN(t)

(7.77)
The expression (7.75) for b(t) describes the motion of the particles for t > 0 realistically
as long as the associated deviations of particle positions and orientations are sufficiently
small. Let T (0)stop > 0 be a time so that the latter deviations are indeed sufficiently small
for times t ∈ [0, T (0)stop]. We obtain, by means of integration, new parameters X(1)ν , α(1)ν
for position and orientation of the particles with
X(1)ν = X
(0)
ν +
∫ T (0)stop
0
δUν(t)dt , α
(1)
ν ≈ α(0)ν +
∫ T (0)stop
0
δΩν(t)dt . (7.78)
14Remember: In the considerations made so far we have assumed E(α0ν) = 1 without loss of generality.
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if we choose the parametrization (2.5) for SO(3) with α(0)ν = 0.
15 These new values X(1)ν ,
α(1)ν correspond to a new particle reference configuration which can in turn be used to
calculate associated quantities Γ(1)νµ , h˜
(1)
ν , L
(1)
ν . Together with B
(1)
ν (t) := bν(T
(0)
stop + t) for
t ∈ [−T (1)mem, 0] and T (1)mem := T (0)stop we then have the required initial information to use
the MALE again, with the quantities labeled with ”(1)” as new initial setting. Obviously
this scheme can further be iterated as long as the particles do not collide with each
other or with the boundary ∂Sys. Recall that the index in brackets labels the number
of the iteration step the respective quantity belongs to. Furthermore we have to bear
in mind that we originally claimed E(α0ν) = 1, without loss of generality. Therefore,
before each new iteration step, we have to reorientate the body-fixed coordinate frame of
each particle so that its axes have the same directions as that of the inertial frame (IS).
But we can introduce a distinguished body-fixed frame with corresponding orientation
parameters φν that is retained during the iteration-procedure. The triple of orientation
parameters φ(k)ν , k ∈ N, then takes particular values after each iteration step that can be
calculated by knowledge of the distinct values α(k)ν , k ∈ N, in each particular iteration
step. Then the iterative use of the MALE, as described above for the initial step and
the subsequent one, yields for all ν ∈ N a random sequence [X(0)ν ,X(1)ν ,X(2)ν , ...] of
position and [φ(0)ν ,φ
(1)
ν ,φ
(2)
ν , ...] of orientation parameters, that is Brownian motion of the
N particles in its actual meaning. Hence this iterative use of the MALE (as equations of
motion for the particle velocities) can be considered as transition to Brownian dynamics.
solvedMALE,ddusedd(7.75)d
inputdfordMALEdindthedkdthdstepdd
temporaldintegration,d
cf.d(7.78)d
calculated
solutiondof
MALEdin
kdthdstep
yieldsdmemory
ddddddddfor
k+1dthdstep
kddddddk+1
update
inputdfor
MALE
fordoutput
particle
configuration
inputdparticledconfigurationdd
outputdparticled
configurationdd
Figure 7.1.: Simplified graphical illustration for the iteration of the MALE. A comparison
with the exemplification in figure 1.2 is worthwile.
15From equation (2.12) one recognizes that kilδΩ
l
ν ≈ ∂Eij∂αn (α0ν) E
j
k (α
0
ν) δα˙
n
ν holds in linear approxi-
mation, δα˙ν ≡ dδανdt and δαν are assumed to be small. By choosing the particular parametrization
(2.5) with α
(0)
ν = 0, we fulfil E
j
k (
να0) = δ
j
k and moreover find
∂Eij
∂αn
(α0ν = 0) = −nij . The latter
statement results from parametrization (2.5) as follows: ∂E∂αn (0) ≡
(
d
dαn
exp[αn J n]
)
(αn = 0) = J n,
cf. [48], and (J n)ij = −nij . Consequently δΩ nν ≈ δα˙ nν is valid under these circumstances.
100
8. Spectral Friction Kernel of a
Sphere
A concrete application of the formal solution (7.75) of the MALE requires knowledge of
an explicit expression for the Laplace transform of the friction kernel which we further-
more refer to as ”spectral friction kernel”. In this chapter the spectral friction kernel
is calculated from respective responsefields for the case of a homogenous, rigid sphere
immersed in an infinitely expanded fluid. For this exceptionally simple case we hence
obtain a validation for the applicability and well-definiteness of the calculation-procedure
in section 7.2 defining the friction kernel; referring to this it is argued in appendix F.2
that the responsefields calculated in section 8.2 indeed yield a solution of the original
initial-boundary-value problem (7.10) to (7.18).
8.1. Spherical solutions of governing field equations
In this section we do not make use of Einstein’s summation convention. The Laplace-
transformed field equations (7.19) governing the fluid can be cast in the form
zδ̂ρ = − ρ
0
∇ · δ̂u (8.1)
zδ̂u = − c
2
0
ρ
0
κ0
∇δ̂ρ − α0c
2
0
κ0
∇δ̂T + ν0∆δ̂u + (ν0L − ν0)∇(∇ · δ̂u) (8.2)
zδ̂T = −α0c
2
0T0
C0p
∇ · δ̂u + D0κ0∆δ̂T (8.3)
where the coefficients occuring in the hydrodynamic operator H are expressed in terms
of the following quantities commonly used: ν0 = η0/ρ0 is the kinematic viscosity, ν
0
L =
(ξ
0
+(4/3)η
0
)/ρ
0
the longitudinal viscosity, C0p = T0(∂s/∂T )
0
p the specific heat at constant
pressure, D0 = λ0/(ρ0C
0
p) the thermal diffusivity, κ0 = C0p/C0ϑ the adiabatic index, κ0T the
isothermal compressibility, α0 the coefficient of thermal expansion and c0 =
√
κ0/(ρ0κ0T )
the speed of sound of the fluid in equilibrium, where κ0T and α0 have already been in-
troduced in context of definitions (4.46) and (4.48). In this chapter the overline ” ”
is omitted for deterministic field-perturbations. For the field equations (8.1) to (8.3) we
make for fixed l ∈ N, m ∈ Z with |m| ≤ l the subsequent ansatz
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δ̂ρ = RlmΨlm(x) , δ̂T = TlmΨlm(x) (8.4)
δ̂u = U (L)lm Llm(x) + U
(M)
lm Mlm(x) + U
(N)
lm Nlm(x) (8.5)
with the scalar spherical wave in spherical coodinates x ≡ r (cosϕ sinϑ, sinϕ sinϑ, cosϑ)tr
Ψlm(x) ≡ Ψlm(r, ϑ, ϕ) = fl(kr)Ylm(ϑ, ϕ) (8.6)
with Ylm(ϑ, ϕ) =
√
(2l + 1)
4pi
(l −m)!
(l +m)!
Pml (cosϑ) exp (imϕ) (8.7)
satisfying [∆ + k2] Ψlm(x) = 0 (8.8)
(where the Pml denote the associated Legendre polynomials and fl is a spherical Bessel-,
Neumann- or Hankel-function [54]) and associated vector spherical waves [15]
Llm(x) = k
−1∇Ψlm(x) = 1
2l + 1
[fl−1(kr)Alm(ϑ, ϕ) + fl+1(kr)Blm(ϑ, ϕ)] (8.9)
Mlm(x) = ∇× (xΨlm(x)) = fl(kr)Clm(ϑ, ϕ) (8.10)
Nlm(x) = k
−1∇× [∇× (xΨlm(x))]
=
1
2l + 1
[(l + 1)fl−1(kr)Alm(ϑ, ϕ)− lfl+1(kr)Blm(ϑ, ϕ)] (8.11)
satisfying [∆ + k2] Llm(x) = [∆ + k
2] Mlm(x) = [∆ + k
2] Nlm(x) = 0 (8.12)
where Alm(ϑ, ϕ), Blm(ϑ, ϕ) and Clm(ϑ, ϕ) are the vector spherical harmonics
Alm(ϑ, ϕ) = lYlmer +
∂Ylm
∂ϑ
eϑ +
1
sinϑ
∂Ylm
∂ϕ
eϕ =: V
(1)
lm(ϑ, ϕ) (8.13)
Blm(ϑ, ϕ) = −(l + 1)Ylmer + ∂Ylm
∂ϑ
eϑ +
1
sinϑ
∂Ylm
∂ϕ
eϕ =: V
(2)
lm(ϑ, ϕ) (8.14)
Clm(ϑ, ϕ) =
1
sinϑ
∂Ylm
∂ϕ
eϑ − ∂Ylm
∂ϑ
eϕ =: V
(3)
lm(ϑ, ϕ) (8.15)
that are also applied in [13, 14, 15]. er, eϑ, eϕ are unit vectors in spherical coordinates.
The constant k ∈ C/ {0} is specified below. Furthermore
C ≡
(
Rlm, U
(L)
lm , U
(M)
lm , U
(N)
lm , Tlm
)tr
∈ C5 (8.16)
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is the vector of coefficients that shall be determined in the course of the ansatz;
M C = 0 (8.17)
with C 6= 0 andM ∈ C5×5 as given via (8.18) finally arises as sufficient condition for C
to yield nontrivial solutions of field equations (8.1) to (8.3) with the ansatz (8.4), (8.5).
M :=

z −ρ
0
k 0 0 0
(c20/ρ0κ0)k [z + ν
0
Lk
2] 0 0 (α0c
2
0/κ0)k
0 0 [z + ν0k
2] 0 0
0 0 0 [z + ν0k
2] 0
0 −(α0c20T0/C0p)k 0 0 [z +D0κ0k2]

(8.18)
Nontrivial solutions of equation (8.17) require
0 = det(M) = (k2ν0 + z)2 · [A(z)k4 +B(z)k2 + z3] (8.19)
with A(z) := D0c
2
0 + zD0κ0ν0L , B(z) := zc20 + z2(D0κ0 + ν0L) . (8.20)
Condition (8.19) determines the possible values of k for given z and given material con-
stants.
For A(z)k4 +B(z)k2 + z3 = 0 with A(z) 6= 0 for z ∈ C/ {0 , −c20/ (κ0ν0L)} we obtain
k = kpq ≡ iζpq 6= 0 for z ∈ C/ {0 , −c20/ (κ0ν0L)} , (8.21)
ζpq := (−1)p ·
√√√√ B(z)
2A(z)
+ (−1)q ·
√(
B(z)
2A(z)
)2
− z
3
A(z)
, (p, q) ∈ 2× 2 (8.22)
δ̂ρ
(pq)
lm,w =
ρ
0
c20
kpq(z + κ0D0k2pq)fl(kpqr)Ylm(ϑ, ϕ) (8.23)
δ̂u
(pq)
lm,w =
z
c20
(
z + κ0D0k2pq
) 1
2l + 1
[fl−1(kpqr)Alm(ϑ, ϕ) + fl+1(kpqr)Blm(ϑ, ϕ)] (8.24)
δ̂T
(pq)
lm,w =
α0T0
C0p
kpqzfl(kpqr)Ylm(ϑ, ϕ) (8.25)
as elementary solutions that satisfy field equations (8.1) to (8.3).
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For k2ν0 + z = 0 one obtains
k = kn ≡ (−1)niσ 6= 0 , σ :=
√
z
ν0
, n ∈ 2 (8.26)
δ̂ρ
(n)
lm,v1
= 0 , δ̂T
(n)
lm,v1
= 0 (8.27)
δ̂u
(n)
lm,v1
= fl(knr)Clm(ϑ, ϕ) (8.28)
and
δ̂ρ
(n)
lm,v2
= 0 , δ̂T
(n)
lm,v2
= 0 (8.29)
δ̂u
(n)
lm,v2
=
1
2l + 1
[(l + 1)fl−1(knr)Alm(ϑ, ϕ)− lfl+1(knr)Blm(ϑ, ϕ)] (8.30)
as elementary solutions that solve field equations (8.1) to (8.3).
The Laplace-transformed field equation (7.20) governing the temperature perturbations
within the particle can also be written as[
∆ + (k(j)b )
2
]
δ̂T1 = 0 with k
(j)
b := (−1)ji1 6= 0 , 1 :=
√
z
D1
, j ∈ 2 . (8.31)
Here D1 = λ
0
1/(ρ
0
1C
0
1) denotes the thermal diffusivity, C
0
1 the heat capacity, λ
0
1 the thermal
conductivity and ρ01 the mass density of the sphere in equilibrium. According to equation
(8.8) it is solved by the elementary solutions
δ̂T
(j)
lm,b = fl(k
(j)
b r)Ylm(ϑ, ϕ) . (8.32)
8.2. Calculation of the responsefields and the
spectral friction kernel
With respect to our Cartesian laboratory frame the homogenous, rigid spherical particle
with radius a is supposed to occupy the set B01 = {x ∈ R3| ‖x‖ < a} in its reference
position. In this section we calculate the components
γ̂11ij(z) =
∫
∂B01
Π̂1jilT nldS , ψ̂
11ij(z) =
∫
∂B01
Π̂1jilR nldS (8.33)
φ̂11kj(z) = kpl
∫
∂B01
xpΠ̂1jlmT nmdS , ζ̂
11kj(z) = kpl
∫
∂B01
xpΠ̂1jlmR nmdS (8.34)
of the spectral friction kernel, cf. (7.33) to (7.35). In the remainder of chapter 8 we do
not use Einstein’s summation convention any more. Π̂1jilT and Π̂
1jil
R can be obtained from
definitions (7.36) and (7.37) by using the responsefields instead of the respective retrans-
formed fields there. Owing to symmetry it suffices for a single spherical particle in an
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infinitely expanded fluid to calculate the responsefields T̂ 1 jα , T̂ 1 j14 and R̂1 jα , R̂1 j14 only for
one single j ∈ 3, we choose j = 3. From T̂ 1 3α , T̂ 1 314 and R̂1 3α , R̂1 314 which is furthermore
denoted as T- and R-solution respectively, the responsefields for j ∈ 2 can be obtained
by a simple cyclic permutation of the coordinate axes of our Cartesian frame. For the
same symmetry-reasons it suffices to calculate γ̂11i3(z), ψ̂11i3(z), φ̂11k3(z) and ζ̂11k3(z) by
means of the T- and R-solution respectively since the components of the other columns of
the 3 by 3 matrices γ̂11ij(z), ψ̂11ij(z), φ̂11kj(z) and ζ̂11kj(z) result from a respective cyclic
permutation of the components of their third columns. For the T-solution we furthermore
use the notation T̂ 1 30 = ρ̂T , T̂ 1 3i = ei · ûT , T̂ 1 34 = T̂T and T̂ 1 314 = T̂ (b)T where ei denotes
the i th unit vector of our Cartesian laboratory frame. A similar notation is applied to
the R-solution. The label A used below indicates an affiliation to the T-solution if A = T
and to the R-solution if A = R.
In order to obtain the T-solution and the R-solution, we try to find an appropriate
superposition of elementary solutions calculated in the previous section that satisfies the
boundary conditions (7.22), (7.23), (7.26) and the particular stick boundary condition
[ûT ]r=a = e3 ≡
√
4pi/3 ·A10(ϑ, ϕ) , (8.35)
for the T-solution and
[ûR]r=a = [−x2e1 + x1e2]r=a ≡
√
4pi/3 · a ·C10(ϑ, ϕ) , (8.36)
for the R-solution, cf. (7.29). In the subsequent superposition (8.37) to (8.40) we choose
p = 1 in connection with fl(z) = h
(2)
l (z) for the elementary solutions (8.23) to (8.25) of
the fluid and n = 2 in connection with fl(z) = h
(1)
l (z) for the elementary solutions (8.27)
to (8.30) of the fluid as well as j = 2 in connection with fl(z) = jl(z) for the elementary
solutions (8.32) of temperature perturbations within the particle, both for the T- and
R-solution. With this choice we ensure the temperature field within the particle to be
regular for r = 0 and that the decay conditions (7.26) are satisfied.1
ρ̂A =
∞∑
l=1
l∑
m=−l
[ 2∑
q=1
w(q)Almδ̂ρ
(1q)
lm,w
]
≡
∑
l,m
L(lm)Aρ (r)Ylm(ϑ, ϕ) (8.37)
ûA =
∞∑
l=1
l∑
m=−l
[ 2∑
q=1
w(q)Almδ̂u
(1q)
lm,w +
2∑
i=1
v(i)Almδ̂u
(2)
lm,vi
]
≡
∑
l,m
3∑
j=1
L(lm)AVj (r)V
(j)
lm(ϑ, ϕ) (8.38)
T̂A =
∞∑
l=1
l∑
m=−l
[ 2∑
q=1
w(q)Almδ̂T
(1q)
lm,w
]
≡
∑
l,m
L(lm)AT (r)Ylm(ϑ, ϕ) (8.39)
T̂ (b)A =
∞∑
l=1
l∑
m=−l
BAlmδ̂T
(2)
lm,b ≡
∑
l,m
L(lm)AB (r)Ylm(ϑ, ϕ) (8.40)
1Provided that Re(z) > 0, the summands constituting the fluid fields in (8.37) to (8.39) as well as all
their spatial partial derivatives of arbitrary order decay exponentially for r →∞. A rationale for this
is given in appendix F.1.
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L(lm)Aρ (r) :=
2∑
q=1
w(q)Alm iζ1q
ρ
0
c20
(z − κ0D0ζ21q) h(2)l (iζ1qr) (8.41)
L(lm)AV1(r) :=
2∑
q=1
w(q)Alm
z
c20
(z − κ0D0ζ21q)
(2l + 1)
h(2)l−1(iζ1qr) + v
(2)
Alm
l + 1
2l + 1
h(1)l−1(iσr) (8.42)
L(lm)AV2(r) :=
2∑
q=1
w(q)Alm
z
c20
(z − κ0D0ζ21q)
(2l + 1)
h(2)l+1(iζ1qr) − v(2)Alm
l
2l + 1
h(1)l+1(iσr) (8.43)
L(lm)AV3(r) := v
(1)
Alm h
(1)
l (iσr) (8.44)
L(lm)AT (r) :=
2∑
q=1
w(q)Alm
α0T0
C0p
iζ1qz h
(2)
l (iζ1qr) (8.45)
L(lm)AB (r) := BAlm jl(i1r) (8.46)
Due to the orthogonality properties of the Ylm(ϑ, ϕ) and V
(j)
lm(ϑ, ϕ) on the unit sphere [13]
one finds for
[ûA]r=a =
∑
l,m
3∑
j=1
u(lm)Aj V
(j)
lm(ϑ, ϕ) (8.47)
(the conditions (8.35) for the T- and (8.36) for the R-solution are special cases of this
representation) that the remaining boundary conditions are fulfilled by the superposition
(8.37) to (8.40) of elementary solutions if and only if
L(lm)AT (a) = L(lm)AB (a) , λ0
∂L(lm)AT
∂r
(a) = λ01
∂L(lm)AB
∂r
(a) , L(lm)AVj (a) = u
(lm)
Aj (8.48)
holds for all admissible pairs (l,m) and all j ∈ 3. Equations (8.48) are linear in the
coefficients w(1)Alm, w
(2)
Alm, v
(1)
Alm,v
(2)
Alm, BAlm to be determined. The prescribed surface-field
(8.47) yields an inhomogenity in (8.48), that causes these coefficients to be nontrivial
in general. This finally reflects the physical statement that the field-perturbations δdα,
δd14 are induced by the prescribed particle velocities δU1, δΩ1. Remarkable is also that
blocks of equations (8.48) do not couple for different pairs (l,m). For the T- as well as
for the R-solution only in the block (l,m) = (1, 0) an inhomogenity arises from the stick
boundary condition, thus one obtains
w(1)Alm = 0 , w
(2)
Alm = 0 , v
(1)
Alm = 0 , v
(2)
Alm = 0 , BAlm = 0
for all admissible (l,m) 6= (1, 0) , all j ∈ 3 and A ∈ {T ,R} . (8.49)
For the T-solution we have to solve the remaining block of equations (8.48) for (l,m) =
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(1, 0) with u(10)T 1 =
√
4pi/3, u(10)T 2 = 0, u
(10)
T 3 = 0 because the stick boundary condition takes
the form (8.35) in this case. This yields:2
v(1)T 10 = 0 ; w
(q)
T 10 = K(q)BT 10 , q ∈ 2 (8.50)
(
BT 10
v(2)T 10
)
=
√
4pi
3
Q11(a)Q22(a)−Q12(a)Q21(a)
( Q22(a)
−Q21(a)
)
(8.51)
Q11(r) :=
2∑
q=1
K(q) z
c20
(z − κ0D0ζ21q)
3
h(2)0 (iζ1qr) Q12(r) :=
2
3
h(1)0 (iσr) (8.52)
Q21(r) :=
2∑
q=1
K(q) z
c20
(z − κ0D0ζ21q)
3
h(2)2 (iζ1qr) Q22(r) := −
1
3
h(1)2 (iσr) (8.53)
K(q) := λ
0
1Z3−q(a) (dX1/dr) (a)− λ0 (dZ3−q/dr) (a)X1(a)
λ0Gq [(dZq/dr) (a)Z3−q(a)− Zq(a) (dZ3−q/dr) (a)] , q ∈ 2 (8.54)
X1(r) := j1(i1r) ; Zq(r) := h
(2)
1 (iζ1qr) , Gq := i
α0T0
C0p
ζ1qz , q ∈ 2 (8.55)
With the relations (8.50) to (8.55) all remaining constants are determined that are beside
the trivial ones in (8.49) needed to superpose the T-solution from the solutions derived
in section 8.1: With respect to the notation used in (8.37) to (8.46) one has L(10)TV1(r) =
BT 10Q11(r) + v(2)T 10Q12(r), L(10)TV2(r) = BT 10Q21(r) + v
(2)
T 10Q22(r), L(10)TV3(r) = 0 and thus finds
with L(10)T ρ (r), L(10)T T (r) as given in (8.41), (8.45) as well as (8.7) and (8.13) to (8.15)
ρ̂T = D(r) cosϑ , ûT = R(r) cosϑer + V (r)(− sinϑ)eϑ , T̂T = T (r) cosϑ (8.56)
with D(r) :=
√
3
4pi
2∑
q=1
BT 10K(q) iζ1q ρ0
c20
(z − κ0D0ζ21q) h(2)1 (iζ1qr) (8.57)
R(r) :=
√
3
4pi
[
BT 10 (Q11(r)− 2Q21(r)) + v(2)T 10 (Q12(r)− 2Q22(r))
]
(8.58)
V (r) :=
√
3
4pi
[
BT 10 (Q11(r) +Q21(r)) + v(2)T 10 (Q12(r) +Q22(r))
]
(8.59)
T (r) :=
√
3
4pi
2∑
q=1
BT 10K(q) iζ1q α0T0
C0p
z h(2)1 (iζ1qr) . (8.60)
2v
(1)
T 10 = 0 emerges since h
(1)
1 (iσa) 6= 0 holds for a > 0. Denominators in (8.51) and (8.54) can vanish for
certain values of the material parameters and z, e.g. if ζ11 = ζ12. However, as pointed out in appendix
F.3 this is not a fatal flaw for the calculation and interpretation of the spectral friction kernel.
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The responsefield T̂ (b)T is given via (8.40) and (8.46) where the coefficients BT lm take the
values given in (8.49) and (8.51):
T̂ (b)T = T1(r) cosϑ , T1(r) :=
√
3
4pi
BT 10 j1(i1r) (8.61)
For the R-solution we have to consider the remaining block of equations (8.48) for
(l,m) = (1, 0) with u(10)R1 = 0, u
(10)
R2 = 0, u
(10)
R3 = a ·
√
4pi/3 since the stick boundary condi-
tion takes the form (8.36) in this case. From this one finds:
w(1)R10 = 0 , w
(2)
R10 = 0 , v
(1)
R10 =
a
h(1)1 (iσa)
·
√
4pi
3
, v(2)R10 = 0 , BR10 = 0 (8.62)
Notice that h(1)1 (iσa) 6= 0 holds for a > 0. The coefficients given in (8.49) and (8.62) are
those ones needed to superpose the R-solution via (8.37) to (8.46):
ρ̂R = 0 , T̂R = 0 , T̂
(b)
R = 0 (8.63)
ûR = v
(1)
R10h
(1)
1 (iσr)C10(ϑ, ϕ) = F (r) sinϑ eϕ , F (r) := a ·
h(1)1 (iσr)
h(1)1 (iσa)
(8.64)
A computation of the surface integrals in (8.33), (8.34) results in γ̂11i3(z) = −γ̂(z)δi3,
ψ̂11i3(z) = 0, φ̂11k3(z) = 0 and ζ̂11k3(z) = −ζ̂(z)δk3 with
γ̂(z) =
4pia2
3
(
c20
κ0
D(r = a; z) +
ρ
0
α0c
2
0
κ0
T (r = a; z)
)
− 4pia
2
3
ρ
0
(
ν0L
dR
dr
(r = a; z) + 2ν0
dV
dr
(r = a; z)
)
, (8.65)
ζ̂(z) =
8piη
0
a3
3
(
1− dF
dr
(r = a; z)
)
= 8piη
0
a3 ·
(
1 +
(a2z)/(3ν0)
1 + a ·√z/ν0
)
. (8.66)
Thus, due to the symmetry-properties elucidated at the beginning of this section, we fi-
nally obtain
Γ̂11(z) =
 γ̂(z)1 0
0 ζ̂(z)1
 (8.67)
for the spectral friction kernel. 0 denotes the 3 by 3 zero matrix. An explicit expression
for the spectral friction coefficient γ̂(z) is omitted here since it is lenghty. Nevertheless
some of its properties are discussed and exemplified in detail in the next section.
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8.3. Effects of compressibility of the fluid and
nonisothermal conditions
Here finally a comparison is drawn between our result for the spectral friction kernel
Γ̂11(z) and that one known for a spherical particle in a viscous, incompressible fluid under
isothermal conditions [34]. Additionally an exemplary comparison of the spectral friction
coefficients (as Laplace transform of respective friction coefficients) for the incompressible
isothermal [34, 51], compressible isothermal (cf. [75]) and compressible nonisothermal
case (as given in (8.65)) is presented and the influence of the thermodynamical properties
of the sphere on the spectral friction coefficient is investigated.
In their work [34] Hauge and Martin-Lo¨f state the right-sided Fourier transform of the
friction kernel for a spherical particle in a viscous, incompressible fluid, disregarding den-
sity perturbations in the fluid and temperature perturbations in the whole system. Let ω
be the frequency parameter of this right-sided Fourier transform. By substituting ω = iz
into this right-sided Fourier transform one obtains the corresponding Laplace transform
(as pointed out in [34]) that can be compared to our result (8.65) to (8.67) for Γ̂11(z):
The form (8.67) of the spectral friction kernel is also existent in [34]. Moreover our result
(8.66) for ζ̂(z) coincides with the corresponding quantity in [34]. Thus thermal effects and
compressibility are not relevant for the spectral friction kernel in case of a pure rotation
of the sphere. In contrast to this there are remarkable differences between the spectral
friction coefficient γ̂(z) as given in (8.65) and the corresponding quantity
γ̂i(z) = 6piη0a ·
(
1 + a ·
√
z
ν0
+
a2
9
z
ν0
)
(8.68)
from [34]. These differences, caused by compressibility and nonisothermal conditions, are
visualized in figures 8.2 to 8.4. There also a comparison to the spectral friction coefficient
γ̂c(z) for the compressible, isothermal case is drawn for which we use the formulae
γ̂c(z) =
4pia2
3
[
P2(r = a; z)− ρ0
(
ν0L
dR2
dr
(r = a; z) + 2ν0
dV2
dr
(r = a; z)
)]
(8.69)
with P2(r; z) = b1 ·
√
3
4pi
· c
2
0ρ0 k˜1
z
h(2)1
(
k˜1r
)
, (8.70)
R2(r; z) =
√
3
4pi
[Z1 − 2Z2] , V2(r; z) =
√
3
4pi
[Z1 + Z2] , (8.71)
Z1 = b1
3
h(2)0 (k˜1r) +
2b2
3
h(1)0 (k˜2r) , Z2 =
b1
3
h(2)2 (k˜1r)−
b2
3
h(1)2 (k˜2r) , (8.72)
(
b1
b2
)
=
3 ·
√
4pi
3
h(2)0 (k˜1a)h
(1)
2 (k˜2a) + 2h
(2)
2 (k˜1a)h
(1)
0 (k˜2a)
 h(1)2 (k˜2a)
h(2)2 (k˜1a)
 , (8.73)
k˜1 = −i ·
√
z2
c20 + zν
0
L
, k˜2 = i ·
√
z
ν0
≡ iσ . (8.74)
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One obtains these formulae by proceeding for the compressible, isothermal case similarly
to the compressible nonisothermal case treated in the preceding two sections: To this end
one considers, similar to Zwanzig and Bixon in [75], the field equations ∂tδρ = −ρ0∂kδuk
and ∂tδui = −(c20/ρ0)∂iδρ+ν0∂k∂kδui+(ν0L−ν0)∂i∂kδuk for the fluid fields in the compress-
ible, isothermal case (instead of equations (7.10), (7.11)) with the stick boundary condition
(7.12) at the particle surface and the condition that fluid fields vanish at infinity. This is,
in essence, similar to the treatment of Zwanzig and Bixon [75] in Fourier-language.3
In figure 8.1 the influence of the thermodynamical parameter C01 on γ̂(z) is exempli-
fied for the subsequent ”setting 1” of independent parameters: κ0T = 6.590 · 10−10Pa−1,
α0 = 2.200 · 10−4K−1, ρ0 = 9.980kg ·m−3, η0 = 3.030 · 10−3Pa · s, ξ0 = 5.000 · 10−2Pa · s,
C0p = 2.180 · 103J · (kg ·K)−1, λ0 = 6.000 · 101W · (m ·K)−1, λ01 = 4.010 · 102W · (m ·K)−1,
C01 = variable, ρ
0
1 = 8.960 · 103kg · m−3, T0 = 2.930 · 102K, a = 3.000 · 10−6m. It is
C0ϑ = C
0
p − (T0α20)/(ρ0κ0T ), cf. [35] p. 56. Figure 8.1 demonstrates that the thermody-
namical properties of the sphere can have a remarkable influence on the spectral friction
coefficient, in this example for real z the variation of C01 causes γ̂(za/c0 = 1.5) to vary
for about 22 percent.
Except for the plots of γ̂(z) in figure 8.1 that are labeled by the value of C01 that has
been used, plots of γ̂i(z), γ̂c(z) and γ̂(z) and their respective moduli, real parts or imag-
inary parts are denoted by ”incompressible, isothermal”, ”compressible, isothermal” and
”compressible, non-isothermal” respectively in the legends affiliated to the plots.
Figure 8.1.: γ̂(z) for varied C01 in comparison to γ̂i(z) from the incompressible, isothermal
case for parameter setting 1 and real z.
3The result of Zwanzig and Bixon [75] for the friction coefficient is not reliable since they use the bulk
viscosity in their equations 28, 30 with a wrong sign which possibly leads to a wrong result for their
terminal formula 37 for the friction coefficient. The above mentioned small error in [75] has already
been noticed earlier by Metiu et. al. [33].
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8.3. Effects of compressibility of the fluid and nonisothermal conditions
In figures 8.2 to 8.4 the z-dependency of γ̂(z), γ̂i(z) and γ̂c(z) is illustrated and com-
pared for the subsequent setting of independent parameters which we refer to as ”setting
2”: κ0T = 5.000·10−7Pa−1, α0 = 2.000·10−3K−1, ρ0 = 2.500kg ·m−3, η0 = 2.130·10−5Pa·s,
ξ
0
= 6.130 · 10−5Pa · s, C0p = 2.129 · 103J · (kg · K)−1, λ0 = 4.710 · 10−2W · (m · K)−1,
λ01 = 1.940 · 101W · (m · K)−1, C01 = 5.973 · 102J · (kg · K)−1, ρ01 = 4.540 · 103kg · m−3,
T0 = 6.000 · 102K, a = 5.000 · 10−5m.
Parameter settings 1 and 2 suffice ν0L > D0, D0κ0 6= ν0L. In case that the latter re-
strictions are fulfilled it is argued in appendix F.2 that the responsefields calculated in
section 8.2 yield the solution of the initial-boundary-value problem (7.10) to (7.18) via
(7.30) and (7.31). By using this existence statement, it is moreover argued in appendix
F.3 by means of the theory of linear, passive systems [40] that the plots of γ̂(z) presented
in this section have a proper meaning as plots of a Laplace transformed quantity (which
has an absciss of convergence at Re(z) = 0) within (or at the boundary of) its region of
convergence.
For |za/c0| < 10−1 there is no visible deviation between the comparative plots con-
cerning γ̂(z), γ̂c(z) and γ̂i(z) in figures 8.2 to 8.4, whereas significant differences between
all these plots occur in the range 100 < |za/c0| < 103; for |za/c0| > 104 the deviations
between γ̂(z) and γ̂c(z) seem to vanish and a diminuation of |γ̂(z)| (or |γ̂c(z)| respectively)
in comparison to |γ̂i(z)| seems to persist.
Figure 8.2.: Comparison of the spectral friction coefficients γ̂(z), γ̂c(z) and γ̂i(z) for pa-
rameter setting 2 and real z.
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Figure 8.3.: Comparison of the spectral friction coefficients γ̂(z), γ̂c(z) and γ̂i(z) for pa-
rameter setting 2 and z = −iω on the negative imaginary axis.
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Figure 8.4.: Comparison of the moduli of the spectral friction coefficients γ̂(z), γ̂c(z) and
γ̂i(z) for parameter setting 2 and z = −iω on the negative imaginary axis.
It suggests itself to consider our physical system as a particular realization of a linear,
passive system (as defined in [40]) with the prescribed particle velocities b1(t) as input- and
negative generalized force −h1(t) as output-quantity, cf. appendix F.3. Then, according
to a theorem of Meixner (theorem 5.2 in [40]), one may possibly expect that a stimulus by
the center-of-mass velocity δU1(t) = U0 cos(ωt)e3+q1(t)e3 for t > 0 , δU1(t) = 0 for t ≤ 0,
with an appropriate q1(t) that tends to zero for t→∞ sufficiently fast, induces a hydrody-
namic friction force δF1(t) = −U0 |γ̂(−iω)| cos(ωt−φ(ω))e3+q2(t)e3 with limt→∞ q2(t) = 0.
Apart from a possible phase shift φ(ω), the induced frictional force then approaches for
increasing t the same harmonic behaviour as the stimulus and the modulus |γ̂(−iω)| of the
spectral friction coefficient on the imaginary frequency-axis becomes proportional to the
amplitude of the frictional force. Since we have |γ̂i(−i(c0/a) · 102)| / |γ̂c(−i(c0/a) · 102)| ≈
45 and |γ̂c(−i(c0/a) · 102)| / |γ̂(−i(c0/a) · 102)| ≈ 1.54 (cf. figure 8.4), this suggests for
our example with parameter setting 2 that for ω = (c0/a) · 102 the amplitude of the
frictional force is influenced significantly by effects of compressibility and, in particular,
also by nonisothermal conditions.
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9. Concluding Remarks and Outlook
At first a brief summary of this thesis and its results shall be given here:
Having started from the unified perspective of balance laws for conservation of mass,
momentum and energy in the isolated colloidal system [18, 19], an approximation of these
laws for small perturbations of equilibrium and, in particular, small deviations of the par-
ticle positions and orientations from a time-independent reference configuration resulted
in the balance equations (4.31) to (4.33). A further evaluation of these equations led to
the Microhydrodynamic Equations of Motion (MHEM), i.e. equations (4.84) to (4.97). It
should be emphasized that the derivation of equations (4.31) to (4.33) and their further
evaluation required a proper characterization of the non-convective part of the momentum
flux within the rigid particles and hence also of constraint forces within the particles. The
MHEM describe the average regression of a small perturbation of equilibrium. Moreover
the Second-Order Entropy (SOE), i.e. equation (5.29), could be derived as an expression
for small perturbations of the total entropy of the colloidal sytem around equilibrium. By
making use of the SOE and the MHEM we obtained the dissipation functional (5.42) as
an expression for the rate of total entropy production that occurs in the colloidal system
during relaxation to equilibrium. The MHEM, the SOE and the dissipation functional
refer to a time-independent reference configuration of particles and thus were appropriate
to be used for a generalization of the conceptual framework of Hauge and Martin-Lo¨f [34]
to the case of many particles in a compressible fluid under nonisothermal conditions.
In order to model thermal motion of the colloidal system, the MHEM were supple-
mented by random forces geared to [34]. This supplementation resulted in the Microscopic
Langevin Equations (MILE), cf. (6.56) to (6.70). The MILE represent a generalization of
the concept of Fluctuating Hydrodynamics [50]; they describe random fluctuations around
equilibrium of kinematical variables of the colloidal particles and of field variables in the
colloidal system from a microhydrodynamic point of view as long as the rigid colloidal
particles stay close to the time-independent reference configuration associated with the
MHEM, the SOE and the dissipation functional. By means of the SOE and the dissipation
functional the fluctuation-dissipation theorem (6.55) could be established that determines
the stochastic properties of the random forces of the MILE. Alternatively these random
forces were specified by the correlations (6.50) to (6.53).
A contraction of this description similar to [34] led to the Macroscopic Langevin Equa-
tions (MALE) as equations of motion for the kinematical variables of the particles alone.
The MALE (7.72) to (7.74) describe thermal motion of the colloidal particles (without
explicit regress to field variables) around the reference configuration as long as the parti-
cles stay close enough thereto. Correspondingly, in contrast to the treatment in [34], this
contraction was carried out over a finite time interval having a lenght of the order of the
configurational relaxation time. The execution of this contraction required a derivation
of an expression of the collective form (7.5) for the systematic hydrodynamical forces and
torques exerted on the particles in terms of the (rotational and translational) velocities
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of all particles. As a generalization of Stokes’ law of friction the N-particle friction kernel
Γνµ was introduced in (7.5). This expression takes account of hydrodynamic interactions
as well as hydrodynamic memory effects. The latter appear in the MALE in a truncated
form: Since systematic hydrodynamic perturbations decay on a timescale that is usually
far smaller than the configurational relaxation time, it was sufficient to take account of
particle motions that occur when the particles stay close to the reference configuration.
To be specific hydrodynamic interactions and hydrodynamic memory effects are incor-
porated in the MALE by means of the friction terms −∑N
µ=1
∫ t
0
Γνµ(t− s) bµ(s) ds and
h
mem
ν (t) = −
∑N
µ=1
∫ 0
−Tmem Γνµ(t−s) Bµ(s) ds that are nonlocal in time since they depend
on past motion of all particles. Moreover the contraction demanded a characterization
of the random part of hydrodynamical forces and torques acting on the particles without
explicit regress to the field variables. Finally this characterization was established as fluc-
tuation dissipation theorem (7.67) that expresses the properties of the random forces of
the MALE in terms of the N-particle friction kernel. Essential prerequisites for the formu-
lation of this fluctuation-dissipation theorem on the contracted level were the derivation
of the Generalized Green-Identity (7.44) and of the integral energy balance (7.53).
An iterative use of the MALE with a respective update of the reference configuration
of particles that enters in the MALE via the N-particle friction kernel provided a tran-
sition to conventional Brownian dynamics of the colloidal particles. In this way random
diffusion of many hydrodynamically interacting colloidal particles became describable.
The considerations and results mentioned above take account of compressibility of the
solvent as well as nonisothermal conditions in the whole system (in particular within
the particles). Compressibility and nonisothermal conditions implicitly enter into the N-
particle friction kernel since the friction kernel at least in principle depends on the bulk
viscosity ξ
0
, the isothermal compressibility κ0T and the coefficient of volume expansion α0
and indirectly also on the heat conductivities λ0, λ
0
ν as well as the heat capacities C
0
p , C
0
ν .
The N-particle friction kernel moreover depends on the system geometry and hence, in
particular, on the individual shapes of the N colloidal particles as well as their relative
position to each other. The internal structure of the particles is incorporated by a char-
acteristic mass distribution that enters into the collection L of inertia matrices, cf. (7.77)
and (7.1), and by the individual specific heat capacities C0ν and heat conductivities λ
0
ν. In
general there is an influence of fluid compressibility and nonisothermal conditions on the
spectral friction kernel, as verified for a spherical particle in section 8.3. In particular the
treatment in chapter 8 demonstrates that temperature effects within the colloidal sphere
have influence on the spectral friction coefficient, cf. figure 8.1.
There are future tasks that emerge from the theoretical framework established here:
The MALE (7.72) to (7.74) are the central result of this thesis. Beside of the iner-
tia matrices Lν the N-particle friction kernel is needed for a concrete application of the
MALE and of the solution formula (7.75) respectively. Without doubt the N-particle
friction kernel is the crucial quantity introduced in the present work. The formulation
(7.32) to (7.37) of the N-particle friction kernel is closely related to the initial boundary
value problem (7.10) to (7.18) for which we convinced ourselves that a solution is unique
(cf. appendix C) and that it can be found by means of the procedure presented in section
7.2 for the case of a spherical particle treated in chapter 8, cf. appendix F.2. Though
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the treatment in section 7.2 is certainly reasonable, there is from a mathematical point of
view still need for a proof that the solution of the initial boundary value problem (7.10) to
(7.18) exists and that it can be found by means of the procedure introduced in section 7.2
for more general cases than that of a single sphere. Concerning this aim our considerations
in chapter 8 yield a good basis for the treatment of N ≥ 2 spherical particles because a va-
riety of spherical solutions of Laplace-transformed field equations (7.19), (7.20) is already
known, cf. section 8.1. One can try to find respective responsefields as superposition of
these solutions to the particular boundary conditions for the responsefields in the case of
N ≥ 2 spheres immersed in an infinitely expanded fluid in oder to obtain a solution of
the original problem in terms of Laplace retransformed responsefields. There is hope to
find this superposition by means of the addition theorems for (vector) spherical harmonics
presented by Felderhof and Jones [15].
From a more practical point of view a numerical use of the solution formula (7.75)
for the MALE and an iterative application thereof for the multi-particle case seems ade-
quate; the iteration scheme introduced in section 7.4 appears as a particularly well suited
method to study the influence of fluid compressibility, nonisothermal conditions as well as
individual particle shapes, hydrodynamic interactions and hydrodynamic memory effects
on random multi-particle diffusion.
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A. Rigid Body Constraint Forces
In this appendix some aspects of the description of contraint forces for a rigid body in
subsection 2.2.2 shall be clarified. At first the expression (2.15) for a density of constraint
forces within a rigid body is justified. Subsequently it is shown that the total force and
the total torque exerted on the rigid body by the constraint force density vanish.
For a start we describe the motion of a rigid body with center-of-mass coordinates X(t)
and angular velocity Ω(t) (the latter quantities refer to (IS)) under the influence of a
driving force density in its body fixed frame (BS) whose origin coincides with the center-
of-mass. Coordinates in the laboratory (inertial) frame (IS) and in the body fixed frame
(BS) are related via (2.4). By considering the motion of a particular infinitesimal mass
element (”material point”) of the rigid body, we can state Newton’s equation
mr¨(t) = f˜driv(t) + f˜fict(r(t), r˙(t), t) + z˜(t) (A.1)
of motion in (BS) for this material point with mass m and with coordinates r(t) in
(BS). Here, a tilde indicates that the respective quantity refers to the body fixed frame.
f˜fict(r(t), r˙(t), t) is the fictitious force that has to be taken into account additionally since
the body fixed frame is an accelerated frame of reference in general. f˜driv(t) is the driving
force acting on the infinitesimal mass element under consideration that arises because
of the presence of the driving force density the rigid body is exposed to. z˜(t) is the
constraint force acting on the infinitesimal mass element. This constraint force is assumed
to emerge from a respective constraint force density which in turn ensures the mass
continuum constituting the rigid body to remain rigid. Rigidity is equivalent to r˙(t) ≡ 0,
i.e. r(t) = r0, for all times (and for arbitrary material points of the body). Hence, with
(A.1), the constraint force z˜(t) is determined via
z˜(t) = −f˜driv(t)− f˜fict(r(t) = r0, r˙(t) = 0, t) (A.2)
with the fictitious force
f˜fict(r(t), r˙(t), t) =−m
[
Ω˜(t)×
[
Ω˜(t)× r(t)
]
+ 2 Ω˜(t)× r˙(t) + ˙˜Ω(t)× r(t)
]
−m Etr(α(t)) X¨(t) (A.3)
being present in (BS), cf. [52], where r(t) = r0 is constant for an actual rigid body motion
and consequently the Coriolis term −2m Ω˜(t)× r˙(t) in (A.3) vanishes.
By applying the above argumentation for every material point of the rigid body, one
finds
Z˜(r, t) := −F˜driv(r, t)− F˜fict(r, t) (A.4)
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as constraint force field with density of fictitious forces
F˜fict(r, t) =− ρB(r)
[
Ω˜(t)×
[
Ω˜(t)× r
]
+
˙˜
Ω(t)× r
]
− ρB(r)Etr(α(t))X¨(t) (A.5)
and given density F˜driv(r, t) of driving forces. ρB(r) denotes the mass density of the rigid
body in (BS), cf. (2.16) and related context. By transforming the force field (A.4) from
(BS) to (IS), one obtains the expression (2.15) with (2.16) as density Z(x, t) of constraint
forces in (IS) for the rigid body motion. The constraint force density obviously depends
on the actual motion of the rigid body.
The preceding results arise under reference to Newtonian Mechanics of a mass point,
namely the ”material point” in the rigid body. There exists an alternative, but at first
glance less intuitive treatment that remains within the framework of mechanics of con-
tinuus media: For the rigid body as a continuous medium, we can state the momentum
balance
ρB(r(x, t))
(
∂
∂t
+ uB(x, t) · ∇
)
uB(x, t) = F
driv(x, t) + Z(x, t) (A.6)
in the laboratory frame (IS) that emerges for rigid body motion as particular case of
the general momentum balance for a continuous medium. Here, r(x, t) ≡ r(x; X(t),α(t))
means the transformation (2.26), that relates coordinates in (BS) with those in (IS),
and uB(x, t) is the local velocity within a rigid body which has the form (2.14), the label
B is omitted there. The center-of-mass velocity U ≡ X˙ and the angular velocity Ω of
the rigid particle, that enter in uB(x, t), are related to the density F
driv(x, t) of driving
forces by the common equations of motion (A.9) and (A.12) for a rigid body. The general
momentum balance for a continuous medium can be found in [22] for example and is in
principle also contained within the framework of balance laws [18, 19, 20] used in chapter
3 since equation (A.6) is actually nothing else but a momentum balance like (3.29) within
the ν th rigid particle in our colloidal suspension. In the momentum balance (3.29) the
total density of forces within the particle, that accords to the right-hand side of (A.6), is
expressed as divergence of the nonconvective part Π kνi of the momentum flux within the
respective particle. This nonconvective flux of momentum is constructed in subsection
2.2.2 under reference to the expression for Z(x, t) derived in this appendix. From (A.6)
we immediately obtain
Zi(x, t) ≡ ρB(r(x, t))
(
∂t + uB,k(x, t)∂
k
)
uB,i(x, t)− F drivi (x, t) (A.7)
for the density Z(x, t) of constraint forces in (IS) where uB,i means the i th Cartesian
component of uB. The reader convinces himself that Z(x, t) as given in (A.7) coincides
with the expression (2.15) that is obtained from (A.4).
Now we show that the total force and the total torque exerted on the rigid body by the
constraint force field (2.15) vanish. The rigid body is supposed to cover the region B(t)
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in (IS). Then we calculate for the total constraint force∫
B(t)
d3x Z(x, t) =−
∫
B(t)
d3x Fdriv(x, t) + X¨(t)
∫
B(t)
d3xρ(x, t)︸ ︷︷ ︸
≡ M
+ Ω(t)×
[
Ω(t)×
∫
B(t)
d3x ρ(x, t)(x−X(t))︸ ︷︷ ︸
= 0
]
+ Ω˙(t)×
∫
B(t)
d3x ρ(x, t)(x−X(t))︸ ︷︷ ︸
= 0
. (A.8)
Here M denotes the total mass of the rigid body. Obviously the total constraint force
vanishes if and only if the center-of-mass coordinates X(t) obey the equation of motion
MX¨(t) =
∫
B(t)
d3x Fdriv(x, t) . (A.9)
That means the disappearence of the total force generated by the constraint force field
is equivalent to the condition that the center-of-mass coordinates of the rigid body fulfill
the common equation of motion (A.9) associated with the driving force density Fdriv(x, t).
The latter condition, of course, holds for the rigid body under consideration.
The total torque that arises from the constraint force field (2.15) also vanishes. One
has∫
B(t)
d3x (x−X(t))× Z(x, t) =
=
∫
B(t)
d3x ρ(x, t) (x−X(t))×
[
Ω(t)× [Ω(t)× (x−X(t))] + Ω˙(t)× (x−X(t))
]
− X¨(t)×
∫
B(t)
d3x ρ(x, t) (x−X(t))︸ ︷︷ ︸
= 0
−
∫
B(t)
d3x (x−X(t))× Fdriv(x, t)
=
∫
B(t)
d3x ρ(x, t)
[
Ω(t)
[
(x−X(t)) · [Ω(t)× (x−X(t))]
]
︸ ︷︷ ︸
= 0
+
− Ω(t)× (x−X(t))
[
(x−X(t)) ·Ω(t)
]]
+
∫
B(t)
d3x ρ(x, t)
[
Ω˙(t) ‖x−X(t)‖2 − (x−X(t))
[
(x−X(t)) · Ω˙(t)
] ]
−
∫
B(t)
d3x (x−X(t))× Fdriv(x, t) . (A.10)
Here we make again use of the fact that the components of X(t) are (by definition) the
center-of-mass coordinates (in (IS)) of the mass continuum being in rigid body motion.
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Furthermore the ’Graßmann-Identity’ is applied. We can rewrite the k th component of
(A.10) in the following form.
klm
∫
B(t)
d3x
(
xl −X l(t))Zm(x, t) =
= −klmΩl(t)
∫
B(t)
ρ(x, t)(xm −Xm(t))(xn −Xn(t))d3x Ωn(t)
+ klmΩ
l(t)
∫
B(t)
δmn ‖x−X(t)‖2 ρ(x, t) d3x Ωn(t)︸ ︷︷ ︸
= 0
+ Ω˙i(t)
∫
B(t)
d3x ρ(x, t)
[
δik ‖x−X(t)‖2 − (xk −Xk(t))(xi −X i(t))
]
︸ ︷︷ ︸
≡ Ji
k
(t)
−  mkl
∫
B(t)
d3x
(
xl −X l(t))F drivm (x, t)
= klmΩ
l(t)
∫
B(t)
d3x ρ(x, t)
[
δmn ‖x−X(t)‖2 − (xm −Xm(t))(xn −Xn(t))
]
︸ ︷︷ ︸
≡ Jmn(t)
Ωn(t)
+ J ik (t)Ω˙i(t)−  mkl
∫
B(t)
d3x
(
xl −X l(t))F drivm (x, t) (A.11)
In the third row of (A.11) we add 0 = klmΩ
l(t)
∫
B(t)
δmn ‖x−X(t)‖2 ρ(x, t) d3x Ωn(t)
in order to generate the inertia tensor1 (Jmn(t))(m,n) ∈ 3×3 ≡ J(t) in the course of the
calculation. From (A.11) we can conclude that the disappearence of the torque exerted
by the constraint force field Z on the mass continuum is equivalent to the equation
J(t)Ω˙(t) + Ω(t)× [J(t)Ω(t)] =
∫
B(t)
d3x (x−X(t))× Fdriv(x, t) , (A.12)
i.e. the torque exerted by the constraint force field Z on the mass continuum constituting
the rigid body vanishes if and only if the latter obeys the equation of motion (A.12) for a
rigid body that is associated with the kinematic variables X(t) and Ω(t) and the driving
force density Fdriv(x, t). This condition is, of course, fulfilled for the rigid body under
consideration.
1Jmn(t) are the components of the inertia tensor in (IS).
120
B. Supplementary Thermodynamic
Calculations
In this appendix we present those thermodynamical computations that are omitted in
the fifth chapter for brevity. Let us first explicitly execute the expansion procedure pre-
sented by Schmitz in [69] for the total entropy S of the colloidal suspension considered in
this thesis. In essence the subsequent calculations (B.1) to (B.12) are adopted from [69].
Beyond the work [69], that only treats a single fluid component, we apply the presented
expansion procedure to each material component of our fluid-particle system separately,
for this reason we omit any label φ, ν for a material component until further notice.
Starting from the representation (5.3) to (5.6) for the entropy density, we can calculate
the partial derivatives (B.1) to (B.5). We use the short-hand notation (5.5) and (5.6), i.e.
c = (cα)α ∈ I with I = {0} ∪ 4 as far as the fluid component is considered and I = 4 for
the particles respectively. Similarly we write c := (cα)α ∈ I for the original densities.
∂σ
∂cα
(c, χ) =
∂σ
∂cα
(c/χ) ≡ ∂σ
∂cα
(c) (B.1)
∂σ
∂χ
(c, χ) = σ (c/χ)− cα
χ
∂σ
∂cα
(c/χ) ≡ σ (c)− cα ∂σ
∂cα
(c) (B.2)
∂2σ
∂χ2
(c, χ) =
cαcβ
χ3
∂2σ
∂cβ∂cα
(c/χ) ≡ cαcβ
χ
∂2σ
∂cβ∂cα
(c) (B.3)
∂2σ
∂cα∂cβ
(c, χ) =
1
χ
∂2σ
∂cα∂cβ
(c/χ) ≡ 1
χ
∂2σ
∂cα∂cβ
(c) (B.4)
∂2σ
∂χ∂cα
(c, χ) = − cβ
χ2
∂2σ
∂cβ∂cα
(c/χ) ≡ −cβ
χ
∂2σ
∂cβ∂cα
(c) (B.5)
Moreover, up to first order in perturbations δcα, δχ, the following relation holds.
δcα = δ(χcα) = χ
0δcα + c
0
αδχ (B.6)
The additional superscript 0 indicates that the labeled quantity has to be evaluated in
equilibrium. By combining the results (B.1) to (B.6) and writing
gαβ :=
∂2σ
∂cβ∂cα
(c0) , (B.7)
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a formal Taylor expansion of σ(c, χ) around equilibrium up to second order in the per-
turbations of c, χ can be recast in the form (B.8). Concerning the treatment of δχ as
’small’ quantity, the reader is advised to recall the very last paragraph in section 2.3.
With respect to the remarks given there, one should first use Θε instead of Θ for the defi-
nition (2.24) to (2.27) of the characteristic function χ and take the limit ε↘ 0 not before
the Taylor-approximation has been established. Doing so, we circumvent the problem
concerning well-definiteness of products δχ δχ of distributions and the problem to have a
characteristic function (defined with the Heaviside unit step) as denominator.1
σ(c, χ) ≈ σ(c0, χ0) + ∂σ
∂cα
(
c0, χ0
)
δcα +
∂σ
∂χ
(
c0, χ0
)
δχ+
∂2σ
∂χ∂cα
(
c0, χ0
)
δcαδχ
+
1
2
∂2σ
∂χ2
(
c0, χ0
)
δχδχ+
1
2
∂2σ
∂cα∂cβ
(
c0, χ0
)
δcαδcβ
≈ σ(c0, χ0) + ∂σ
∂cα
(c0) (χ0δcα + c
0
αδχ) +
(
σ (c0)− c0α
∂σ
∂cα
(c0)
)
δχ
− c
0
β
χ0
gβα (χ0 δcα + c
0
αδχ) δχ
+
1
2χ0
[
c0α g
αβ c0β δχδχ+ χ
0
= 2 c0β g
βα δcα︷ ︸︸ ︷(
c0β g
βα δcα + δcβ g
βα c0α
)
δχ
+ (χ0)2δcα g
αβ δcβ + c
0
α g
αβ c0β δχδχ
]
= χ0 σ(c0) + χ0
∂σ
∂cα
(c0) δcα + σ (c
0) δχ+
χ0
2
δcα g
αβ δcβ (B.8)
As marked with an overbrace, we make use of the fact that the matrix gαβ is symmetric
since the entropy density σ is supposed to be smooth.
Let us now consider the whole system again by applying the approximation (B.8) to
the integrands occuring in (5.2) and inserting the resulting approximate expressions for
Sφ and Sν into (5.1). This yields, under consideration of (B.7), the expression (B.9) with
(B.10) to (B.12) for the total entropy S.
S ≈ S0 + δ1S + δ2S (B.9)
1The latter problem is also mentioned in [69].
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S0 ≡
∫
Sys
[
χ0
φ
σ0φ +
N∑
ν=1
χ0
ν
σ0ν
]
d3x (B.10)
δ1S ≡
∫
Sys
[
χ0
φ
(
∂σ
∂cα
)0
δcα + σ
0
φ δχφ +
N∑
ν=1
(
χ0
ν
(
∂σν
∂cνα
)0
δcνα + σ
0
ν δχν
)]
d3x (B.11)
δ2S ≡ 1
2
[∫
Fl0
(
∂2σ
∂cα∂cβ
)0
δcαδcβ d
3x +
N∑
ν=1
∫
B0ν
(
∂2σν
∂cνα∂cνβ
)0
δcναδcνβ d
3x
]
(B.12)
The quantity S0 as defined in (B.10) is the equilibrium value of the total entropy. By
subtracting S0 on both sides of equation (B.9), one recognizes that the relation (5.7) is
valid since we have ∆S = S − S0 by definition. The additional information δ1S = 0, as
marked in (5.7) with underbraces, remains to be shown.
For a verification of δ1S = 0 we need explicit expressions for the partial derivatives of
the constitutive relations for the entropy density of the fluid and the particles respectively.
Below, the latter partial derivatives are calculated up to second order since we are also in-
terested in the explicit form of δ2S that is, in fact, the SOE introduced in section 5.1. Due
to the local equilibrium assumption introduced in subsection 3.2.4, we suppose the first
law of thermodynamics to be valid locally in the form (3.47). As elucidated in subsection
3.2.4, we do not consider the specific volume within a particle to be a thermodynamic
degree of freedom and thus the mass density of the particles is not taken into account for
the expansion (B.8)2. The first law in the form (3.47) implies(
∂s
∂e
)
ϑ
=
1
T
,
(
∂s
∂ϑ
)
e
=
p
T
,
(
∂sν
∂eν
)
=
1
Tν
. (B.13)
By means of the constitutive relations (3.8), (3.9), (3.44) and s(ϑ, e) as given in (3.46) we
can state the dependencies
σ(ρ, pi, ) = ρs(ϑ(ρ), e(ρ,pi, )) with ϑ(ρ) =
1
ρ
, e(ρ,pi, ) =

ρ
− pikpi
k
2ρ2
(B.14)
for the entropy density of the fluid on the densities (cα)α ∈ {0}∪4 ≡ (ρ,pi, ) of conserved
quantities (cf. [39], p. 58) so that, under consideration of (B.13), the partial derivatives
concerning the fluid that are relevant in (B.11) and (B.12) can be calculated as follows:
∂σ
∂pik
= ρ
(
∂s
∂e
)
ϑ
· (−pik
ρ2
) = − pik
Tρ
,
∂σ
∂
= ρ
(
∂s
∂e
)
ϑ
· 1
ρ
=
1
T
(B.15)
∂σ
∂ρ
= s+ ρ
[
− p
Tρ2
− 
Tρ2
+
pikpik
Tρ3
]
︸ ︷︷ ︸
=
(
∂s
∂ρ
)
,pi
(B.16)
2Recall that in (B.8) we use the label α ∈ I with I = {0} ∪ 4 for the fluid component and I = 4 for
the particles, as explained at the beginning of this appendix.
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Consequently one obtains for the partial derivatives of second order concerning the fluid:
∂2σ
∂ρ2
= 2
(
∂s
∂ρ
)
,pi
+ ρ
(
∂
∂ρ
[
− p
Tρ2
− 
Tρ2
+
pikpik
Tρ3
])
,pi
= 2
[
− p
Tρ2
− 
Tρ2
+
pikpik
Tρ3
]
+ ρ
[
p
T 2ρ2
(
∂T
∂ρ
)
,pi
+ 2
p
Tρ3
− 1
Tρ2
(
∂p
∂ρ
)
,pi
]
+ ρ
[

T 2ρ2
(
∂T
∂ρ
)
,pi
+ 2

Tρ3
− pi
kpik
T 2ρ3
(
∂T
∂ρ
)
,pi
− 3pi
kpik
Tρ4
]
= −pikpi
k
Tρ3
+
+ p
T 2ρ
(
∂T
∂ρ
)
,pi
− 1
Tρ
(
∂p
∂ρ
)
,pi
− pi
kpik
T 2ρ2
(
∂T
∂ρ
)
,pi
(B.17)
∂2σ
∂pik∂pii
= − δki
Tρ
+
pik
T 2ρ
(
∂T
∂pii
)
,ρ
,
∂2σ
∂ρ∂pik
=
pik
Tρ2
+
pik
T 2ρ
(
∂T
∂ρ
)
,pi
, (B.18)
∂2σ
∂∂pik
=
pik
T 2ρ
(
∂T
∂
)
ρ,pi
,
∂2σ
∂2
= − 1
T 2
(
∂T
∂
)
ρ,pi
,
∂2σ
∂ρ∂
= − 1
T 2
(
∂T
∂ρ
)
,pi
(B.19)
For the calculation of the partial derivatives being relevant for the particles we can
proceed analogously: By using the constitutive relations (3.8), (3.9), (3.44) and sν(eν) as
given via (3.46), we can write
σν(piν, ν) = ρνsν(eν(piν, ν)) with eν(piν, ν) =
ν
ρν
− piνkpi
k
ν
2ρ2ν
(B.20)
for the entropy density of the ν th particle as a function of the densities (cνα)α ∈ 4 ≡
(piν, ν). Together with (B.13), the partial derivatives concerning the ν th particle being
relevant in (B.11) and (B.12) can be calculated as follows:
∂σν
∂piνk
= ρν
(
∂sν
∂eν
)
· (−piνk
ρ2ν
) = − piνk
Tνρν
(B.21)
∂σν
∂ν
= ρν
(
∂sν
∂eν
)
· 1
ρν
=
1
Tν
(B.22)
Thus, for the partial derivatives of second order concerning the particles we have:
∂2σν
∂piνk∂piνi
= − δki
Tνρν
+
piνk
T 2ν ρν
(
∂Tν
∂piνi
)
ν
,
∂2σν
∂2ν
= − 1
T 2ν
(
∂Tν
∂ν
)
piν
(B.23)
∂2σν
∂ν∂piνk
=
piνk
T 2ν ρν
(
∂Tν
∂ν
)
piν
(B.24)
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Except the partial derivatives involving the mass density of the fluid, the resulting ex-
pressions (B.21) to (B.24) for the particles are, of course, formally identical to the par-
tial derivatives (B.15) to (B.19) concerning the fluid component. Evaluating the partial
derivatives of second order (B.17) to (B.19) and (B.23), (B.24) in equilibrium (recall that
the momentum density vanishes in equilibrium) and inserting the result into (5.7) yields
the approximate representation (5.8) for perturbations of the total entropy since the first
order terms δ1S (cf. eq. (B.11)) vanish; this still remains to be shown.
For the verification of δ1S = 0 we evaluate the partial derivatives (B.15), (B.16) and
(B.21), (B.22) in equilibrium and insert the result into the defining expression (B.11) for
δ1S. Since the momentum density vanishes in equilibrium, we obtain the result (B.25) for
δ1S with the aid of relation (4.25) for the characteristic functions. Notice that equilibrium
quantities 0ν, ρ
0
ν, σ
0
ν of the particles are not necessarily spatially constant.
δ1S =
(
s
0
− p0 + 0
ρ
0
T0
)∫
Sys
χ0
φ
δρ d3x +
1
T0
∫
Sys
(
χ0
φ
δ+
N∑
ν=1
χ0
ν
δν
)
d3x
+
N∑
ν=1
∫
Sys
(
σ0ν − σ0φ
)
δχνd
3x
= −p0
T0
N∑
ν=1
∫
Sys
δχνd
3x︸ ︷︷ ︸
= 0
+
N∑
ν=1
∫
Sys
(
σ0ν −
0ν
T0
)
︸ ︷︷ ︸
= 0
δχνd
3x = 0 (B.25)
The integral
∫
Sys
δχνd
3x vanishes since the volume of the rigid particles is constant; more-
over we use the Euler relation T0s
0
ν = e
0
ν in the last step. In essence δ
1S is zero because
the fluid-particle system is isolated:3 For the second equality in the previous calculation
we use the conservation of total energy of the colloidal suspension and the conservation
of fluid mass in the subsequent form (cf. [69], p. 55).
0 = δ
∫
Sys
(
χ
φ
 +
N∑
ν=1
χν ν
)
d3x
=
∫
Sys
(

0
δχ
φ
+ χ0
φ
δ +
N∑
ν=1
(
χ0
ν
δν + 
0
νδχν
))
d3x (B.26)
0 = δ
∫
Sys
χ
φ
ρ =
∫
Sys
ρ
0
δχ
φ
+ χ0
φ
δρd3x (B.27)
3This is a common starting point to verify that δ1S vanishes. It is also used by Zielinska and Bedeaux in
[11] (p. 274) for example, there equilibrium perturbations of a liquid-vapour interface are investigated.
Remarkable for the treatment of the second order terms δ2S in [11] is that Zielinska and Bedeaux,
in contrast to Schmitz in [69], disregard simultaneous perturbations of the dividing surface and the
entropy density of the liquid and vapour respectively.
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C. Uniqueness of a Solution of
Deterministic Field Equations
In this appendix an entropy-based proof is presented for the uniqueness of a solution of
the initial-boundary-value problem given via (7.10) to (7.17) in connection with certain
initial conditions that may differ from those in (7.18).
Let two solutions δd(1)α , δd
(1)
ν4 and δd
(2)
α , δd
(2)
ν4 of the governing field equations (7.10), (7.11)
be given that satisfy the same boundary conditions (7.12) to (7.17) and initial conditions,
this means in particular that the prescribed particle velocities δU(t), δΩ(t) are equal for
both solutions. Then, due to the linear structure of the governing equations, the difference
δdˇα = δd
(1)
α −δd(2)α , δdˇν4 = δd(1)ν4 −δd(2)ν4 is also a solution of the field equations (7.10), (7.11)
that satisfies the initial conditions
[
δdˇα
]
t=0
= 0,
[
δdˇν4
]
t=0
= 0 and the boundary conditions
(7.12) to (7.17) with the particular stick boundary condition δdˇi(x, t) = 0, x ∈ ∂Bν,
i ∈ 3. Now consider the SOE
∆Sˇ(t) = −1
2
∫
Fl0
[
κ
0
T0ρ0
(δρˇ)2 +
ρ
0
T0
(δuˇ · δuˇ) + ρ0C
0
ϑ
T 20
(δTˇ )2
]
d3x− 1
2
N∑
ν=1
∫
B0ν
ρ0νC
0
ν
T 20
(δTˇν)
2d3x
(C.1)
for the difference δdˇα, δdˇν4 of field variables (the particle velocities do not contribute here
since they are equal to zero in this particular case). By means of the field equations and
boundary conditions that are satisfied by the difference δdˇα, δdˇν4, one finds
d∆Sˇ
dt
=
∫
Fl0
[
2η
0
T0
∂<lδuˇk>∂
<lδuˇk> +
ξ
0
T0
(∂rδuˇ
r)
2
+
λ0
T 20
(
∂kδTˇ
) (
∂kδTˇ
)]
d3x
+
N∑
ν=1
∫
B0ν
λ0ν
T 20
(
∂kδTˇν
) (
∂kδTˇν
)
d3x (C.2)
similarly to the calculations in section 5.2. With (C.1) and (C.2) and the initial conditions[
δdˇα
]
t=0
= 0,
[
δdˇν4
]
t=0
= 0 one concludes
∆Sˇ(0) = 0 ;
d∆Sˇ
dt
(t) ≥ 0 , ∆Sˇ(t) ≤ 0 ∀t ≥ 0 =⇒ ∆Sˇ(t) = 0 ∀t ≥ 0 . (C.3)
∆Sˇ(t) = 0 ∀t ≥ 0 implies that the two solutions δd(1)α , δd(1)ν4 and δd(2)α , δd(2)ν4 are equal for
all times t ≥ 0 and consequently there exists at most one solution of the initial-boundary-
value problem under consideration.
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D. Decay of Systematic
Field-Perturbations
Here we give a heuristic sketch of a proof for the assertion that the deterministic field-
perturbations satisfying equations (6.10) to (6.21) decay to zero as time approaches infinity
provided that the excitation by the particles stops after a certain time τs, i.e. bν(t) = 0
for t > τs. Moreover we use this decay property of the deterministic field-perturbations to
justify the truncation of hydrodynamic memory-effects used for the contraction-procedure
in chapter 7.
For t > τs the SOE ∆S(t), that is associated with the deterministic field-perturbations,
takes the form (C.1) if the accent ” ˇ ” is replaced by the overline ” ” there. From
this expression one obtains for t > τs by means of equations (6.10) to (6.21) (where
the particle velocities then are zero in the stick boundary condition) the rate of entropy
production d∆S/dt in the form (C.2) where again the accent ” ˇ ” has to be replaced
by the overline ” ” . This agrees with the treatment in appendix C. It is ∆S ≤ 0
and d∆S/dt ≥ 0 which implies that the limit limt→∞∆S(t) exists. The Second Law
of Thermodynamics requires limt→∞∆S(t) = 0. Our further argumentation also aims to
show that this important property is indeed fulfilled by our mathematical model. Provided
that d2∆S/dt2 is bounded, the existence of limt→∞∆S(t) in turn implies
lim
t→∞
d∆S
dt
(t) = 0 . (D.1)
The boundedness of d2∆S/dt2 is warranted if spatial derivatives of the deterministic field-
perturbations are suitably bounded (in space and time), which we assume. Due to the
definiteness of d∆S/dt and its integrand we then further conclude:
lim
t→∞
∂<lδuk>(x, t) = 0 , lim
t→∞
∂rδu
r(x, t) = 0 , lim
t→∞
∂kδT (x, t) = 0 , x ∈ Fl0 (D.2)
lim
t→∞
∂kδT ν(x, t) = 0 , x ∈ B0ν (D.3)
From (D.2) we can infer limt→∞(∂lδuk(x, t) + ∂kδul(x, t)) = 0, i.e. for t → ∞ the local
fluid velocity approaches the velocity field of a rigid body motion (see [69], p. 8). Due
to the stick boundary condition δuk(x, t) = δUνk(t) + 
ij
k δΩνi(xj − X0νj) = 0 on the
particle surface ∂B0ν that holds for t > τs, the only possible rigid body motion that can
be approached by the fluid is that of a quiescent fluid. Hence
lim
t→∞
δu(x, t) = 0 , x ∈ Fl0 . (D.4)
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D. Decay of Systematic Field-Perturbations
By considering the momentum balance (6.11) in the limit t → ∞ and using the results
obtained so far, one finds for x ∈ Fl0:1
lim
t→∞
∂iδρ(x, t) = −ρ0
κ
0
lim
t→∞
∂tδui(x, t)︸ ︷︷ ︸
= 0
−β0
κ
0
lim
t→∞
∂iδT (x, t)︸ ︷︷ ︸
= 0
+
+ ∂k
[
η
0
κ
0
lim
t→∞
(∂iδu
k(x, t) + ∂kδui(x, t))
]
︸ ︷︷ ︸
= 0
+∂k
[
ξ
0
− 2/3η
0
κ
0
lim
t→∞
(∂lδu
l(x, t))δ ki
]
︸ ︷︷ ︸
= 0
= 0 (D.5)
Concerning the second line of the previous calculation we suppose that the limit limt→∞
commutes with the partial derivative ∂k.
So far we argued that the local fluid velocity as well as the spatial gradients of the other
systematic perturbations δρ, δT , δT ν vanish as time approaches infinity. This means in
particular that the bounded perturbations δρ, δT , δT ν approach spatially constant values
for t→∞.
Therefore, by using the conservation of fluid mass in the form 0 =
∫
Fl0
δρd3x, we find
for the case that Sys is a bounded domain
0 =
∫
Fl0
spatially constant︷ ︸︸ ︷
lim
t→∞
δρ(x, t) d3x = lim
t→∞
δρ(x, t)
∫
Fl0
d3x =⇒ lim
t→∞
δρ(x, t) = 0 (D.6)
since here
∫
Fl0
d3x is the finite volume that is occupied by the fluid. By taking the limit
t→∞ of the boundary condition 0 = δΠ ki nk on ∂Sys and using the results obtained so
far, we find
lim
t→∞
δT (x, t) = −κ0
β
0
lim
t→∞
δρ(x, t) = 0 x ∈ ∂Sys . (D.7)
Since the perturbations of local temperature in the fluid and in the particles become
spatially constant as time approaches infinity, cf. (D.2) and (D.3), one concludes with
(D.7) and the continuity (6.17) of temperature at the particle surfaces that finally also
(D.8) holds.
lim
t→∞
δT (x, t) = 0 , x ∈ Fl0 ; lim
t→∞
δT ν(x, t) = 0 , x ∈ B0ν (D.8)
For the case Sys = R3 the boundary conditions (6.20) and (6.21) imply that the spa-
tially constant values that are approached by δT (x, t) and δρ(x, t) for x ∈ Fl0 and
t → ∞ must be zero. By applying continuity (6.17) of temperature at the particle sur-
faces again, one concludes that then also the perturbations of local temperature within
1The statement limt→∞ ∂tδui(x, t) = 0 requires some more explanation: The existence of
limt→∞ δui(x, t) implies the existence of the integral
∫∞
τs
∂tδui(x, t). Provided that ∂ttui(x, t) is
bounded (which we implicitly assume by postulating that the field variables are smooth and that
their spatial derivatives of arbitrary order are bounded), the existence of the integral implies
limt→∞ ∂tδui(x, t) = 0. The last conclusion can be justified with the Cauchy Criterion for improper
integrals, see theorem 3.3 in [4], p. 168. This argumentation is similar to that leading to (D.1).
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the particles relax to zero. Hence limt→∞ δρ(x, t) = 0 and (D.8) are also valid for the case
Sys = R3.
Thus, the field-perturbations δρ, δu, δT , δT ν relax to zero provided that the excitation
by the particles stops and consequently then also limt→∞∆S(t) = 0 holds, in accordance
with the Second Law of Thermodynamics.
For the case that the configurational relaxation time of the colloidal system is suffi-
ciently large, we now argue that hydrodynamic memory-effects arising from dynamics of
the colloidal suspension in the distant past only have negligible influence on hydrody-
namic forces and torques acting on the particles. To this end we reconsider the treatment
in section 7.2 for arbitrary initial conditions of field-perturbations: Let δdα and δd4ν as
well as δd(c)α and δd
(c)
4ν be two solutions of field equations (7.10), (7.11) that satisfy the
boundary conditions (7.13) to (7.17) as well as the particular stick boundary conditions
δd(c)i (x, t) = δU
(c)
νi (t) + 
lm
i δΩ
(c)
νl (t)(xm −X0νm) x ∈ ∂B0ν (D.9)
δdi(x, t) = δUνi(t) + 
lm
i δΩνl(t)(xm −X0νm) x ∈ ∂B0ν
=
{
0
δU (c)νi (t) + 
lm
i δΩ
(c)
νl (t)(xm −X0νm)
}
for
{
t ≤ t1
t > τs
}
(D.10)
with certain τs > t1 > t0. The solution δd
(c)
α , δd
(c)
4ν is supposed to take certain initial
values at initial time t0 that arise from previous dynamics of the colloidal suspension
and that are not necessarily zero. The perturbations δdα and δd4ν are assumed to vanish
at the initial time t0; in fact they are a particular realization of field-perturbations that
are considered in section 7.2. Due to the linear structure of the governing equations,
the difference δd(a)α := δd
(c)
α − δdα, δd(a)4ν = δd(c)4ν − δd4ν also solves field equations (7.10),
(7.11) and satisfies the boundary conditions (7.13) to (7.17) as well as the particular stick
boundary condition δd(a)i (x, t) = δU
(a)
νi (t) + 
lm
i δΩ
(a)
νl (t)(xm − X0νm) on ∂B0ν with particle
velocities
δU (a)νi = δU
(c)
νi − δUνi δΩ(a)νl = δΩ(c)νl − δΩνl (D.11)
that vanish for times t > τs. Therefore, as argued before in this appendix, the field-
perturbations of the ”artifact” solution additionally labeled with ”(a)” and all its spatial
gradients have practically decayed to zero for times t > tinit > τs provided that the time
difference tinit − τs is sufficiently large. The complete solution additionally labeled with
”(c)” takes the form δd(c)α = δd
(a)
α +δdα, δd
(c)
4ν = δd
(a)
4ν +δd4ν and consequently the linearized
fluid stress tensor δΠ(c)ik associated with the complete solution can be written as a sum of
two contributions, δΠ(c)ik = δΠik + δΠ
(a)
ik , where δΠ
(a)
ik arises from the ”artifact” solution
and δΠik is the stress tensor calculated for the solution δdα and δd4ν, cf. (6.14). In section
7.2 the contribution of δΠ(a)ik to the fluid stress tensor is neglected for the calculation of
hydrodynamic forces and torques acting on the particles. This is justified provided that
we use δΠ(c)ik only for times t > tinit with tinit−τs large enough since then, as argued above,
the summands that constitute δΠ(a)ik can be assumed to have practically decayed to zero.
Obviously, our argumentation and the resulting approximation only has a meaningful use
if the time it takes for δΠ(a)ik to decay significantly is sufficiently small in comparison to
the configurational relaxation time since all equations used here require the particles to
be close to their time-independent reference configuration.
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E. Auxiliary Considerations
Concerning the Contraction
Procedure
E.1. Symmetry of the N-particle friction kernel
The proof of the symmetry-relation (E.10) presented in this section of the appendix is
adopted from the work [34] of Hauge and Martin-Lo¨f without remarkable changes. We
start with a reformulation of the Generalized Green-Identity (7.44). The latter has origi-
nally been formulated in context of the deterministic field equations (6.10) to (6.21) with
given velocities δUν, δΩν of the particles and the stochastic field equations (6.22) to (6.30)
with given random forces f , w, wν. Consider now two solutions of the deterministic field
equations. In order to distinguish these two different solutions, quantities referring to the
first solution are marked with an overline ” ” and quantities referring to the second
solution are marked with an accent ” ̂ ” instead of an overline. Each solution is as-
sociated with particle velocities bν :=
(
δUν, δΩν
)tr
and b̂ν :=
(
δÛν, δΩ̂ν
)tr
respectively
that enter in the stick boundary condition (6.15)1 and that are supposed to have the same
properties as the velocities used in subsection 7.3.3. In this appendix the accent ” ̂ ” does
not indicate that the respective quantity is Laplace-transformed. We furthermore assert
zero as initial values for all deterministic field-perturbations. In particular, we can then
use the properties (7.54) and (7.55) for the deterministic field-perturbations (for those
marked with an overline as well as for those marked with ” ̂ ” ) that follow analogously
to the argumentation given in context of (7.54) and (7.55) in subsection 7.3.3. If one uses
the quantities referring to the second solution of the deterministic equations instead of
the solution of the stochastic equations, the calculation (7.38) yields∫
Fl0
d3x ρ
0
(
δuk(x,−t)δûk(x, t)
)∣∣∣+τ
−τ
=
= −
N∑
ν=1
∫ τ
−τ
dt
∫
∂B0ν
dSnl
[
δuk(x,−t)δΠ̂kl(x, t) − δûk(x, t)δΠkl(x,−t)︸ ︷︷ ︸
=: Ta
]
+ I ′τ (E.1)
with
I
′
τ =
∫ τ
−τ
dt
∫
Fl0
d3x
[
δΠ̂kl(x, t)∂lδuk(x,−t) − δΠkl(x,−t)∂lδûk(x, t)
]
. (E.2)
To get the preceding result, almost all steps in the calculation (7.38) can be adopted
without changes. One only has to regard, one the one hand, that there are no random
1In the original formulation of the deterministic field equations the particle velocities occur in the stick
boundary condition without an overline.
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forces in the deterministic field equations and, on the other hand, that the velocity field δû
does not vanish on ∂B0ν in general (hence the term Ta in eq. (E.1) occurs). Manipulations
on I
′
τ can be carried out analogously to those presented for Iτ in the original derivation
if one replaces the stochastic quantities marked with a tilde by the deterministic ones
marked with ” ̂ ” . Referring to this, the terms involving random forces as a factor of
course drop out. Finally, by furthermore proceeding analogously to the derivation of the
Generalized Green-Identity and making use of the fact that the temporal boundary terms
(i.e. terms involving deterministic field-perturbations being evaluated for time t = τ or
t = −τ) drop out,2 one obtains the subsequent identity (E.3).
0 =
N∑
ν=1
∫ τ
−τ
dt
∫
∂B0ν
dSnl
[
δuk(x,−t)δΠ̂kl(x, t) − δûk(x, t)δΠkl(x,−t)
]
. (E.3)
By using the relation (7.59), that is also valid if one replaces the stochastic quantities
marked with a tilde by the deterministic ones marked with ” ̂ ” , one can cast (E.3) in
the form
N∑
ν=1
∫ τ
−τ
dt b
tr
ν (−t) ĥν(t) =
N∑
ν=1
∫ τ
−τ
dt b̂trν (t) hν(−t) =
N∑
ν=1
∫ τ
−τ
dt b̂trν (−t) hν(t) . (E.4)
The second equality in (E.4) follows with a simple substitution (time reflection). By
expressing the deterministic generalized forces ĥν(t), hν(t) in terms of the friction kernel
and the particle velocities (cf. (7.5)), one can conclude
N∑
ν=1
N∑
µ=1
∫ τ
−τ
dt
∫ t
−τ
ds b
tr
ν (−t) Γνµ(t− s) b̂µ(s)︸ ︷︷ ︸
=: I2
=
=
N∑
ν=1
N∑
µ=1
∫ τ
−τ
dt
∫ t
−τ
ds b̂trν (−t) Γνµ(t− s) bµ(s) (E.5)
from (E.4). The integral I2 on the left-hand side of (E.5) can be transformed via
ψ : (−τ, τ)2 −→ (−τ, τ)2 : (t, s) 7−→ (ψ1(t, s), ψ2(t, s)) := (−s,−t) , (E.6)
the modulus of the determinant of the Jacobi-Matrix associated with this transformation
is 1. Since the subsequent relations
−τ < s < t < τ ⇐⇒ τ > −s > −t > −τ ⇐⇒ τ > ψ1 > ψ2 > −τ (E.7)
hold, the transformed intergal takes the form
I2 =
∫ τ
−τ
dψ1
∫ ψ1
−τ
dψ2 b̂
tr
µ (−ψ1) [Γνµ(ψ1 − ψ2)]tr bν(ψ2) , (E.8)
2These boundary terms drop out due to our particular specification of the initial conditions for the
deterministic field-perturbations at initial time t0 = −τ as zero.
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here we have transposed the scalar integrand subsequent to the transformation (E.6).
By inserting (E.8) into (E.5), renaming the integration variables (ψ1 → t, ψ2 → s) and
interchanging the summation indices (ν ↔ µ) on the left-hand side, one infers
0 =
N∑
ν=1
N∑
µ=1
∫ τ
−τ
dt
∫ t
−τ
ds b̂trν (−t)
(
Γνµ(t− s)− [Γµν(t− s)]tr
)
bµ(s) . (E.9)
Since the particle velocities bν, b̂ν are assumed to be smooth and bounded with support
contained in (−τc, τc) but otherwise arbitrary, we can conclude that the symmetry-relation
Γνµ(t− s) = [Γµν(t− s)]tr , (ν, µ) ∈ N ×N , τc > t ≥ s > −τc (E.10)
holds for the N-particle friction kernel.
E.2. Symmetries used for the characterization of
random forces
Here the symmetry arguments involved in the argumentation leading from (7.64) via
(7.65) to the correlations (7.66) are presented in detail. The subsequent expression IΓ
occuring on the right-hand side of equation (7.64) can be recast as follows.
IΓ :=
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ t
−τc
ds btrν (t)Γνµ(t− s)bµ(s)
=
N∑
ν=1
N∑
µ=1
∫ τc
−τc
ds
∫ s
−τc
dt btrν (t)Γνµ(|t− s|)bµ(s) (E.11)
This result is obtained by interchanging the names of the integration variables t and s and
subsequently transposing the scalar integrand, using the symmetry (E.10) of the friction
kernel and interchanging the names of the summation indices ν and µ and the order of
summation. Equation (E.11) implies:
IΓ =
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ t
−τc
ds btrν (t)Γνµ(t− s)bµ(s)
=
1
2
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ τc
−τc
ds btrν (t)Γνµ(|t− s|)bµ(s) (E.12)
We use the collective notation b(t) := (b1(t), ..., bN(t))
tr and b̂(t) := (̂b1(t), ..., b̂N(t))
tr for
particle velocities bν(t), b̂ν(t) that have already been used in the preceding appendix E.1
to define for these particle velocities the bilinear form
B1
{
b, b̂
}
:=
1
2
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ τc
−τc
ds b
tr
ν (t)Γνµ(|t− s|)̂bµ(s) (E.13)
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whereof the right-hand side of equation (E.12) is the special case B1 {b, b}. b also denotes
a collection of particle velocities bν(t), cf. (7.76). Now consider the right-hand side
of (E.13): By transposing the scalar integrand, using the symmetry (E.10) as well as
interchanging names ν, µ of the summation indices and the order of summation and then
interchanging the order of integrations and finally the names of the integration variables
t, s, one recognizes that B1 is symmetric:
B1
{
b, b̂
}
= B1
{
b̂, b
}
(E.14)
Now we define another bilinear form:
B2
{
b, b̂
}
:=
N∑
ν=1
N∑
µ=1
∫ τc
−τc
dt
∫ τc
−τc
ds b
tr
ν (t) < h˜ν(−t)h˜trµ (−s) > b̂µ(s) (E.15)
By performing a time reflection for both integration variables t, s on the left-hand side
of equation (7.64), one recognizes that this left-hand side equals B2 {b, b}. With the
argumentation given so far, we can state that equation (7.64) is equivalent to
B2 {b, b} = 2kBT0B1 {b, b} (E.16)
which is in turn obviously equivalent to equation (7.65). By defining a third bilinear form
as
B3
{
b, b̂
}
:= 2kBT0B1
{
b, b̂
}
−B2
{
b, b̂
}
, (E.17)
equation (7.65) and (E.16) respectively assume the form
B3 {b, b} = 0 (E.18)
being valid for arbitrary ’testing velocities’ b, i.e. smooth particle velocities with compact
support in (−τc, τc). The bilinear form B2 is symmetric as well:
B2
{
b, b̂
}
= B2
{
b̂, b
}
(E.19)
This can be seen by treating the right-hand side of (E.15) as follows: Transpose the scalar
integrand, interchange the order of summation and the order of integration and finally
interchange the names of summation indices ν, µ as well as the names of the integration
variables t, s. Since B1 and B2 are symmetric, B3 also is:
B3
{
b, b̂
}
= B3
{
b̂, b
}
(E.20)
Due to this symmetry as well as the bilinearity of B3, we obtain
B3
{
b̂, b
}
=
1
2
(
B3
{
b, b
}
+B3
{
b̂, b̂
}
−B3
{
b− b̂, b− b̂
})
= 0 (E.21)
for arbitrary smooth ’testing velocities’ b̂, b by applying equation (E.18) for b = b̂, b = b
and b = b− b̂ respectively. We are free to choose appropriate ’testing velocities’ to infer
< h˜ν(−t) h˜trµ (−s) >= kBT0Γνµ(|t− s|) , (ν, µ) ∈ N×N , (t, s) ∈ (−τc, τc)2 (E.22)
from (E.21). Using stationarity of the equilibrium average in (E.22) finally yields (7.66).
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F.1. Fulfillment of spatial decay conditions
In this appendix we show that a superposition of a finite number of elementary solu-
tions given in the form (8.37) to (8.46) fulfills the decay conditions (7.26). Due to the
properties of the spherical Hankel functions (cf. [54]), such a superposition and all its
spatial derivatives of arbitrary order are linear combinations of functions that have the
form A(iζ1qr) exp(ζ1qr) or B(iσr) exp(−σr) where A(y) and B(y) are rational functions
in y ∈ C. Hence, if the z-dependent quantities ζ1q and σ have a non-vanishing real part
with appropriate sign, i.e. Re(ζ1q) < 0 and Re(σ) > 0, an exponential decay for r → ∞
of the superposition and all its spatial derivatives of arbitrary order is warranted. Due
to the properties of the complex square-root, we have Re(σ) = Re(
√
z/ν0) > 0 for the
frequencies z of interest with Re(z) > 0. It remains to show that Re(ζ1q) < 0 holds:
We have Re(ζ1q) ≤ 0 because of the definition (8.22) in connection with the properties
of the complex square-root. So we have to exclude Re(ζ1q) = 0. This is achieved with a
proof by contradiction:
Assume that Re(ζ1q) = 0 holds. According to equations (8.19) to (8.22) and related
context, Re(ζ1q) = 0 implies that the equation A(z)k
4 +B(z)k2 + z3 = 0, Re(z) > 0, has
a solution k = x ∈ R, i.e.
(D0c
2
0 + zD0κ0ν0L)x4 + (zc20 + z2(D0κ0 + ν0L))x2 + z3 = 0 . (F.1)
By writing z = u+ iv with u, v ∈ R, u > 0, and separating equation (F.1) into real and
imaginary part, we obtain
(D0c
2
0 + uD0κ0ν0L)x4 + (uc20 + (u2 − v2)(D0κ0 + ν0L))x2 + u(u2 − v2)− 2uv2 = 0 (F.2)
(vD0κ0ν0L)x4 + (vc20 + 2uv(D0κ0 + ν0L))x2 + v(u2 − v2) + 2u2v = 0 . (F.3)
For v = 0 equation (F.2) yields a contradiction, since x ∈ R, u > 0 and all material
parameters are positive. For v 6= 0 we can divide (F.3) by v and get
v2 = 3u2 + (c20 + 2u(D0κ0 + ν0L))x2 + (D0κ0ν0L)x4 (F.4)
as equivalent to (F.3). Substituting this expression for v2 into (F.2) yields
0 =−D0κ0ν0L(D0κ0 + ν0L)x6 − [D0c20(κ0 − 1) + 6uD0κ0ν0L + c20ν0L + 2uD20κ20 + 2u(ν0L)2]x4
− [8u2(D0κ0 + ν0L) + 2uc20]x2 − 8u3 (F.5)
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Since x ∈ R, u > 0, all material parameters are positive and in particular κ0 ≥ 1 holds
for the adiabatic index, equation (F.5) cannot be fulfilled. This completes our proof by
contradiction.
Hence we have Re(ζ1q) < 0 and Re(σ) > 0 which ensures the superposition of elemen-
tary solutions and all its spatial gradients to decay exponentially for r → ∞. Thus the
decay conditions (7.26) are satisfied by a superposition of a finite number of elementary
solutions of the form (8.37) to (8.46).
F.2. Existence of a solution of deterministic field
equations for a single sphere
A sketch of a proof for existence of a solution of the initial-boundary-value problem
(7.10) to (7.18) for the case of a single homogenous sphere in an infinitely expanded
fluid (treated in chapter 8) shall be given here. This finally amounts to show that the
fields T 1 jα (x, t), T 1 j14 (x, t) and R1 jα (x, t), R1 j14 (x, t) exist as inverse Laplace transform of
the respective responsefields T̂ 1 jα (x, z), T̂ 1 j14 (x, z) and R̂1 jα (x, z), R̂1 j14 (x, z) and that the
resulting expressions (7.30), (7.31) for the field quantities δdα, δd14 indeed solve equations
(7.10) and (7.11) and satisfy the appendant boundary and initial conditions (7.12) to
(7.18). The following considerations are restricted to cases where ν0L > D0 and D0κ0 6= ν0L
holds, for the sake of simplicity. Without loss of generality we assume t0 = 0 as initial
time again.
By performing an expansion for large |z|, one finds for D0κ0 6= ν0L that the ζ1q(z)
asymptotically behave like −√z/√D0κ0 or −
√
z/
√
ν0L and that the denominator in (8.51)
has no zeros for sufficiently large |z|. The denominator occuring in (8.54) cancels in the
radial parts D(r; z), R(r; z), V (r; z), T (r; z) and T1(r; z) of the responsefields (or at
most causes a removable singularity respectively) and moreover one can show that the
ζ1q(z) are holomorphic for Re(z) > 0 (here only the case ν
0
L > D0, D0κ0 6= ν0L was
considered). Therefore, a further analysis of the radial functions mentioned above and of
F (r; z) altogether yields that all responsefields are holomorphic on a right-sided half-plane
with Re(z) > u0 for a certain u0 ≥ 0 (u0 = 0 is not excluded) and furthermore, for r 6= a,
i.e for x ∈ Fl0 ∪ B01 , the behaviour of summands constituting D(r; z), R(r; z), V (r; z),
T (r; z) and F (r; z) (for r > a) and T1(r; z) (for r < a) for large |z| is dominated by an
exponential decay with a factor exp[−ςr˜√z] for |z| → ∞ with some individual ς > 0 for
each summand where r˜ = r − a > 0 for x ∈ Fl0 and r˜ = a− r > 0 or r˜ = a+ r > 0 for
x ∈ B01 . Hence the complex inversion integral
T 1 jα (x, t) =
1
2pii
∫ u+i∞
u−i∞
T̂ 1 jα (x, z) exp[zt]dz , x ∈ Fl0 (F.6)
of the Laplace transform exists for u > u0 and is a smooth function in space and time,
moreover differentiation under the integral is possible. A similar statement holds for
the other responsefields T̂ 1 j14 (x, z) and R̂1 jα (x, z), R̂1 j14 (x, z). Due to these properties of
inversion integrals like (F.6), the limit limt→0+ T 1 jα (x, t) exists and takes the value
T 1 jα (x, 0) = lim
t→0+
T 1 jα (x, t) = lim|z|→∞ |z| T̂
1 j
α (x, |z|) = 0 , x ∈ Fl0 (F.7)
according to an Abelian theorem for the Laplace transform (see [7] pp. 243, 244 and 236).
In the preceding equation again the dominant exponential decay of the responsefields for
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|z| → ∞ enters. A similar statement holds for the other responsefields. Furthermore the
convolutions (7.30), (7.31) exist and define smooth functions for x ∈ Fl0 or x ∈ B01
respectively and for t > 0, differentiation under the convolution integral with respect to
the spatial variables is possible and ”Leibniz’s Theorem” ([54], p. 11) can be applied for
temporal differentiation. Thus, we calculate for the convolution (7.30) by means of the
field equations being satisfied by the responsefields:
∂tδdα(x, t) =
∫ t
0
[
1
2pii
∫ u+i∞
u−i∞
(
zT̂ 1 jα (x, z)δU1j(s) + zR̂1 jα (x, z)δΩ1j(s)
)
ez(t−s)dz
]
ds
+ T 1 jα (x, 0)δU1j(t) +R1 jα (x, 0)δΩ1j(t)
= −
∫ t
0
[
1
2pii
∫ u+i∞
u−i∞
(
H βα T̂ 1 jβ (x, z)δU1j(s) +H βα R̂1 jβ (x, z)δΩ1j(s)
)
ez(t−s)dz
]
ds
= −H βα δdβ(x, t) , x ∈ Fl0 (F.8)
Similarly one finds for the convolution (7.31) that ∂tδd14(x, t) = −W1δd14(x, t) holds
for x ∈ B01 . The initial conditions are fulfilled trivially. We use the short nota-
tion T 1 jα (x, t) = L −1
[
T̂ 1 jα (x, z)
]
(t) for the inversion of the Laplace transform and
[T 1 jα (x, ) ∗ δU1j()] (t) for the temporal convolution of T 1 jα (x, t) with δU1j(t) (with subse-
quent summation over j ∈ 3). Then one finds for x ∈ Fl0 and y ∈ ∂B01 by applying
the boundary conditions (7.29) for the responsefields:
lim
x→y
δdi(x, t) = lim
x→y
([
L −1
[
T̂ 1 ji (x, z)
]
() ∗ δU1j()
]
(t) +
[
L −1
[
R̂1 ji (x, z)
]
() ∗ δΩ1j()
]
(t)
)
=
[(
lim
x→y
L −1
[
T̂ 1 ji (x, z)
]
()
)
∗ δU1j()
]
(t) +
[(
lim
x→y
L −1
[
R̂1 ji (x, z)
]
()
)
∗ δΩ1j()
]
(t)
=
[(
L −1
[
T̂ 1 ji (y, z)
]
()
)
∗ δU1j()
]
(t) +
[(
L −1
[
R̂1 ji (y, z)
]
()
)
∗ δΩ1j()
]
(t)
= [(L −1 [δ ji ] ()) ∗ δU1j()] (t) +
[(
L −1
[
 jki yk
]
()
) ∗ δΩ1j()] (t)
= [δ() ∗ δU1i()] (t) +
[
δ() ∗ ( jki ykδΩ1j())] (t) = δU1i(t) +  jki δΩ1j(t)yk (F.9)
Hence the stick boundary condition (7.12) is fulfilled. In a similar fashion one finds that
the convolutions (7.30), (7.31) obey the remaining boundary conditions (7.13), (7.14) and
(7.17).
One should be aware of the fact that the essential and crucial points, namely the
justification of an interchange of certain limiting processes (as partly written down in
(F.9)), are not presented here in this sketch of a proof. With respect to this it is worth
noticing that the inversion of the Laplace transform and the convolution in (F.9) have to
be understood in a distributional sense since, for example, T̂ 1 ji (y, z) = δ ji (for y ∈ ∂B01),
is not a Laplace transform of an ordinary function but of the distribution δ ji δ(t). However,
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the interchange of the several limiting processes concerning the boundary conditions on
∂B01 can be justified in the framework of distribution theory.
1
F.3. Connection to the theory of linear passive
systems
In [40] Meixner presents general properties and theorems concerning linear passive sys-
tems. One verifies that our mathematical description in section 7.2 of the systematic
hydrodynamic forces and torques acting on and induced by the motion of the colloidal par-
ticles being immersed in the fluid medium is a special case of a linear passive system with
b(t) ≡ (b1(t), ..., bN(t))tr as input- and −h(t) ≡ −(h1(t), ..., hN(t))tr as output-quantities,
provided that the following conditions hold: Deterministic field-perturbations as well as
the particle velocities vanish for t ≤ t0. A solution of the initial-boundary-value problem
(7.10) to (7.18) with initial time t0 and the continuation onto the boundaries ∂Bν of the
stress tensor δΠik thereof exist so that surface integrals (7.2) yield continuous functions
of time that are for t > t0 of the form (7.5). Then one finds:
1. Presuming the conditions mentioned above to be fulfilled, one obtains for real-valued
particle velocities b(t) a unique2, real-valued solution of the governing equations
(7.10) to (7.18). With this solution as well as the vanishing field-perturbations for
t ≤ t0, the integrals (7.2) yield definite continuous, real-valued generalized forces
h(t). There is then a functional relation b(t) −→ −h(t) with h(t) = 0 for t ≤ t0
and, as argued in section 7.2, h(t) = − ∫ t
t0
Γ(t − s)b(s)ds for t > t0, cf. definitions
(7.76), (7.77) with respect to this short notation.
2. Due to the linear structure of the equations defining the relation mentioned in
1., one recognizes that, for a1, a2 ∈ C, the superposition
∑2
j=1
ajb
(j)(t) of col-
lective particle velocities results in the superposition
∑2
j=1
aj(−h(j)(t)) of negative
collective generalized forces if b(j)(t) ≡ (b(j)1 (t), ..., b(j)N (t))tr results in −h
(j)
(t) ≡
−(h(j)1 (t), ..., h
(j)
N (t))
tr for j ∈ 2.
3. For all τ ∈ R particle velocities b(t + τ) result in negative generalized forces
−h(t+ τ) if b(t) results in −h(t).
4. The property − ∫ τ−∞ btr(t)h(t)dt ≥ 0 holds for real-valued b(t) and for all τ ∈ R.
For τ < t0 the last statement is clear since the particle velocities b(t) vanish for t ≤ t0
by assumption. For τ ≥ t0 the property 4. emerges as integral energy balance similar to
(7.53) if one executes the calculations in subsection 7.3.2 with the lower integral limit t0
instead of −τ and takes account of the fact that the initial values of deterministic field
perturbations are assumed to vanish.
The properties 1. to 3. are also valid for prescribed, complex-valued particle veloc-
ities with respective complex-valued generalized forces and, by applying the statement
1Use the subsequent theorems in [7]: theorem 8.4-1, theorem 5.6-1 concerning the continuity of the
distributional convolution and theorem 7.4-2 about the continuity of the inverse distributional Fourier
transform. L −1 can be considered as a particular inverse Fourier transform ([7], p. 224).
2Uniqueness is warranted, cf. appendix C.
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4. to real and imaginary parts of the occuring quantities separately, one finds that also
Re
(
− ∫ τ−∞ b†(t)h(t)dt) ≥ 0 holds for complex-valued particle velocities where † means
the transposed, complex conjugate. Therefore, provided that the conditions initially men-
tioned are fulfilled, our mathematical modeling in section 7.2 describing h(t) in terms of
b(t) is a linear passive system, cf. definitions in [40].
As argued in appendix F.2, the bounded solution of (7.10) to (7.18) exists and is smooth
for the case of the single, homogenous sphere immersed in an infinitely expanded fluid
whose material constants satisfy ν0L > D0 and D0κ0 6= ν0L. Moreover the stress tensor
can be evaluated for this solution and continued onto ∂B01 so that integrals (7.2) yield
for t > t0 the smooth function h1(t) = −
∫ t
t0
Γ11(t− s)b1(s)ds. Hence, this particular case
yields indeed a linear passive system in the above meaning. Using the general results
given in [40] for such a linear passive system, one can on the one hand state the existence
of a holomorphic 6 × 6 admittance matrix Γ̂ad(z) that relates for Re(z) > 0 the Laplace
transforms of the input quantity (particle velocities) and the output quantity (negative
hydrodynamic forces and torques) via
−ĥ1(z) = Γ̂ad(z)̂b1(z) z ∈ C , Re(z) > 0 . (F.10)
On the other hand we have calculated the spectral friction kernel Γ̂11(z) that satisfies
−ĥ1(z) = Γ̂11(z)̂b1(z) z ∈ C/S , Re(z) > 0 (F.11)
where S ⊆ C is the set of all those complex frequencies z for which the denominators in
(8.51) or (8.54) vanish. Then S ∩ {z ∈ C|Re(z) > 0} is a set of discrete points in the
complex plane (since the denominators are certainly holomorphic provided that Re(z) > 0
and ν0L > D0, D0κ0 6= ν0L) and for an arbitrary z0 ∈ C/S, Re(z0) > 0 we obtain
0 =
[
Γ̂11(z0)− Γ̂ad(z0)
]
v̂1 z0 ∈ C/S , Re(z0) > 0 (F.12)
if we choose b̂1(z) = f(z)v1 with arbitrary v1 ∈ C6 and an appropriate function f(z)
that is holomorphic for Re(z) > 0 and f(z0) 6= 0. Since the preceding equation holds for
all v1 ∈ C6, we conclude
Γ̂11(z) = Γ̂ad(z) z ∈ C/S , Re(z) > 0 . (F.13)
Since Γ̂ad(z) is holomorphic for Re(z) > 0, limz→s0 Γ̂ad(z) ∈ C exists for all s0 ∈ S,
Re(s0) > 0, and coincides, due to (F.13), with limz→s0 Γ̂11(z). This means that the possible
discrete singularities of Γ̂11(z) in the right half-plane Re(z) > 0 (that could originate from
a division by zero in (8.51) or (8.54)) are removable. This is an important fact; it gives
the plots of the spectral friction coefficient γ̂(z) that are presented in section 8.3 a proper
meaning as plots of a Laplace-transformed quantity (which has an absciss of convergence
at Re(z) = 0) within (or at the boundary of) its region of convergence.
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