We discussed utilization of features based on the glottal sound source for speaker independent speech recognition. It has been thought that such features as pitch cannot contribute to speaker independent speech recognition because of the dominant speaker dependent factor.
INTRODUCTION
Features based on glottal sound source has been used in speaker recognition or verification systems [1] because such features include many speaker dependent factors.
On the contrary, it has been thought that features based on glottal sound source cannot contribute to the speaker independent speech recognition because the dominant speaker dependent factors covers their phonetic factors.
There have been some attempts to use such phonetic factors included in glottal sound source for speech recognition. Singer et al. found the correlation between pitch and LPC (Linear predictive coefficients) cepstrum and discussed how to use this correlation for speaker dependent speech recognition [2] . Fujinaga et al. proposed a speaker adaptation method based on multiple linear regression analysis [3] . These studies contributed only to speaker dependent speech recognition.
On the other hand, a speaker independent correlation between spectral features and those based on glottal sound source was also found, implying that there is a discriminative ability of phonetic classes in such information [4] which is independent speakers.
Motivated by these studies, we attempted to use features of glottal sound source such as pitch, power, LPC residual power, voicing rate, and their regression coefficients as feature parameters for speaker independent speech recognition.
Sophisticated methods were proposed such as statistical modeling of effects of pitch on spectral parameters [5] , but in this paper, we propose a simple method to use such parameters for speaker independent speech recognition.
We first list some parameters based on glottal sound source and explain their characteristics in Section 2. How to combine such parameters with conventional features such as MFCC is discussed in Section 3. We evaluate these parameters on continuous syllable recognition task in Section 4 and on large vocabulary continuous speech recognition task in Section 5.
FEATURE PARAMETERS BASED ON GLOTTAL SOUND SOURCE

Pitch
Pitch is observed as fundamental frequency (F 0). Each phoneme has its own F 0 pattern, and this implies phonemic discrimination ability. But an F 0 pattern has two major problems: (1) Discontinuity. The F 0 cannot be observed at periods of unvoiced consonants. (2) Speaker dependent variation. The F 0 pattern largely depends on the speaker's characteristics such as gender, age, etc.
To deal with the discontinuity, we adopted linear interpolation. Interpolated F 0 also has a correlation with a spectral pattern [4] .
We tested two methods to reduce the speaker dependent factor of F 0. First we used a normalization (normalized pitch),
where {ct} is a sequence of log F 0 and N is the length of {c t}. The speaker dependent factor appears in log F 0 as a bias which we can approximate by the average of c t. This method is similar to cepstral mean normalization [6] . Another way to reduce the speaker dependent factor is to use a regression coefficient:
where K is the window length to calculate the coefficients. Like normalized F 0 in Equation(1), the speaker dependent bias is removed in this regression coefficient. 
Voicing rate
The spectral envelope has a small amount of information about voiced/unvoiced discrimination. We propose to introduce a 'voicing rate' measure as a feature parameter. We used the maximum value of the following function as the measure:
where τ is the window length to calculate the voicing rate. This is a modified version of an autocorrelation function with a frame length proportional to a time lag [7] .
More conveniently, we can use the log power of LPC residual error as the voicing rate:
where {ei} is a sequence of LPC residual errors. An LPC model smoothes the spectral fine structure and the LPC residual error contains this information. This corresponds to the vibration of the glottal source.
Power
Power and the regression coefficients (∆power) are the conventional glottal source information generally used. Power depends on speakers and environments such as the distance from a microphone, whereas ∆power has no such adverse characteristics. Thus, most recognition systems use only ∆power.
We defined power as the logarithm of the square sum of a speech waveform.
COMBINATION METHOD OF PARAMETERS
The Hidden Markov Model (HMM) is widely used for speaker independent speech recognition, and Gaussian mixture models are used as production models of feature parameters.
The covariances matrices of the Gaussian distributions are often assumed to be diagonal, or even when assumed as full covariances matrices, block diagonal matrices which assume spectrumbased information such as MFCC and power (or ∆power) are independent of each other.
We intended to use the correlation between spectral information and glottal source information, and we employed the covariances corresponding to the correlations. In this paper, we assumed that spectral information (MFCC) correlated with glottal source information and that the regression coefficients of MFCC did not correlate with the MFCC or the glottal sound source.
EVALUATION
Experimental setup
We evaluated the parameters on a Japanese continuous syllable recognition system based on syllable HMMs without any linguistic information. The sampling frequency was set at 12 kHz and the signal was pre-emphasized by a factor of 0.97. A Hamming 114 Japanese context-independent syllable HMMs were trained using 27992 utterances read by 175 male speakers. Each continuous HMM has 5 states, and 4 of them have pdfs of output probability. Each pdf consisted of one or four Gaussian(s).
The test set had 939 utterances read by 9 male speakers. We used the correct rate and accuracy of syllables as evaluation measures: Table 1 shows the effects of the use of various feature parameters based on glottal sound source using 1 Gaussian mixture models. We could not achieve performance improvement using pitch, normalized pitch (N-Pitch) or voicing rate (voicing), whereas we obtained significant performance improvements when using LPC residual error (LPCres), regression coefficients of pitch (∆Pitch) and Power (∆Power). We discussed the reason for the contribution of ∆Pitch and concluded that the procedure to derive the regression parameters could reduce the speaker dependent factor which appeared as biases of those feature parameters.
Results
The LPC can model more detailed articulation with higherorder coefficients. On the contrary, lower-order coefficients result in insufficient modeling, and some spectral information will remain in the residual errors.
In Table 2 , we compared the performances corresponding to two LPC orders. We usually use 14 for the LPC order. We expected performance improvement using 10 for the LPC order, but this change has no effect.
We tested some combinations of these features. The results are also shown in Table 3 . We found that combining the effective features leads to more performance improvement. When using the above three features combined, we improved accuracy 6.3% and the correct rate 4.0%. This is why these features include complementary information. We tested 4 Gaussian mixture models on the same task (Table 4) . The results were almost the same.
We compared the speech recognition performances of mod- els with/without correlation between the spectrum and some feature parameters of glottal sound source on the syllable recognition task. Table 5 shows the result of these conditions which are indicated with Y and N in the table. We can find such correlations are effective to recognition performances, especially using power or ∆power. The effects of correlation with spectrum and ∆Pitch or LPC residual error were relatively small.
EVALUATIONS ON LARGE-VOCABULARY CONTINUOUS SPEECH RECOGNITION
We also tested the parameters on a large-vocabulary continuous speech recognition task. Bigram and trigram language models were used, which were trained from 45 months of newspaper articles. The perplexities of bigram and trigram language models were 107.2 and 43.4, respectively. The vocabulary size was 20000 words. Acoustic models were the 4 Gaussian mixture version. The test set had 100 utterances read by 9 male speakers. We Table 6 shows the results. We used 14 MFCC + 14 ∆MFCC + 14 ∆∆MFCC + ∆power as the baseline features, which are almost the same as the conventionally used ones.
In this task, we used some linguistic information such as vocabulary and language models, so the improvement was relatively small compared with that on syllable recognition task.
CONCLUSION
We discussed various features based on the glottal sound source and how to use these features for speaker independent speech recognition. It has been thought that such features can not contribute to speaker independent speech recognition because of the dominant speaker dependent factor. Correlations between spectral features and those based on glottal sound source were found, implying the existence of a phonetic discriminative factor in such information. We tested features of the glottal sound source such as pitch, normalized pitch, power, LPC residual power, voicing rate, and their regression coefficients as feature parameters for speaker independent speech recognition.
When using HMMs as acoustic models, output probability densities are often assumed as mixtures of diagonal or block diagonal Gaussians, where spectral information such as MFCCs and others such as power, etc. are modeled independently. Here we were motivated by the fact that there were correlations between the spectrum and glottal sound source to use these parameters, we used the correlation coefficients in the covariance matrices.
We evaluated these parameters on a continuous syllable recognition task and found that LPC residual (LPCres), regression coefficients of pitch (∆Pitch) and power (∆Power) showed performance improvement when combined with baseline MFCC + ∆ + ∆∆ parameters. We thought that regression coefficients of pitch removed a speaker independent factor which appeared to be a bias of the F0 logarithm, but also contained phonetic factors such as the phoneme-dependent dynamics of the glottal source.
We tested some combinations of these features, which resulted in more performance improvement. When using the above three features combined, we improved accuracy 6.3% and the correct rate 4.0% with 1 Gaussian mixture models. This is why these features include complementary information. We tested 4 Gaussian mixture models on the same task and achieved almost the same results.
We compared the speech recognition performances of acoustic models with or without correlations between the spectrum and some feature parameters of the glottal sound source on the syllable recognition task, and found that using correlation is effective.
We also tested the parameters on a large-vocabulary continuous speech recognition task. In this task, we used some linguistic information such as vocabulary and language models, so the improvement was relatively small compared with that on syllable recognition task.
