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Introduction Générale
Contexte de l’étude
L’homme a un impact de plus en plus visible sur son environnement. Mais parmi les
conséquences invisibles de l’activité humaine, l’augmentation de la concentration en dioxyde
de carbone dans l’atmosphère est l’une des plus préoccupantes. En effet, cette évolution a
pour effet une augmentation de la température qui pourrait avoir des répercussions graves au
niveau climatique engendrant de nombreuses répercussions écologiques et économiques, donc
sur les conditions de vie humaines, animales et végétales. C’est pourquoi, il est aujourd’hui
important de repenser la façon dont nous produisons et consommons de l’énergie. Autrement
dit, il faut, à la fois, réduire notre consommation d’énergie et augmenter la part d’énergie
renouvelable dans la production.
Dans cette transformation, les Technologies Numériques de l’Information et de la Com-
munication (TNIC) jouent un rôle côté production et côté consommation. Si on s’intéresse
à la consommation d’énergie, les TNIC sont responsables de plus de 2% des émissions de
gaz à effet de serre [1]. Même si la majorité de ces émissions sont à imputer aux datacenters,
les points d’accès radio (tels que les stations de base du réseau mobile, point d’accès Wifi
ou autres) ont un rôle non négligeable. On estime aujourd’hui qu’environ 50% des émissions
de gaz à effet de serre provoqués par les réseaux mobiles est due aux stations de base [2].
De plus, avec la densification des réseaux mobiles et le déploiement de nouveaux réseaux,
par exemple pour l’Internet des Objets (IdO), le nombre de points d’accès va augmenter.
C’est pourquoi, il est aujourd’hui nécessaire d’améliorer la gestion de l’énergie des points
d’accès du réseau mobile. C’est-à-dire qu’il faut réduire leur consommation d’énergie et de
les alimenter par des sources d’énergie renouvelables.
Mais le rôle des réseaux de communication sans fil dans la transformation écologique
ne se limite pas à la réduction de sa propre consommation. L’insertion de sources d’énergie
renouvelables intermittentes, telles que l’énergie solaire ou éolienne, rend, aujourd’hui, plus
difficile la gestion du réseau électrique et en particulier l’adaptation de la production électrique
à la consommation. Ceci augmente le risque de panne du réseau. C’est pourquoi, les opérateurs
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du réseau électrique sont en train de le transformer pour que celui-ci puisse continuer à
fonctionner alors que la part de renouvelable dans la production d’électricité augmente.
Ceci transforme le réseau électrique en réseau électrique intelligent (Smart Grid). Dans un
réseau électrique intelligent, l’opérateur du réseau électrique doit avoir une estimation fine
et quasiment en temps réel de la production et de la consommation électrique. Pour cela, il
collecte de l’information venant de capteurs disséminés tout au long du réseau électrique. Cette
collecte d’information ne peut se faire sans qu’un réseau de communication ne transmette
l’information mesurée par les capteurs à l’opérateur du réseau électrique. C’est pourquoi,
les réseaux de communication ont un rôle clé dans l’insertion d’énergie renouvelable dans le
réseau électrique et, par extension, dans la transformation de nos sources d’électricité.
Les principes de la radio intelligente peuvent être utilisés pour que les TNIC jouent
pleinement leur rôle dans la transition écologique. Une radio intelligente est un appareil
capable de se reconfigurer dynamiquement afin d’adapter ses paramètres à son environnement
[3]. La radio intelligente peut servir à la fois pour la réduction de la consommation du
réseau de communication mobile et pour les communications du réseau électrique intelligent.
Dans un premier temps, rendre les équipements radio flexibles et capables de s’adapter à
leur environnement permet de réduire la consommation des réseaux mobiles [4]. Avec cette
flexibilité, les stations de base du réseau peuvent adapter leurs paramètres de transmission
dans le but de réduire leur consommation. Par exemple, le réseau peut adapter son fonc-
tionnement au nombre d’utilisateurs actifs. Il peut fonctionner à plein régime pendant les
heures d’utilisations pleines et avoir un fonctionnement moins gourmand en énergie pendant
les heures creuses, par exemple la nuit [5].
Les principes de la radio intelligente peuvent aussi s’appliquer aux communications
du réseau électrique intelligent. En effet, il est extrèmement probable que la majorité des
communications du réseau électrique intelligent se fassent par le biais de réseaux d’objets
connectés [6]. Ces réseaux seront partagés par un grand nombre d’appareils ayant des
contraintes différentes en débit, latence ou consommation d’énergie. Ce grand nombre d’objets
risque de mener à une congestion du spectre fréquentiel. Les principes de la radio intelligente
peuvent s’appliquer dans ce contexte. En effet, la congestion du spectre peut être évitée en
rendant plus flexible le comportement des objets [7].
De plus, si les stations de base du réseau cellulaire sont associées à des sources d’énergie
renouvelables (éoliennes ou panneaux solaires), comme montré sur la Figure 1, le réseau
mobile et le réseau de communications du réseau électrique intelligent sont deux réseaux qui
composent un même système. Dans ce cas, le réseau mobile produit et consomme de l’énergie
qu’il peut acheter ou vendre à l’opérateur du réseau électrique. Le réseau mobile va donc vouloir
réduire sa consommation d’énergie pour diminuer son coût de fonctionnement. De plus, en tant
que producteur et consommateur d’énergie, il doit échanger de l’information, avec le réseau
électrique, à propos de sa production et de sa consommation d’énergie. L’information envoyée
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Figure 1 – Dans le système étudié nous avons différents réseaux de communication : un réseau de
communication mobile et un réseau de communication pour le réseau électrique intelligent.
par les différents producteurs et consommateurs permet à l’opérateur du réseau électrique
d’estimer la production et la consommation d’énergie dans celui-ci. Il peut alors envoyer une
consigne aux producteurs et consommateurs afin que ceux-ci adaptent leur production et leur
consommation. En résumé, réseaux électriques et réseaux de communication sont de plus en
plus intriqués, et c’est dans ce contexte que se situe cette thèse.
Objectifs et contributions
L’objectif de cette thèse est de réduire l’empreinte carbone du réseau mobile présenté sur
la Figure 1. Pour cela, nous appliquons les principes de la radio intelligente afin de :
1. réduire la consommation d’énergie des stations de base du réseau mobile,
2. améliorer les performances du réseau électrique, et en particulier la latence du réseau de
communication utilisé pour les communications entre les producteurs/consommateurs
d’énergie électrique et l’opérateur du réseau électrique.
La transmission discontinue [8] peut être utilisée pour réduire la consommation d’énergie
des stations de base du réseau mobile. Avec cette solution, la station de base peut être mise
en veille pendant des temps très courts. L’utilisation de cette technologie influe sur la façon
dont les ressources radio et la puissance d’émission sont répartis entre les utilisateurs. Le
premier objectif de cette thèse est de proposer des algorithmes pour l’allocation de ressources
et de puissance avec la transmission discontinue.
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Le second objectif de cette thèse est de proposer des algorithmes pour améliorer les
performances des communications du réseau électrique intelligent. Pour cela, il faut identifier
les protocoles de communication qui peuvent être utilisés pour le transfert d’information
dans un réseau électrique. Ensuite, il faut identifier et étudier les indicateurs de performance
de ces protocoles, et enfin proposer des solutions pour améliorer ces indicateurs.
Organisation du document
Cette thèse est organisée en deux parties et six chapitres.
Le Chapitre 1 décrit le cadre de l’étude et les objectifs de cette thèse. Dans ce chapitre,
nous commençons par introduire les principes de la radio intelligente et plus généralement
la prise de décision dans un système intelligent. Ensuite, nous décrivons l’architecture
Hierarchical and Distributed Cognitive Radio Architecture Management (HDCRAM) qui est
un outil de description que nous utiliserons pour présenter le réseau mobile sobre en énergie
qui sera le sujet de cette thèse. Nous verrons, dans ce premier chapitre, que pour réduire
l’empreinte carbone de ce réseau, il est nécessaire de proposer à la fois des mécanismes
pour réduire la consommation d’électricité du réseau et des mécanismes pour améliorer les
communications du réseau électrique.
Première partie
L’objectif de la Première Partie est de présenter des algorithmes d’allocation de
puissance efficaces lorsque la transmission discontinue est utilisée. Nous montrons que ces
algorithmes permettent de réduire significativement la consommation d’énergie des stations
de base.
Dans leChapitre 2, nous présentons le problème d’allocation de ressources et de puissance
dans un réseau mobile sobre en énergie. Après avoir présenté brièvement les principes de
fonctionnement d’un réseau mobile, nous présenterons un état de l’art du problème d’allocation
de ressources et de puissance dans les réseaux mobiles. En particulier, nous nous intéresserons
au problème d’allocation de ressources et de puissance pour la réduction de la consommation
d’énergie d’une station de base. Cette présentation nous permettra d’introduire les conditions
de Karush-Kuhn et Tucker (KKT) qui seront utilisées dans les Chapitres 3 et 4. Ensuite, nous
présenterons les mécanismes de mise en veille qui permettent de réduire davantage l’énergie
consommée par les stations de base. Nous verrons que l’utilisation de ces mécanismes de
mise en veille et en particulier l’utilisation la transmission discontinue change l’allocation
de puissance. C’est pourquoi, dans les chapitres suivants, nous nous efforcerons de proposer
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des algorithmes qui permettent de minimiser l’énergie consommée par une station de base
lorsque de la transmission discontinue est utilisée.
Dans le Chapitre 3 nous proposons un algorithme d’allocation de puissance pour
minimiser la consommation d’une station de base qui utilise du Time Division Multiple Access
(TDMA) et de la transmission discontinue. Nous commençons par formuler le problème
d’allocation de puissance. Ensuite, nous reformulons ce problème sous-forme convexe. Nous
proposons, par la suite, un algorithme efficace qui permet de calculer l’allocation de puissance
optimale. Ensuite, nous évaluons les performances de cette solution dans un réseau composé
de plusieurs stations de base. Nous verrons alors que la solution proposée peut être améliorée
en réduisant la puissance d’émission maximale de la station de base. Cette résolution dans un
scénario TDMA nous permettra de bien comprendre le problème d’allocation de ressources
et de puissance avec de la transmission discontinue. Cependant, dans les réseaux actuels, de
l’Orthogonal Frequency Division Multiple Access (OFDMA) est utilisée pour l’accès multiple.
Par conséquent, dans le Chapitre 4 nous traitons le problème d’allocation de ressources et
de puissance en OFDMA lorsque de la transmission discontinue est utilisée. Nous commençons
par supposer que le canal de tous les utilisateurs est plat et nous montrerons que dans ce
cas là, on peut utiliser les résultats et dérivations menées dans le Chapitre 3. Ensuite, nous
nous passerons de cette hypothèse, et nous traiterons le problème d’allocation de ressources
et de puissance en OFDMA lorsque le canal des utilisateurs est à évanouissement. Nous
formulerons d’abord le problème d’allocation de puissance pour montrer qu’il est convexe
et pour ainsi pouvoir proposer un algorithme pour le résoudre de manière optimale. Une
fois le problème d’allocation de puissance résolu, nous étudierons le problème d’allocation de
ressources.
Deuxième partie
Nous avons vu dans cette introduction que pour réduire l’empreinte carbone des réseaux
mobiles il n’est pas suffisant de réduire leur consommation d’énergie, il est aussi possible
d’améliorer la façon dont l’électricité est produite, délivrée et consommée par les différents
consommateurs et en particulier par le réseau mobile. C’est pourquoi, dans la Deuxième
Partie, nous proposons des solutions pour améliorer les réseaux de communication qui sont
utilisés pour la gestion d’un réseau électrique intelligent.
Dans le Chapitre 5, nous présentons les différents mécanismes qui gèrent un réseau
électrique intelligent. Pour cela, nous utilisons l’architecture HDCRAM qui nous permet de les
présenter de manière unifiée. Cette présentation nous permettra d’identifier les technologies et
standards de communication sans fil qui peuvent être employés pour le réseau électrique. Cet
état de l’art nous permettra de nous rendre compte que les Low Power Wide Area Networks
(LPWAN) sont des bons candidats pour les communications à longues portées utilisées pour
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la gestion de la production et de la consommation d’électricité. C’est pourquoi ces réseaux
seront le sujet des études menées dans le Chapitre 6.
Dans le Chapitre 6, nous proposons d’améliorer les communications du réseau électrique
intelligent qui se font via des LPWAN. Nous commençons par décrire le fonctionnement des
LPWAN avant d’expliquer que la probabilité de collision est un indicateur de performance
dans ces réseaux. Nous verrons que cette probabilité a un impact sur d’autres mesures
telles que la latence. Ensuite, nous montrerons que des algorithmes de bandits multibras
peuvent être utilisés pour réduire les collisions et ainsi améliorer les différents indicateurs de
performance du réseau.
Chapitre 1
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Dans ce chapitre, nous introduisons la notion de radio intelligente. Ensuite, nous décrivons
l’architecture HDCRAM. C’est une architecture hiérarchique et distribuée qui a été proposée
pour la gestion d’équipements de radio intelligente [9]. Cet outil de modélisation de haut
niveau est ensuite utilisé pour décrire la prise de décision dans un réseau mobile dans lequel
les stations de base sont associées à des sources d’énergie renouvelables. L’étude de ce réseau
sera l’objet de la suite de ce manuscrit. Nous verrons qu’il peut être à la fois, vu comme
un système complet mais aussi comme un élément dans des mécanismes plus larges dans la
gestion du réseau électrique intelligent. Cette description globale nous permet de positionner
plus précisément les études réalisées pendant cette thèse.
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Figure 1.1 – Version simplifiée du cycle intelligent.
1.1 La radio intelligente
1.1.1 Présentation
L’objectif d’un système de radiocommunication est de transférer de l’information entre
deux équipements distants. Cette communication va se faire dans un environnement donné
en utilisant des paramètres spécifiques. Par exemple, si on considère une communication
entre un téléphone mobile et une station de base, cette communication peut se faire en milieu
rural, en milieu urbain, à l’intérieur d’un bâtiment, à l’arrêt ou pendant un déplacement ...
Elle va donc utiliser différents paramètres qui vont dépendre du type de communication et
de cet environnement. Parmi ces paramètres, on va retrouver la puissance de transmission, la
largeur de bande, ou encore la modulation.
Dans la radio intelligente [3], au lieu d’utiliser des paramètres de communication fixes, ces
équipements radio, qu’ils soient émetteurs ou récepteurs, ont la possibilité de se reconfigurer
dans le but de s’adapter à un changement d’environnement ou à un changement des paramètres
de communication. Le passage d’une communication inflexible à une communication dans
laquelle les paramètres peuvent être modifiés est facilitée par la numérisation d’une grande
partie des fonctions radios. C’est à dire le passage à une radio logicielle [10] dans laquelle la
conversion analogique numérique doit se faire au plus près de l’antenne.
Les performances des Convertisseurs Analogique-Numérique (CAN) et Numérique-Ana-
logique (CNA) ne permettent pas de numériser une bande passante infinie, néanmoins, la radio
intelligente peut être utilisée pour de nombreuses applications et dans différents contextes où
les contraintes sont un peu restreintes.
1.1.2 Le cycle intelligent
Dans une radio intelligente, les appareils radios doivent prendre des décisions. Comme
dans n’importe quel système intelligent, cette prise de décision se fait en suivant le cycle
intelligent [3] dont une version simplifiée est décrite sur la Figure 1.1. Ce cycle intelligent peut
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être décomposé en trois étapes principales : la captation d’information, la prise de décision et
l’adaptation.
Le rôle de chacune de ces étapes est le suivant :
— La captation de l’environnement consiste à récolter de l’information.
— Pendant la prise de décision, l’appareil décide quelle action il va faire. Cette décision
s’appuie sur les informations relevées par les capteurs lors des précédentes mesures.
Cette étape de prise de décision est au cœur des études menées pendant cette thèse. En
particulier, on la retrouvera dans le Chapitre 3 pour la minimisation de la puissance
consommée par les stations de base et dans le Chapitre 6 pour la sélection des bandes
de fréquence dans les réseaux d’objets connectés.
— Enfin on a l’étape d’adaptation ou de reconfiguration. Dans cette étape, l’appareil
applique la décision précédemment prise.
Pour mieux comprendre le principe du cycle intelligent dans le domaine des communica-
tions sans fil, nous donnons un exemple d’utilisation pour l’Accès Opportuniste au Spectre
(AOS) [11] qui est l’application la plus répandue de la radio intelligente.
1.1.3 L’accès opportuniste au spectre
L’ensemble des fréquences pouvant être utilisées pour les communications sont aujourd’hui
attribuées. En effet, en France, l’ Agence Nationale des Fréquences (ANFR) qui définie les
applications des différentes portions du spectre a planifié l’usage de toutes les fréquences
exploitables avec les technologies actuelles. C’est-à-dire, les portions du spectre entre 8.3 kHz
et 275 GHz [12].
Si un nouveau service, un nouvel usage ou un nouveau standard de communication
apparait, on va devoir l’insérer dans ce spectre. Pour cela, on peut envisager trois possibilités.
Il peut être inséré dans les bandes non-licenciées qui sont partagées par divers services, mais,
dans ce cas là, il devra cohabiter avec d’autres usages, par exemple avec le Wifi dans la
bande de fréquence autour de 2.4 GHz ; ou pourra être limité par la régulation qui régit ces
bandes. Par exemple, l’usage des bandes de fréquence autour de 433 et 868 MHz est limité
par le rapport cyclique des communications. Une seconde solution consiste à lui réserver une
bande de fréquence au détriment d’un autre service qui n’est plus d’actualité. Par exemple,
les bandes allouées pour la Télévision Numérique Terrestre (TNT) ont permis de libérer de
la place dans l’ancienne bande de la TV analogique autour de 800 MHz pour laisser place à
des nouveaux standards de téléphonie mobile de 4G.
La dernière des possibilités consiste à utiliser un accès dynamique au spectre dont l’un des
exemples est l’AOS. Les bandes réservées n’étant pas toujours utilisées, à un instant donné,
on peut avoir une bande réservée par un standard mais laissée libre de façon intermittente
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dans le temps, mais aussi dans l’espace. C’est ce que l’on appelle un trou dans le spectre. On
peut donc insérer un nouveau service qui n’utilisera que ces trous. L’insertion de ce nouveau
service doit se faire sans perturber l’utilisateur principal du service qui a payé pour une
utilisation de la bande. Par exemple, cela peut se faire dans les réseaux de communication de
la TNT, dans lequel, deux zones de couverture voisines n’utilisent pas les mêmes bandes de
fréquence pour limiter les interférences. On a donc des bandes de fréquence non-utilisées dans
chaque zone. Celles-ci peuvent être utilisés pour d’autres communications [13] tant que les
interférences générées sont supportées par les récepteurs TV. Il s’agit ici d’un cas statique,
les bandes libres à un endroit donné le restent tout le temps.
Dans l’AOS, on appelle utilisateur primaire celui qui est licencié dans une bande de
fréquence (par exemple, le réseau de télévision) et utilisateur secondaire celui qui va utiliser
une partie du spectre lorsque l’utilisateur primaire ne le fait pas. L’usage du spectre par
l’utilisateur secondaire doit se faire sans perturber les communications de l’utilisateur primaire.
Si, à un instant donné et à un endroit donné, un utilisateur secondaire veut communiquer à
une fréquence donnée, il va donc devoir :
— Évaluer la présence ou l’absence de l’utilisateur primaire. Cette opération passe par
l’utilisation de spectrum sensing [14].
— Décider s’il communique ou choisit d’aller ou non explorer d’autres fréquences.
— En fonction de cette décision, il va changer sa configuration en modifiant les paramètres
de communication et en particulier sa fréquence de communication.
Les trois étapes de prise de décision décrites ici sont exactement les trois étapes qui
composent le cycle intelligent (captation, décision, reconfiguration).
1.2 L’architecture HDCRAM
Le mécanisme simplifié en trois étapes du cycle intelligent est inhérent à n’importe quelle
prise de décision. Mais la modélisation de la prise de décision par ce cycle intelligent n’est
plus suffisante dans des systèmes plus complexes, et par exemple dans un appareil de radio
intelligente. Dans ce cas là, on a des décisions qui peuvent impacter des fonctions différentes
du système, et d’autres qui peuvent avoir un impact à plus grande échelle. On a alors une
prise de décision hiérarchique et distribuée. L’objectif de l’architecture Hierarchical and
Distributed Cognitive Radio Architecture Management (HDCRAM) [9] est d’organiser cette
prise de décision dans des systèmes électroniques et en particulier pour la radio intelligente,
qui est le contexte dans lequel elle a été initialement développée.
L’architecture HDCRAM est un outil de modélisation haut niveau qui permet de structurer
les décisions dans un système complexe. En d’autres termes, c’est un ensemble de règles de
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Figure 1.2 – L’architecture hiérarchique HDCRAM avec ses deux branches de gestion de la reconfi-
guration et de l’information.
modélisation qui permettent d’organiser la prise de décision lorsque celle-ci concerne différents
éléments du système [15]. HDCRAM est présentée sur la Figure 1.2. Cette architecture à trois
niveaux se décompose en deux parties distinctes. L’une pour le traitement de l’information et
la prise de décision (en rouge sur la Figure 1.2) et la seconde pour les ordres de reconfiguration
(en vert sur cette figure).
La gestion de l’information relevée par les capteurs se fait par le biais d’unités de
traitement ou Cognitive Radio Management units (CRMu). Lorsqu’une de ces unités reçoit de
l’information captée, elle va l’utiliser afin de prendre des décisions. Elle peut alors ordonner
une reconfiguration d’un ou plusieurs opérateurs, ou encore, décider de transmettre une partie
de l’information reçue à d’autres unités de traitement.
Chacune des unités de traitement est associée à une unité de reconfiguration ou Re-
configuration Management unit (ReMu) dont le rôle est d’interpréter (d’après des règles
pré-définies) et d’appliquer les ordres envoyés par les unités de traitement ou par les unités
de reconfiguration d’un niveau hiérarchique supérieur.
HDCRAM est composée de trois niveaux hiérarchiques. Cette distribution de la prise de
décision permet de gérer les contraintes temps réel tout en réduisant la complexité. Au niveau
3, on peut avoir un grand nombre d’unités de gestion (un couple CRMu-ReMu par opérateur)
leur rôle est de traiter l’information captée dans un temps court et de prendre des décisions
simples en temps réel. Elles peuvent choisir de transmettre une partie de l’information envoyée
par le capteur au niveau hiérarchique supérieur. Celui-ci, (le niveau 2) pourra utiliser cette
information pour prendre une décision et la faire appliquer ou décidera d’informer le niveau
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1. Lorsque la décision est prise au niveau 2, elle peut impliquer une sous-partie du système et
donc plusieurs opérateurs. Si une décision est prise par la L2_CRMu, elle va la transmettre à
la L2_ReMu correspondante. Celle-ci va transmettre l’ordre de reconfiguration aux L3_ReMu
concernées qui vont appliquer le changement aux opérateurs qu’elles contrôlent. Finalement,
au niveau 1, on a une unique unité de gestion. c’est le contrôleur central du système. Son
rôle est de prendre des décisions complexes qui concernent l’ensemble du système.
En résumé, le niveau 3 est utilisé pour prendre des décisions rapides et n’impliquant qu’un
seul opérateur. Par exemple, si on suppose un détecteur d’énergie dans un canal, la L3_CRMu
associée peut ajuster le seuil de détection sans avoir à informer les autres opérateurs. Nous
verrons, dans le paragraphe suivant, qu’un changement de modulation peut-être appliqué au
niveau 2 de l’architecture. Le niveau 1 va prendre des décisions plus rares et ayant un impact
plus global. Par exemple, si l’équipement radio veut changer de standard de communication,
une grande partie des opérateurs radio vont être impliqués et le niveau 1 sera le seul capable
de prendre une telle décision.
Afin de clarifier les explications présentées ci-dessus, nous donnons un exemple simple dans
lequel on adapte la modulation au Rapport Signal à Bruit (RSB). Cet exemple est illustré
sur la Figure 1.3. Sur celle-ci, nous n’avons représenté que les niveaux 2 et 3 de l’architecture.
Supposons qu’une modulation est utilisée par l’équipement radio pour communiquer (par
exemple une Quadrature Phase-Shift Keying (QPSK)). Le RSB est mesuré par le capteur de
RSB. La L3_CRMu associé à ce capteur transmet cette information à l’unité de niveau 2
en charge de la modulation. Si le RSB a changé, et est, par exemple, passé au-dessus d’un
seuil pré-défini, la L2_CRMu prend la décision de changer la modulation et d’utiliser une
16-Quadrature Amplitude Modulation (16-QAM) afin d’augmenter le débit. Cette décision
est transmise à la L2_ReMu qui la transmet à la L3_ReMu en charge du mapping. Cette
dernière applique la reconfiguration et l’opérateur est modifiée.
L’architecture HDCRAM est un métamodèle. C’est à dire qu’on peut l’utiliser pour
obtenir un squelette de code. Elle a été proposée pour la gestion de la reconfiguration partielle
de FPGA [16] et a aussi permis de structurer la prise de décision dans un démonstrateur
pour l’AOS [17].
Tout comme le cycle intelligent, HDCRAM peut être utilisé pour la modélisation de
nombreux systèmes et en particulier en dehors du contexte de la radio intelligente. Par
exemple, elle a été proposée pour la gestion du réseau électrique intelligent [18].
1.3 Le réseau mobile considéré
Dans cette section, nous décrivons le réseau de communication mobile qui sera étudié
dans la suite de cette thèse. Après l’avoir brièvement décrit, nous montrerons que HDCRAM
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Figure 1.3 – Application de l’architecture HDCRAM pour l’adaptation de la modulation.
Figure 1.4 – Le système étudié dans lequel les stations de base sont associées à des sources d’énergie
renouvelables et intermittentes.
peut être utilisée pour décrire la constitution de ce réseau. Cette description de l’architecture
du système va ensuite être utilisée pour détailler les différents aspects étudiés pendant cette
thèse.
1.3.1 Introduction
On considère le système de la Figure 1.4. Cette figure représente une aire urbaine dans
laquelle nous avons un réseau mobile composé d’une station de base principale ayant une
grande couverture (macro-cellule) et de petites stations de base ayant une plus petite
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Figure 1.5 – Description HDCRAM du réseau mobile étudié. Dans cette description, on utilise deux
HDCRAM. La première pour l’énergie et la seconde pour les communications.
couverture. Chacune d’entre elles peut être alimentée par des sources d’énergie renouvelables
et reliée à une batterie. Par conséquent, ce système "réseau mobile" est à la fois producteur
et consommateur d’énergie. Dans un réseau mobile de ce type, la gestion de l’énergie devient
aussi importante que la gestion des communications mobiles. En d’autres termes, la gestion
de l’énergie peut se faire en parallèle de la gestion des communications mobiles par le biais
des mécanismes de communication du système, lui-même.
On s’appuie sur HDCRAM pour modéliser les architectures des deux systèmes de gestion.
On a, par conséquent, une gestion divisée en deux parties : la première pour les communications
mobiles et la seconde pour gérer l’énergie produite et consommée. Ces deux gestions ne sont
pas forcement assurées par le même gestionnaire mais sont tout de même liées. La description
HDCRAM de notre réseau mobile ne doit pas se faire avec une seule architecture mais via
deux architectures HDCRAM interconnectées.
1.3.2 Description HDCRAM du réseau mobile efficace en énergie
La description HDCRAM du réseau mobile étudié est présentée sur la Figure 1.5. Elle
comprend deux architectures HDCRAM en parallèle. La première sert pour la gestion des
communications et la seconde pour la gestion de l’énergie du système.
Dans la description présentée, chacun des opérateur du réseau est relié à une unité de
gestion de niveau 3. Les opérateurs énergétiques (panneaux solaires, batteries ou autres)
sont reliés au niveau 3 du gestionnaire d’énergie et les opérateurs de radiocommunication
(éléments des chaînes RF) sont reliés au niveau 3 du gestionnaire des communications.
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Chacun de ces opérateurs est un élément d’un ensemble composé d’une station de base
et d’éléments de stockage et de production d’énergie. Pour chacun de ces ensembles on a
un gestionnaire de niveau 2 qui est divisé en deux gestionnaires séparés : le premier pour
l’énergie et le second pour les communications. Ces deux gestionnaires peuvent prendre des
décisions séparément mais ont aussi la possibilité d’échanger de l’information. Par exemple,
le gestionnaire d’énergie de niveau 2 peut communiquer l’état de charge de la batterie au
gestionnaire des communications qui peut utiliser cette information pour ajuster le service
fourni aux utilisateurs.
Au niveau 1, on a aussi deux gestionnaires. Leur rôle est de gérer l’ensemble du réseau. Ils
sont situés dans la macro-cellule qui est l’élément central du réseau. Ces deux gestionnaires
ont deux rôles principaux. Le premier est de prendre des décisions globales, par exemple,
le gestionnaire des communications pourra choisir d’allumer ou d’éteindre certaines micro-
cellules en fonction de la densité d’utilisateurs dans le réseau [5]. Le second rôle de ces
gestionnaires globaux est de gérer le lien avec le reste de l’infrastructure. Le gestionnaire
des communications gère le réseau de backhaul qui fait le lien avec les serveurs centraux de
l’architecture réseau. De son côté, le gestionnaire électronique gère le lien avec le reste du
réseau électrique.
Ce dernier lien a une grande importance vu que le réseau de communication mobile
considéré est un élément au sein d’un ensemble de producteurs et consommateurs qui
partagent la même infrastructure électrique. Leur fonctionnement est régi par le biais d’un
mécanisme appelé Advanced Metering Intrastructure (AMI) qui est l’une des fonctions les
plus importantes du réseau électrique intelligent que nous allons étudier particulièrement
dans ce manuscrit.
1.3.3 Position dans le réseau électrique
Dans un réseau électrique intelligent ou l’électricité produite provient, en partie, de sources
d’énergie renouvelables et de producteurs indépendants, le gestionnaire du réseau électrique
doit avoir une connaissance quasiment en temps réel (la remontée d’information peut se faire
toutes les heures, ou plus fréquemment) de la production et de la consommation électrique.
Il utilise cette connaissance pour s’assurer que l’équilibre qui existe entre production et
consommation se fait sans risquer l’écroulement du réseau électrique. En cas de changement
de la quantité d’électricité produite par les sources d’énergies renouvelables intermittentes, ou
de la consommation, il va pouvoir modifier la quantité d’énergie qu’il produit (cet ajustement
est possible dans des centrales nucléaires ou à charbon ou en délestant une partie de cette
électricité). Il peut aussi envoyer des commandes incitatives par exemple en ajustant le prix
de l’électricité pour influer sur la consommation [19].
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Figure 1.6 – Description HDCRAM de la gestion de la production et de la consommation dans un
réseau électrique.
Les producteurs et consommateurs d’électricité et en particulier le réseau mobile présenté
dans la section précédente vont adapter leur consommation d’électricité à ce prix. Si le prix
est faible, ils vont consommer l’électricité fournie par le réseau, par exemple en rechargeant
les batteries, et si le prix est élevé, ils peuvent consommer l’énergie qui a été stockée dans les
batteries ou passer dans un régime de fonctionnement moins énergivore. Le choix de l’achat
ou non d’électricité se fait au niveau L1 de l’architecture présenté sur la Figure 1.5.
Du point de vue de l’opérateur du réseau électrique, le gestionnaire d’énergie du réseau
mobile est un producteur et consommateur d’électricité comme un autre et a le même rôle
que tout autre client ou fournisseur. La gestion du prix de l’électricité est souvent décrite
en trois étapes [20]. Nous pouvons donc la décrire grâce à l’architecture HDCRAM [21]. La
description HDCRAM de la gestion de la production et de la consommation d’énergie dans
un réseau électrique est présentée sur la Figure 1.6.
Dans cette architecture, la consommation et production d’électricité de chacun des agents
du réseau électrique est transmise par les L3_CRMu vers le gestionnaire régional (L2_CRMu)
qui les transfèrent vers le gestionnaire global. Celui-ci, va utiliser cette information pour
envoyer des ordres et par exemple le nouveau prix de l’électricité par le biais du L1_ReMu.
Ce nouveau prix va être transmis aux L3_ReMu et utilisé par le gestionnaire de chacun des
réseaux pour décider de l’achat ou non d’électricité.
Il est important de noter que dans la description HDCRAM du réseau électrique intelligent,
il y a de grandes distances entre les gestionnaires des différents niveaux. C’est pourquoi
il est primordial de s’intéresser aux réseaux de communications qui existent entre eux.
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Figure 1.7 – Description complète du système considéré.
Dans la Figure 1.6, on peut voir trois réseaux de communications [22]. Le premier pour les
communications locales entre le gestionnaire de niveau 3 et l’agent auquel il est connecté.
Le second réseau est le réseau est l’AMI backhaul. Il fait le lien entre les gestionnaires
locaux et le gestionnaire régional de niveau 2. Enfin, on a un dernier réseau qui fait le lien
entre les gestionnaire régionaux et le centre de contrôle de l’opérateur du réseau électrique.
Nous proposons une analyse plus complète des mécanismes de gestion du réseau électrique
intelligent et des réseaux de communication associés dans le Chapitre 5.
1.3.4 Description complète
Pour avoir une vue complète du système étudié, on peut placer sur une même figure la
description HDCRAM du réseau électrique considéré de la Figure 1.5 et la représentation
HDCRAM de la gestion de la production et consommation de la Figure 1.6. C’est ce qui est
fait sur la Figure 1.7.
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Sur la Figure 1.7, le réseau de communication mobile sobre en énergie est à la fois vu
comme un système intelligent qui a ses propres mécanismes de gestion mais aussi comme un
élément d’un système plus global qu’est le réseau électrique intelligent. C’est pourquoi, on
a un grand nombre d’unités de traitement et de reconfiguration. La prise de décision dans
chacun des gestionnaires pourrait être optimisée. L’étude complète d’un tel système dépasse
largement le cadre de cette thèse et demande de nombreuses études : pour la gestion de
l’énergie, pour la gestion des communications mobiles sobres en énergie, pour les interactions
entre les différents gestionnaires ou pour l’étude des réseaux de communication pour le réseau
électrique intelligent.
Ce système a été étudié dans le projet ANR SOGREEN (Smart Power Grid for Energy
Efficient small cell Networks) qui a impliqué trois partenaires :
— Le CEA-LETI (Laboratoire d’Electronique et de Technologie de l’Information) qui a
travaillé sur la gestion de l’énergie du réseau mobile.
— Le G2ELab (Laboratoire de Génie Electrique de Grenoble) qui a travaillé sur la gestion
du réseau électrique intelligent.
— CentraleSupélec qui a travaillé sur les communications du réseau mobile et du réseau
électrique intelligent.
Sur la Figure 1.7, nous avons placé les contributions des trois partenaires.
Cette thèse s’inscrit dans le cadre de la contribution de CentraleSupélec au projet
SOGREEN et s’est, par conséquent, focalisée sur l’étude des réseaux de communication. Nous
avons donc une étude en deux parties :
— Une partie pour l’étude des communications du réseau mobile qui doivent être le plus
sobre possible en énergie.
— Une second pour les réseaux de communication pour le réseau électrique intelligent.
1.4 Études menées dans cette thèse
Dans la suite de ce manuscrit, nous étudions séparément les deux réseaux cités dans la
section précédente. L’étude de chacun de ces réseaux se fera dans une partie dédiée.
Dans un premier temps, nous nous intéressons à la réduction de la consommation d’énergie
dans les réseaux mobiles et en particulier à la transmission discontinue [8]. Ce mécanisme
permet de réduire la consommation d’énergie de chaque cellule indépendamment des cellules
voisines. Dans la Figure 1.7, ce mécanisme opère dans un gestionnaire de niveau 3 du réseau
mobile associé aux communications (L3 Communication).
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Ensuite, dans une seconde partie, nous étudions les réseaux de communication pour le
réseau électrique intelligent. En particulier, nous nous intéressons aux communications de
l’AMI backhaul. C’est-à-dire aux communications entre les gestionnaires de niveau 2 et de
niveau 3 de la Figure 1.6. Nous verrons que des solutions qui ont été présentées pour l’AOS
peuvent améliorer les communications du réseau électrique intelligent.

Première partie
Economie d’énergie dans les
réseaux cellulaires
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L’objectif de ce chapitre est de présenter un état de l’art du problème d’allocation de
ressources et de puissance dans un réseau cellulaire sobre en énergie. Après avoir décrit
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Figure 2.1 – Représentation schématique d’un réseau cellulaire composé de plusieurs stations de
base chacune servant différents utilisateurs.
brièvement le fonctionnement d’un réseau mobile, nous présentons le problème d’allocation de
ressources et de puissance. Nous verrons que, dans un réseau à faible consommation d’énergie,
ce problème a été formulé de sorte à minimiser la puissance d’émission tout en fournissant aux
utilisateurs une certaine qualité de service. Nous décrivons, ensuite, la solution de ce problème
telle qu’elle a été proposée dans la littérature. Ensuite, nous verrons qu’avec l’augmentation
du nombre de stations de base, il n’est plus suffisant de réduire la puissance d’émission et
qu’il faut faire appel à des mécanismes de mise en veille pour réduire davantage l’énergie
consommée par la station de base. Nous décrirons finalement l’état de l’art du problème
d’allocation de ressources et de puissance avec des transmissions discontinues qui sera le sujet
des Chapitres 3 et 4.
2.1 Les réseaux mobiles
Comme illustré sur la Figure 2.1, un réseau mobile est composé d’un ensemble de stations
de base dont l’objectif est d’échanger des données avec les utilisateurs qui se trouvent dans
sa zone de couverture, aussi appelée cellule. Une cellule est souvent symbolisée de forme
hexagonale.
Dans un réseau mobile, on a différents types de communication. On a d’abord des échanges
de données entre les stations de base pour gérer la mobilité des utilisateurs. Il est important
de noter que lorsque la taille des cellules diminue, la quantité de données à échanger entre les
stations de base augmente.
Les communications entre les stations de base et les utilisateurs sont les communications
principales du réseau. Dans celles-ci, on a deux types de données :
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Figure 2.2 – Une trame LTE est divisée en sous-trames temporelles et en blocs de ressources
fréquentielles.
— Les données utiles. C’est à dire l’information que l’on veut échanger et qui va être
utilisée pour un autre usage.
— Les données de contrôle. Ce sont des données qui contiennent de l’information relative
à la communication.
De plus, lorsqu’un utilisateur et une station de base communiquent, on a un échange de
données de l’utilisateur vers la station de base (voie montante) et de la station de base vers
l’utilisateur (voie descendante). Dans une grande partie des applications mobiles actuelles
(streaming vidéo, réseaux sociaux, écoute de musique en continu) la majorité des données
mobiles sont envoyées sur la voie descendante, c’est à dire, vers le mobile. La voie montante
étant principalement utilisée pour des données de contrôle. Quel que soit le type de données
échangées, les données binaires à transmettre sont mises en trame, codées, et modulées. Les
symboles modulés sont alors mis sur la bonne fréquence porteuse et transmis.
Avant d’être reçu par l’utilisateur, le signal transféré va passer à travers un canal. Celui-ci
va avoir plusieurs effets sur le signal. En particulier ce canal va atténuer le signal émis.
Finalement, l’utilisateur va recevoir un signal atténué et bruité. Il va pouvoir utiliser les
données reçues une fois qu’il aura réussi à les démoduler. Il est important de noter que l’effet
du canal sur les symboles émis n’est pas forcement constant sur l’ensemble de la bande de
fréquence.
Pour transférer des données aux utilisateurs sur la voie descendante, la station de base
dispose d’un espace temps-fréquence limité. Elle va, donc, devoir répartir cet espace entre les
différents utilisateurs. Cette répartition s’appelle l’accès multiple ou multiple access.
2.2 L’accès multiple
Pour bien comprendre ce problème, nous représentons sur la Figure 2.2 une trame du
standard Long Term Evolution (LTE) utilisé dans la quatrième génération de téléphonie
mobile (4G) [23].
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Dans ce standard, le temps est divisé en trames. Une trame dure 10 ms et est divisée
en dix sous-trames de 1 ms. La largeur de la bande de fréquence utilisée pour servir les
utilisateurs peut varier entre 1, 08 MHz et 18 MHz. Cette bande est divisée en blocs de
ressources ayant une largeur de bande de 180 kHz.
Ce découpage suggère deux stratégies différentes pour l’accès multiple : le Time Division
Multiple Access (TDMA) et le Frequency Division Multiple Access (FDMA) 1. En TDMA,
les utilisateurs sont séparés temporellement et servis les uns après les autres. On alloue un
certains nombre de sous-trames à chaque utilisateur. Au contraire, en FDMA, ils sont séparés
en fréquence, c’est à dire que l’on alloue à chaque utilisateur un certain nombre de blocs de
ressources. Cette seconde solution a deux avantages comparé au TDMA :
— Pour un utilisateur donné, on peut avoir des portions de bande dans lesquelles le canal
de propagation qui le sépare de la station de base est très mauvais. On dira alors que le
canal est sélectif en fréquence. En FDMA, contrairement au TDMA, on peut répartir
les utilisateurs de sorte que chacun des blocs ressources soit alloué à un utilisateur qui
a un bon canal de propagation dans celui-ci.
— La puissance d’émission instantanée de la station de base est limitée par des contraintes
électroniques et de régulation. Par exemple, dans une macro-cellule, la puissance
d’émission ne peut pas dépasser 20W. Cette contrainte de puissance restreint davantage
les performances d’une station de base TDMA que celles d’une station de base FDMA
[24].
Dans le standard 4G, l’allocation FDMA est utilisée. Plus précisément, dans ce standard
une modulation Orthogonal Frequency Division Multiplexing (OFDM) est utilisée et les blocs
de ressources sont orthogonaux. Dans ce cas là, on parle de Orthogonal Frequency Division
Multiple Access (OFDMA).
Les approches TDMA et FDMA ne sont pas les seules possibles. Une autre possibilité
consiste à servir plusieurs utilisateurs en même temps et dans les mêmes blocs de ressources
et à la séparer par d’autres solutions. Les différentes technologies d’accès multiple sont les
suivantes :
— Le Code Division Multiple Access (CDMA) [25], dans lequel les données modulées sont
multipliées par des séquences orthogonales. Chacune des séquences code les données
pour un utilisateur qui pourra décoder l’information qui lui est destinée en multipliant
par la même séquence. Cette solution est, par exemple, utilisée dans la troisième
génération de téléphonie mobile (3G).
1. Il est envisageable d’utiliser à la fois du TDMA et du FDMA. Pour des raisons de clarté, dans ce
chapitre, nous présentons le TDMA et le FDMA comme deux stratégies séparées.
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— Le Spatial Division Multiple Access (SDMA) [26]. Une station de base ayant plusieurs
antennes d’émission peut les utiliser pour donner une direction aux signaux envoyés.
Elle peut ainsi séparer spatialement les données transmises aux différents utilisateurs.
— Le Non-Orthogonal Multiple Access (NOMA) [27]. En NOMA les utilisateurs sont
servis sans être séparés orthogonalement en temps ou en fréquence. Par exemple en
Power Domain NOMA (PD-NOMA), ils sont servis avec des puissances d’émission très
différentes. Grâce à cette grande différence, on peut successivement identifier le signal
qui a la plus forte puissance et le soustraire au signal reçu. Ainsi tous les utilisateurs
peuvent avoir accès à toutes les données et chaque utilisateur peut récupérer les données
qui lui sont dédiées. Cette stratégie d’accès est très récente comparé à celles présentées
ci-dessus.
Aujourd’hui la technologie OFDMA est utilisée dans les réseaux 4G. C’est aussi celle qui
a suscité le plus d’intérêt dans la communauté scientifique. C’est pourquoi, dans les Sections
2.3 et 2.4, nous présentons en détail le problème d’allocation de ressources et de puissance en
OFDMA. Plus précisément, dans la Section 2.3, nous présentons les formulations possibles
de ce problème. Ensuite, dans la Section 2.4, nous présentons un état de l’art des solutions
proposées pour sa résolution.
2.3 Formulation du problème d’allocation de ressources et de
puissance en OFDMA
2.3.1 Définitions et vocabulaire
Avant de présenter le problème d’allocation de ressources et de puissance. Il est nécessaire
de préciser le vocabulaire qui est utilisé dans cette thèse.
Dans la suite, on décompose le problème complet d’allocation de ressources et de
puissance en un problème d’allocation de puissance et un problème d’allocation de ressources.
Ces deux termes ne vont pas avoir la même signification lorsque le canal est plat et lorsqu’il
varie sur la largeur de bande.
Si le canal d’au moins un des utilisateurs servis a de l’évanouissement (fading), c’est à
dire que son canal n’est pas plat :
— On résout d’abord le problème d’allocation de ressources qui consiste à déterminer
l’ensemble des blocs de ressources qui sont utilisés pour servir chaque utilisateur. On
doit donc déterminer le nombre de blocs de ressources utilisés pour chacun ainsi que la
position de ces blocs de ressources.
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Figure 2.3 – Allocation de ressources en OFDMA. Dans cet exemple, la station de base dispose de
Nc = 6 blocs de ressources pour servir Nu = 2 utilisateurs.
— Une fois cette allocation de ressources faite, résoudre le problème d’allocation de
puissance revient à distribuer la puissance d’émission entre les blocs de ressources.
Lorsque le canal de tous les utilisateurs est plat, le problème d’allocation de ressources et
de puissance se limite au problème d’allocation de puissance. En effet, vu que le coefficient
d’atténuation du canal de chaque utilisateur ne change pas d’un bloc de ressources à l’autre,
en réalisant l’allocation de puissance, on détermine aussi le nombre de blocs de ressources
à allouer à chaque utilisateur. En d’autres termes, résoudre le problème d’allocation de
puissance revient à déterminer la puissance utilisée pour chaque utilisateur ainsi que le
nombre de blocs de ressources dans lesquels il sera servi. Tous les canaux étant identiques,
la répartition des utilisateurs dans les blocs de ressources n’a pas d’impact sur la métrique
optimisée.
De plus, dans la suite de ce document, nous utilisons le terme de contrôle de puissance
pour désigner le fait de servir un utilisateur avec une puissance d’émission inférieure à la
puissance d’émission maximale de la station de base. Ainsi, avec une stratégie sans contrôle
de puissance, la puissance d’émission de la station de base est toujours la plus élevée possible.
2.3.2 Maximisation de la capacité
On considère une station de base qui doit servir Nu utilisateurs. Pour les servir, elle
dispose de Nc blocs de ressources, comme indiqué sur la Figure 2.3. Si les blocs de ressources
sont suffisamment fins, on peut supposer que l’atténuation dans le canal de propagation de
chaque utilisateur est constant sur la largeur d’un bloc de ressources. Dans la suite on note
hk,n, k, n ∈ J1;NuK× J1;NcK, le coefficient d’atténuation complexe du canal de l’utilisateur
k dans le bloc de ressources n. De plus, le carré de son module est noté gk,n = |hk,n|2. Si
on suppose ces coefficients connus par la station de base, celle-ci va vouloir répartir les
utilisateurs dans les différents blocs de ressources en fonction des modules gk,n. En d’autres
termes, chaque utilisateur se voit allouer un ensemble Sk de blocs de ressources. Ensuite, la
station de base alloue une certaine puissance d’émission à chaque utilisateur dans chaque
canal. La puissance d’émission de l’utilisateur k dans le bloc de ressources n est noté P k,nTX .
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Cette allocation des utilisateurs dans les différents blocs de ressources et l’allocation de
puissance associée ne sont pas faites de façon anodine mais pour optimiser une certaine
métrique. Par exemple, cette allocation de ressources et de puissance peut être faite pour
maximiser la somme des capacités de canal des utilisateurs [28]. La capacité de canal est le
débit théorique maximum qu’un utilisateur peut avoir dans un canal additif gaussien. Cette
métrique a deux avantages. Le premier est qu’elle est indépendante de la modulation choisie
(contrairement au taux d’erreur binaire, par exemple). De plus, lorsque le Modulation and
Coding Scheme (MCS) est bien adapté, le débit d’une communication LTE est proportionnel
à la capacité de Shannon [29].
La maximisation de cette capacité doit se faire en considérant que la puissance d’émission
instantannée ne doit pas dépasser une certaine valeur maximale notée Pmax (cette valeur
maximale peut être la puissance maximale des composants de la station de base, la puissance
maximale de sortie de l’amplificateur de puissance ou encore une contrainte de régulation).
On a, finalement, le problème d’optimisation suivant, qui a, par exemple, été posé en 2000
par Rhee et al. dans [30] :
max
Sk,P
k,n
TX
Bc
Nu∑
k=1
∑
n∈Sk
log2
1 + P k,nTX gk,n
N
 , (2.1a)
S.à;
Nu∑
k=1
∑
n∈Sk
P k,nTX ≤ Pmax, (2.1b)
P k,nTX ≥ 0, ∀k, n ∈ J1;NuK× J1;NcK, (2.1c)
Bc
∑
n∈Sk
log2
1 + P k,nTX gk,n
N
 ≥ Ck, ∀k ∈ J1;NuK, (2.1d)
Sk ∩Sk′ = ∅, k ̸= k′. (2.1e)
Dans l’équation (2.1), S. à, est l’abréviation de Sujet à, qui permet de désigner les
contraintes du problème. Dans cette formulation du problème, Bc est la largeur de bande
d’un bloc de ressources et N = kBTBc est la puissance du bruit qui est le produit de la
constante de Boltzmann kB , la température en Kelvin et de la largeur de bande d’un bloc de
ressources.
Dans la formulation du problème d’allocation de ressources et de puissance donné par
l’équation (2.1), on veut maximiser la capacité totale qui est donnée par l’équation (2.1a)
et est la somme de la capacité de chaque utilisateur. Cette maximisation doit se faire en
satisfaisant certaines contraintes. La première est que l’on ne doit pas dépasser la puissance
d’émission maximale de la station de base (équation (2.1b)). Ensuite, la puissance d’émission
dans chaque bloc de ressource doit être positive (équation (2.1c)). On a aussi la contrainte
de l’équation (2.1d) qui nous force à fournir à chaque utilisateur un débit minimal Ck qui
30 | Allocation de ressources et de puissance pour des réseaux mobiles sobres en énergie
dépend du service demandé par l’utilisateur k. Avec cette contrainte, on évite que, dans le
cas où un utilisateur a le meilleur coefficient de canal dans chaque bloc de ressources, toutes
les ressources lui soient allouées. Enfin, la dernière contrainte de ce système d’équation assure
que chaque bloc de ressources n’est alloué qu’à un seul utilisateur.
2.3.3 Prise en compte de la consommation énergétique
Dans la section précédente, nous avons vu comment formuler le problème d’allocation
de ressources et de puissance en OFDMA pour maximiser la capacité. En maximisant la
capacité, on va utiliser toute la puissance disponible au niveau de la station de base. Cette
approche est donc énergivore et ne peut pas être utilisée dans un réseau sobre en énergie.
Dans la littérature, on retrouve principalement deux objectifs pour l’allocation de puissance
dans les réseaux sobres en énergie :
— la maximisation de l’efficacité énergétique (EE) [31, 32],
— la minimisation de la puissance consommée [33].
L’EE est définie comme le rapport entre la capacité de Shannon et la puissance consommée
par la station de base qui est une fonction des puissances d’émission des utilisateurs. Dans le
cas ou la station de base ne sert qu’un seul utilisateur à travers un canal plat (le module du
canal est constant sur la largeur de bande), son expression est :
EE = C
P (PTX )
=
B log2
(
1 + PTX gN
)
P (PTX )
. (2.2)
Dans l’équation 2.2, g est le module du canal, PTX est la puissance d’émission et B est la
largeur de bande et P est la puissance consommée par la station de base. De plus, dans un
système OFDMA, l’efficacité énergétique peut s’écrire :
EE =
Bc
∑Nu
k=1
∑
n∈Sk log2
(
1 +
Pk,nTX
gk,n
N
)
P
(
P 1,1TX , · · · , P
Nu,Nc
TX
) (2.3)
Bien que l’efficacité énergétique soit souvent utilisée dans des problèmes d’optimisation,
nous pensons, pour plusieurs raisons que cette métrique n’est pas la meilleure. Voici une liste
non-exhaustive des raisons qui nous font penser cela :
— Le ratio CP créé une asymétrie entre puissance consommée et capacité. En effet, à
capacité donnée, une diminution de 20 % de la puissance consommée augmente l’EE
de 25 % alors qu’une augmentation de 20 % de la capacité à puissance donnée va
augmenter l’EE de 20 %.
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— Si on a un réseau composé de plusieurs stations de base, la capacité totale est la somme
des capacités des stations de base, la puissance consommée totale est la somme des
puissances consommées alors que l’EE totale n’est pas la somme des EE. Ce qui pose
un problème de passage à l’échelle.
— Nous verrons dans la suite de ce chapitre que la puissance consommée par une station
de base est égale à une puissance qui dépend de la puissance d’émission à laquelle
on ajoute une puissance qui ne dépend pas directement de la puissance d’émission.
Cette dernière, que nous appellerons puissance statique va avoir un effet important
sur l’efficacité énergétique alors que l’allocation de puissance n’aura aucun impact sur
celle-ci. Par exemple, si la puissance statique est égale à 0, l’EE est maximisée en
mettant à 0 la puissance d’émission et si elle est très élevée, on a intérêt à maximiser la
puissance d’émission.
En plus des éléments, cités ci-dessus, il nous semble, que d’un point de vue opérateur, il
est plus raisonnable de poser le problème de minimisation de la puissance d’émission pour
une qualité de service donnée, et par exemple, pour une capacité donnée. On retrouve alors
le problème d’allocation de ressources et de puissance tel qu’il a été posé dans [34] :
min
Sk,P
k,n
TX
Nu∑
k=1
∑
n∈Sk
P k,nTX , (2.4a)
S.à Ck −Bc
∑
n∈Sk
log2
1 + P k,nTX gk,n
N
 ≤ 0, ∀k ∈ J1;NuK, (2.4b)
P k,nTX ≥ 0, ∀k, n ∈ J1;NuK× J1;NcK, (2.4c)
Sk ∩Sk′ = ∅, k ̸= k′. (2.4d)
Dans ce problème d’optimisation, Ck est la contrainte de capacité de l’utilisateur k.
Dans la suite de ce chapitre, nous expliquons comment résoudre le problème d’allocation de
ressources et de puissance tel qu’il est posé dans l’équation (2.4).
2.4 Résolution du problème d’optimisation
La résolution du problème d’optimisation de l’équation (2.4) permet d’allouer les blocs
de ressources aux utilisateurs et de leur fournir une certaine puissance d’émission. Comme
expliqué dans la Section 2.3.1, lorsqu’il y a du fading, ce problème est résolu en deux étapes :
— On résout d’abord le problème d’allocation de ressources, ce qui consiste à choisir,
pour chaque utilisateur, le jeu de blocs de ressources qui lui est alloué.
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— Ensuite on s’intéresse au problème d’allocation de puissance. C’est-à-dire que, une
fois que les blocs de ressources ont été alloués aux utilisateurs, on calcule la puissance
que l’on doit allouer à chaque utilisateur dans chaque bloc de ressources.
2.4.1 Allocation de ressources
On commence par traiter le problème d’allocation de ressources. Dans ce problème, on
veut allouer un certain nombre de blocs de ressources à chacun des utilisateurs servis par la
station de base. Avec Nu utilisateurs et Nc ≥ Nu blocs de ressources, le nombre d’associations
possibles est égal à [35] :
Nas =
Nu∑
i=0
(−1)i
(
Nu
i
)
(Nu − i)Nc = O(NNcu ) (2.5)
Ce nombre prend en compte le fait que chaque utilisateur doit être servi dans au moins un
bloc de ressources. Nas est bien trop grand pour espérer pouvoir faire une recherche exhaustive.
Par exemple, si on a 4 utilisateurs et 25 blocs de ressources, le nombre d’allocations de
ressources possibles est supérieur à 1015. On doit donc trouver des algorithmes sous-optimaux
efficaces pour résoudre ce problème. Un grand nombre de solutions ont été proposées dans la
littérature pour résoudre ce problème [36]. Parmi les nombreuses stratégies qui permettent
de trouver une solution sous-optimale, les plus remarquables sont les suivantes :
1. Une première solution pour obtenir un algorithme sous-optimal est la relaxation de
contraintes. C’est à dire, la transformation des contraintes discrètes en contraintes
continues. Cette relaxation transforme le problème combinatoire en un problème à
variables continues qui est plus facile à résoudre. Enfin, on discrétise le résultat de cette
première optimisation pour obtenir la solution espérée [30, 33].
2. Pour résoudre le problème d’allocation de ressources, on peut aussi utiliser le problème
dual [37]. Pour cela il faut d’abord écrire le Lagrangien du problème complet (allocation
de ressources et de puissance). Ce Lagrangien dépend de x1, · · · , xp, les variables du
problème d’optimisation, et des multiplicateurs de Lagrange λ1, · · · , λn. Pour résoudre
notre problème d’optimisation, on va d’abord exprimer les valeurs des variables qui
minimisent ce Lagrangien. On obtient alors une fonction h(λ1, · · · , λn) = min
xi
L . Cette
première étape peut être réalisée en utilisant la théorie de la décomposition [34, 38].
Ensuite, on cherche de, manière itérative, les valeurs de λ1, · · · , λn qui maximisent ce
Lagrangien. Une fois que ce problème a été résolu, on obtient une solution sous-optimale.
3. Enfin, l’allocation de ressources peut se faire de façon heuristique. C’est à dire en
s’appuyant sur des intuitions et non sur des théories mathématiques. C’est le cas de
l’algorithme proposé dans [39]. Dans cet algorithme, le nombre de blocs de ressources
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Nk est calculé en fonction du coefficient de canal moyen de l’utilisateur. Ensuite, pour
l’allocation des blocs de ressources, pour chaque bloc, on va choisir, parmi les utilisateurs
qui n’ont pas encore leurs Nk blocs de ressources, celui qui a le meilleur coefficient
d’atténuation du canal. Bien que très simple (en terme de complexité informatique et
de compréhension), cet algorithme a de très bonnes performances.
Nous verrons dans le Chapitre 4 que ces solutions, et en particulier celle proposée dans
[39], ont de bonnes performances lorsqu’elles sont utilisées avec des mécanismes de mise en
veille dynamique de la station de base.
Nous venons de présenter un bref état de l’art du problème d’allocation de ressources.
Dans la section suivante, nous présentons la méthode de résolution du problème d’allocation
de puissance.
2.4.2 Allocation de puissance
Une fois que l’allocation de ressources a été réalisée, on doit résoudre le problème
d’allocation de puissance. Ce problème étant convexe, il peut être résolu de manière optimale.
L’objectif de cette section est donc de présenter l’algorithme de résolution optimal. Nous
commençons par présenter des généralités sur la convexité utiles pour comprendre cet
algorithme de résolution optimal. Les notions introduites ici seront utilisées dans les Chapitres
3 et 4.
Généralités sur la convexité
Un problème de la forme :
min
x
f0(x1, · · · , xp), (2.6a)
S.à fi(x1, · · · , xp) ≤ 0,∀i ∈ J1;mK, (2.6b)
gj(x1, · · · , xp) = 0, ∀j ∈ J1;nK, (2.6c)
est convexe si et seulement si [40] :
— La fonction objectif f0 est convexe.
— Les m fonctions fi qui définissent les contraintes d’inégalité sont convexes.
— Les n fonctions gj qui définissent les contraintes d’égalité sont affines.
De plus, une fonction dont la dérivée seconde est continue, est convexe si et seulement si
sa matrice Hessienne (la matrice des dérivées partielles secondes) est définie positive. Pour
les fonctions à une seule variable, cette propriété revient à prouver que la dérivée seconde est
positive. Pour prouver qu’une fonction est convexe on peut aussi utiliser les propriétés de
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conservation de la convexité par des opérations élémentaires. Par exemple, la somme de deux
fonctions convexes est convexe et si f est concave, −f est convexe [40].
La convexité d’un problème d’optimisation implique que, si le minimum existe, on peut
trouver son optimum global en appliquant les conditions de Karush-Kuhn et Tucker (KKT)
[41]. Ces conditions nous disent que si le problème n’a pas de contraintes, on peut trouver le
minimum de la fonction en trouvant le point auquel la dérivée de la fonction objectif s’annule.
Si le problème n’a que des contraintes d’égalité de la forme gj(x1, · · · , xp) = 0, le minimum
de la fonction objectif est trouvé au point d’annulation de la dérivée du Lagrangien dont
l’expression est :
L = f0(x1, · · · , xp) +
n∑
j=1
λjgj(x1, · · · , xp). (2.7)
Dans ce Lagrangien, les λj sont les multiplicateurs de Lagrange. La valeur de ces multi-
plicateurs doit être calculée pour qu’ils satisfassent les contraintes d’égalité du problème.
On se place maintenant dans le cas général. Dans ce cas là, on a des contraintes d’inégalité.
Pour chacune d’elles, on a deux possibilités :
— Soit l’optimum est atteint lorsque la contrainte est une inégalité stricte. Dans ce cas là,
la fonction fi correspondante ne doit pas être considérée dans le Lagrangien.
— Soit la contrainte est une égalité. C’est à dire que la contrainte doit être prise en compte
dans le Lagrangien.
Pour mieux comprendre cet aspect, nous l’illustrons par un exemple simple. Supposons le
problème d’optimisation suivant :
min
x
f0(x), (2.8a)
S.à x ≥ 0. (2.8b)
Dans ce problème la fonction f0 est une fonction convexe. Pour ce problème, on a une
contrainte d’inégalité. On peut donc avoir deux cas différents comme illustré sur la Figure
2.4.
Dans le premier cas, la fonction f0 est minimum pour une valeur de x positive. La
contrainte n’intervient pas dans la minimisation. La solution du problème est donnée par le
minimum de la fonction f0. C’est à dire, au point x∗ qui vérifie f ′0 (x∗) = 0.
Dans le second cas, le minimum de f0 est atteint pour un x inférieur à 0. Les conditions
de KKT nous disent que dans ce cas, la solution au problème (2.8) est obtenue lorsque la
contrainte est saturée, c’est à dire pour x∗ = 0. Cette valeur x∗ minimise le Lagrangien qui
est égal à :
L = f0(x)− λx (2.9)
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(a) Premier cas : la contrainte n’est pas saturée. (b) Second cas : la contrainte est saturée.
Figure 2.4 – Illustrations des deux cas possibles pour l’exemple donné par l’équation (2.8).
On voit dans cet exemple que pour une contrainte d’inégalité on a deux Lagrangiens
possibles. Pour N contraintes d’inégalité on aura 2N Lagrangiens possibles. Il est évidemment
trop long de considérer l’ensemble des Lagrangiens lors de la résolution d’un problème.
Heureusement, dans plusieurs problèmes d’optimisation, en particulier lorsque toutes les
contraintes sont similaires (par exemple lorsqu’on a une contrainte de positivité pour chacune
des variables), on peut réduire la difficulté de la résolution en analysant l’ordre dans lequel
les contraintes vont être saturées. En d’autres termes, on va d’abord résoudre le problème
sans considérer les contraintes d’inégalités et on va ensuite vérifier si elles sont satisfaites. Si
elles ne le sont pas, on va devoir considérer comme saturées certaines de ces contraintes. On
obtient alors un nouvel optimum potentiel, et ainsi de suite. Le processus itératif s’arrête
lorsqu’on obtient un optimum potentiel pour lequel l’ensemble des contraintes sont satisfaites.
Cet optimum sera alors l’optimum global de notre problème.
Application au problème d’allocation de puissance
Le procédé de résolution décrit ci-dessus permet de trouver la solution optimale du
problème d’allocation de puissance suivant :
min
Pk,nTX
Nu∑
k=1
∑
n∈Sk
P k,nTX , (2.10a)
S.à Ck −Bc
∑
n∈Sk
log2
1 + P k,nTX gk,n
N
 = 0, ∀k ∈ J1;NuK, (2.10b)
P k,nTX ≥ 0, ∀n ∈ J1;NcK. (2.10c)
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Pour le problème décrit dans l’équation (2.10), le jeu de blocs de ressources qui est
attribué à chaque utilisateur a été déterminé lors de l’allocation de ressources. On cherche
donc à déterminer la valeur de la puissance d’émission dans chaque bloc de ressources.
On remarque que, dans le problème de l’équation (2.10), la contrainte de capacité est une
égalité alors que c’était une inégalité dans le problème définit équation (2.4). Cette inégalité a
été transformée en égalité car il est évident que la puissance consommée est minimale lorsque
la capacité de chaque utilisateur est égale à la capacité qu’il demande. On consommerait un
surplus d’électricité en fournissant à un utilisateur plus de capacité que nécessaire.
Ce problème est convexe. On peut donc le résoudre en appliquant les conditions de KKT
et la procédure décrite précédemment. On commence donc par résoudre le problème sans
considérer les contraintes de positivité des puissances d’émission. Dans ce cas là, on dérive
la valeur optimale de P k,nTX en trouvant la valeur pour laquelle la dérivée du Lagrangien est
nulle :
P k,nTX = N
 2
Ck
NkBc(∏Nk
n=1 gk,n
) 1
Nk
− 1
gk,n
 , ∀n ∈ J1;NcK. (2.11)
Dans cette équation Nk désigne le cardinal de Sk. On a maintenant des valeurs de P k,nTX
qui sont potentiellement optimales. En effet, ces valeurs ne sont optimales que si elles satisfont
les contraintes de l’équation (2.10c). C’est à dire si tous les P k,nTX sont positifs. Si ce n’est pas
le cas, on doit mettre à 0 les valeurs de P k,nTX qui sont négatives et recalculer les nouvelles
valeurs. Ce processus itératif s’arrête lorsque tous les P k,nTX sont positifs. Finalement la valeur
optimale de P k,nTX peut s’écrire :
P k,nTX = N
 2
Ck
N′
k
Bc(∏N ′
k
n=1 gk,n
) 1
N′
k
− 1
gk,n

+
, ∀n ∈ Sk. (2.12)
Dans cette équation, (.)+ = max(., 0) et N ′k désigne le nombre de blocs de ressources dans
lesquels la puissance allouée à l’utilisateur k est non-nulle. L’algorithme présenté ici s’appelle
algorithme de water-filling [28, 34].
2.5 Évolutions récentes des réseaux cellulaires
Dans la section précédente, nous avons présenté le problème d’allocation de puissance
dans un scénario à une seule cellule et lorsque la station de base n’a qu’une seule antenne
d’émission. Cependant, pour satisfaire la demande toujours plus grande des utilisateurs, les
opérateurs sont amenés à déployer un grand nombre de petites stations de base [42]. Ce
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déploiement permet de réduire la distance entre les utilisateurs et la station de base et donc
d’augmenter le débit.
Dans un réseau dense, c’est à dire avec une grande densité de stations de base, on a
des stations de base qui vont ré-utiliser les mêmes fréquences pour communiquer. C’est
pourquoi, les interférences entre-cellules sont un facteur limitant dans ce type de réseaux.
Par conséquent, l’allocation de ressources doit être réalisée en les prenant en compte. Celle-ci
peut-être réalisée de manière coordonnée ou non-coordonnée [43]. Dans la plupart des travaux
sur l’allocation de ressources et de puissance, on suppose que les stations de base sont
coordonnées [44]. C’est à dire qu’elles échangent de l’information pour servir les utilisateurs,
un réseau dans lequel les stations se coordonnent pour échanger de l’information s’appelle un
Coordinated Multipoint (COMP) [45].
Une autre solution pour satisfaire la demande toujours croissante en données mobiles est
d’utiliser des systèmes multi-antennes ou Multiple-Input-Multiple-Output (MIMO). Il a été
prouvé qu’augmenter le nombre d’antennes d’émission et de réception permet d’augmenter le
débit d’une communication entre une station de base et un utilisateur [46]. L’utilisation d’un
grand nombre d’antennes transforme évidemment le problème d’allocation de ressources et
de puissance [47].
2.6 Consommation d’énergie des réseaux mobiles
Lorsqu’on augmente le nombre de stations de base et d’antennes d’émission, il n’est plus
suffisant de minimiser la puissance d’émission en résolvant le problème posé dans l’équation
(2.4). En effet, pour réduire de façon significative la consommation du réseau mobile il est
nécessaire de réduire à la fois :
— L’énergie dynamique de la station de base. C’est une fonction de la puissance d’émission.
— L’énergie statique de la station de base qui n’est pas directement dépendante de la
puissance d’émission.
La puissance dynamique d’une station de base peut être réduite en ajustant la puissance
d’émission. Au contraire, réduire la puissance statique requiert l’utilisation de mécanismes de
mise en veille [5].
Pour pouvoir proposer des mécanismes de mise en veille, il est nécessaire d’avoir un
modèle de consommation global de la station de base. La puissance instantanée consommée
par une station de base est généralement supposée être une fonction affine de la puissance
d’émission :{
PBS = P0 +mpPTX , si la station de base est active, avec 0 < PTX ≤ Pmax,
PBS = Ps, en veille.
(2.13)
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Cette modélisation a d’abord été proposée dans [48] et a été vérifiée expérimentalement
dans [49]. Dans l’équation (2.13), P0 désigne la puissance statique consommée par la station
lorsque celle-ci est en train de servir les utilisateurs. PTX est la puissance d’émission de la
station de base et mp est le coefficient de proportionnalité qui relie la puissance d’émission et
la puissance consommée. c’est l’inverse du rendement de la chaine RF. En d’autres termes,
pour une puissance d’émission égale à 1 W, la station de base consomme P0 +mp W. Ps
est la puissance consommée par la station de base en veille. Ps est inférieure à P0. Nous
rappelons que Pmax désigne la puissance d’émission maximale de la station de base.
Dans [49], les auteurs donnent des valeurs réalistes pour P0, Ps, mp et Pmax pour différents
types de stations de base :
Tableau 2.1 – Puissance consommée par les différents types de stations de base et dans les différentes
phases. Ps en veille, P0 en statique et Pmax (≥ PTX )
type de SB Pmax (W) P0 (W) mp Ps (W)
Macro 20.0 130.0 4.7 75.0
Micro 6.3 56.0 2.6 39.0
Pico 0.13 6.8 4.0 4.3
Femto 0.05 4.8 8.0 2.9
2.7 Mise en veille des stations de base et transmission discon-
tinue
Il existe deux types de veille différents qui permettent de réduire la consommation des
stations de base. La première consiste à mettre en veille pendant des temps longs la station
de base. La seconde est la transmission discontinue dans laquelle certains éléments de la
station de base sont mis en veille pendant des temps très courts [50].
2.7.1 Mise en veille prolongée
Avec la première solution, on met en veille prolongée certaines stations de base [5, 50].
Le choix des stations de base à éteindre peut se faire de façon centralisée [51], c’est à dire
qu’un contrôleur central décide des stations de base à éteindre. Une seconde solution revient
à éteindre les stations de base de façon décentralisée [52]. Dans ce cas là, chaque station
de base décide si elle doit être active ou mise en veille. Le choix des stations de base à
allumer ou éteindre peut se faire pour minimiser l’énergie consommée ou maximiser l’éfficacité
énergétique [53]. Pour que le réseau ait toujours la même couverture et puisse toujours servir
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Figure 2.5 – Dans le standard LTE, la station de base peut être mise en veille pendant six des dix
sous-trames.
tous les utilisateurs, les stations de base actives doivent ajuster leur zone de couverture afin
de compenser la mise en veille de leurs voisines. C’est ce qu’on appelle le cell-breathing [54].
Mettre en veille prolongée une station de base demande du temps. C’est pourquoi, la mise
en veille prolongée des stations de base ne peut pas être instantanée. Le choix du nombre
de stations de base à allumer peut se faire en fonction des évolutions moyennes journalières
du traffic [55] et sur des échelle temporelles longues (de l’ordre de la minute). En d’autres
termes, on ne peut pas mettre en veille prolongée une station de base de manière immédiate.
2.7.2 Transmission discontinue
Le principe de la transmission discontinue, ou Discontinuous Transmission (Cell DTx) [8]
est de mettre en veille une partie de la station de base pendant des temps très courts. Pendant
ces micro-veilles, certains éléments de la chaîne RF tels que l’amplificateur de puissance sont
éteints [56]. Une station de base qui utilise de la transmission discontinue alterne entre des
périodes pendant lesquelles elle sert des utilisateurs et d’autres pendant lesquelles elle est en
veille.
Afin de mieux comprendre cette solution, nous détaillons, dans ce paragraphe, son
utilisation possible dans le standard LTE [57]. Dans ce standard, certaines des sous-trames
d’une trame LTE peuvent être des trames Multicast-Broadcast Single-Frequency Network
(MBSFN). L’une des particularités de ces sous-trames est que les symboles pilotes sont envoyés
en début de sous-trame. On n’a donc aucun symbole pilote transmis pendant la quasi-totalité
de la sous-trame. Il a donc été envisagé dans [8] de mettre en veille l’amplificateur de puissance
pendant cette période. Une trame LTE est composée de dix sous-trames et jusqu’à six de
ces trames peuvent être des sous-trames MBSFN. On peut donc, si la charge de la station
de base n’est pas trop élevée, comme indiqué sur la Figure 2.5, mettre la station de base en
micro-veille pendant six sous-trames.
Le Cell DTx ne peut être utilisé que si le temps d’allumage et d’éteignage de l’amplificateur
de puissance est court devant la durée d’une sous-trame et si le pic de consommation à
l’allumage n’est pas trop important. D’après [56], le temps de mise en route et d’arrêt d’un
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Figure 2.6 – Modélisation du problème d’allocation de puissance en TDMA avec de la transmission
discontinue. Dans cet exemple, la station de base sert trois utilisateurs {U1, U2, U3} avant de passer
en veille.
amplificateur de puissance sont respectivement égaux à 65 et 25 µs. On en déduit que le
temps d’allumage et d’éteignage de l’amplificateur n’est pas limitant pour le standard LTE
dans lequel les sous-trames durent 1 ms. Nous n’avons pas trouvé de chiffres permettant
d’assurer que le pic de consommation à l’allumage n’est pas trop important. Cependant, la
prise en compte du Cell DTx dans le très récent standard 5G-NR (5G-New Radio) [58] nous
permet de dire que le Cell DTx est utilisable en pratique et que le pic de consommation à
l’allumage pourra être négligé dans nos travaux.
Comme cela a été fait dans [59], il est tout à fait envisageable de combiner à la fois des
veilles prolongées et du Cell DTx dans des réseaux cellulaires.
2.8 Allocation de puissance et de ressources avec du Cell DTx
Si l’on regarde la Figure 2.5, on se rend compte qu’utiliser de la transmission discontinue
change l’allocation de ressources et de puissance. En effet, en plus de se poser les questions
habituelles de répartition des utilisateurs et d’allocation de puissance, avec du Cell DTx, on
doit aussi se poser la question du nombre de sous-trames pendant lesquelles la station de
base doit être active.
2.8.1 Allocation de puissance à une seule station de base
La question de l’allocation de ressources et de puissance avec du Cell DTx a d’abord été
posée dans [60]. Dans cet article, les auteurs se focalisent sur le problème d’allocation de
puissance qu’ils posent en TDMA. Ils utilisent le modèle présenté sur la Figure 2.6.
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On voit sur la Figure 2.6, que la trame de durée T est divisée en deux partie. Une première
pendant laquelle les utilisateurs sont servis et une seconde pendant laquelle la station de base
est en veille. On voit sur cette figure, qu’avec du Cell DTx, résoudre le problème d’allocation
de puissance revient à déterminer, à la fois :
— La puissance instantanée utilisée pour servir l’utilisateur.
— Le temps pendant lequel l’utilisateur est servi, que nous appellerons temps de service
de l’utilisateur.
En effet, lorsque du Cell DTx est utilisé, la puissance d’émission et le temps de service
sont liés et ne peuvent pas être optimisés séparément.
Dans [60], les auteurs ont posé le problème d’allocation de puissance pour minimiser
l’énergie consommée par la station de base. Ce qui revient à minimiser la puissance moyenne
consommée pendant une trame. Pour poser ce problème, on va supposer qu’on a une
connaissance parfaite du canal. On note respectivement P kTX et tk la puissance d’émission
et le temps de service de l’utilisateur k. De plus, µk = tkT désigne la proportion de trame 2
utilisée pour servir l’utilisateur k. Avec du Cell DTx, on peut supposer que le débit d’un
utilisateur est égal à la capacité de canal lorsqu’il est servi, et égal à 0 le reste du temps.
Dans ce cas là, ce débit peut s’écrire :
Ck = Bµk log2
(
1 +
P kTXgk
N
)
, ∀k ∈ J1;NuK. (2.14)
Dans cette équation, B désigne la largeur de bande qui est identique pour tous les
utilisateurs. Le problème d’allocation de puissance pour minimiser la puissance moyenne de
la station de base peut donc s’écrire :
min
PkTX
,µk
[
Ps
(
1−
Nu∑
k=1
µk
)
+ P0
Nu∑
k=1
µk +mp
Nu∑
k=1
µkP
k
TX
]
, (2.15a)
S.à Ck = Bµk log2
(
1 +
P kTXgk
N
)
, ∀k ∈ J1;NuK, (2.15b)
0 ≤ P kTX ≤ Pmax, ∀k ∈ J1;NuK, (2.15c)
µk ≥ 0, ∀k ∈ J1;NuK, (2.15d)
Nu∑
k=1
µk ≤ 1. (2.15e)
La dernière contrainte de ce système d’équations permet d’assurer que le temps de service
de tous les utilisateurs n’est pas plus long que la durée de chaque trame. Sous cette forme
2. Dans la suite, le terme temps de service sera aussi utilisé pour désigner µk
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le problème de (2.15) n’est pas convexe (en particulier la fonction objectif est une somme
de produits de variables, et donc n’est pas convexe). Dans [60], les auteurs ont utilisé la
contrainte de capacité pour réécrire la fonction objectif uniquement en fonction des µk. Pour
cela, on utilise l’expression de (2.15b) pour exprimer P kTX en fonction de µk :
P kTX =
N
gk
(
2
Ck
Bµk − 1
)
. (2.16)
Cette expression permet de retirer les variables P kTX du problème d’optimisation. Le
problème devient alors :
min
µk
Pm =
(
Nu∑
k=1
µk
)
P0 +
(
1−
Nu∑
k=1
µk
)
Ps +mpN
Nu∑
k=1
µk
gk
(
2
Ck
Bµk − 1
)
, (2.17a)
S.à N
gk
(
2
Ck
Bµk − 1
)
≤ Pmax, ∀k ∈ J1;NuK, (2.17b)
µk ≥ 0, ∀k ∈ J1;NuK, (2.17c)
Nu∑
k=1
µk ≤ 1. (2.17d)
Il a été prouvé dans [60] que ce problème est convexe. Mais les auteurs de ce papier
n’ont pas proposé d’algorithme spécifique ou de formes analytiques pour sa résolution. Il est
intéressant de noter qu’une solution analytique partielle a été proposée dans [61]. En effet,
lorsqu’aucune contrainte n’est saturée, la valeur optimale de µk s’écrit :
µk =
Ck ln(2)
B
1
W
(
e−1
[
gk
N
P0−Ps
mp
− 1
])
+ 1
. (2.18)
Dans cette équation, W désigne la fonction W de Lambert [62], qui est la bijection
réciproque de la fonction x 7→ xex.
Si on s’intéresse maintenant au problème d’allocation de ressources et de puissance en
OFDMA, le problème a principalement été traité dans deux articles :
— Dans [63], les auteurs proposent une solution pour la résolution du problème d’allocation
de ressources et de puissance en OFDMA avec du Cell DTx. Dans leur algorithme,
ils utilisent la solution du problème TDMA (2.17) pour calculer le nombre de slots
temps-fréquence alloués à chaque utilisateur (un slot a la bande passante d’un bloc de
ressources et dure une demi sous-trame comme indiqué sur la Figure 2.2). Ensuite ils
appliquent la méthode proposée dans [39] pour la répartition des utilisateurs dans les
blocs de ressources. L’inconvénient de cette solution est que le nombre de sous-trames
pendant lesquelles la station de base est active est calculé de façon sous-optimale.
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— Dans [64], les auteurs proposent de résoudre le problème d’allocation de ressources et de
puissance en OFDMA, sans passer par la résolution TDMA. La modélisation proposée
dans l’article est intéressante, mais les justifications mathématiques qui mènent les
auteurs à une solution ne sont pas convaincantes.
On se rend compte ici qu’aucun algorithme suffisamment efficace pour être implémenté
dans une station de base n’a été proposé dans la littérature pour résoudre le problème
d’allocation de puissance en TDMA. De plus, aucun algorithme n’a été proposé pour résoudre
le problème d’allocation de ressources et de puissance avec du Cell DTx en OFDMA de
manière optimale.
C’est pour cette raison que nous proposerons des algorithmes pour la résolution des
problèmes d’allocation de ressources et de puissance en TDMA en supposant que le canal
est plat, et en OFDMA. En particulier, nous proposerons un algorithme pour résoudre le
problème d’allocation de puissance avec du Cell DTx en TDMA dans le Chapitre 3 et un
algorithme pour résoudre le problème d’allocation de ressources et de puissance avec du Cell
DTx en OFDMA dans le Chapitre 4.
2.8.2 Cell DTx dans des réseaux à plusieurs cellules
La transmission discontinue a aussi été étudiée dans des réseaux denses dans lesquels
des stations de base voisines utilisent les mêmes bandes de fréquence. Le potentiel du Cell
DTx dans ce type de réseaux a été étudié grâce à de la géométrie stochastique dans [65, 66].
Dans ces deux articles, les auteurs considèrent que l’utilisation du DTx est aléatoire et que
la puissance d’émission de chaque station de base est constante. Dans les articles [67, 68],
les auteurs évaluent la densité des stations de base qui permet de maximiser l’efficacité
énergétique du réseau lorsque de la transmission discontinue est utilisée.
Si on se focalise maintenant sur le problème d’allocation de ressources et de puissance dans
des réseaux à plusieurs cellules, le problème d’allocation de ressources est traité de manière
heuristique et sans regarder le problème d’allocation de puissance dans [69, 70]. Le problème
d’allocation de puissance, avec du Cell DTx, a été traité dans [71, 72]. Dans ces deux articles,
l’allocation de puissance est réalisée par chaque station de base de sorte à minimiser sa propre
consommation énergétique. Pour l’allocation de ressources, deux solutions différentes sont
proposées. Dans [71], les auteurs proposent de former des coalitions entre les stations de
base adjacentes. Une fois les coalitions formées, ces stations de base peuvent se coordonner
pour limiter les interférences. Dans [72], les auteurs formulent le problème d’allocation de
ressources comme un problème de théorie des jeux non-coopératif.
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Dans ce manuscrit, nous étudierons aussi le problème d’allocation de puissance en TDMA
avec du Cell DTx dans un réseau composé de plusieurs cellules. Cette étude est menée dans
le Chapitre 3
2.9 Conclusions
Dans ce chapitre, nous avons proposé un état de l’art pour le problème d’allocation de
ressources et de puissance dans un réseau mobile sobre en énergie. Nous montrons comment a
été posé et résolu le problème d’allocation de ressources et de puissance en OFDMA. Ensuite,
nous avons vu que, lorsque le nombre de stations de base augmente, il n’est pas suffisant
de minimiser la puissance d’émission pour minimiser la consommation des réseaux mobiles.
Dans ce cas là, il faut utiliser des mécanismes de mise en veille. Nous avons ensuite présenté
l’état de l’art du problème d’allocation de ressources et de puissance avec du Cell DTx.
Cette présentation de l’état de l’art nous montre qu’aucun algorithme permettant de
résoudre efficacement le problème d’allocation de ressources et de puissance avec Cell DTx en
TDMA n’a été proposé dans la littérature. Nous allons proposer un algorithme efficace pour
résoudre ce problème dans le Chapitre 3. Dans le Chapitre 4, nous proposerons un algorithme
pour résoudre le problème d’allocation de ressources et de puissance en OFDMA avec du
Cell DTx.
Chapitre 3
Allocation de puissance et
transmission discontinue en TDMA
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L’objectif de ce chapitre est de proposer un algorithme efficace pour résoudre le problème
d’allocation de ressource et de puissance avec Cell DTx en TDMA. Dans tout ce chapitre,
nous supposons que le canal de tous les utilisateurs est plat. Par conséquent, comme expliqué
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Section 2.3.1, il est suffisant de traiter le problème d’allocation de puissance. Nous nous
plaçons d’abord dans un scénario à une seule cellule. Dans ce contexte, nous proposons un
algorithme permettant de résoudre le problème posé de manière optimale. Dans un second
temps, nous étudierons le comportement de cette solution dans un réseau composé de plusieurs
cellules.
Les travaux présentés dans ce chapitre ont fait l’objet de deux publications dans des
conférences internationales [73, 74], d’une publication dans une conférence nationale [75] et
d’un article de revue [76].
3.1 Problème d’optimisation et reformulation
On considère une station de base qui sert plusieurs utilisateurs. Pour traiter le problème
d’allocation de puissance en TDMA avec du Cell DTx, on se place dans le même scénario que
[60]. C’est à dire que l’on suppose une station de base qui sert Nu utilisateurs indexés par
l’indice k ; le canal est supposé plat et la station de base a une connaissance des coefficients
des canaux des utilisateurs notés gk. La station de base va ajuster la puissance d’émission et
le temps de service des utilisateurs afin de minimiser sa puissance consommée tout en leur
fournissant une capacité donnée. Dans ce cas là, on se retrouve avec le problème introduit
dans le chapitre précédent équation (2.17). Nous rappelons ici son expression :
min
µk
Pm =
(
Nu∑
k=1
µk
)
P0 +
(
1−
Nu∑
k=1
µk
)
Ps +mpN
Nu∑
k=1
µk
gk
(
2
Ck
Bµk − 1
)
, (3.1a)
S.à N
gk
(
2
Ck
Bµk − 1
)
≤ Pmax, ∀k ∈ J1;NuK, (3.1b)
µk ≥ 0, ∀k ∈ J1;NuK, (3.1c)
Nu∑
k=1
µk ≤ 1. (3.1d)
Pour faciliter la résolution du problème nous allons introduire les variables µmink , ∀k ∈J1;NuK. µmink désigne le temps minimum qu’il faut à la station de base pour servir l’utilisateur
k. En d’autres termes, c’est le temps qu’il faut à la station de base pour servir l’utilisateur k
lorsque la puissance d’émission est maximale :
µmink = µmin(Ck, gk) =
Ck
B log2
(
1 + PmaxgkN
) . (3.2)
Les variables µmink ont deux intérêts. Le premier est qu’elles permettent de vérifier
rapidement si les utilisateurs peuvent être servis ou non pendant la durée de la trame. En
3.1 Problème d’optimisation et reformulation | 47
effet, les µmink peuvent être évalués rapidement et, dans le cas où :
Nu∑
k=1
µmink ≥ 1, (3.3)
il n’est pas possible de servir les utilisateurs pendant cette trame, la station de base devra,
soit réduire leur qualité de service, soit refuser de servir certains d’entre eux.
Le second avantage des variables µmink est qu’elles permettent de réduire le nombre de
contraintes du problème de l’équation (3.1). En réalité, pour s’assurer que la puissance
d’émission de l’utilisateur k soit plus faible que Pmax, il suffit de s’assurer que son temps de
service est plus long que µmink . En effet, servir un utilisateur pendant un temps plus court
que µmink nécessite d’utiliser une puissance d’émission plus élevée que Pmax, et vice versa. On
obtient alors le problème d’optimisation suivant :
min
µk
Pm = Ps +
(
Nu∑
k=1
µk
)
(P0 − Ps) +mpN
Nu∑
k=1
µk
gk
(
2
Ck
Bµk − 1
)
, (3.4a)
S.à µk ≥ µmink =
Ck
B log2
(
1 + PmaxgkN
) , ∀k ∈ J1;NuK, (3.4b)
Nu∑
k=1
µk ≤ 1. (3.4c)
Grâce à notre réécriture, le problème de l’équation (3.4) n’a plus que Nu + 1 contraintes
au lieu de 2Nu + 1.
Par ailleurs, la fonction objectif donnée par l’équation (3.4a) est la somme de deux termes :
— La puissance statique moyenne qui est égale à Ps+
(∑Nu
k=1 µk
)
(P0 − Ps). Cette puissance
ne dépend pas directement de la puissance d’émission et est une fonction croissante du
temps de service total ∑Nuk=1 µk. Pour minimiser la puissance statique moyenne, il faut
servir chaque utilisateur pendant un temps le plus court possible, c’est-à-dire égal à
µmink .
— La puissance dynamique moyenne, qui est égale à mpN
∑Nu
k=1
µk
gk
(
2
Ck
Bµk − 1
)
. Elle
décroît lorsque les valeurs de µk augmentent. Pour minimiser la puissance dynamique
moyenne, il faut servir les utilisateurs pendant toute la trame, sans passer en veille.
Par conséquent, trouver l’allocation de puissance optimale revient à trouver le compromis
entre ces deux puissances moyennes.
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3.2 Résolution du problème
Dans cette section, nous proposons un algorithme de résolution efficace pour le problème
d’allocation de puissance en TDMA. Cet algorithme opère en deux étapes. Dans la suite,
nous commencerons par exprimer notre méthodologie de résolution avant de détailler les
deux étapes.
3.2.1 Méthodologie
L’algorithme de résolution proposé s’appuie sur la convexité du problème d’allocation de
puissance. Pour prouver cette convexité, il suffit de prouver que la matrice Hessienne de la
fonction objectif est définie positive. On a :
∂2Pm
∂µk∂µl
= 0, ∀k ̸= l, (3.5)
et,
∂2Pm
∂2µk
= mpN
gk
2
Ck
Bµk
(
Ck
B
)2 ln(2)2
µ3k
≥ 0 µk ∈
[
µmink ; 1
]
. (3.6)
La matrice Hessienne de la fonction objectif définie par (3.4) est diagonale, à éléments
diagonaux positifs. Elle est donc définie positive. De plus, les contraintes du problème
d’optimisation étudié sont des fonctions linéaires. Par conséquent, le problème étudié est
convexe. On peut donc le résoudre en utilisant les conditions de KKT.
Comme détaillé dans le chapitre précédent, avec ces conditions, chaque contrainte d’in-
égalité peut soit être une inégalité stricte (dans ce cas là elle n’est pas considérée dans la
résolution), soit être une contrainte d’égalité qui doit être prise en compte dans la résolution
du problème. Pour gérer les contraintes, on procède donc comme suit :
— Une fois la solution sans contrainte explicitée, on vérifie les contraintes sur les µmink
données par l’équation (3.4b).
— Après avoir pris en compte les contraintes sur les µmink , il faut vérifier si le temps de
service total ne dépasse pas la durée de la trame. C’est-à-dire vérifier la contrainte de
l’équation (3.4c).
La méthode de résolution est résumée sur la Figure 3.1.
Dans la suite de ce chapitre, nous détaillons les deux étapes de notre algorithme de
résolution.
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Figure 3.1 – Schéma de résolution du problème posé.
3.2.2 Première étape : gestion des contraintes sur le temps de service
minimum
Pour cette première étape, on applique les conditions de KKT. C’est-à-dire qu’on com-
mence par résoudre le problème sans considérer les contraintes avant de regarder, parmi les
contraintes de l’équation (3.4b), lesquelles sont saturées.
Pour la résolution sans contrainte, on calcule le point d’annulation du gradient de la
fonction objectif. On obtient une valeur de µk potentiellement optimale notée µopt1k [61] :
µopt1k = µ
opt1 (Ck, gk) =
Ck ln(2)
B
1
W
(
e−1
[
gk
N
P0−Ps
mp
− 1
])
+ 1
. (3.7)
Dans cette équation, la fonction (C, g) 7→ µopt1 (C, g) est la fonction qui, à une valeur de
C et g données fait correspondre le temps de service optimal sans contrainte.
Une fois que l’on a obtenu cette expression, on doit vérifier quelles contraintes sur les
temps de service minimums sont saturées. En d’autres termes, on doit vérifier pour chaque
utilisateur s’il doit être servi pendant un temps minimum µmink avec une puissance d’émission
égale à Pmax, ou s’il doit être servi pendant un temps plus long égal à µopt1k avec une puissance
d’émission moins élevée. Pour cela, on introduit une première fonction g 7→ ρM (g) :
ρM (g) = gPmax
N
, g ≥ 0. (3.8)
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On peut maintenant définir ρMk = ρM (gk) qui est le RSB qu’aurait l’utilisateur k s’il était
servi avec toute la puissance d’émission. De plus on définit le rapport r :
r = P0 − Ps
mpPmax
(3.9)
r est le rapport entre la plage de variation de la puissance statique et la plage de variation
de la puissance dynamique. La puissance statique de la station de base est soit égale à P0,
soit à Ps. C’est pourquoi, le numérateur de r est égal à P0 − Ps. Pour le dénominateur, la
puissance d’émission varie dans l’intervalle [0;Pmax]. La puissance dynamique a donc une
plage de variation égale à mpPmax.
Nous verrons dans la suite de cette section que ce coefficient r permet de caractériser le
type de station de base. C’est-à-dire que l’on pourra trier les stations de base en fonction de
sa valeur.
On remarque que l’on peut écrire la fonction µopt1, comme une fonction de C, r et ρM et
la fonction µmin comme une fonction de C et ρM :
µmin
(
C, ρM
)
= C
B log2 (1 + ρM )
, (3.10)
µopt1
(
C, ρM , r
)
= C ln(2)
B
1
W (e−1 [ρMr − 1]) + 1 . (3.11)
Dans la suite, on note ρMlim la valeur de ρM qui vérifie :
µopt1
(
C, ρM , r
)
= µmin
(
C, ρM
)
. (3.12)
On a la proposition suivante :
Proposition 3.1. La fonction f : r 7→ ρMlim est bijective et strictement croissante sur R∗+
Démonstration. Pour prouver que la fonction f : r 7→ ρMlim est bijective et strictement
croissante, on s’intéresse à la fonction h : ρMlim 7→ r. Pour ρMlim > 0, on dérive de l’équation
(3.12) :
r = h
(
ρMlim
)
=
[
1 + 1
ρMlim
]
ln
(
1 + ρMlim
)
− 1. (3.13)
La dérivée de cette équation par rapport à ρMlim est égale à :
h′
(
ρMlim
)
= − 1(
ρMlim
)2 ln (1 + ρMlim)+ 1ρMlim . (3.14)
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Figure 3.2 – Fonction ρMlim(r) qui permet, pour une station de base, de savoir si un utilisateur doit
être servi pendant µmink ou pendant µ
opt1
k . Cette figure présente un nouveau mode de classification
des stations de base spécifique au problème d’allocation de puissance avec Cell DTx.
En appliquant l’inégalité de concavité du logarithme :
ln(1 + x) < x ∀x > 0, (3.15)
on prouve que h : ρMlim 7→ r est une fonction strictement croissante sur ]0; +∞[. Elle
est donc bijective et a une bijection réciproque. Celle-ci, f : r 7→ ρMlim est aussi bijective et
strictement croissante.
La proposition 3.1 nous dit que pour chaque type de station de base, c’est-à-dire pour
chaque valeur de r, on a une valeur de de ρM appelée ρMlim qui permet de choisir entre µmin
et µopt1. En effet, pour chaque utilisateur, en comparant ρMk avec ρMlim, on peut savoir s’il
doit être servi avec une puissance d’émission maximale égale à Pmax pendant µmink ou avec
une puissance plus faible pendant un temps plus long égal à µopt1. Si ρMk < ρMlim, l’utilisateur
est servi pendant µmink et dans le cas contraire, pendant µ
opt1
k .
On trace, sur la Figure 3.2, la fonction ρMlim(r). Sur cette courbe, on ajoute la valeur de r
des différentes stations de base décrites dans le Tableau 2.1.
Pour chacune des stations de base listées dans la Table 2.1, on peut calculer r en fonction
des paramètres P0, Ps, mp et Pmax. Une fois r calculé, on peut calculer la valeur de ρMlim de
la station de base. Nous avons listé ces valeurs dans le Tableau 3.1.
Le nouveau mode de représentation proposé par la Figure 3.2 permet de classer les stations
de base. En effet, une analyse de la Figure 3.2 et du Tableau 3.1 nous montre que l’on peut
séparer les stations de base en deux catégories. On a d’un coté les pico-cellules et femto-cellules,
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Tableau 3.1 – Valeur de ρMlim pour les différents types de stations de base.
Type de SB r ρMlim (dB)
Macro 0.58 2.6
Micro 1.04 6.2
Pico 4.80 25.1
Femto 4.75 24.9
ces stations de base ont une puissance d’émission faible et donc une valeur de r élevée (aux
alentours de 5). Pour ces stations de base, la puissance statique est dominante. Pour minimiser
la consommation de la station de base, il est suffisant de minimiser la puissance statique,
c’est-à-dire, de servir tous les utilisateurs pendant µmink avec une puissance d’émission égale à
Pmax.
On s’intéresse maintenant aux stations de base à grande couverture pour lesquelles la
valeur de ρMlim est faible. Cet ensemble contient les macro-cellules et micro-cellules. Pour
ces stations de base, la puissance d’émission maximale Pmax est élevée. Par conséquent, la
puissance dynamique est du même ordre de grandeur que la puissance statique. Comme r
est proche de 1, on doit à la fois ajuster la puissance statique et la puissance dynamique de
la station de base. Pour cela, on doit ajuster la puissance d’émission (c’est-à-dire faire du
contrôle de puissance) pour ajuster à la fois la puissance statique et la puissance dynamique.
Pour ce type de stations de base, la quasi-totalité des utilisateur doit être servi pendant µopt1k
(tous ceux ayant une valeur de ρMk supérieure à ρMlim).
Finalement, quel que soit le type de station de base, pour calculer le temps de service
de chaque utilisateur, lorsqu’on connait la valeur de gk, on procède comme indiqué dans
l’Algorithme 1.
Algorithme 1
if ρMk > ρMlim then
µk = µopt1k (calculée avec (3.7))
else
µk = µmink (calculée avec (3.2))
end if
3.2.3 Seconde étape : gestion de la contrainte sur le temps total
Une fois que l’étape décrite dans la section précédente est réalisée, il nous faut vérifier
si la contrainte de l’équation (3.4c) est saturée. C’est-à-dire si, après la première étape, le
temps de service n’est pas plus long que la durée de la trame.
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Si la contrainte est satisfaite, on peut servir les utilisateurs pendant les temps de service
calculés précédemment. Dans le cas contraire, et toujours d’après les conditions de KKT, le
problème peut être réécrit sous la forme suivante :
min
µk
Pm = P0 +mpN
Nu∑
k=1
µk
gk
(
2
Ck
Bµk − 1
)
, (3.16a)
S.à µk ≥ µmink , ∀k ∈ J1;NuK, (3.16b)
Nu∑
k=1
µk = 1. (3.16c)
Dans ce cas là, à la fin de la première étape de l’algorithme, on a obtenu des temps de
service qui sont trop longs et qui ne vérifient pas la contrainte de l’équation (3.16b). On va
donc devoir servir les utilisateurs pendant des temps plus courts et qui vérifient ∑Nuk=1 µk = 1.
Si on ne prend pas en compte les contraintes sur les temps de service minimum de
l’équation (3.16b), le Lagrangien du problème s’écrit :
L = P0 +
Nu∑
k=1
µk
mpN
gk
(
2
Ck
Bµk − 1
)
+ λ
(
Nu∑
k=1
µk − 1
)
. (3.17)
Dans cette équation, λ désigne le multiplicateur de Lagrange. En dérivant ce Lagrangien
par rapport à µk, on obtient :
µopt2k (λ) = µ
opt2(λ,Ck, gk) =
Ck ln(2)
B
1
W
(
e−1
[
gk
N
λ
mp
− 1
])
+ 1
. (3.18)
En comparant l’équation (3.18) avec l’équation (3.7), le multiplieur de Lagnrange λ
peut prendre plusieurs valeurs. Lorsque le problème est résolu (et que les contraintes sont
satisfaites), il est égal à la valeur théorique de P0 − Ps qui réduit suffisamment le temps de
service total pour que la somme des µk soit égale à 1. Par conséquent, plus λ est élevé, plus
les temps de service sont courts.
Pour λ = P0 − Ps, on a µopt2k (P0 − Ps) = µopt1k , pour cette valeur de λ,
∑Nu
k=1 µk > 1.
Dans ce cas là les temps de service des utilisateurs sont trop longs. Pour avoir des valeurs
des µopt2k suffisamment petites, la valeur de λ doit donc être plus grande que P0 − Ps. En
augmentant la valeur de λ, on ne va pas pouvoir réduire le temps de service de tous les
utilisateurs. En effet, le temps de service de chaque utilisateur ne peut pas être plus court
que µkmin. Par conséquent, on ne pourra pas réduire le temps de service des utilisateurs qui
étaient servis pendant µkmin à la fin de la première étape. Leur temps de service sera donc
toujours égal à µkmin à la fin de la seconde étape de l’algorithme. On notera Nm le nombre
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d’utilisateurs servis pendant µmink à la fin de la première étape. De plus, nous noterons λopt
la valeur optimale de λ qui vérifie ∑Nuk=1 µk = 1.
En augmentant la valeur de λ, on va avoir d’autres utilisateurs qui seront servis pendant
µmink . On propose une résolution en deux étapes :
— On va d’abord identifier l’ensemble des utilisateurs qui doivent être servis pendant µmink .
— Une fois que c’est fait, on se retrouve avec deux catégories d’utilisateurs. Les premiers
sont servis pendant µmink . Les seconds sont servis pendant µ
opt2
k (λopt). Pour calculer le
temps de service de ces derniers, il nous faut donc calculer la valeur λopt qui permet de
satisfaire la contrainte de l’équation (3.16c).
Tout d’abord, lorsque λ augmente, la valeur de chacun des µopt2k diminue. Pour chaque
utilisateur, cette valeur va diminuer jusqu’à atteindre µmink . On a donc une valeur de λ à
partir de laquelle l’utilisateur k est servi pendant µmink . Dans la suite on note λk la valeur de
λ qui vérifie µopt2k = µmink :
λk = λm(gk) =
[
mpN
gk
+mpPmax
]
ln
(
1 + Pmaxgk
N
)
−mpPmax. (3.19)
Dans l’équation (3.19), λm(g) est la fonction qui vérifie µmin(C, g) = µopt2(C, g, λ).
L’équation (3.19) nous donne la valeur de λ à partir de laquelle l’utilisateur k doit être servi
pendant µmink . En d’autres termes, si λk ≤ λopt, l’utilisateur k doit être servi pendant µmink .
Dans le cas contraire, il doit être servi pendant µopt2k . Si on étudie la fonction λm(g), elle a
les propriétés suivantes :
— λm est une fonction croissante de g (ceci peut être prouvé par une analyse similaire à
celle faite dans la preuve de la Proposition 3.1).
— µopt2 et par conséquent le temps de service total sont des fonctions décroissantes de λm.
Ces deux points nous permettent de dire que si un utilisateur est servi pendant µmink ,
c’est à dire que λk < λopt, tous les utilisateurs avec un coefficient de canal inférieur devront
être servis pendant µmink . On peut donc identifier l’ensemble des utilisateurs à servir pendant
µmink en trouvant celui qui a le plus grand coefficient de canal (gk) qui est servi pendant µmink .
On désignera par l’indice Nmin cet utilisateur.
Pour cet utilisateur, ∑Nuk=1 µk(λNmin) ≥ 1 et pour l’utilisateur ayant un coefficient d’atté-
nuation directement supérieur (l’utilisateur Nmin + 1),
∑Nu
k=1 µk(λNmin+1) ≤ 1.
On peut donc identifier l’ensemble des utilisateurs servis pendant le temps de service
minimum en triant les utilisateurs par ordre croissant de gk et en calculant successivement
la somme ∑Nuk=1 µk(λNmin). Ceci nous permet d’identifier l’utilisateur Nmin qui est le dernier
pour lequel cette somme est supérieure à 1. L’Algorithme 2 détaille ces étapes.
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Algorithme 2 Utilisateurs servis pendant µkmin
1: Trier les utilisateurs par ordre croissant de gk
2: λ = P0 − Ps et p := Nm
3: while ∑Nuk=1 µk(λ) > 1 do
4: p = p+ 1
5: λ = λp (calculé avec l’équation (3.19))
6: for k de 1 à Nu do
7: µk(λ) = max(µmink , µ
opt2
k (λ))
8: end for
9: end while
10: Nmin = p− 1
Une fois que l’on a identifié l’ensemble des utilisateurs qui doivent être servis pendant
µmink , on doit calculer la valeur λopt qui permet de satisfaire la contrainte de l’équation (3.16b).
C’est à dire qui vérifie :
Nmin∑
k=1
µmink +
Nu∑
k=Nmin+1
µopt2k (λopt)− 1 = 0. (3.20)
Après l’étape précédente, on sait que ∑Nuk=1 µk(λNmin) ≥ 1 et que ∑Nuk=1 µk(λNmin+1) ≤ 1.
On en déduit que λopt appartient à l’intervalle [λNmin ;λNmin+1]. On peut trouver la valeur
optimale λopt en utilisant une méthode de recherche de 0 à une seule variable telle que la
méthode de la bissection, Regula Falsi, la méthode de Brent, la méthode du point fixe ou la
méthode de Newton [77]. Dans la liste des méthodes cités ci-dessus, la méthode de Newton
est celle qui garantit la vitesse de convergence la plus rapide. Cependant, cette méthode ne
converge pas toujours.
Si on note λNmin et λNmin+1 les bornes de l’intervalle de recherche, λ0 le point de départ
de l’algorithme et f la fonction dont on cherche la racine, on peut s’assurer de la convergence
de la méthode de Newton en vérifiant les propriétés suivantes :
— f n’a qu’une seule racine et f(λ0) > 0,
— f ∈ C2 [λNmin ;λNmin+1], f ′(λ) ̸= 0 and f ′′(λ) > 0
— f(λNmin)f(λNmin+1) < 0
Proposition 3.2. Si λ0 = λNmin, la méthode de Newton appliquée à la fonction :
f : λ 7→
Nmin∑
i=1
µimin +
Nu∑
i=Nmin+1
µi opt2(λ)− 1 (3.21)
converge vers son unique racine.
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Démonstration. f ∈ C2 [λNmin ;λNmin+1], de plus, les résultats précédemment obtenus montrent
que, f(λNmin+1) < 0 et f(λ0) = f(λNmin) > 0. De plus,
µ′k opt2(λ) = −
e−1Ck ln(2)gk
NBmp
e
−W
(
e−1
[
gk
N
λ
mp
−1
])
(
W
(
e−1
[
gk
N
λ
mp
− 1
])
+ 1
)3 < 0 (3.22)
f ′ est donc la somme de fonctions strictement négatives. C’est donc une fonction stricte-
ment négative. De plus, le théorème de la bijection nous dit que f n’a qu’une seule racine.
Finalement,
µ′′k opt2(λ) =
e−2Ck ln(2)g2k
N2Bm2p
e
−2W
(
e−1
[
gk
N
λ
mp
−1
])
(
W
(
e−1
[
gk
N
λ
mp
− 1
])
+ 1
)5
(
W
(
e−1
[
gk
N
λ
mp
− 1
])
+ 4
)
> 0
(3.23)
Par conséquent, f ′′ est strictement positive. Nous avons vérifié les trois conditions suffi-
santes de convergence et, par conséquent, prouvé la convergence de la méthode de Newton.
Une fois que la méthode de Newton a été appliquée, on connait les valeurs des µk optimales.
Pour obtenir les puissances d’émissions correspondantes, on utilise l’équation (2.16).
3.2.4 Algorithme final
Afin d’améliorer les explications proposées ci-dessus, nous proposons d’en faire un résumé.
Nous avons une station de base qui sert Nu utilisateurs. Elle a connaissance du coefficient
d’atténuation du canal g de chacun de ces utilisateurs. Sans aucune restriction, nous pouvons
indexer les utilisateurs par ordre croissant de g.
g1 ≤ g2 ≤ . . . ≤ gNu . (3.24)
Pendant la première étape (Algorithme 1), on va séparer ces utilisateurs en deux catégories.
Les Nm qui ont le coefficient de canal le plus faible sont servis pendant µmink , les autres
pendant µopt1k . La séparation des utilisateurs se faisant en comparant le RSB de chaque
utilisateur avec un seuil qui dépend des caractéristiques de la station de base.
Une fois cette première étape terminée, on peut se retrouver dans deux situations. Soit le
temps de service total est inférieur à la durée de la trame. Dans ce cas là on pourra servir
tous les utilisateurs. Soit on a un temps de service plus long. Et dans ce cas, on doit appliquer
la deuxième partie de l’algorithme.
3.3 Résultats numériques | 57
Dans cette deuxième partie, on va d’abord identifier les Nmin utilisateurs qui sont servis
pendant µmink et ensuite calculer λopt, la valeur du multiplicateur de Lagrange qui permet de
satisfaire la contrainte :
Nmin∑
k=1
µmink +
Nu∑
k=Nmin+1
µopt2k (λopt)− 1 = 0. (3.25)
Pour trouver la valeur de Nmin, on utilise le fait que pour chaque utilisateur, on a une
valeur λk qui vérifie µmink = µ
opt2
k (λk). On a :
λ1 ≤ . . . ≤ λNmin︸ ︷︷ ︸
Utilisateurs servis pendant µmin
≤ λopt ≤ λNmin+1 ≤ . . . ≤ λNu︸ ︷︷ ︸
Utilisateurs servis pendant µopt2
. (3.26)
Vu que l’on ne connait pas λopt à priori, on applique la somme des µk à ces inégalités :
Nu∑
k=1
µk (λ1) ≤ . . . ≤
Nu∑
k=1
µk (λNmin)︸ ︷︷ ︸
Utilisateurs servis pendant µmin
≤ 1 ≤
Nu∑
k=1
µk (λNmin+1) ≤ . . . ≤
Nu∑
k=1
µk (λNu)︸ ︷︷ ︸
Utilisateurs servis pendant µopt2
. (3.27)
On peut donc identifier lesNmin utilisateurs servis pendant µmink en comparant
∑Nu
k=1 µk (λk)
et 1. Une fois ces utilisateurs identifiés, on peut calculer λopt en utilisant un algorithme de
recherche de zéro. L’Algorithme 3 décrit l’algorithme complet.
3.3 Résultats numériques
Nous évaluons maintenant les performances de l’algorithme de résolution optimal proposé.
La courbe 3.2 nous montre que l’on peut classifier les stations de base en deux catégories en
fonction de la valeur de r. Nous conduisons donc des simulations numériques pour deux types
de cellule différents : les macro-cellules qui ont une faible valeur de r et les femto-cellules qui
ont une valeur de r élevée.
3.3.1 Pour une macro-cellule
On suppose une macro-cellule qui sert des utilisateurs répartis dans l’espace suivant un
processus de Poisson. La distance entre la station de base et les utilisateurs varie entre 300 et
1500 m. En moyenne, on a 10 utilisateurs actifs dans la zone de couverture de la station de
base. On suppose que la largeur de bande est égale à 10 MHz avec une fréquence centrale
égale à 2 GHz. Le facteur de bruit et le gain d’antenne sont considérés égaux à 0 dans nos
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Algorithme 3 Calcul du temps de service des utilisateurs
1: Trier les utilisateurs par ordre croissant de gk
2: for k de 1 à Nu do
3: if ρMk > ρMlim then
4: µk = µopt1k (calculée avec (3.7))
5: else
6: µk = µmink (calculée avec (3.2))
7: end if
8: end for
9: if ∑Nuk=1 µk > 1 then
10: λ = P0 − Ps et p := Nm
11: while ∑Nuk=1 µk(λ) > 1 do
12: p := p+ 1
13: λ = λp (calculé avec l’équation (3.19))
14: for k de 1 à Nu do
15: µk(λ) = max{µmink , µopt2k (λ)}
16: end for
17: end while
18: Nmin = p− 1
19: Calculer λopt avec la méthode de Newton
20: for k de Nmin + 1 à Nu do
21: µk = µopt2k (λopt)}
22: end for
23: end if
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Figure 3.3 – Évaluation des performances de l’algorithme proposé lorsque une macro cellule sert en
moyenne 10 utilisateurs, en termes de puissance moyenne consommée.
simulations. Le path-loss est calculé avec le modèle Winner II suburban macro-cell (C1) [78].
On suppose que tous les utilisateurs ont la même contrainte de capacité.
Aucun algorithme n’a été proposé dans la littérature pour la résolution du problème
d’allocation de puissance avec du Cell DTx. C’est pourquoi, afin d’évaluer les performances
de la solution optimale, on compare seulement les stratégies suivantes :
— La stratégie optimale proposée
— Une stratégie dans laquelle le Cell DTx est utilisé sans contrôle de puissance. C’est-à-dire
dans laquelle tous les utilisateurs sont servis pendant µmink avec une puissance d’émission
égale à Pmax.
— Une stratégie dans laquelle le Cell DTx n’est pas utilisé et dans laquelle la puissance
d’émission est allouée de manière optimale.
On peut rappeler que la stratégie sans contrôle de puissance minimise la puissance statique
moyenne consommée par la station de base, la stratégie sans Cell DTx minimise la puissance
dynamique moyenne consommée par la station de base alors que la stratégie optimale proposée
est un compromis entre ces deux puissances moyennes.
On affiche sur la Figure 3.3 la puissance moyenne consommée par la station de base avec
les différentes stratégies comparées en fonction de la contrainte de capacité. On remarque
que, comme attendu, la solution proposée offre les meilleures performances. Pour le cas des
macro-cellules, lorsque la contrainte de capacité est faible, la puissance dynamique est faible
comparée à la puissance statique. C’est pourquoi l’utilisation du Cell DTx réduit fortement
la puissance moyenne consommée par rapport à une solution sans Cell DTx. Dans ce cas là,
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(b) Puissance moyenne d’émission
Figure 3.4 – (a) Temps total pendant lequel la station de base est active. On voit que ce temps est
plus long lorsque le contrôle de puissance est utilisé. (b) Puissance d’émission moyenne de la station
de base pendant une trame.
on a un gain en puissance moyenne qui représente 35 % de la puissance totale consommée de
la station de base.
Lorsque la contrainte de capacité augmente, la puissance dynamique augmente et la
solution optimale s’éloigne de la solution sans contrôle de puissance (qui minimise la puissance
statique moyenne) et se rapproche de la solution sans Cell DTx (qui minimise la puissance
dynamique moyenne). Dans le scénario simulé, la solution proposée apporte un gain en
consommation qui représente jusqu’à 3, 5 % de la puissance moyenne totale de la station de
base.
On s’intéresse maintenant au temps pendant lequel la station de base est active et à la
puissance moyenne d’émission qui sont représentés sur la Figure 3.4. On peut voir qu’avec
la solution proposée, le temps de service est plus long qu’avec la solution sans contrôle de
puissance. Au contraire, la puissance d’émission moyenne de la station de base est plus faible
avec la solution proposée comparée à celle sans contrôle de puissance.
On voit, sur la Figure 3.4b, que la puissance d’émission moyenne avec la solution optimale
proposée est comprise entre la puissance d’émission moyenne avec la solution sans Cell DTx et
la puissance d’émission moyenne sans contrôle de puissance. Par conséquent, dans un réseau
dans lequel plusieurs cellules adjacentes utilisent la même bande de fréquence, en moyenne,
la solution proposée va générer moins d’interférence sur les cellules voisines que la solution
sans contrôle de puissance mais plus que la solution sans Cell DTx.
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Figure 3.5 – Puissance moyenne consommée par une femto-cellule. On remarque que pour ce type
de station de base le contrôle de puissance n’a aucun effet.
3.3.2 Pour une femto-cellule
Pour l’étude des stations de base à faible zone de couverture, on considère une femto-cellule
qui sert en moyenne 4 utilisateurs. Les utilisateurs sont répartis dans l’espace suivant un
processus de Poisson et la distance entre un utilisateur et la station de base varie entre 0
et 50 m. Les path-losses sont calculés avec le modèle ITU for indoor propagation [79]. La
fréquence centrale est de 2 GHz, la largeur de bande est égale à 10 MHz et le nombre d’étages
entre l’utilisateur et la station de base est uniformément réparti entre 0 et 5. Le facteur de
bruit et le gain d’antenne sont supposés égaux à 0.
On compare la puissance moyenne consommée par la station de base avec la solution
optimale proposée et avec la solution sans contrôle de puissance. Les résultats sont affichés
sur la Figure 3.5. Comme anticipé dans la Section 3.2.2, on voit sur cette courbe que la
solution sans contrôle de puissance et la solution optimale consomment la même énergie. Ce
résultat s’explique par le fait que, pour les stations de base considérées, la puissance statique
est bien plus grande que la puissance dynamique. Par conséquent, il suffit de minimiser la
puissance statique moyenne pour minimiser la puissance moyenne consommée par la station
de base.
Sur la courbe 3.5, nous n’avons pas comparé l’algorithme proposé avec d’autres algorithmes
car aucun algorithme n’a été proposé dans la littérature pour résoudre le problème d’allocation
de puissance avec du Cell DTx.
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Figure 3.6 – Un exemple de réseau mobile dans lequel on a NBS = 2 stations de base et Nu = 5
utilisateurs. Dans ce cas là, S1 = {1, 2} et S2 = {3, 4, 5}.
3.4 Dans un réseau composé de plusieurs cellules
3.4.1 Introduction
L’objectif de cette section est d’analyser les performances de la solution proposée dans
les sections précédentes dans un réseau dense dans lequel plusieurs cellules proches utilisent
la même bande de fréquence. Dans un tel contexte, les interférences entre cellules voisines
diminuent la qualité de service des utilisateurs. Il est donc nécessaire d’adapter la solution
proposée pour les prendre en compte.
On se focalise sur les stations de base à large couverture, pour lesquelles il y a un intérêt
à utiliser du contrôle de puissance, c’est-à dire pour lesquelles il est préférable de servir
les utilisateurs avec une puissance d’émission inférieure à la puissance d’émission maximale
Pmax. En particulier, dans nos simulations nous considèrerons une micro-cellule dont les
caractéristiques sont celles données dans le Tableau 2.1.
3.4.2 Modèle d’interférence
On considèreNBS stations de base de micro-cellules adjacentes qui servent leurs utilisateurs
en TDMA. Chacun des Nu utilisateurs dans le réseau est servi par la station de base dont
il est le plus proche. Les utilisateurs sont indexés par l’indice k et les stations de base par
l’indice n. Comme illustré sur la Figure 3.6, on dénote Sn l’ensemble des utilisateurs servis
par la station de base n et Nn dénote le cardinal de Sn. De plus, µnk et PnkTX désignent
respectivement la proportion de la trame utilisée pour émettre les données et la puissance
d’émission utilisée par la station de base n pour l’utilisateur k. On note gnk le coefficient
d’atténuation du canal entre la station n et l’utilisateur k.
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Le niveau d’interférence subi par un utilisateur dépend de la puissance d’émission des
stations de base voisines, du coefficient du canal gmk entre cet utilisateur et les stations
de base voisines et de l’échelonnement des utilisateurs par ces dernières (c’est-à-dire de la
répartition des utilisateurs sur la durée de la trame).
Le problème de répartition des utilisateurs a été étudié dans divers articles incluant
[69]. Dans nos travaux, nous nous concentrons sur le problème d’allocation de puissance
et ne regardons pas l’échelonnement des utilisateurs. Pour cela, tout comme cela a été fait
dans [67, 68], nous considérons que chaque utilisateur subit les interférences générées par la
puissance d’émission moyenne des stations de base voisines. Par conséquent, les interférences
subies par l’utilisateur k, servi par la station de base n, ont pour expression :
Ik =
NBS∑
m=1,m ̸=n
Im→k =
NBS∑
m=1,m ̸=n
gmk
∑
l∈Sm
µmlP
ml
TX︸ ︷︷ ︸
Puissance d’émission moyenne
de la station de base m.
. (3.28)
Dans cette équation Ik désigne les interférences subies par l’utilisateur k. Ces interférences
sont causées par les stations de base voisines indexées par m. Avec cette formule pour les
interférences, le débit d’un utilisateur s’écrit :
Ck = Bµnk log2
1 + PnkTXgnk
N +∑NBSm=1,m ̸=n∑l∈Sm gmkµmlPmlTX
 , ∀k ∈ J1;NuK. (3.29)
Si la station de base a connaissance de la valeur du coefficient gnkN+Ik , elle peut utiliser
l’Algorithme 3. La seule différence entre l’application de cet algorithme dans un réseau
mono-cellulaire et dans un réseau à plusieurs cellules est que, dans un réseau à plusieurs
cellules, les interférences s’ajoutent au bruit. C’est-à-dire qu’on remplace le RSB par le
Rapport Signal à Interférence plus Bruit (RSIB).
L’utilisation de notre solution dans un réseau à plusieurs cellules peut se faire sans
qu’aucune information ne soit échangée entre les stations de base, c’est-à-dire de manière
non-coordonnée. Pour évaluer ses performances on suppose donc que les stations de base sont
parfaitement synchronisées mais n’échangent pas d’information entre elles pour l’allocation
de puissance.
3.4.3 Paramètres de simulation
Pour évaluer les performances de notre solution dans un réseau composé de plusieurs
cellules, nous considérons deux réseaux différents :
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Figure 3.7 – Le réseau 2 qui est composé de 17 cellules hexagonales.
1. Le réseau 1 est uniquement composé de deux micro-cellules. Dans ce réseau les utili-
sateurs servis sont répartis dans un rectangle de 1000× 500 m. Les coordonnées des
stations de base dans ce réseau sont (250, 250) et (750, 250). Dans ce réseau, les utilisa-
teurs sont distribués selon un processus de Poisson, avec en moyenne 20 utilisateurs à
servir.
2. Le réseau 2 est composé de 17 cellules hexagonales comme illustré sur la Figure 3.7.
Dans celui-ci la distance entre deux cellules est de 500 m. Dans ce réseau on a en
moyenne 20 utilisateurs par km2.
Dans ces deux réseaux, du TDMA est utilisé et les utilisateurs sont servis dans une bande
de 10 MHz avec une fréquence centrale de 2 GHz. Les path-losses sont calculés avec le modèle
de Winner II Urban micro-cell (B1) [78].
3.4.4 Comportement de notre solution dans un réseau à plusieurs cellules
Avec la solution proposée pour l’allocation de puissance, on n’a aucune communication
entre les cellules voisines. Sans coordination, on peut avoir des phases de transition pendant
lesquelles toutes les stations de base mettent à jour la puissance d’émission et le temps
pendant lequel elles servent les utilisateurs.
Par exemple, si un nouvel utilisateur se connecte au réseau, la station de base qui le sert
va augmenter les interférences qu’elle va générer sur les stations de base voisines. Toutes ces
stations de base vont donc mettre à jour leur puissance d’émission pour que la contrainte de
capacité des utilisateurs qu’elles servent soit toujours satisfaite. Par conséquent, ces stations
de base vont, à leur tour, augmenter les interférences qu’elles génèrent sur les stations de base
voisines qui vont alors augmenter les puissances d’émission et les temps de service et ainsi de
suite. On a ici un processus itératif qu’il est nécessaire d’analyser. On peut avoir deux cas :
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(a) Evolution de la puissance instantanée.
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(b) Evolution du temps de service des utilisateurs.
Figure 3.8 – Evolution des temps de service et des puissances instatannées lorsque de nouveaux
utilisateurs se connectent au réseau.
— Si ce processus itératif converge rapidement, on peut utiliser la solution proposée dans
la section 3.2 dans un réseau à plusieurs cellules.
— Si ce processus itératif ne converge pas rapidement, on va devoir ajouter de la coordina-
tion entre les cellules ou développer de nouvelles stratégies d’allocation de puissance.
Nous avons étudié numériquement l’évolution des puissances d’émission et des temps de
service dans le réseau 2 (composé de 17 cellules). Dans ce réseau, on suppose que 30 utilisateurs
se connectent les uns après les autres toutes les 10 trames entre 0 et 300. On indexe les
utilisateurs par ordre d’arrivée. Chacun de ces utilisateurs a une contrainte de capacité égale
à 3 Mbits/s. Entre chaque connexion d’un nouvel utilisateur, on a 10 trames (c’est-à-dire 10
mises à jours des puissances d’émission). Sur les Figures 3.8a et 3.8b, on affiche respectivement
l’évolution de la puissance d’émission et du temps de service de certains utilisateurs. On
observe sur ces figures que à chaque nouvelle connexion, on a une augmentation nette de la
puissance d’émission et du temps de service avant d’avoir une stabilisation rapide de ces deux
valeurs (ces valeurs peuvent être considérées comme constantes après moins de 5 trames).
Cette stabilisation rapide nous permet de conclure que lorsque la solution proposée est
utilisée dans un réseau à plusieurs cellules, les stations de base adaptent rapidement la
puissance d’émission et les temps de service. On peut donc utiliser notre solution dans un
réseau à plusieurs cellules. De plus, les transitions sont courtes. On peut donc négliger leur
durée et évaluer les performances de la solution lorsque tous les utilisateurs sont connectés.
Nous venons de voir qu’il est possible d’utiliser notre solution dans un réseau composé de
plusieurs cellules. Nous devons maintenant évaluer ses performances. Pour cela, il nous faut
définir des stratégies de référence. On compare notre stratégie avec :
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— la stratégie sans contrôle de puissance et la stratégie sans Cell DTx qui ont été introduites
précédemment. Pour avoir un intérêt, notre solution doit surpasser ces solutions naïves.
— Une stratégie optimale irréalisable. En comparant notre solution avec cet optimum
idéal, on voit s’il y a un intérêt ou non à développer des stratégies plus élaborées. Cette
stratégie est décrite dans la section suivante.
3.4.5 Stratégie optimale irréalisable
Dans cette section, on s’intéresse a cette stratégie optimale irréalisable. Pour que l’on
puisse utiliser cette stratégie dans un réseau cellulaire, il faudrait que le réseau soit au
courant de tous les path-losses entre chaque station de base et chaque utilisateur. Ce qui est
impossible.
Pour l’étude de cet optimum irréalisable, on se place dans un réseau qui, comme le réseau
1 présenté Section 3.4.3, est composé de 2 cellules. Dans ce réseau, si on suppose que l’on a
connaissance de tous les coefficients des canaux, on peut écrire le problème de minimisation
de la puissance moyenne consommée par le réseau sous forme convexe. Une fois que cette
convexité est établie, on peut résoudre numériquement notre problème. On obtient alors la
puissance minimale nécessaire au réseau pour servir les utilisateurs. Cette puissance minimale
est inaccessible mais permet d’évaluer l’optimalité de notre solution.
Dans un réseau composé de deux cellules, le problème de minimisation de la puissance
moyenne consommée s’écrit :
min
µnk,P
nk
TX
2Ps +
2∑
n=1
(P0 − Ps) ∑
k∈Sn
µnk +mp
∑
k∈Sn
µnkP
nk
TX
 , (3.30a)
S.à Ck = Bµnk log2
(
1 +
PnkTXgnk
N + gmk
∑
l∈Sm µmlP
ml
TX
)
, ∀k ∈ J1;NuK, (3.30b)
PnkTX ∈]0;Pmax], ∀k ∈ J1;NuK, (3.30c)
µnk > 0, ∀k ∈ J1;NuK, (3.30d)∑
k∈Sn
µnk ≤ 1, ∀n ∈ {1; 2}. (3.30e)
Dans ce problème m = n mod (2) + 1, c’est-à-dire égal à 2 lorsque n est égal à 1 et
vice-versa. L’équation (3.30a) est la puissance moyenne consommée par le réseau pendant
une trame. La minimisation de la puissance moyenne consommée par le réseau doit se faire
en satisfaisant les contraintes sur la capacité (équation (3.30b)), sur la puissance d’émission
maximale (équation (3.30c)), sur la positivité des temps de service (équation (3.30d)) et sur
le temps de service total ((3.30e)).
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Sous cette forme, ce problème n’est pas convexe. On peut, cependant, le réécrire sous
forme convexe. Pour cela, on introduit les variables :
xk = µnkPnkTX , ∀k ∈ J1;NuK. (3.31)
xk est le produit entre la proportion de trame et la puissance d’émission moyenne utilisée
pour l’utilisateur k pendant chaque trame. En introduisant xk dans l’équation (3.30b), on
obtient l’équation suivante :
Ck = Bµnk log2
(
1 +
PnkTXgnk
N + gmk
∑
l∈Sm xl
)
, ∀k ∈ J1;NuK. (3.32)
Cette équation nous permet d’écrire :
PnkTX =
(
2
Ck
Bµnk − 1
) N
gnk
+ gmk
gnk
∑
l∈Sm
xl
 , ∀k ∈ J1;NuK. (3.33)
En multipliant la kième équation par µnk, on obtient :
xk − αk
∑
l∈Sm
xl = βk, ∀k ∈ J1;NuK. (3.34)
Dans cette équation :
αk =
gmk
gnk
µnk
(
2
Ck
Bµnk − 1
)
, (3.35)
et,
βk =
Nµnk
gnk
(
2
Ck
Bµnk − 1
)
. (3.36)
L’équation (3.34) définit un système de Nu équations linéaires en xk. En résolvant ce
système, on obtient l’expression des xk en fonction des µml :
xk = βk︸︷︷︸
Valeur de xk lorsque les interférences sont nulles
+ αk
[∑
i∈Sn
∑
j∈Sm αjβi +
∑
j∈Sm βj
1−∑i∈Sn∑j∈Sm αiαj
]
︸ ︷︷ ︸
Puissance supplémentaire liée aux interférences
.
(3.37)
Le détail des calculs est donné Annexe A.1. Dans cette expression, l’utilisateur k est servi
par la station de base n et reçoit des interférences de la station de base m. Une fois cette
expression trouvée, on peut réécrire le problème de l’équation (3.30) uniquement en fonction
des temps de service. Dans notre reformulation du problème, on modifie aussi les contraintes.
Pour cela on utilise la propriété suivante :
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Proposition 3.3. Si µnk > 0, ∀k ∈ J1;NuK, on a l’équivalence suivante :
PnkTX > 0, ∀k ∈ J1;NuK⇔ ∑
i∈S1
∑
j∈S2
αiαj < 1.
L’expression des αi étant donnée par l’équation (3.35)
Démonstration. Dans cette preuve, on prouve séparément les deux implications.
⇒ Si µnk > 0, ∀k ∈ J1;NuK et PnkTX > 0, ∀k ∈ J1;NuK alors xk > 0, ∀k ∈ J1;NuK.
Ce qui implique que ∑Nuk=1 xk > 0. La somme des xk est égale à :
Nu∑
k=1
xk =
∑
i∈S1 βi +
∑
i∈S1
∑
j∈S2 αiβj +
∑
i∈S1
∑
j∈S2 αjβi +
∑
j∈S2 βj
1−∑i∈S1∑j∈S2 αiαj > 0. (3.38)
L’équation (3.38) implique : ∑
i∈S1
∑
j∈S2
αiαj < 1. (3.39)
⇐ La réciproque est immédiate, si ∑i∈S1∑j∈S2 αiαj < 1, et µnk > 0, ∀k ∈ J1;NuK
alors xk > 0, ∀k ∈ J1;NuK. Par conséquent, PnkTX > 0, ∀k ∈ J1;NuK.
On a finalement le problème d’optimisation suivant qui ne dépend plus que des variables
sur les temps de service :
min
µnk
2Ps + (P0 − Ps)
2∑
n=1
∑
k∈Sn
µnk +mp
2∑
n=1
∑
k∈Sn
xk, (3.40a)
S.à xk ≤ µnkPmax, ∀k ∈ J1;NuK, (3.40b)∑
i∈S1
∑
j∈S2
αiαj < 1, (3.40c)
µnk > 0, ∀k ∈ J1;NuK, (3.40d)∑
k∈Sn
µnk ≤ 1, ∀n ∈ J1;NBSK. (3.40e)
On a la proposition suivante :
Proposition 3.4. Le problème d’optimisation défini par l’équation (3.40) est convexe.
La démonstration est donnée dans l’Annexe A.2. Une fois cette convexité établie, on
peut utiliser une méthode de résolution numérique telle qu’une descente de gradient ou une
méthode de points intérieurs [40] pour trouver cet optimum.
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Figure 3.9 – Puissance moyenne consommée par chacune des stations de base du réseau avec les
différentes stratégies comparés.
On sait maintenant que l’on peut calculer la consommation du réseau lorsque la solution
optimale irréalisable est utilisée. Bien que cet optimum ne soit pas atteignable, il va nous
permettre de jauger les performances de notre solution. En effet, en comparant notre solu-
tion avec cet optimum, on pourra évaluer les gains potentiels que pourraient apporter des
améliorations.
3.4.6 Evaluation de la méthode proposée Algorithme 3
On a maintenant suffisamment de stratégies de comparaison pour évaluer notre solution.
Pour cela, on se place dans le réseau 1, présenté dans la Section 3.4.3, et on compare :
— La solution proposée.
— La solution sans contrôle de puissance dans laquelle tous les utilisateurs sont servis
avec une puissance d’émission égale à Pmax.
— La solution sans Cell DTx.
— L’optimum irréalisable qui a été présenté dans la section précédente.
Le réseau 1 étant symétrique, on peut se contenter de l’évaluation de la consommation
d’une seule des deux stations de base. L’énergie totale consommée étant la somme des énergies
consommées par chaque station de base, il est équivalent de comparer l’énergie consommée
par le réseau et celle consommée par une seule station de base. On trace sur la Figure
3.9 l’évolution de la puissance consommée par une des stations de base en fonction de la
contrainte de capacité de chaque utilisateur.
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(a) Temps de service total.
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Figure 3.10 – (a) Temps moyen pendant lequel une station de base est active. (b) Puissance
d’émission moyenne de la station de base lorsqu’elle est active.
Si on compare, dans un premier temps, la solution proposée et les stratégies naïves (sans
contrôle de puissance ou sans Cell DTx), on remarque que, notre solution consomme toujours
moins de puissance que ces deux solutions. La solution proposée, permet de gagner jusqu’à
30% de puissance moyenne consommée par rapport à une solution sans Cell DTx et jusqu’à
10% par rapport à une solution sans contrôle de puissance.
On regarde maintenant l’écart entre notre solution et la référence qu’est l’optimum
irréalisable. Bien entendu, notre solution a de moins bonnes performances que la solution
optimale irréalisable. L’écart entre les deux stratégies est faible lorsque la contrainte de
capacité est faible et augmente avec celle-ci pour atteindre jusqu’à 8% de la puissance
moyenne consommée par la station de base. Afin de mieux comprendre cet écart, on trace
sur la Figure 3.10, le temps moyen pendant lequel une station de base est active ainsi que la
puissance moyenne d’émission lorsque la station de base est active.
Si on compare notre solution à l’optimum irréalisable, on voit sur la Figure 3.10a que
les temps de service sont quasiment identiques, alors que, la Figure 3.10b nous montre que
la puissance d’émission moyenne est bien plus élevée avec notre solution. Cette observation
suggère que pour réduire la puissance consommée par le réseau, il faut réduire la puissance
d’émission des stations de base.
3.4.7 Réduction des interférences pour améliorer les performances
Un bon moyen de réduire la puissance d’émission des stations de base est de réduire Pmax,
la puissance d’émission maximale d’une station de base. En réduisant Pmax, on réduit les
interférences et donc la consommation du réseau.
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Figure 3.11 – Puissance moyenne consommée par la station de base pour différentes valeurs de PDTxmax .
On propose ici d’utiliser la solution introduite dans la Section 3.2 avec une puissance
maximale plus faible. On appellera PDTxmax ≤ Pmax cette puissance d’émission maximale. La
puissance d’émission ne pourra donc pas dépasser PDTxmax . Exception faite pour le cas ou la
station de base ne passe pas en mode veille pendant la trame. Dans ce cas là, la puissance
d’émission maximale reste égale à Pmax. Cette exception évite d’augmenter le nombre de
coupures ou outages dans le réseau.
Afin de valider cette solution, on se place dans le réseau 1 décrit dans la Section 3.4.3. On
trace sur la Figure 3.11 la puissance moyenne consommée par la station de base en fonction
de la contrainte de capacité.
On remarque qu’en diminuant la puissance d’émission maximale, on réduit la puissance
consommée par la station de base. Pour les valeurs choisies dans cet exemple, on voit que la
puissance moyenne consommée est d’autant plus faible que PDTxmax est faible.
3.4.8 Puissance d’émission optimale
Nous venons de voir que réduire la puissance d’émission maximale de la station de base
permet de réduire la puissance consommée par celle-ci. Dans cette section, on s’intéresse à la
valeur de PDTxmax qui permet de réduire au maximum la puissance consommée. Pour cela, nous
conduirons d’abord quelques simulations avant de faire un étude analytique à faible RSIB.
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Figure 3.12 – Évolution de la puissance consommée en fonction de PDTxmax pour (a) une contrainte de
capacité de 1 Mbits/s, (b) une contrainte de capacité de 5 Mbits/s.
Résultats de simulation
On se place tout d’abord dans le réseau 1. Et on évalue la puissance consommée en
moyenne par une des stations de base en fonction de PDTxmax . Les résultats sont affichés sur la
Figure 3.12.
Lorsque PDTxmax est égal à Pmax, on est loin de l’optimum. En réduisant la valeur de PDTxmax ,
on se rapproche de l’optimum. Pour une contrainte de capacité de 1 Mbits/s on obtient un
minimum lorsque PDTxmax est égal à 150 mW et pour une contrainte de 5 Mbits/s, lorsque
PDTxmax = 50 mW. Lorsque PDTxmax devient plus faible, la puissance consommée augmente, en
effet, lorsque la puissance d’émission est trop faible, les utilisateurs sont alors servis pendant
des temps longs et les stations de base ne passent que très rarement en veille pour économiser
de l’énergie. Pour une contrainte de capacité égale à 5 Mbits/s, la réduction de PDTxmax réduit
de 50 % l’écart entre notre solution et la solution optimale.
On réalise maintenant des simulations dans le réseau 2, présenté Section 3.4.3, qui est
composé de 17 cellules afin de confirmer nos observations. Dans ce réseau, on ne peut pas
comparer notre solution à l’optimum. On trace l’évolution de la puissance consommée par
la station de base au centre du réseau en fonction de PDTxmax pour différentes valeurs de la
contrainte de capacité. Les résultats sont affichés sur la Figure 3.13. On voit sur cette figure,
que quelle que soit la contrainte de capacité, la puissance consommée est élevée lorsque
PDTxmax est égal à 6.3 W. Cette puissance diminue jusqu’à atteindre un minimum qui se trouve
entre 15 et 40 mW. Pour une contrainte de capacité de 5 Mbits/s, en ajustant la puissance
d’émission, on réduit de 8 % la puissance consommée par la station de base.
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Figure 3.13 – Évolution de la puissance consommée par une station de base du réseau 2 en fonction
de PDTxmax .
On remarque que nos résultats de simulation montrent que notre solution fournit les
meilleures performances lorsque la puissance d’émission maximale PDTxmax est faible (de l’ordre
de la centaine de milliwatts). D’après la Figure 3.2, pour des valeurs aussi faibles, la quasi-
totalité des utilisateurs sont servis avec une puissance d’émission égale à PDTxmax .
Analyse théorique à faible RSIB
Les résultats exposés ci-dessus montrent deux choses :
— Dans un réseau composé de plusieurs cellules, on peut améliorer significativement notre
solution en ajustant correctement la valeur de la puissance d’émission maximale.
— Les meilleures performances sont atteintes lorsque la puissance d’émission maximale de
la station de base est faible (de l’ordre de la centaine de milliwatts).
Afin de confirmer ce second point, nous réalisons une analyse analytique à faible RSIB. Si
on suppose que la contrainte sur le temps de service total d’une station de base n’est saturé
pour aucune station de base, tous les utilisateurs sont servis avec une puissance d’émission
égale à PDTxmax pendant un temps de service égal à µminnk égal à :
µminnk =
Ck
B log2
(
1 + PDTxmax gnkN+Ik
) = Ck
B log2
(
1 + ρMnk
) . (3.41)
Afin de trouver la valeur de PDTxmax optimale, nous utilisons les développements limités
des fonctions f(x) = log(1 + x) and f(x) = 11−x lorsque x ≈ 0. Ceux-ci nous permettent de
dériver une approximation de µminnk à faible RSIB :
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µminnk (ρMnk) =
Ck
B log2
(
1 + ρMnk
) ≈ ln(2)Ck
BρMnk
1
1− ρMnk2
≈ Ck ln(2)
B
[
1
ρMnk
+ 12
]
. (3.42)
De plus, avec les hypothèses considérées ici, la puissance moyenne consommée par le
réseau mobile peut s’écrire :
E [Pnet] = NBSPs +
(
P0 − Ps +mpPDTxmax
)NBS∑
n=1
E [Σn] . (3.43)
Dans cette équation Σn =
∑
k∈Sn µ
min
nk . De plus, en utilisant les développements limités,
on peut réécrire Σn :
Σn =
γn
PDTxmax
+
∑
m ̸=n
Σmδnm + ϵn, ∀n ∈ J1;NBSK. (3.44)
Dans cette équation γn = N ln(2)B
∑
k∈Sn
Ck
gnk
, δnm = ln(2)B
∑
k∈Sn
Ckgmk
gnk
, et,
ϵn = ln(2)2B
∑
k∈Sn Ck. L’équation (3.44) nous donne un système de NBS équations en Σn. La
matrice de ce système s’écrit :
∆Σ = 1
PDTxmax
γ + ϵ. (3.45)
Dans cette équation, Σ = (Σ1, · · · ,ΣNBS )T , γ = (γ1, · · · , γNBS )T , ϵ = (ϵ1, · · · , ϵNBS )T
et, ∆nm = −δnm si m ̸= n et ∆nn = 1, ∀m ∈ J1;NBSK. En résolvant ce système, on peut
réécrire la puissance totale consommée par le réseau :
E [Pnet] = NBSPs +
(
P0 − Ps +mpPDTxmax
)NBS∑
n=1
( 1
PDTxmax
E
[(
∆−1γ
)
n
]
+ E
[(
∆−1ϵ
)
n
])
.
(3.46)
L’équation (3.46) est convexe en PDTxmax . On peut donc trouver la valeur optimale de PDTxmax
en trouvant le point d’annulation de sa dérivée par rapport à PDTxmax :
PDTx∗max =
√√√√(P0 − Ps)∑NBSn=1 E [(∆−1γ)n]
mp
∑NBS
n=1 E [(∆−1ϵ)n]
(3.47)
Dans cette équation, PDTx∗max désigne la valeur optimale de PDTxmax . De plus, d’après l’équation
(3.47), à faible RSIB, dans le réseau 1, la valeur optimale de PDTxmax est environ égale à 25 mW
et dans le réseau 2, la valeur de PDTxmax optimale est égale à 11 mW.
Cette analyse à faible RSIB nous a donc permis de confirmer nos résultats de simulations
qui montrent que notre solution apporte de meilleurs résultats lorsque PDTxmax est faible.
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3.5 Conclusions
Dans ce chapitre, nous avons proposé un algorithme optimal pour la résolution du problème
d’allocation de puissance en TDMA avec de la transmission discontinue. Ensuite, nous avons
montré que cet algorithme peut être utilisé pour l’allocation de puissance dans des réseaux
composés de plusieurs cellules. Dans ces réseaux, les performances de notre solution peuvent
être améliorées en réduisant la puissance d’émission maximale de la station de base PDTxmax .
Enfin, nous avons montré que, les performances de notre solution sont optimales lorsque
PDTxmax est faible, c’est-à-dire de l’ordre de la centaine de milliwatts. Pour de si faibles valeurs
de PDTxmax , la quasi-totalité des utilisateurs doit être servie avec une puissance d’émission égale
à PDTxmax sans faire de contrôle de puissance.
Dans tout ce chapitre, nous avons supposé que le canal de tous les utilisateurs était plat.
Lorsque ce n’est pas le cas, de l’OFDMA est généralement utilisé. Dans le prochain chapitre,
nous nous intéressons au problème d’allocation de ressources et de puissance avec du Cell
DTx pour une station de base OFDMA.

Chapitre 4
Allocation de ressources et de
puissance avec de la transmission
discontinue en OFDMA
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4.1 Introduction
Dans ce chapitre, nous supposons la voie descendante d’une station de base OFDMA et
nous proposons un algorithme pour la résolution du problème d’allocation de ressources et
de puissance.
Dans un premier temps, nous supposons que tous les utilisateurs ont un canal plat.
Comme expliqué Section 2.3.1, dans ce cas là, il suffit de résoudre le problème d’allocation de
puissance. Nous verrons que ce problème peut être ramené à un problème très semblable au
problème TDMA qui a été traité dans le chapitre précédent.
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Figure 4.1 – Pendant chaque trame, la station de base est active pendant ta et ensuite est mise en
veille. Lorsque la station de base est active, de l’OFDMA est utilisé pour l’accès multiple.
Dans un second temps, nous verrons comment résoudre le problème d’allocation de
ressources et de puissance lorsque le canal des utilisateurs est sélectif en fréquence. Dans cette
résolution, nous verrons comment résoudre le problème d’allocation de puissance de façon
optimale. Ensuite, nous regardons le problème d’allocation de ressources. Ces contributions
ont fait l’objet d’une publication dans une conférence internationale [80].
4.2 Dans des canaux plats
4.2.1 Formulation du problème
Dans cette section nous supposons que le canal de tous les utilisateurs est plat et nous
utilisons des notations analogues à celles du chapitre précédent. On va supposer que les
trames sont découpées comme indiqué sur la Figure 4.1.
Durant chaque trame, la station de base est active pendant une portion de la trame
de durée égale à µa = taT , ensuite elle est mise en veille. Lorsque la station de base est
active, elle sert Nu utilisateurs en OFDMA. Elle alloue une portion de la bande B à chacun
des utilisateurs. On note Bk la portion de bande utilisée pour l’utilisateur k et N0 désigne
la densité spectrale de puissance du bruit thermique (égale à la constante de Boltzmann
multipliée par la température). Dans cette portion de bande, la station de base sert l’utilisateur
k avec une puissance d’émission notée P kTX .
Pour minimiser l’énergie consommée par la station de base, on minimise la puissance
d’émission moyenne consommée par celle-ci pendant une trame. On a le problème d’optimisa-
tion suivant :
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min
PkTX
,µa
Ps (1− µa) + µa
(
P0 +mp
Nu∑
k=1
P kTX
)
, (4.1a)
S.à Ck = Bkµa log2
(
1 +
P kTXgk
N0Bk
)
, ∀k ∈ J1;NuK, (4.1b)
0 ≤ P kTX , ∀k ∈ J1;NuK, (4.1c)
Nu∑
k=1
P kTX ≤ Pmax, (4.1d)
0 ≤ µa ≤ 1, (4.1e)
Bk ≥ 0, ∀k ∈ J1;NuK, (4.1f)
Nu∑
k=1
Bk = B. (4.1g)
Dans le problème définit dans (4.1), la puissance moyenne consommée par la station de base
pendant une trame est donnée par l’équation (4.1a). Avec l’équation (4.1b), on a la contrainte
de débit de chaque utilisateur. Les quatre dernières équations donnent respectivement les
contraintes sur la puissance d’émission, sur le temps de service qui doit être positif et plus
court que la durée de la trame ainsi que sur la largeur de bande de chaque utilisateur qui
doit être positive. Enfin, la somme des largeurs de bande de chaque utilisateur doit être égale
à la largeur de bande totale.
4.2.2 Réécriture du problème
Formulé ainsi, le problème d’allocation de puissance OFDMA semble plus difficile à
résoudre que son pendant TDMA (décrit par l’équation (2.15)). En effet, alors qu’en TDMA
on ne s’intéresse qu’au temps de service et à la puissance allouée à chaque utilisateur, en
OFDMA, on doit calculer la largeur de bande et la puissance d’émission de chaque utilisateur
et le temps de service total µa. Afin de résoudre ce problème, on va le transformer pour qu’il
s’apparente au problème TDMA. Pour cela, on pose :
µ′k =
µaBk
B
(4.2)
P k′TX =
P kTXB
Bk
(4.3)
L’introduction de ces variables nous permet d’écrire le problème sous la forme :
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min
Pk′TX ,µ
′
k
Ps
(
1−
Nu∑
k=1
µ′k
)
+
(
Nu∑
k=1
µ′k
)
P0 +mp
Nu∑
k=1
µ′kP
k′
TX
, (4.4a)
S.à Ck = Bµ′k log2
(
1 +
P k′TXgk
N0B
)
, ∀k ∈ J1;NuK, (4.4b)
0 ≤ P k′TX , ∀k ∈ J1;NuK, (4.4c)
Nu∑
k=1
µ′kP
k′
TX
≤
(
Nu∑
k=1
µ′k
)
Pmax, (4.4d)
µ′k ≥ 0, ∀k ∈ J1;NuK, (4.4e)
Nu∑
k=1
µ′k ≤ 1. (4.4f)
Grâce à cette réécriture, on se retrouve avec un problème très semblable au problème
TDMA introduit dans l’équation (2.15). La seule différence vient de la contrainte sur la
puissance d’émission totale de l’équation (4.4d). En effet, alors qu’en TDMA on avait une
contrainte sur la puissance maximale par utilisateur en OFDMA, on n’a plus qu’une seule
contrainte qui concerne la somme des puissances d’émission.
La réécriture faite ici nous permet de proposer une méthode de résolution très proche de
celle utilisée dans le Chapitre 3. Pour résoudre ce problème on va donc pouvoir :
— Utiliser la contrainte de capacité de l’équation (4.4b) pour réécrire les problèmes en
fonction des µ′k.
— Montrer que le problème est convexe et donc utiliser les conditions de KKT pour le
résoudre.
— Montrer que lorsqu’aucune des contraintes n’est saturée, la solution est donnée par
l’équation (3.7).
— Si la contrainte de l’équation (4.4d) ou celle de l’équation (4.4f) est saturée, on peut
utiliser une méthode de résolution numérique pour trouver la valeur optimale des µ′k.
— Enfin, on revient aux variables du problème initial par le biais des équations (4.2) et
(4.3).
Cette résolution est très similaire à celle présentée dans le chapitre précédent, c’est
pourquoi nous ne la décrirons pas davantage. Dans la suite de ce chapitre, nous nous
concentrons sur le cas ou au moins un des utilisateurs a un canal à évanouissements.
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Figure 4.2 – La largeur de bande est divisée en Nc blocs de ressources. Dans cet exemple, on a 6
blocs de ressources qui sont répartis entre 2 utilisateurs.
4.3 Dans un canal sélectif en fréquence
4.3.1 Position du problème
On se place dans la situation où les utilisateurs ont des canaux sélectifs en fréquence.
Dans ce cas là, la largeur de bande B est généralement divisée en Nc blocs de ressources de
largeur fixe. La largeur de bande Bc de chacun de ces blocs de ressources est choisie de sorte
qu’ils soient assez fins pour que l’on puisse considérer que le canal ne varie pas sur la largeur
du bloc. De plus, N = N0Bc désigne la puissance du bruit.
On suppose le modèle décrit par la Figure 4.2. On a Nc blocs de ressources pour servir
Nu utilisateurs. On indexe les utilisateurs par la lettre k et les blocs de ressources par la
lettre n. On note gk,n le coefficient du canal de l’utilisateur k dans le bloc de ressources n
et P k,nTX la puissance d’émission utilisée pour cet utilisateur dans ce bloc de ressources. On
rappelle que pour résoudre le problème d’allocation de ressources et de puissance avec du
Cell DTx, la station de base va devoir :
— Résoudre le problème d’allocation de ressources, c’est-à-dire allouer à chaque utili-
sateur un jeu de blocs de ressources. Dans la suite de ce chapitre, on notera Sk le jeu
de blocs de ressources dédié à l’utilisateur k et Nk son cardinal.
— Résoudre le problème d’allocation de puissance qui consiste à calculer la puissance
d’émission de chaque utilisateur dans chaque bloc de ressources ainsi que le temps µa
pendant lequel la station de base est active.
Dans la suite de ce chapitre, nous décrirons la résolution du problème dans l’ordre inverse.
Nous commencerons par décrire la résolution du problème d’allocation de puissance. Pour
cela, nous supposerons qu’une allocation de ressources à été réalisée (quelle qu’elle soit) et
nous verrons comment doit être allouée la puissance pour minimiser la consommation de la
station de base. Ensuite, nous étudierons le problème d’allocation de ressources.
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Bien que cet ordre de présentation soit inverse à celui dans lequel les deux allocations sont
réalisées, il permet de mieux les décrire. En effet, la stratégie d’allocation de puissance ne
dépend pas de l’allocation de ressources. Elle peut donc être décrite en premier. L’allocation
de ressources, quand à elle, dépend de l’allocation de puissance. Cet ordre de présentation
est souvent adopté dans la littérature [30, 34].
4.3.2 Allocation de puissance
On se concentre sur le problème d’allocation de puissance. On suppose que l’allocation
de ressources a été réalisée et que l’on a choisi Sk pour chaque utilisateur. On cherche,
maintenant, à répartir la puissance d’émission entre les utilisateurs afin de minimiser la
puissance moyenne consommée par la station de base. Ce problème d’allocation de puissance
s’écrit :
min
µa,PTX
Pm = (1− µa)Ps +
P0 +mp Nu∑
k=1
Nk∑
n=1
P k,nTX
µa (4.5a)
S.t. µa ∈ [0; 1] (4.5b)
Ck −Bcµa
Nk∑
n=1
log2
1 + gk,nP k,nTX
N
 = 0, ∀k ∈ J1;NuK (4.5c)
Nu∑
k=1
Nk∑
n=1
P k,nTX ≤ Pmax (4.5d)
P k,nTX ≥ 0, ∀k, n ∈ J1;NuK× J1;NkK (4.5e)
Dans le problème décrit par le système d’équation (4.5), l’expression de la puissance
moyenne consommée par la station de base pendant une trame est donnée par l’équation
(4.5a). Les autres équations donnent respectivement les contraintes sur le temps de service
(équation (4.5b)), les contraintes de capacité des utilisateurs (equation (4.5c)) ainsi que les
contraintes sur les puissances d’émission.
On prouve dans l’Annexe B.1 que le problème formulé par l’équation (4.5) n’est pas
convexe au sens donné dans [40].
Reformulation du problème
Pour pouvoir traiter le problème d’allocation de puissance, on doit le réécrire sous forme
convexe. Pour cela, on introduit la variable Ck,n qui est la capacité de l’utilisateur k dans le
bloc de ressources n :
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Ck,n = Bcµa log2
1 + gk,nP k,nTX
N
 . (4.6)
L’introduction des Ck,n permet de réécrire la fonction objectif :
(1− µa)Ps +
P0 +mp Nu∑
k=1
Nk∑
n=1
N
gk,n
[
2
Ck,n
Bcµa − 1
]µa. (4.7)
On peut alors montrer que :
Proposition 4.1. Si Ck,n ≥ 0 pour tout k et tout n, et µa > 0, la fonction Pm définie par
l’équation (4.7) est convexe.
Démonstration. La matrice Hessienne de la fonction gk,n : (µa, Ck,n) 7→ mpNµagk,n
(
2
Ck,n
Bcµa − 1
)
est égale à :
Hk,n =
mpN ln(2)2
gk,nB2cµa
2
Ck,n
Bcµa
 C2k,nµ2a −Ck,nµa
−Ck,nµa 1
 . (4.8)
Les valeurs propres de cette matrice Hessienne sont λ1 = 0 et
λ2 = mpN ln(2)
2
gk,nB2cµa
(
1 + C
2
k,n
µ2a
)
2
Ck,n
Bcµa . Si Ck,n ≥ 0 pour tout k et tout n, et µa > 0, ces deux
valeurs propres sont positives ou nulles. La fonction objectif définie par l’équation (4.7) est
convexe.
L’introduction des Ck,n permet aussi de réécrire la contrainte de l’équation (4.5d). En
effet, cette contrainte peut être réécrite :
µa
Nu∑
k=1
Nk∑
n=1
N
gk,n
[
2
Ck,n
Bcµa − 1
]
≤ µaPmax. (4.9)
Cette contrainte est aussi convexe. La preuve est similaire à celle faite ci-dessus. Finalement,
on obtient la formulation suivante pour le problème d’optimisation :
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min
µa,Ck,n
(1− µa)Ps +
P0 +mp Nu∑
k=1
Nk∑
n=1
N
gk,n
[
2
Ck,n
Bcµa − 1
]µa (4.10a)
S. à µa ∈ [0; 1] (4.10b)
Ck −
Nk∑
n=1
Ck,n = 0, ∀k (4.10c)
µa
Nu∑
k=1
Nk∑
n=1
N
gk,n
[
2
Ck,n
Bcµa − 1
]
≤ µaPmax (4.10d)
Ck,n ≥ 0, ∀k, n (4.10e)
Nous avons montré que la fonction objectif est convexe, tout comme les différentes
contraintes. C’est suffisant pour montrer que le problème est convexe.
Résolution du problème d’allocation de puissance
Le problème étant convexe, on peut le résoudre en utilisant les conditions de Karush-Kuhn
et Tucker. La méthode employée est donc similaire à celle utilisée dans le Chapitre 3. Dans
cette section, nous énonçons seulement les principaux résultats. Le lecteur intéressé par les
détails mathématiques peut consulter l’Annexe B.2.
Dans un premier temps, en appellant µopt la valeur optimale de µa et en dérivant le
Lagrangien de notre problème, on obtient l’expression de la valeur optimale des Ck,n comme
la solution d’un algorithme de water-filling :
Ck,n =
CkN ′k +Bcµopt log2
 gk,n(∏N ′
k
n=1 gk,n
) 1
N′
k


+
. (4.11)
Dans cette équation, (.)+ = max(., 0) (cette notation a été introduite dans le Chapitre 2
lors de l’introduction de l’algorithme du water-filling). De plus, N ′k désigne le nombre de blocs
de ressources alloués à l’utilisateur k dans lesquels la puissance d’émission est non-nulle. Une
fois que cette expression est établie, on peut utiliser l’équation (4.6) pour déduire l’expression
de la puissance d’émission optimale pour chaque utilisateur :
P k,nTX = N
 2
Ck
N′
k
Bcµopt(∏N ′
k
n=1 gk,n
) 1
N′
k
− 1
gk,n

+
. (4.12)
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L’allocation de puissance optimale donnée par l’équation (4.12) est très proche de celle
sans Cell DTx, qui a déjà été calculée dans la littérature [34] et que nous avons rappelée dans
le Chapitre 2, équation (2.12). A la différence de l’allocation de puissance sans Cell DTx,
avec l’allocation de puissance avec Cell DTx, la valeur de µopt apparait dans le calcul des
puissances.
Cette valeur µopt doit être calculée de façon temporaire à chaque étape de l’algorithme de
water-filling. on rappelle que, après chaque itération de l’algorithme du water-filling, on va
successivement mettre à 0 la puissance d’émission dans les blocs de ressources dans lesquels
elle est négative et recalculer les puissances d’émission. Ceci jusqu’à ce qu’elles soient toutes
positives. Lorsque le Cell DTx est utilisé, avant de recalculer la puissance d’émission, on doit
calculer la valeur de µopt dont va dépendre la valeur des P k,nTX .
Cette valeur de µopt va être calculée de différentes manières en fonction des contraintes
qui sont saturées ou non. On a trois cas différents :
1. Soit µopt = 1, c’est-à-dire que la contrainte de l’équation (4.10b) est saturée.
2. Soit la contrainte de l’équation (4.10d) est saturée. Dans ce cas là, on notera µmin la
valeur de µopt.
3. Soit aucune des deux contraintes énoncées ci-dessus n’est saturée. Dans ce cas là, on
notera µopt1 la valeur de µopt.
Les trois cas possibles sont présentés sur la Figure 4.3. Pour bien les comprendre, il
faut comparer les puissances statique et dynamique de la station de base. Pour rappel, la
puissance dynamique est proportionnelle à la puissance d’émission alors que la puissance
statique n’en est pas directement dépendante. Pour minimiser la puissance statique, il faut
que la station de base soit en veille le plus longtemps possible alors que pour minimiser la
puissance dynamique, il faut réduire au maximum la puissance d’émission, c’est-à-dire ne pas
passer en mode veille.
Si la puissance dynamique de la station de base est dominante devant la puissance statique,
on gagne peu de puissance en passant en veille, dans ce cas là, la contrainte de l’équation
(4.10b) est saturée (cas 1). Au contraire, si la puissance statique est dominante, on a un
grand intérêt à passer en veille et peu d’intérêt à faire du contrôle de puissance. Dans ce
cas là, la contrainte de l’équation (4.10d) est saturée (cas 2). Si les deux puissances sont du
même ordre de grandeur, on va se retrouver dans le dernier cas, c’est-à-dire qu’aucune des
deux contraintes n’est saturée.
Les observations faites ci-dessus nous montrent que l’on ne pourra pas avoir les deux
contraintes saturées en même temps. On détaille maintenant le calcul de µopt dans les trois
différents cas.
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Figure 4.3 – Les trois situations possibles pour le calcul de µopt. Dans le premier cas, la contrainte
de temps de l’équation (4.10b) est saturée. Dans le second, la contrainte de puissance de l’équation
(4.10d) est saturée. Dans le dernier, aucune de ces contraintes n’est saturée.
Cas 1 : Si la contrainte sur le temps de service total est saturée, la station de base ne se
met jamais en mode veille. On a alors µopt = 1. La puissance d’émission de chaque utilisateur
dans chaque bloc de ressources est donc égale à :
P k,nTX = N
 2
Ck
N′
k
Bc(∏N ′
k
n=1 gk,n
) 1
N′
k
− 1
gk,n

+
. (4.13)
On retrouve alors l’allocation de puissance optimale sans mise en veille [34].
Cas 2 : Lorsque la contrainte sur la puissance maximale (équation (4.10d)) est saturée,
toute la puissance d’émission est utilisée pour servir les utilisateurs. Par conséquent, le temps
de service optimal est égal au temps de service minimum permettant de servir les utilisateurs.
On note µmin ce temps de service qui peut être calculé en résolvant l’équation suivante grâce
à un algorithme de recherche de racines à une seule variable :
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N
Nu∑
k=1
 N ′k2
Ck
N′
k
Bcµmin(∏N ′
k
n=1 gk,n
) 1
N′
k
−
N ′k∑
n=1
1
gk,n
 = Pmax. (4.14)
Cas 3 : Dans ce cas là, aucune des contraintes mentionnées ci-dessus n’est saturée. On
appelle µopt1 la valeur optimale de µa qui est la solution de :
Nu∑
k=1
2
Ck
N′
k
Bcµopt1(∏N ′
k
n=1 gk,n
) 1
N′
k
[
Ck ln(2)
Bcµopt1
−N ′k
]
− P0 − Ps
mpN
+
Nu∑
k=1
N ′k∑
n=1
1
gk,n
= 0. (4.15)
La preuve est donnée en Annexe B.2.
On peut remarquer que, si la station de base ne sert qu’un seul utilisateur, le temps de
service de l’utilisateur est égal à :
µopt =
C ln(2)
N ′cBc
1
W
(
e−1
(∏N ′c
n=1 gn
) 1
N′c
(
P0−Ps
mpN ′cN
− 1N ′c
∑N ′c
n=1
1
gn
))
+ 1
. (4.16)
Dans cette équation N ′c désigne le nombre de blocs de ressources dans lesquels la puissance
d’émission est non-nulle. On remarque que cette formule est très similaire à celle dérivée
équation (3.7) dans le cas TDMA.
Finalement, l’Algorithme 4 détaille le calcul des puissances d’émission et du temps de
service µopt.
Nous venons de résoudre le problème d’allocation de puissance avec du Cell DTx de
manière optimale. Dans la suite nous nous intéressons au problème d’allocation de ressources.
4.3.3 Allocation de ressources
Nous avons vu dans la section précédente que la solution du problème d’allocation de
puissance avec Cell DTx est similaire à celle sans Cell DTx. Ainsi, avant de proposer des
solutions spécifiques pour l’allocation de ressources avec de la transmission discontinue, il
peut être judicieux d’analyser les performances des solutions proposées pour l’allocation de
ressources sans Cell DTx.
L’objectif des solutions proposées pour l’allocation de ressources en OFDMA sans Cell
DTx est de s’approcher de l’allocation de ressources optimale sans Cell DTx. Ces solutions
ne seront efficaces avec du Cell DTx que si l’allocation de ressources optimale sans Cell DTx
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Algorithme 4 Calcul des puissances d’émission et du temps de service µopt
P k,nTX = −1, ∀k, n
Soit gtemp la liste des gk,n.
while minP k,nTX < 0 do
P k,nTX = 0, ∀k, n
Calculer µopt1 avec l’équation (4.15) en considérant uniquement les gk,n de gtemp.
Calculer µmin avec l’équation (4.14) en considérant uniquement les gk,n de gtemp.
if µopt1 > 1 then
µopt = 1
else if µopt1 < µmin then
µopt = µmin
else
µopt = µopt1
end if
for n de 1 à Nc do
if gk,n ∈ gtemp then
P k,nTX = N
 2 CkN′kBc(∏N′
k
n=1 gk,n
) 1
N′
k
− 1gk,n
.
if P k,nTX < 0 then
gtemp = gtemp \ gk,n
end if
end if
end for
end while
est proche de l’allocation de ressources optimale avec du Cell DTx. On va donc comparer la
puissance consommée par la station de base dans deux cas différents :
— Avec l’allocation de ressources et de puissance optimale avec Cell DTx (cette stratégie
sera nommée (r1) dans la suite de cette section),
— Avec l’allocation de ressources optimale sans Cell DTx et l’allocation de puissance
optimale avec Cell DTx (cette stratégie sera nommée (r2) dans la suite de cette section).
Si le nombre de blocs de ressources et d’utilisateurs ne sont pas trop importants, les
allocations de ressources optimales peuvent être trouvées grâce à une recherche exhaustive.
C’est-à-dire en essayant toutes les combinaisons de ressources possibles et en choisissant celle
pour laquelle la consommation d’énergie est la plus faible.
Pour trouver l’allocation de ressources optimale avec Cell DTx (r1), on va réaliser
l’allocation de puissance présentée dans la section précédente pour chaque combinaison de
blocs de ressources et choisir celle pour laquelle la puissance consommée est la plus faible.
Pour calculer la puissance consommée par la station de base avec l’allocation de ressources
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optimale sans Cell DTx (r2), on utilise l’équation (4.13) pour réaliser l’allocation de puissance
pour toutes les combinaisons possibles et on choisit celle qui consomme le moins de puissance.
Ensuite, on utilise l’algorithme 4 pour réaliser l’allocation de puissance avec Cell DTx. Il est
à noter que cette deuxième allocation de ressources est sous-optimale comparée à la première.
Si ces deux solutions apportent des performance similaires, on pourra utiliser les allocations
de ressources proposées sans prendre en compte le Cell DTX. Au contraire, si la seconde
solution a de biens moins bonnes performances, il faudra trouver des allocations de ressources
spécifiques à l’utilisation du Cell DTx.
Pour comparer les deux allocations de ressources mentionnées ici, on suppose que deux
utilisateurs sont servis par la station de base. Tout comme dans le standard LTE, on suppose
que la bande est divisée en blocs de ressources de 180 kHz. La station de base sert les
utilisateurs dans 6 ou 15 blocs de ressources (ces valeurs correspondent respectivement à la
bande LTE de 1, 4 MHz et à celle de 3 MHz). Le fading est généré en utilisant le modèle
ETU Typical Urban [81].
Pour chaque utilisateur, on va fixer ses conditions de propagation moyennes. Pour cela,
on va dénoter ρMi le RSB moyen qu’aurait l’utilisateur i s’il était servi avec la moitié de la
puissance d’émission sur la moitié de la bande. On va considérer deux cas différents :
— Dans le premier cas, les deux utilisateurs ont le même RSB égal à 15 dB.
— Dans le second, le premier utilisateur a un RSB égal à 5 dB et le second a un RSB égal
à 25 dB.
On considèrera aussi deux types de stations de base différents, une femto-cellule et une
macro-cellule. On a finalement 8 cas différents. Pour chacun d’eux, on fait varier la contrainte
de capacité des utilisateurs et on regarde la perte liée à l’utilisation de l’allocation de ressources
optimale sans Cell DTx (qui est sous-optimale quand on utilise du DTx). Pour évaluer cette
perte, on la compare au gain apporté par le Cell DTX, c’est à dire que l’on calcule :
∆ = P
r2
DTx − P r1DTx
PnoDTx − P r1DTx
. (4.17)
Dans cette équation P r2DTx est la puissance moyenne consommée par la station de base avec
l’allocation de ressources r2 (optimale si on ne fait pas de Cell DTx), P r1DTx est la puissance
moyenne consommée par la solution optimale avec Cell DTx (r1) et PnoDTx est la puissance
moyenne consommée par la station de base avec l’allocation de ressources et de puissance
sans Cell DTx. Les résultats obtenus sont détaillés dans le Tableau 4.1.
On peut voir dans le Tableau 4.1, que la perte liée à l’utilisation de l’allocation de
ressources (r2) est très faible. Elle représente moins de 10 % du gain qu’apporte le Cell DTx.
Afin de visualiser cette faible perte, on trace sur la Figure 4.4 la puissance consommée par la
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Tableau 4.1 – Consommation supplémentaire liée à l’utilisation de l’allocation de ressources optimale
sans Cell DTx.
type de station de base ρM1 (dB) ρM2 (dB) Nc Perte (%) Scenario
Macro
15 15 6 1.1 #115 1.7 #2
5 25 6 10.3 #315 2.5 #4
Femto
15 15 6 0.9 #515 1.3 #6
5 25 6 6.8 #715 1.2 #8
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Figure 4.4 – Puissance moyenne consommée par la station de base avec l’allocation de puissance
optimale appliquée avec soit l’allocation de ressources optimale (r1), soit avec l’allocation de ressources
qui ne considère pas le Cell DTx (r2).
station de base avec la stratégie (r1) et avec la stratégie (r2) dans le scénario #7 (un des
pires cas).
On voit bien sur la Figure 4.4 que l’utilisation de r1 et r2 donne quasiment les même
résultats. Par conséquent, l’allocation de ressources optimale sans Cell DTx et l’allocation de
ressources optimale avec Cell DTx ont quasiment les mêmes performances. Par conséquent,
on peut utiliser les solutions proposées pour l’allocation de ressources sans prendre en
compte le Cell DTx lorsque du DTx est utilisé. Par exemple, on peut utiliser l’une des
solutions proposées dans [30, 33]. Sans restriction, dans la section suivante, nous utiliserons
les algorithmes Bandwidth Assignement Based on SNR (BABS) et Amplitude Creeving Greedy
(ACG) pour l’allocation de ressources qui ont été proposés par Kivanc et al. en 2003 [39].
Cette solution a l’avantage d’avoir une faible complexité.
4.3 Dans un canal sélectif en fréquence | 91
4.3.4 Résultats numériques
Suite aux conclusions de la section précédente, nous proposons d’utiliser une solution qui
utilise l’algorithme BABS+ACG pour l’allocation de ressources avec l’allocation de puissance
présentée par l’Algorithme 4.
L’algorithme BABS permet de calculer le nombre Nk de blocs de ressources alloués à
chaque utilisateur simplement en calculant le nombre de blocs de ressources qu’il faudrait
pour servir l’utilisateur si son coefficient d’atténuation du canal était identique dans tous les
canaux et égal au coefficient de canal moyen de l’utilisateur. Ensuite, l’algorithme ACG est
un algorithme glouton qui alloue à chaque utilisateur Nk canaux. Pour cela, il parcourt les
canaux et les alloue successivement à l’utilisateur qui a le meilleur coefficient d’atténuation
dans ce canal. Ceci jusqu’à ce que le nombre de canaux alloués à chaque utilisateur soit égal
à Nk.
On commence par évaluer les performances de la solution proposée pour l’allocation de
ressources dans des cas simples. Pour cela, on considère les scénarios #1, #3, #5, #7 décrits
dans le Tableau 4.1. Pour chacun de ces scénario, on compare la consommation de la station
de base avec l’allocation de ressources optimale et avec l’algorithme BABS+ACG.
On peut voir sur la Figure 4.5 que l’on a trois cas différents :
1. On peut voir sur la Figure 4.5a et sur la Figure 4.5c que lorsque les deux utilisateurs
ont le même RSB moyen, l’algorithme BABS+ACG donne des résultats optimaux.
2. On voit sur la Figure 4.5b que, pour une macro-cellule, l’erreur liée à l’utilisation
de l’algorithme BABS+ACG est identique avec ou sans Cell DTx. Par conséquent,
on pourrait améliorer les performances de l’allocation de ressources en utilisant une
allocation de ressources plus performante mais plus complexe, qui a déjà été proposée
dans la littérature sans prendre en compte le Cell DTx. Par exemple, celle proposée
dans [30].
3. Finalement, on peut voir sur la Figure 4.5d, que, pour une femto-cellule, lorsque les
utilisateurs ont un RSB très différent, la perte causée par l’allocation de ressources est
plus importante si on applique le Cell DTx.
Les deux derniers cas s’expliquent en regardant la puissance statique moyenne et la
puissance dynamique moyenne des stations de base. En effet, l’allocation de ressources utilisée
a été conçue pour minimiser la puissance d’émission de la station de base. Elle a donc pour
but de minimiser la puissance dynamique.
Les macro-cellules ont une puissance dynamique élevée. C’est pourquoi, pour ces stations
de base, l’utilisation d’une allocation de ressources qui minimise la puissance dynamique a de
bonnes performances. Au contraire, la puissance dynamique d’une femto-cellule est faible. Par
conséquent, l’allocation de ressources proposée aura des performances un peu moins bonnes.
92 | Allocation de ressources et de puissance avec de la transmission discontinue en
OFDMA
0.5 1 1.5 2
Contrainte de capacité (Mbits/s)
70
80
90
100
110
120
130
140
150
160
170
Pu
is
sa
nc
e 
co
ns
om
m
ée
 (W
)
Optimale sans Cell DTx
BABS+ACG sans Cell DTx
BABS+ACG avec Cell DTx
Optimale avec Cell DTx
(a) Macro-cellule, ρM1 = ρM2 = 15 dB
0.2 0.4 0.6 0.8 1 1.2 1.4
Contrainte de capacité (Mbits/s)
80
100
120
140
160
180
200
220
Pu
is
sa
nc
e 
co
ns
om
m
ée
 (W
)
Optimale sans Cell DTx
BABS+ACG sans Cell DTx
BABS+ACG avec Cell DTx
Optimale avec Cell DTx
(b) Macro-cellule, ρM1 = 5 dB, ρ2max = 25 dB
0.2 0.4 0.6 0.8 1 1.2 1.4
Contrainte de capacité (Mbits/s)
2.5
3
3.5
4
4.5
5
Pu
is
sa
nc
e 
co
ns
om
m
ée
 (W
)
Optimale sans Cell DTx
BABS+ACG sans Cell DTx
BABS+ACG avec Cell
Optimale avec Cell DTx
(c) Femto-cellule, ρM1 = ρM2 = 15 dB
0.2 0.4 0.6 0.8 1 1.2 1.4
Contrainte de capacité (Mbits/s)
3
3.5
4
4.5
5
5.5
Pu
is
sa
nc
e 
co
ns
om
m
ée
 (W
)
Optimale sans Cell DTx
BABS+ACG sans Cell DTx
BABS+ACG sans Cell DTx
Optimale avec Cell DTx
(d) Femto-cellule, ρM1 = 5 dB, ρM2 = 25 dB
Figure 4.5 – Comparaison de la solution proposée (utilisation de l’algorithme BABS+ACG pour
l’allocation de ressources) avec une solution optimale (recherche exhaustive).
Avec l’allocation de ressources utilisée, la puissance consommée par la station de base
est, au pire, 5% supérieure à celle consommée avec une solution optimale (qui demande une
recherche exhaustive).
Nous évaluons maintenant les performances de l’allocation de puissance optimale dans
un scénario réaliste. On suppose une macro-cellule qui sert des utilisateurs répartis suivant
un processus de Poisson. On a en moyenne 10 utilisateurs dans la zone de couverture et la
distance entre les utilisateurs et la station de base varie entre 300 et 1500 m. On suppose que
le facteur de bruit du récepteur est égal à 2 dB et le gain d’antenne est de 10 dBi. La bande
de 20 MHz est centrée autour de 2 GHz et est divisée en 100 canaux. Les path-losses sont
calculés avec le modèle de Winner II suburban macrocell et le fading est généré via le modèle
ETU Extended Pedestrian A. On suppose que tous les utilisateurs ont la même contrainte de
capacité.
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Figure 4.6 – Puissance moyenne consommée par la station de base en utilisant l’algorithme
BABS+ACG pour l’allocation de ressources et avec différentes allocations de puissance.
De manière analogue à ce qui a été fait dans le Chapitre 3, on compare trois stratégies
d’allocation de puissance différentes :
— L’allocation de puissance optimale proposée.
— Une stratégie sans contrôle de puissance. C’est-à-dire, pour laquelle la somme des
puissances d’émission est toujours égale à Pmax. Avec cette stratégie, le temps de service
(pendant lequel la station de base est active) est calculé avec l’équation (4.14).
— L’allocation de puissance optimale sans Cell DTx.
Pour chacune des stratégies comparées, on réalise d’abord l’allocation de ressources avec
l’algorithme BABS+ACG. Ensuite, on réalise l’allocation de puissance désirée. Sur la Figure
4.6, on montre l’évolution de la puissance consommée par la station de base en fonction de la
contrainte de capacité des utilisateurs.
On peut voir sur cette figure que, comme attendu, l’allocation de puissance optimale a
les meilleures performances. Lorsque les utilisateurs ont des contraintes de capacité faible,
cette solution a un fort gain par rapport à la solution sans Cell DTx. Notre solution permet
de réduire la puissance consommée de 38 % par rapport à la solution sans Cell DTx. Si on
compare maintenant la solution optimale avec la solution sans contrôle de puissance, on voit
que l’écart entre les deux courbes est maximum lorsque la contrainte de capacité est élevée.
Le gain apporté par l’allocation de puissance optimale représente jusqu’à 8 % de la puissance
consommée par la station de base.
4.4 Conclusions
Dans ce chapitre nous nous sommes intéressés au problème d’allocation de ressources et
de puissance en OFDMA.Nous avons d’abord supposé que le canal de tous les utilisateurs
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était plat. Nous avons montré que, dans ce cas là, ce problème peut-être reformulé pour
donner un problème similaire à celui traité en TDMA dans le Chapitre 3.
Ensuite, nous nous sommes intéressés au cas où le canal des utilisateurs n’est pas plat.
Nous avons proposé un algorithme pour réaliser l’allocation de puissance optimale. Nous
avons ensuite vu que les solutions proposées pour l’allocation de ressources sans Cell DTx
peuvent être utilisées avec du Cell DTx.
Nous venons de voir, dans les Chapitres 2, 3 et 4 que l’utilisation du Cell DTx avec une
allocation de ressources et de puissance efficace permet de réduire l’énergie consommée par les
réseaux mobiles. Cependant, le potentiel des réseaux de communication dans la réduction de
l’empreinte écologique de l’activité humaine ne s’arrête pas à la réduction de la consommation
des réseaux mobiles. En effet, les réseaux de communication, et en particulier les réseaux
d’objets connectés, peuvent aider à mieux gérer des systèmes distribués complexes tels que le
réseau électrique intelligent. Ceci permet, par exemple, d’intégrer plus facilement les énergies
renouvelables dans la production d’électricité et dans le réseau cellulaire. Ceci permet, donc,
de mieux gérer l’énergie du réseau mobile.
Dans la Partie 2, nous étudions les réseaux de communication pour le réseau électrique
intelligent.
Deuxième partie
Amélioration des communications
du réseau électrique intelligent

Chapitre 5
Communications dans le réseau
électrique intelligent
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5.1 Introduction
L’intégration d’énergies renouvelables dans la production d’électricité permet de réduire
les émissions de gaz carbonique. Cependant, certaines de ces sources ont une production
d’électricité intermittente (c’est le cas du solaire et de l’éolien). C’est pourquoi leur insertion
dans le réseau électrique réduit sa stabilité.
Pour palier ce problème, il faut mettre en place des mécanismes de gestion du réseau
électrique afin de le transformer en réseau électrique intelligent. La mise en place de ces
mécanismes se fait en répartissant des capteurs et actionneurs tout au long du réseau électrique.
Ceux-ci étant distribués dans l’espace, leur mise en place nécessite l’utilisation de réseaux de
communication pour transmettre les relevés et les informations de contrôle.
98 | Communications dans le réseau électrique intelligent
Figure 5.1 – Le réseau électrique sous sa forme historique. On a un découpage en quatre parties : la
production, le réseau de transport, le réseau de distribution et la consommation.
L’objectif de ce chapitre est de dresser un état de l’art des réseaux de communication
utilisés et envisagés pour le réseau électrique intelligent. Pour cela, nous présentons d’abord
les différents réseaux de communication qui sont nécessaires au bon fonctionnement du
réseau électrique. Ensuite, nous utilisons l’architecture HDCRAM qui a été introduite dans
le Chapitre 1 pour décrire plus précisément les mécanismes de gestion du réseau électrique
intelligent. L’état de l’art présenté dans cette section a fait l’objet d’une publication dans
une conférence internationale [21].
5.2 Le réseau électrique intelligent
Historiquement, le réseau électrique est divisé en quatre parties distinctes :
— La partie production qui comprend l’ensemble des centrales électriques, qu’elles soient
hydrauliques, nucléaires, à charbon ou autres. Traditionnellement, la majorité de
l’électricité est produite par des centrales qui ont une forte capacité de production. Ces
centrales sont reliées au réseau de transport.
— Le réseau de transport est un réseau haute tension qui fait le lien entre les centrales
électriques et le réseau de distribution (basse tension).
— Le réseau de distribution est un réseau basse tension qui a pour but d’amener l’électricité
jusqu’aux consommateurs finaux.
— Enfin, les consommateurs reliés au réseau de distribution consomment l’électricité.
Le réseau électrique traditionnel est schématisé sur la Figure 5.1.
Dans un réseau électrique, la puissance produite doit toujours être égale à la puissance
consommée. Si ce n’est pas le cas, la fréquence du courant électrique dans le réseau (qui a
une valeur nominale de 50 Hz) va être modifiée. Cette variation peut endommager le réseau
et causer des pannes. C’est pourquoi, il est nécessaire de maintenir sans-cesse l’équilibre
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entre production et consommation pour éviter que le réseau électrique sorte de son régime de
fonctionnement et devienne instable.
Aujourd’hui, chaque consommateur peut devenir un producteur d’électricité. Par exemple,
chacun peut mettre des panneaux solaires sur son toit. Par conséquent, une part de l’électricité
produite est maintenant directement injectée dans le réseau de distribution. Cette production
étant intermittente, il est nécessaire d’améliorer la gestion du réseau électrique, et en particulier
celle du réseau de distribution, pour éviter que celui-ci ne devienne instable. Ceci se fait
en utilisant des technologies de l’information et de la communication. En effet, le réseau
électrique étant un système distribué à grande échelle, les réseaux de communication sont un
élément clé dans la gestion du réseau électrique [82]. Plus globalement, en plus de permettre
une bonne intégration des énergies renouvelables, l’utilisation de ces technologies optimise le
fonctionnement du réseau et améliore sa fiabilité et sa sécurité [20].
Dans la section suivante, nous présentons les différents réseaux de communication qui
vont permettre de mieux gérer les quatre parties du réseau électrique.
5.3 Les communications du réseau électrique intelligent
Pour l’analyse des réseaux de communication on s’appuie principalement sur les documents
produits par le Smart Grid Coordination Group qui est un comité de normalisation qui réunit
le Comité Européen de Normalisation (CEN), le Comité Européen de Normalisation en
Électronique et Électrotechnique (CENELEC) et l’European Telecommunications Standards
Institute (ETSI). Dans [83, 84], ce consortium décrit les réseaux de communication qui sont
utiles à la gestion du réseau électrique. Dans le Tableau 5.1, nous avons classé ces réseaux en
fonction de deux critères :
— Leur étendue : un réseau peut-être à faible étendue (à l’échelle d’une maison ou d’un
bâtiment), d’étendue moyenne (à l’échelle d’un quartier ou d’un campus) ou de grande
échelle (à l’échelle d’une ville, d’un pays, voire à l’échelle internationale).
— La partie du réseau électrique pour laquelle ils sont utilisés : un réseau de communication
peut être utilisé pour gérer la production, la consommation, ou alors pour la gestion
du réseau (surveillance des lignes et autres éléments). Cet aspect dimensionne les
contraintes du système, c’est-à-dire le débit, la latence, ou le taux de perte de paquets
[85].
Dans le Tableau 5.1, nous avons aussi listé les standards de communication sans fil
envisagés pour chaque réseau de communication. On remarque dans ce tableau que les mêmes
standards peuvent être utilisés pour la gestion de la production et de la consommation. En
effet, les mécanismes de gestion de la prodution et de la consommation sont similaires et ont
les mêmes contraintes de communication (en particulier pour la latence). C’est pourquoi, il a
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Tableau 5.1 – Réseaux de communication utilisés pour la gestion du réseau électrique intelligent
[83, 84]
Partie gérée Etendue Réseaux Technologies et stan-
dards envisagés
Consommation
Faible por-
tée
Subscriber access network,
Home automation
Zigbee, Bluetooth, Wifi
Portée
moyenne
Neighborhood access net-
work, Backbone network
Zigbee, Wifi, Wireles-
sHART
Longue
portée
AMI backhaul GSM, GPRS, UMTS, LTE,
WiMAX, LoRaWAN, NB-
IoT, Sigfox
Production
Faible por-
tée
Industrial fieldbus Zigbee, Bluetooth, Wifi
Longue
portée
Balancing network GSM, GPRS, UMTS, LTE,
WiMAX, LoRaWAN, NB-
IoT, Sigfox
Réseau
Faible por-
tée
Intra-substation, Low-end
intra-substation
La plupart des protocoles
envisagés pour ces com-
munications sont filaires.
Comme par exemple le
standard IEC 61850
Longue
portée
Inter-substation LTE, LTE-M, NB-IoT, 5G
été proposé dans le document du US Department of Energy [85] de présenter la gestion de la
production et de la consommation comme un seul mécanisme. C’est ce que nous ferons dans
la suite de ce chapitre.
Afin de mieux comprendre le rôle de chacun de ces réseaux, dans la suite, nous utilisons
l’architecture HDCRAM qui a été présentée dans le Chapitre 1. Nous commencerons par
rappeler le principe de cette architecture. Ensuite, nous l’appliquerons pour la gestion du
réseau électrique intelligent. Ceci nous permettra de mieux comprendre les mécanismes de
gestion et d’expliquer plus précisément le rôle et les contraintes de chacun des réseaux.
5.4 Rappels sur l’architecture HDCRAM
L’architecture HDCRAM est schématisée sur la Figure 5.2 [9]. Cette architecture définit
un ensemble de règles qui servent à organiser la prise de décision dans un système intelligent.
Grâce à HDCRAM, on va donc pouvoir définir à la fois le rôle et la position, dans le
système global, des différents éléments qui composent la prise de décision dans un réseau
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Figure 5.2 – L’architecture HDCRAM est une architecture de gestion hiérarchique des systèmes
distribués intelligents.
électrique intelligent et définir les différents réseaux de communication qui existent entre ces
différents éléments. De plus, en utilisant HDCRAM, on peut présenter de manière homogène
les différents mécanismes qui gèrent le réseau électrique. Pour rappel, cette architecture
est composée de deux parties distinctes : la première pour la gestion de de l’information,
la seconde pour la transmission des ordres de reconfiguration. Dans HDCRAM la prise
de décision peut se faire à trois niveaux. On peut donc avoir des décisions locales, qui
ne concernent qu’un seul élément du système géré, des décisions qui concernent plusieurs
éléments et des décisions globales qui concernent l’ensemble du système. A chaque niveau, la
prise de décision se fait dans des unités qui se divisent en deux parties : la première pour le
traitement de l’information (CRMu) et la seconde pour la transmission des ordres (ReMu).
Par ailleurs, l’architecture HDCRAM est indépendante du mécanisme de gestion utilisé.
On peut donc actualiser un algorithme de gestion sans modifier l’organisation hiérarchique
de la prise de décision.
Nous allons utiliser cette architecture à trois niveaux pour décrire les mécanismes de
gestion du réseau électrique. Des architectures de gestion à trois niveaux ont déjà été proposées
dans la littérature pour la gestion hiérarchique de certaines parties du réseau électrique. Par
exemple, pour la gestion de la consommation [86, 87], pour la gestion d’un réseau électrique
de petite taille (microgrid) [88] ou encore pour la gestion de la consommation d’un bâtiment
intelligent [89]. Dans tous ces articles, les auteurs proposent des architectures spécifiques
pour un mécanisme de gestion. L’architecture HDCRAM a l’avantage de pouvoir être utilisée
pour décrire de la même manière les différents mécanismes de gestion du réseau électrique.
102 | Communications dans le réseau électrique intelligent
Il aurait aussi été possible de présenter les différents mécanismes de gestion du réseau
électrique et les réseaux de communication associés en utilisant la Smart Grid Architecture
Model (SGAM) qui est l’architecture proposée par le Smart Grid Coordination Group [83, 84].
Cependant, cette architecture a été conçue pour décrire l’interopérabilité entre les différents
éléments qui composent le réseau électrique, alors qu’avec l’architecture HDCRAM, on décrit
les mécanismes de gestion du réseau.
5.5 HDCRAM pour la gestion de la production et de la consom-
mation
Tout d’abord, pour la gestion de la consommation et de la production, (cinq premières
lignes du tableau 5.1), on a deux mécanismes qui sont l’Advanced Metering Infrasctructure et
la réponse à la demande. Avec l’AMI, l’opérateur du réseau électrique relève à intervalles
réguliers la production et la consommation des différents utilisateurs [90]. Ensuite, en fonction
de ce relevé, il peut envoyer des consignes aux utilisateurs afin que ceux-ci adaptent leur
comportement. Par exemple, l’opérateur du réseau peut calculer un nouveau prix pour
l’électricité. Celui-ci est retransmis aux usagers qui le considèrent dans leur façon de produire
et consommer de l’électricité. C’est ce que l’on appelle la réponse à la demande [85]. Les deux
mécanismes décrits dans ce paragraphe sont des composants essentiels du réseau électrique
intelligent.
Les deux mécanismes de gestion de la production et de la consommation cités ci-dessus
peuvent être représentés à deux échelles géographiques différentes : soit à l’échelle locale, soit
à l’échelle globale.
La représentation HDCRAM de la gestion de la production et de la consommation à
l’échelle locale est visible sur la Figure 5.3. A l’échelle locale, ou d’un quartier, on a différents
producteurs ou consommateurs (entreprises, bâtiments administratifs, champs de panneaux
solaires ou maisons). Chacun d’entre eux gère sa propre électricité. Par exemple, à l’intérieur de
la maison, cela concerne les appareils électriques, et en particulier ceux dont la consommation
peut être ajustée (climatisation), ceux dont le démarrage peut être différé (machine à laver),
les sources d’énergie (panneaux solaires) et les batteries (dans un véhicule électrique). Chacun
de ces appareils est donc géré par une unité de gestion de niveau 3. Le gestionnaire de la
maison, qui peut être un compteur intelligent, est au niveau 2 de l’architecture. Il a deux
rôles. Le premier est qu’il doit gérer le fonctionnement des différents appareils du bâtiment.
Le second est qu’il doit échanger des informations avec le reste du réseau électrique. En
particulier, il peut recevoir des consignes, ou encore, le prix de l’électricité et transmettre la
consommation électrique du bâtiment ou d’autres informations utiles pour la gestion. Cet
échange d’information se fait avec le gestionnaire de niveau 1 qui se trouve généralement dans
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Figure 5.3 – Représentation HDCRAM pour la gestion de la production et de la consommation à
l’échelle locale.
le poste électrique. Par exemple, dans l’AMI, on a un agrégateur au sein du poste électrique
qui récupère les données envoyées par les compteurs intelligents, qui les agrège et les transmet
au centre de contrôle.
La Figure 5.4 montre la représentation HDCRAM du mécanisme de gestion de la consom-
mation et de la production d’électricité à l’échelle globale. C’est la vue qu’ont les opérateurs
du réseau électrique. Au niveau 3 on a les postes de gestions qui sont reliés aux gestionnaires
régionaux (niveau 2) qui sont eux même reliés au gestionnaire global de la production et de
la consommation. La consommation d’électricité mesurée est remontée du gestionnaire de
niveau 3 vers celui de niveau 1 alors que les ordres (le prix) va être transmis depuis le niveau
1 vers l’unité de gestion de niveau 3.
Les communications de l’AMI et de la réponse à la demande ne sont pas très contraintes.
D’après le US Department of Energy [85], la latence des communications de ces deux
mécanismes peut-être comprise entre quelques secondes (AMI) et aller jusqu’à plusieurs
minutes (réponse à la demande). Pour ces deux mécanismes, on a plusieurs réseaux de
communication qui peuvent être classés en fonction de leur étendue. Pour chaque réseau, on
peut soit utiliser des communications filaires, soit utiliser des Courants Porteurs en Ligne
(CPL), soit utiliser des technologies sans fil. Dans la suite, pour des raisons de clarté, nous
ne présentons que les technologies sans fil qui peuvent être utilisées dans chaque réseau.
Tout d’abord, les réseaux de faible portée tel que le Subscriber access network, l’Home
automation et l’Industrial fieldbus, sont utilisés entre les unités de niveau 3 et celles de
niveau 2. Ces communications sont internes aux bâtiments (maisons, immeubles, usines) et
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Figure 5.4 – Représentation HDCRAM pour la gestion de la production et de la consommation à
l’échelle globale.
permettent de relier les différents appareils au gestionnaire de l’énergie de la maison, qui peut
être un compteur intelligent. Pour ces réseaux, on va pouvoir utiliser des technologies déjà
existantes dans la quasi-totalité des foyers (Wifi), des standards développés pour l’Internet
des Objets (IdO) à faible portée tels que le Zigbee ou le Bluetooth [91].
On a ensuite les réseaux de moyenne portée (Neighborhood access network, Backbone
network) qui permettent d’échanger des informations à l’échelle d’un quartier, d’un campus
ou d’un ensemble de bâtiments. Ces communications peuvent être utilisés entre les unités
de niveau 3 et celles de niveau 2 ou entres les unités de niveau 2 et celle de niveau 1 de
l’architecture HDCRAM locale. Pour ces communications, on peut utiliser des réseaux Wifi
ou Zigbee qui ont une portée moyenne. En plus de ces deux technologies génériques (c’est à
dire qui peuvent être utilisées pour différents usages), on peut aussi utiliser des standards
spécifiques tels que le WirelessHART qui est spécifiquement conçu pour les communications
entre compteurs intelligents et agrégateurs de données [92].
Enfin, on a les réseaux longue portée tels que l’AMI backhaul qui est utilisé pour trans-
mettre la consommation électrique depuis les agrégateurs de données vers le centre de contrôle
du réseau électrique. Pour ces communications longue distance on a plusieurs possibilités.
La première est d’utiliser les réseaux mobiles déjà existants. Par exemple, le réseau Global
System for Mobile communications (GSM) ou son extension le General Packet Radio Service
(GPRS) qui sont utilisés pour la 2G, sont aujourd’hui sous-utilisés par les utilisateurs mobiles.
C’est pourquoi le standard Extended Coverage-GSM (EC-GSM) adapte ces technologies pour
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les objets connectés [93]. Les auteurs de [94] proposent de faire évoluer les standards GSM et
GPRS spécifiquement pour le réseau électrique intelligent.
Pour les communications entre agrégateurs et les centres de contrôle régionaux, on peut
aussi utiliser des standards Low Power Wide Area Networks (LPWAN). Ces standards ont
récemment été conçus pour les réseaux IdO de longue portée [6]. Les standards LPWAN ont
plusieurs particularités. La première c’est qu’ils utilisent des protocoles radio très simples
souvent basés sur un schéma d’accès aux fréquences radio de type ALOHA [95]. Ces réseaux
ont aussi une longue portée (de l’ordre de la dizaine de kilomètres) et une très faible efficacité
spectrale. Les solutions les plus connues sont la technologie Ultra Narrow Band développée
par Sigfox [96] et la technologie LoRaWAN [97] développée par la LoRa Alliance. On peut
aussi citer la technologie Weightless [98] développée pour les communications dans les bandes
TV laissées libres et le standard Ingenu [6].
Les communications de chaque aggrégateur de l’AMI backhaul sont des communications
à faible débit et peu contraintes en latence. Elles peuvent donc être faites par le biais de
réseaux LPWAN [99]. C’est pourquoi ces réseaux seront au centre des études menées dans le
Chapitre 6.
Pour donner un exemple concret de standards utilisés pour la gestion de la consommation,
en France, Enedis, l’opérateur du réseau de distribution historique, est en train de déployer 35
millions de compteurs intelligents (Linky). Ces compteurs transmettent les données collectées
à un des 700000 agrégateurs de données situés dans les postes électriques en utilisant des
CPL. Ces derniers utilisent alors le réseau GPRS pour transmettre l’information au centre
de contrôle [100].
5.6 Description HDCRAM des mécanismes de gestion du ré-
seau
Les réseaux de communications présentés dans la section précédente seront le sujet du
Chapitre 6. Ce ne sont, cependant, pas les seuls réseaux de communications nécessaires pour
le fonctionnement d’un réseau électrique intelligent. Certains réseaux de communications
doivent être utilisés pour la maintenance des réseaux de transport et de distribution. En
d’autres termes, en plus de gérer la production et la consommation, il faut aussi gérer les
lignes électriques, les relais et les autres éléments qui composent le réseau électrique. Cette
gestion requiert aussi l’utilisation de réseaux de communication. Dans cette section, nous
présentons les mécanismes de gestion des réseaux de transport et de distribution et nous
présentons les différents réseaux de communication nécessaires pour la mise en place de ces
mécanismes.
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Figure 5.5 – Représentation HDCRAM pour la gestion du réseau de transport dans un réseau
électrique intelligent.
5.6.1 HDCRAM pour la gestion du réseau de transport
La gestion du réseau de transport se fait par le biais d’Intelligent Electronic Devices (IED)
et de Phasor Measurement Units (PMU) [101]. Le rôle des PMU est de mesurer le courant
et la tension du réseau, tout en étant synchronisés par un signal GPS. Ces PMU envoient
leurs informations vers le Phasor Data Concentrator (PDC) qui récupère les données de
plusieurs PMU, les agrège et les transfère au centre de contrôle. L’opérateur du réseau de
transport peut ainsi avoir une vue d’ensemble. C’est ce qu’on appelle le Wide Area Situational
Awareness (WASA) [102]. Grâce a cette vue globale du réseau de transport, l’opérateur peut
prendre des décisions et les appliquer via les actionneurs que sont les IED. Ceci lui permet
d’amortir les oscillations électriques qui peuvent endommager le réseau et de mieux gérer les
lignes et les installations de secours [103].
La Figure 5.5 montre la représentation HDCRAM de la gestion du réseau de transport.
Au niveau 3 de l’architecture, on a les PMU qui ont le rôle de capteur et les IED qui ont le
rôle d’actionneur. Au niveau 2, on a les PDC qui servent d’intermédiaires entre les PMU et
IED et le centre de contrôle, qui est au niveau 1 de l’architecture de gestion. Dans le réseau
de transport, la majorité des décisions demandent une vue globale du réseau et sont donc
prises au niveau 1.
La gestion du réseau de transport se fait par le biais d’un unique réseau de communication
qui est le réseau Inter-substation. Ce réseau est très contraint en terme de latence. En effet,
dans [103], les auteurs listent les différents mécanismes qui utilisent les PMU pour la gestion
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Figure 5.6 – Représentation HDCRAM pour la gestion du réseau de distribution dans un réseau
électrique intelligent.
du réseau de transport. Pour la plupart de ces mécanismes la latence doit être très faible,
c’est-à-dire en deçà de 50 ms. Seuls les standards de communication sans fil les plus récents
peuvent satisfaire une telle contrainte. Pour le réseau Inter-substation, on peut donc utiliser
la technologie 4G (LTE), ou ses variantes développées pour les objets connectés telles que
le NarrowBand-IoT (NB-IoT) [104]. De plus, la gestion du réseau de transport est une
application typique pour les communications très fiable et à faible latence (ultra-reliable and
low latency) qui seront introduites avec la cinquième génération de téléphonie mobile (5G)
[105].
5.6.2 HDCRAM pour la gestion du réseau de distribution
Le réseau de distribution est celui qui va connaître les plus grands changements lors
de la transformation du réseau électrique en réseau électrique intelligent. En effet, avec le
développement des énergies renouvelables, la multiplication des sources de stockage et le
développement des microgrids [106], ce réseau demande aujourd’hui une gestion similaire à
celle faite pour le réseau de transport.
En d’autres termes, il faut remplacer le système Supervisory Control and Data Acquisition
(SCADA) utilisé pour la gestion du réseau de distribution par des mécanismes flexibles
capables de se reconfigurer rapidement [107].
Comme montré sur la Figure 5.6, la gestion agile du réseau de distribution va se faire en
déployant des capteurs et actionneurs dans les postes électriques. On a donc deux types de
réseaux de communication différents pour la gestion du réseau de distribution : ceux qui sont
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internes aux postes électriques et ceux qui permettent de communiquer avec le gestionnaire
du réseau de distribution.
A l’intérieur des postes électriques on a les réseaux Intra-substation, Low-end intra-
substation qui permettent la communication entre les différents capteurs et actionneurs
du poste électrique (niveau 3 de l’architecture) et le gestionnaire de celui-ci (niveau 2 de
l’architecture). Pour ces réseaux, les interférences causées par le réseau électrique dans le
spectre des ondes radio empêchent l’utilisation de technologies sans-fils. C’est pourquoi des
standards de communication filaires sont préférables.
En ce qui concerne le réseau Inter-substation qui relie le gestionnaire du poste électrique
(niveau 2 de l’architecture) et le centre de contrôle du réseau de distribution (niveau 1 de
l’architecture), celui-ci a des contraintes extrêmement strictes. En effet, contrairement au
réseau de transport, la stabilité du réseau de distribution n’est pas aidée par des sources
d’énergie stables. Ce réseau est donc plus difficile à maintenir à son régime de fonctionnement.
Dans [108], les auteurs estiment que la latence de ce réseau doit être inférieure à 10 ms.
Une telle contrainte peut être satisfaite avec le standard LTE [109] ou avec une technologie
ultra-reliable and low latency de la 5G [105].
5.7 Conclusion
Dans ce chapitre, nous avons utilisé l’architecture HDCRAM pour décrire un réseau
électrique intelligent. Cette architecture nous a permis de présenter de manière unifiée les
différents mécanismes qui sont nécessaires au fonctionnement d’un tel réseau électrique. Une
fois ces mécanismes identifiés, nous avons pu positionner sur cette architecture les différents
réseaux de communications nécessaires pour l’échange d’information dans un réseau électrique.
Nous avons, enfin, discuté des standards de communication qui peuvent être utilisés dans
chaque réseau.
Nous avons vu que les standards développées spécifiquement pour les objets connectés
jouent un rôle important dans les communications du réseau électrique intelligent. En parti-
culier, les LPWANs sont des réseaux particulièrement intéressants pour l’AMI backhaul. Dans
le prochain chapitre, nous montrons comment des algorithmes d’apprentissage permettent
d’améliorer les communications dans les LPWAN.
Chapitre 6
Algorithmes de bandits pour les
réseaux d’objets connectés
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6.1 Introduction
Nous avons vu dans le Chapitre 5 que les réseaux d’objets connectés peuvent jouer un
rôle important dans la gestion du réseau électrique. En particulier, l’AMI backhaul est une
application idéale pour les LPWAN.
Dans ce chapitre nous montrons que des algorithmes de bandits multibras [110] peuvent
être utilisés pour améliorer les performances des réseaux d’objets connectés et en particulier
des LPWAN. Pour cela, nous commençons par décrire les indicateurs de performance d’un
réseau LPWAN. Nous verrons que la probabilité de collision est une métrique importante
dans ces réseaux. Nous la calculerons dans différents réseaux et verrons son impact sur la
latence. Une fois les métriques identifiées et calculées, nous verrons comment les algorithmes
de bandit multibras peuvent les améliorer.
Les travaux présentés dans ce chapitre ont donné lieu à un article de revue [111] et à une
publication dans une conférence internationale [112].
6.2 Les Low Power Wide Area Networks
Les LPWAN sont des standards de communication récemment développés pour l’internet
des Objets (IdO) [6]. Plus précisément, ces standards ont pour objectif de connecter n’importe
quel objet à internet en passant par une station de base (parfois appelée gateway). Ces
standards ont deux contraintes :
1. Avoir un faible coût de déploiement pour l’opérateur.
2. La consommation d’énergie des objets qui utilisent ces réseaux doit être faible.
Pour satisfaire la première de ces contraintes, il faut que le nombre de stations de base
déployées soit faible. Pour cela, la porté des communications doit être importante. Par
conséquent, les protocoles LPWAN sont déployés dans des bandes libres à basse fréquence
(en dessous du gigahertz) et utilisent des modulations qui permettent de démoduler même
lorsque la puissance du signal reçu est faible. Par exemple, la société Sigfox transmet sur
des bandes très fines pour limiter la puissance du bruit de réception, ce qui lui permet de
communiquer à plus grande distance [96]. Au contraire, la modulation LoRa utilisée avec le
standard LoRaWAN utilise de l’étalement de spectre [113], qui consiste à prendre le problème
à l’inverse en bénéficiant d’un gain d’étalement.
La seconde contrainte a deux impacts sur les caractéristiques des communications LPWAN.
Le premier est que toute la complexité de la communication doit être concentrée au niveau de
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Figure 6.1 – Le modèle considéré dans lequel un grand nombre d’objets connectés envoie des paquets
vers une station de base.
la station de base. Les objets ne doivent pas avoir besoin de réaliser des opérations complexes
pour communiquer. La seconde est que le protocole utilisé pour communiquer doit être simple
et ne demander que très peu de signalisation. On doit donc utiliser des protocoles basés sur
de l’ALOHA [95] comme dans les protocoles utilisés par Sigfox ou LoRaWAN.
On peut noter que dans les standards LPWAN, cités ci-dessus et dans le Chapitre 5,
aucun ne se base sur de l’ALOHA slotté [114]. Cependant, cette technologie pourrait être
utilisée pour ce type de standards et est aujourd’hui utilisée dans des protocoles tels que le
Zigbee qui peuvent aussi être utilisés pour le réseau électrique intelligent [115] mais pas pour
l’AMI backhaul (voir tableau 5.1).
Dans la section suivante, nous étudions la probabilité de collision dans un réseau LPWAN.
Nous verrons que c’est une métrique qui permet d’évaluer les performances de ces réseaux.
6.3 Probabilité de collision dans les réseaux LPWAN
Afin de calculer la probabilité de collision dans un réseau LPWAN, on va supposer le
système de la Figure 6.1. On a une station de base, par exemple d’un réseau LPWAN, qui
échange des informations avec des objets qui peuvent, par exemple, être des aggrégateurs du
réseau électrique intelligent (AMI backhaul). La plupart des communications sont en uplink,
c’est-à-dire, des objets vers la station de base et aucun échelonnement des paquets n’est
effectué par la station de base.
Dans un réseau ALOHA, chacun des objets du réseau envoie ses données par paquets.
Chaque objet envoie ses paquets quand il le veut, et, en cas de perte du paquet (par exemple
en raison d’une collision avec un autre paquet), le retransmet après un délai aléatoire. Dans
le cas ou plusieurs canaux sont disponibles, pour chaque retransmission, l’objet peut choisir
aléatoirement un des canaux pour chacune de ses communications.
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Figure 6.2 – On suppose que, dès que deux paquets se retrouvent au même moment dans un canal,
on a une collision et aucun des deux paquets ne peut être décodé.
Dans les LPWAN, les stations de base ont une grande zone de couverture. Par conséquent,
le nombre d’objets gérés par chaque station de base est élevé. Dans ce cas là, il est fréquent
que la station de base reçoive deux paquets en même temps dans le même canal fréquentiel,
il sera alors difficile de les décoder.
On suppose que, comme montré sur la Figure 6.2, dès que deux paquets se chevauchent
dans un canal (le premier paquet se termine après que le second ait commencé), les deux
paquets ne peuvent être décodés. C’est ce qu’on appelle une collision. Dans la suite, nous allons
calculer la probabilité de collision dans certains réseaux d’objets connectés et nous utiliserons
cette hypothèse. Bien que simpliste, cette hypothèse est commune dans la littérature [116, 117].
Elle n’est cependant pas toujours utilisée et certains travaux tels que [118] s’en passent. S’en
passer permet d’obtenir des résultats plus réalistes. Cependant, cela augmente la difficulté
des calculs et les expressions obtenus sont plus complexes et difficiles à interpréter.
Nous venons de décrire les réseaux ALOHA non-slottés ou purs. Cependant, dans cette
section, nous nous intéresserons aussi aux réseaux ALOHA slottés. La seule différence entre
un réseau ALOHA pur et un réseau ALOHA slotté est que, dans ce dernier, le temps est
divisé en slots.
Dans un réseau ALOHA ou dans un réseau ALOHA slotté partagé par un grand nombre
d’objets, on peut supposer que, la plupart des pertes de paquets sont dues aux collisions.
Dans ce cas là, les différentes métriques d’évaluation du réseau et en particulier la latence et
le débit, sont des fonctions de cette probabilité de collision.
Nous préférons ne pas utiliser le débit comme métrique d’évaluation du réseau. Pour
justifier ce choix, on considère un réseau ALOHA composé d’un seul canal et dans lequel le
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trafic généré par les objets suit une loi de Poisson d’intensité λ sans acquittement de paquets
[95], le débit dans un tel réseau est égal à :
D = λTme−2λTm (6.1)
Où Tm est la durée de chaque paquet. Ce débit est maximum lorsque λTm = 12 . Pour
cette valeur de λ, la probabilité de collision est élevée (60 %). Autrement dit, lorsque le débit
est maximum dans le réseau, le nombre de collisions est élevé. Ce grand nombre de collisions
est désavantageux pour les objets qui doivent transmettre plusieurs fois un paquet avant de
réussir à le transmettre correctement. En d’autres termes, le régime de fonctionnement qui
maximise le débit total n’est pas bénéfique pour les objets pris individuellement. C’est pour
cette raison que dans la suite de ce chapitre, nous utiliserons la probabilité de collision et la
latence comme métriques d’évaluation du réseau LPWAN.
Pour l’analyse des performances des algorithmes de bandit multibras, nous considèrerons
soit des réseaux ALOHA non-slotté (ou ALOHA pur), soit des réseaux ALOHA slottés. Afin
d’évaluer les performances de ces algorithmes dans ces réseaux, nous allons commencer par
calculer la probabilité de collision. On considèrera en particulier deux réseaux spécifiques :
— On considèrera d’abord un réseau ALOHA non-slotté dans lequel l’acquittement est
similaire à celui utilisé dans le standard LoRaWAN [97].
— On considèrera ensuite un réseau ALOHA slotté.
Ensuite, nous donnerons l’expression de la latence dans un réseau ALOHA en fonction de
la probabilité de collision et de la stratégie d’accès utilisée par chaque objet. Une fois que
ces deux métriques ont été établies, nous les utiliserons pour évaluer les performances des
algorithmes de bandits multibras dans des réseaux d’objets connectés.
6.3.1 Réseau ALOHA non-slotté avec le mécanisme d’acquittement du
standard LoRaWAN
Nous considérons un réseau LPWAN utilisant un mécanisme d’acquittement similaire à
celui utilisé dans le standard LoRaWAN. Dans ce standard, avec les spécifications européennes
[119], une fois que la station de base reçoit un paquet, elle envoie un acquittement dans le
même canal après un intervalle de durée fixe 1.
On suppose un réseau composé de Nc canaux. Pour l’analyse des collisions, nous faisons
les hypothèses suivantes :
1. Dans le standard LoRaWAN, un acquittement peut aussi être envoyé par la station de base dans un
second canal dédié aux acquittements, ce canal n’est pas considéré ici.
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Figure 6.3 – Lorsque la station de base reçoit un paquet envoyé par un objet, elle attend pendant
un intervalle de durée Td et transmet ensuite un acquittement si le canal est vide.
— La probabilité qu’un paquet soit envoyé, à un instant donné, par un des objets dans le
canal j suit une loi de Poisson d’intensité λj . Il est important de noter ici que le trafic
n’est pas forcement identique dans tous les canaux.
— Pour l’analyse des collisions, on suppose que tous les paquets ont la même durée notée
Tm. Comme illustré sur la Figure 6.3, on appelle Td la durée de la durée de l’intervalle
entre la fin du paquet envoyé par l’objet et le début de la transmission de l’acquittement
et Ta la durée de l’acquittement qui est plus courte que Tm.
— On suppose que la station de base a une connaissance parfaite de la présence ou de
l’absence d’un signal dans un canal et qu’elle ne transmet un acquittement que si le
canal est vide. C’est-à-dire qu’elle applique du Listen Before Talk (LBT) qui a deux
avantages. Le premier est qu’il permet de réduire le nombre de collisions dans le réseau.
De plus, bien que cette contrainte ne soit pas considérée ici, les bandes utilisées par le
standard LoRaWAN en Europe sont limitées par un duty cycle qui impose une durée
d’attente longue entre deux communications [97]. Cependant, en combinant du LBT
et de l’Adaptative Frequency Agility (AFA), la station de base peut passer outre les
restrictions du duty cycle. En effet, d’après [120], si en plus de faire du LBT, la station
de base a la possibilité de choisir entre plusieurs canaux pour transmettre l’acquittement
(AFA), elle n’a plus besoin d’attendre entre deux transmissions dans le même canal.
— La station de base acquitte chacun des paquets reçus. A condition que le canal soit
libre au moment d’envoyer cet acquittement.
On peut utiliser deux probabilités de collision pour évaluer les performances d’un canal.
La première est la probabilité d’avoir une transmission sans collision sur la voie montante
dans le canal j. On notera cette probabilité P j(su). On peut aussi calculer la probabilité que
l’objet reçoive l’acquittement envoyé par la station de base dans le canal j. Cette seconde
6.3 Probabilité de collision dans les réseaux LPWAN | 115
probabilité est la probabilité que ni le paquet envoyé sur la voie montante, ni l’acquittement
ne subissent de collision. Elle est notée P j(sd).
Nous dérivons, ici, l’expression de ces deux probabilités. Le détail des calculs menés est
donné dans l’annexe C.1. On note que l’on a deux expressions différentes pour P j(su) et
P j(sd) selon si Td ≤ Tm ou si Td ≥ Tm.
Proposition 6.1. Si Td ≤ Tm, la probabilité d’avoir une transmission sans collision sur la
voie montante est égale à :
P j(su) = e
−2λjTm
1 + e−λj(Td+Tm) − e−λj(Td+Tm+Ta) . (6.2)
La probabilité de recevoir un acquittement sans collision est égale à :
P j(sd) = e
−λj(2Tm+Td+Ta)
1 + e−λj(Td+Tm) − e−λj(Td+Tm+Ta) . (6.3)
Proposition 6.2. Si Td ≥ Tm, la probabilité d’avoir une transmission sans collision sur la
voie montante est égale à :
P j(su) = e
−2λjTm
1 + f(λj , Tm, Td, Ta)
. (6.4)
la probabilité de recevoir un acquittement sans collision est égale à :
P j(sd) = e
−λj(3Tm+Ta)
1 + f(λj , Tm, Td, Ta)
. (6.5)
Dans ces deux équations,
f(λj , Tm, Td, Ta) =
(
e−λjTm − e−λj(Tm+Ta)
)
[
e−λjTd + 1
λjTa
(
e−λjTm − e−λj(Tm+Ta) − e−λjTd + e−λj(Td+Ta)
)]
. (6.6)
Les expressions données ci-dessus peuvent être vérifiées par simulation. Pour cela, on
compare la probabilité P j(sd) approchée avec des simulations de Monte-Carlo et calculée
avec les formules proposées ci-dessus. Pour chaque simulation, on suppose que λj = 10
−4
Tm
s−1. De plus, Td = 1 s et les valeurs de Tm et Ta sont choisies pour être en adéquation avec
le standard LoRaWAN [97]. Les résultats sont montrés sur la Figure 6.4. On voit sur cette
figure que les résultats théoriques et numériques coïncident.
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Figure 6.4 – Probabilité d’avoir une bonne transmission à la fois sur la voie montante et la voie
descendante (P j(sd)) en fonction de λjTm. Pour ces simulations on considère que Td = 1 s et les
valeurs de Ta et Tm sont en adéquation avec le standard LoRaWAN.
6.3.2 Réseau ALOHA slotté
Le protocole ALOHA slotté peut aussi être utilisé dans les réseaux LPWAN. De plus, ce
protocole sera utilisé pour l’évaluation des performances des algorithmes de bandits multibras
qui seront proposés dans la suite de ce chapitre. C’est pourquoi, nous étudions, dans cette
section, la probabilité de collision dans un tel réseau. On considère un réseau ALOHA slotté
utilisé par un grand nombre d’objets qui envoient des paquets de données vers une station de
base. Tout comme avec le protocole ALOHA présenté dans la section précédente, chaque objet
va choisir l’instant auquel il transmet ses données. A la différence de l’ALOHA non-slotté, ou
ALOHA pur, dans un réseau ALOHA slotté, le temps est divisé en slots. Chaque objet choisit
les slots pendant lesquels il communique. On notera que, comme illustré sur la Figure 6.5, on
suppose que chaque slot est découpé en deux parties : une première pour la voie montante, la
seconde pour la voie descendante. Cette voie descendante permet, par exemple, d’acquitter
les messages envoyés. Avec un tel découpage, si tous les objets utilisent le même standard, on
ne peut avoir des collisions que sur la voie montante. Dans ce cas là, P j(su) = P j(sd).
Si deux objets envoient un paquet vers la station de base dans le même slot, on a une
collision. Dans ce cas là, la station de base ne pourra pas décoder les paquets et ils seront
perdus. La probabilité de collision dans un réseau ALOHA slotté dépend des hypothèses
faites et du comportement supposé des objets. Par exemple, si on suppose que dans le canal
j on a Nj objets et que chacun envoie un paquet avec une probabilité p suivant un processus
de Bernoulli, la probabilité qu’un paquet envoyé ne subisse pas de collision s’écrit [121] :
P j(su) = P j(sd) = (1− p)Nj−1 ≈
Nj 7→∞
e−Njp (6.7)
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Figure 6.5 – Dans le réseau ALOHA slotté considéré, le temps est divisé en slots de même durée. On
suppose que chaque slot se décompose en deux parties. La première est utilisée pour la voie montante,
la seconde pour l’acquittement envoyé par la station de base.
Figure 6.6 – On modélise par une chaîne de Markov le comportement de chacun des objets qui
communiquent dans le canal j.
Si on suppose maintenant que, si le message n’est pas acquitté par la station de base, l’objet
le retransmet après un délai (nombre de slots) uniformément distribué dans un intervalle de
back-off prédéfini dans le même canal, on peut modéliser le comportement de chacun des Nj
objets par une chaîne de Markov [117, 122] qui est illustrée sur la Figure 6.6. On peut voir
sur cette figure que, lorsqu’il est en veille, un objet a une probabilité p d’envoyer un paquet
dans un slot temporel donné. Ce paquet sera bien reçu avec une probabilité P j(su) et aura
une probabilité P j(su) = 1 − P j(su) de subir une collision. Dans ce second cas, le paquet
sera retransmis après un nombre de slots tiré aléatoirement dans J0;m − 1K (intervalle de
back-off ) suivant une loi uniforme.
Pour étudier la probabilité de collision avec un tel modèle, on calcule d’abord la probabilité
que l’objet soit en train d’émettre dans un slot temporel donné. En supposant que la chaîne
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de Markov est stationnaire, on peut calculer cette probabilité en dérivant l’expression du
vecteur x :
x =
[
xv xt xam−1 . . . xa1
]T
. (6.8)
Dans cette équation xv est la probabilité que l’appareil soit en veille, xt celle qu’il soit
en train de transmettre et xai est la probabilité qu’il soit en train d’attendre dans l’état
d’attente i avant de retransmettre. On appelle M la matrice de transition de la chaîne de
Markov donnée sur la Figure 6.6 qui a pour expression :
M =

1− p 1− P j(su) 0 · · · 0 0
p P
j(su)
m 0 · · · 0 1
0 P
j(su)
m 0 · · · 0 0
...
... 1 · · · 0 0
...
...
... . . .
...
...
0 P
j(su)
m 0 · · · 1 0

, (6.9)
x vérifie :
Mx = x. (6.10)
En résolvant ce système d’équations linéaires et en utilisant le fait que la somme des
éléments de x est égale à 1, on obtient l’expression suivante pour xt, la probabilité que l’objet
soit en train de transmettre dans un slot donné :
xt =
1
1 + P j(su)p + (1− P j(su)) (m−1)2
. (6.11)
De plus, si l’intervalle de back-off est suffisamment grand et qu’on a un grand nombre
d’objets, on peut supposer que la probabilité de collision suit une loi de Bernoulli. Dans ce
cas là :
P j(su) = (1− xt)Nj−1 ≈
Nj≫1
e−Njxt . (6.12)
Comme montré par l’équation (6.11), xt est une fonction de P j(su). Par conséquent,
l’équation (6.12) est une expression implicite de P j(su). On peut cependant proposer une
approximation de P j(su) dans le cas où le réseau est saturé et le nombre de collisions élevé.
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Figure 6.7 – Approximation de la probabilité de collision P j(su) dans un réseau ALOHA slotté.
Proposition 6.3. Lorsque la probabilité de collision dans un réseau ALOHA slotté est élevée,
elle peut être approximée par :
P j(su) = 1− P j(su) ≈ 1 +
W0
(
− 4Nj(m+1)2
(
1
p − m−12
)
e−
2Nj
m+1
)
(
1
p − m−12
) 4Nj
(m+1)2
. (6.13)
La preuve est fournie en Annexe C.2.
On peut vérifier par simulation l’approximation proposée ici. Pour cela, on suppose que
m = 128, et on trace la probabilité de collision P j(su) = 1 − P j(su) en fonction de p, la
probabilité qu’un objet veuille envoyer un paquet et pour différentes valeurs de Nj , le nombre
d’objets dans le canal. Les résultats sont donnés sur la Figure 6.7. On peut voir sur cette
figure que, l’approximation proposée est valide lorsque le nombre de collisions est élevé.
6.4 Latence dans les réseaux LPWAN
Une fois la probabilité de collision calculée, on peut s’intéresser aux métriques qui en
dépendent. En particulier, on peut regarder l’impact de cette probabilité de collision sur la
latence. En effet, plus on a de collisions, plus un objet va devoir retransmettre un paquet
avant que celui-ci ne soit bien reçu par la station de base. L’augmentation du nombre de la
probabilité de collision augmente, donc, la latence dans le réseau. Pour l’analyse de la latence
on considère un objet, par exemple un aggrégateur de données du réseau électrique intelligent,
qui veut communiquer avec une station de base dans un réseau LPWAN comme présenté sur
la Figure 6.8. Ce réseau de type ALOHA (slottté ou non) est utilisé par un grand nombre
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Figure 6.8 – On s’intéresse aux communications d’un aggrégateur de données qui communique avec
un centre de contrôle par le biais d’un réseau LPWAN.
d’objets et la bande utilisée est découpée en canaux. Dans chacun de ces canaux, on a une
probabilité de collision sur la voie montante notée P j(su) et une probabilité de collision sur
la voie descendante notée P j(sd). L’expression de ces probabilités dépend du type de réseau,
du comportement des objets et de l’environnement des communications. On s’intéresse, dans
cette section à la latence dans un réseau LPWAN de type ALOHA dans lequel le protocole
utilisé peut être, par exemple, l’un de ceux décrits dans les Sections 6.3.1 et 6.3.2.
Dans tous les cas, la probabilité de collision a un impact sur la latence des communications
de l’aggrégateur. Pour l’étude de cette latence, nous faisons les hypothèses suivantes :
— La durée qui sépare l’envoi de deux paquets indépendants (qui contiennent des données
issues de mesures différentes) est grande devant la durée qui sépare deux retransmissions
d’un même paquet. Par exemple, la première est de l’ordre de quelques dizaines de
minutes voire d’heures alors que la seconde est de l’ordre de quelques secondes.
— Si le paquet envoyé par l’aggrégateur n’est pas acquitté, il le retransmet après un temps
aléatoire uniformément distribué dans l’intervalle de back-off de longueur Tbo. On note
que, dans un réseau ALOHA slotté, la durée de l’intervalle de back-off est égale à
Tbo = mTs, où Ts est la durée d’un slot et m est le nombre de slots qui composent
l’intervalle de back-off.
— La probabilité de collision dans un canal ne dépend pas de l’index de retransmission.
La latence dépend de la stratégie d’accès au spectre utilisée par notre aggrégateur de
données. On peut comparer deux stratégies différentes :
1. L’aggrégateur choisit aléatoirement un des Nc canaux disponibles pour ses transmissions.
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2. L’aggrégateur ne transmet que dans le meilleur canal.
6.4.1 Sélection aléatoire du canal
Quelle que soit la stratégie d’accès au spectre utilisée par l’aggrégateur, on peut utiliser le
théorème de l’espérance totale pour réécrire l’espérance de la latence E[L] des communications :
E[L] =
M∑
i=1
P (Nt = i)E[L|Nt = i]. (6.14)
Dans cette équation, Nt est le nombre de fois qu’un paquet a été transmis avant d’être
reçu et correctement décodé par la station de base. M désigne le nombre de transmissions
maximum pour un paquet. C’est à dire que si la station de base ne reçoit pas le paquet après
M transmissions, il n’est pas renvoyé par l’aggrégateur. De plus, avec les stratégies d’accès
considérées, la latence sachant que l’on a i transmissions, E[L|Nt = i], ne dépend pas de la
stratégie d’accès de l’aggrégateur et est égale à :
E[L|Nret = i] = (i− 1) (Tm + Tc + E[Tr]) + Tm (6.15)
= (i− 1)
(
Tm + Tc +
Tbo
2
)
+ Tm. (6.16)
Dans cette équation, Tc est le temps pendant lequel l’aggrégateur attend son acquittement.
Si après Tc l’acquittement n’est pas reçu, il va calculer un temps aléatoire Tr et ensuite
retransmettre le paquet. De plus, vu que nous supposons que la probabilité de collision ne
dépend pas de l’indice i de transmission, si l’aggrégateur choisit aléatoirement son canal, la
probabilité que l’aggrégateur envoie avec succès un paquet est égale à :
P (su) = 1
Nc
Nc∑
j=1
P j(su) = Pmoy(su), (6.17)
où Pmoy(su) est la probabilité de succès moyenne dans les canaux. La probabilité d’avoir
Nt transmissions avant d’en avoir une réussie s’écrit donc :
P (Nt = i) = (1− Pmoy(su))i−1 Pmoy(su). (6.18)
Cette équation nous permet d’écrire la latence :
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E[L] = Pmoy(su)Tm
M∑
i=1
(1− Pmoy(su))i−1+
Pmoy(su)
(
Tm + Tc +
Tbo
2
) M∑
i=2
(i− 1) (1− Pmoy(su))i−1 . (6.19)
On utilise maintenant l’expression de la somme de la dérivée d’une série géométrique
pour déduire l’expression de la latence lorsque M est grand. Dans ce cas, on peut approximer
la latence par sa limite lorsque M tend vers l’infini :
E[L] −→
M→∞
(
Tm + Tc +
Tbo
2
) 1− Pmoy(su)
Pmoy(su)
+ Tm. (6.20)
6.4.2 Transmission uniquement dans le meilleur canal
On suppose maintenant que, au lieu de choisir aléatoirement un canal pour chacune de
ses transmissions, l’aggrégateur ne transmet que dans le canal le plus libre. Dans ce cas, la
probabilité que la transmission d’un paquet soit réussie est égale à P j∗(su), la probabilité de
succès dans le meilleur canal. En réitérant les dérivations faites dans la section précédente,
on dérive l’expression de la latence lorsque M est grand est égale à :
E[L] −→
M→∞
(
Tm + Tc +
Tbo
2
) 1− P j∗(su)
P j∗(su) + Tm. (6.21)
En comparant l’expression donnée par l’équation (6.20) et celle de (6.21), on se rend
compte que, bien évidemment, il y a un intérêt à choisir le meilleur canal pour chacune des
transmissions. En effet, en calculant la différence entre les deux expressions données ci-dessus
on obtient :
E[L]rand − E[L]MC =
(
Tm + Tc +
Tbo
2
)( 1
Pmoy(su)
− 1
P j∗(su)
)
. (6.22)
Dans cette équation, E[L]rand est la latence avec une sélection aléatoire du canal et E[L]MC
est la latence lorsque l’aggrégateur n’émet que dans le meilleur canal.
Pour améliorer la latence, un aggrégateur doit donc s’insérer dans le meilleur canal.
L’aggrégateur ne peut pas, à priori, savoir quel canal est le meilleur. Pour acquérir cette
connaissance il faut :
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1. Soit que la station de base lui transmette cette information. Le problème de cette
solution est qu’elle rajoute une surcharge de signalisation et que l’information envoyée
par la station de base peut être inexacte vu que l’objet peut subir des interférences que
la station de base ne voit pas.
2. Une seconde solution consiste à utiliser des algorithmes d’apprentissage pour que
l’aggrégateur apprenne quel est le meilleur canal.
Dans la suite de ce chapitre, nous présentons les algorithmes de bandits multibras
qui permettent à l’aggrégateur et à n’importe quel objet d’utiliser quasi-exclusivement le
meilleur canal et ainsi de réduire la probabilité d’avoir des collisions et donc la latence de ses
communications.
6.5 Algorithmes de bandits multibras
Les algorithmes de bandits multibras [110, 123] sont des algorithmes de prise de décision
qui s’appliquent dans une situation où un agent fait face à N possibilités. Par exemple, il
peut s’agir d’un joueur de casino qui fait face à N machines à sous. Toutes ces possibilités
lui apportent une même récompense, mais la probabilité d’obtenir cette récompense change
d’une possibilité à l’autre (d’une machine à sous à l’autre). Lorsqu’il joue, l’utilisateur obtient
de l’information à propos de la machine qu’il vient d’utiliser. Grâce à cette information il
peut apprendre au fil du temps quelle machine à sous permet de gagner le plus souvent et
ainsi n’utiliser que celle là.
Ces algorithmes ont déjà été proposés pour résoudre des problématiques radio. Par
exemple, les auteurs de [124] les utilisent pour améliorer la qualité des communications dans
un scénario d’accès opportuniste au spectre. Ces algorithmes ont aussi été utilisés dans des
réseaux d’objets connectés pour la sélection des stations de base dans [125].
Dans cette thèse, nous utilisons les algorithmes de bandit multibras pour l’accès fréquentiel
dans des réseaux d’objets connectés. On suppose un objet (un aggrégateur de données du
réseau électrique) qui peut envoyer ses paquets vers une station de base d’un réseau LPWAN
dans Nc canaux. Du point de vue de l’aggrégateur, la transmission est réussie s’il reçoit
l’acquittement que lui envoie la station de base. La probabilité de recevoir l’acquittement
n’est pas forcement la même dans tous les canaux. Dans le canal j, on a une probabilité
P j(sd) que l’aggrégateur reçoive l’acquittement. La bonne ou mauvaise réception de cet
acquittement apporte de l’information à l’objet. Cet acquittement est, donc, la récompense
que peut obtenir l’aggrégateur lorsqu’il transmet dans le canal j. Dans la suite, on notera
rt(j) la récompense reçue par l’aggrégateur après la transmission t qui s’est faite dans le
canal j ; celle-ci est égale à :
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rt(j) =
{
1 si l’aggrégateur reçoit l’acquittement,
0 sinon.
(6.23)
Avec ces algorithmes d’aprentissage, on a un compromis entre exploitation et exploration.
En effet, l’aggrégateur va devoir explorer suffisamment tous les canaux pour en avoir une
connaissance fine et ainsi choisir le meilleur d’entre eux. Il va aussi devoir exploiter un
maximum le meilleur canal afin de maximiser sa récompense. Plusieurs algorithmes ont été
proposés dans la littérature pour résoudre ce compromis. Ces algorithmes peuvent être classés
dans deux familles [126]. Les premiers sont les algorithmes fréquentistes avec lesquels le canal
est choisi de manière déterministe en fonction des récompenses précédentes. Les seconds
sont les algorithmes bayésiens, avec lesquels le choix du canal se fait en tirant un échantillon
d’une distribution de probabilité dont les paramètres dépendent des récompenses reçues
précedemment. Dans les sections suivantes, nous décrivons et évaluons les performances de
deux algorithmes, chacun appartenant à une famille différente. Le premier est l’algorithme
Upper Confidence Bound (UCB) [127], qui est un algorithme fréquentiste. Le second est
l’algorithme Thompson Sampling (TS) qui est un algorithme bayésien [128, 129]. Il a été
prouvé dans la littérature que ces algorithmes ont des performances asymptotiques optimales.
6.5.1 L’approche fréquentiste : l’algorithme UCB
Avec l’algorithme UCB, avant chaque nouvelle transmission (transmission t) , l’aggrégateur
calcule la moyenne arithmétique des récompenses reçues dans chaque canal :
Xj(t) =
1
Tj(t)
t−1∑
l=0
rl(j)1(al = j). (6.24)
Dans cette équation Tj(t) est le nombre de transmissions qui ont eu lieu dans le canal j
et 1(al = j) désigne la fonction indicatrice qui est égale à 1 si la lième transmission a été faite
dans le canal j. Cette moyenne est ensuite utilisée pour calculer l’index UCB du canal qui
est égal à :
Bj(t) = Xj(t) +Aj(t). (6.25)
Dans cette équation, Aj(t) est un biais d’exploration qui, pour l’UCB1, version la plus
courant de l’algorithme UCB, est égal à :
Aj(t) =
√
α ln t
Tj(t)
. (6.26)
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Dans l’équation (6.26), α est le coefficient d’exploration. Si ce coefficient est élevé,
l’algorithme va être exploratoire et avoir tendance à utiliser plus souvent tous les canaux
pour parfaire la connaissance qu’il en a. Si, au contraire, ce coefficient est faible, l’algorithme
va avoir tendance à se focaliser rapidement dans le canal qui lui a apporté la meilleure
récompense grâce à la connaissance qu’il a acquise jusqu’à présent. Les performances de
l’algorithme présenté ici sont théoriquement d’ordre optimal pour une valeur de α > 0.5 [127].
Cependant, il a été montré expérimentalement dans [130], que cet algorithme est efficace
même pour des valeurs de α ≤ 0.5. Avant chaque transmission, l’aggrégateur calcule l’index
UCB de tous les canaux avec l’équation (6.25). Sa prochaine transmission se fera dans le
canal qui a l’index le plus élevé :
at = argmax
j
(Bj(t)). (6.27)
On peut noter que l’algorithme UCB1 est un algorithme simple, que ce soit en terme de
compréhension, de facilité d’implémentation ou de complexité de mise en œuvre tant au sens
informatique du terme qu’au sens électronique du terme. En effet, seules quelques opérations
et quelques espaces mémoires sont nécessaires à cet algorithme. Cette simplicité lui permet
d’être implémentable dans n’importe quel objet connecté, aussi fortes soient ses contraintes
de consommation et de complexité, et en particulier dans un aggrégateur de données du
réseau électrique intelligent.
6.5.2 L’approche bayésienne : l’algorithme Thompson-Sampling
Comme nous l’avons déjà expliqué, contrairement à l’algorithme UCB qui est un algorithme
fréquentiste, l’algorithme TS est un algorithme bayésien. Avec cet algorithme, les index sont
des réalisations d’une loi bêta dont les paramètres dépendent de l’expérience acquise lors des
précédentes émissions. On note :
Sj(t) =
t−1∑
l=0
rl(j)1{al=j}, (6.28)
la somme des récompenses acquises à l’instant t dans le canal j, et :
Fj(t) = Tj(t)− Sj(t), (6.29)
est le nombre de transmissions qui ont échouées dans ce même canal. Avec l’algorithme
TS, l’index du canal j à l’instant t est tiré suivant la loi bêta suivante :
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Bj(t) ∼ β(1 + Sj(t), 1 + Fj(t)). (6.30)
Ensuite, tout comme avec l’algorithme UCB, le canal avec l’index le plus élevé est choisi
pour la tième transmission. Avant la première transmission, l’algorithme n’a aucune information
sur les canaux. Les index sont donc uniformément répartis dans [0; 1]. Au fur et à mesure
que l’algorithme apprend, la distribution de la loi beta dans le canal j, β(1 + Sj(t), 1 + Fj(t))
devient de plus en plus fine (sa variance diminue) et se centre autour de P j(sd). Ainsi, au
cours de l’apprentissage l’algorithme va de plus en plus utiliser le canal dans lequel P j(sd)
est la plus élevée (meilleur canal).
6.6 Application aux réseaux d’objets connectés
Nous proposons, dans cette section, d’évaluer l’impact des algorithmes d’apprentissage,
présentés dans la section précédente, sur la latence des communications dans un réseau d’objets
connectés. Les algorithmes proposés ici pourraient être utilisés par n’importe quel objet d’un
réseau LPWAN. Nous nous intéresserons en particulier, mais sans aucune restriction, au cas
où les objets qui utilisent les algorithmes proposés sont des aggrégateurs du réseau électrique
intelligent.
Pour nos simulations, on suppose un réseau LPWAN dans lequel l’accès au spectre se fait
suivant un protocole ALOHA non-slotté et dans lequel la station de base acquitte chaque
paquet. Le mécanisme d’acquittement est similaire à celui du standard LoRaWAN [97] qui a
été présenté dans la Section 6.3.1. Avec ce mécanisme, l’acquittement est envoyé dans le canal
qui a été utilisé pour le paquet envoyé par l’objet sur la voie montante. Tous les paquets
émis sur la voie montante ont la même durée égale à 0.7 ms, si le paquet est reçu par la
station de base sans subir de collision, la station de base attend pendant un intervalle de
durée Td = 1 s et, si le canal est libre, envoie un acquittement de durée Ta = 0.3 s. Un paquet
est au maximum transmis 5 fois sur la voie montante. On suppose que l’intervalle de back-off
est de 10 s. On note que les durées considérées ici sont en accord avec le standard LoRaWAN
[131]. Par ailleurs, la bande passante utilisée par le réseau LPWAN considéré est divisée en
10 canaux.
Dans ce réseau on a deux types d’objets. On a d’abord les objets dit statiques 2. Ces objets
n’utilisent qu’un seul canal. Chacun de ces objets envoie un paquet vers la station de base
suivant un processus de Poisson. L’intensité de ce processus est telle que, en moyenne, chacun
d’eux envoie un paquet toutes les deux heures (sans compter les retransmissions). Dans
2. Dans cette section et jusqu’à la fin de ce chapitre, nous utiliserons le terme statique pour désigner un
objet qui ne peut utiliser qu’un seul canal et le terme dynamique pour parler désigner un objet qui peut
utiliser plusieurs canaux
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Figure 6.9 – Évolution de la probabilité de réussir une transmission et de la latence avec les
algorithmes UCB et TS.
des bandes non-licenciées, le trafic interférant peut être généré par des objets qui utilisent
différents standards ou qui n’ont pas tous le même fabriquant. On peut donc avoir un trafic
interférant inégalement réparti entre les canaux. Pour le générer, on suppose que l’on a 1000
objets statiques dans le premier canal, 900 dans le deuxième, et ainsi de suite jusqu’à 100
dans le dernier canal.
Ces objets statiques partagent le réseau LPWAN avec 50 aggrégateurs du réseau électrique
qui intègrent les algorithmes proposés ici. Chacun d’eux envoie des paquets suivant un
processus de Poisson avec en moyenne un paquet envoyé toutes les 30minutes. Ces aggrégateurs
ont un comportement dynamique qui leur permet de sélectionner leur canal pour chacune
de leurs transmissions. De leur point de vue, le trafic généré par les objets statiques est
interférant. Ce trafic étant inégalement réparti dans les différents canaux, les aggrégateurs
peuvent utiliser des algorithmes d’apprentissage afin d’éviter les canaux les plus engorgés.
Afin de montrer l’effet des algorithmes UCB et TS, on simule le réseau considéré pendant 14
jours et on regarde l’évolution de la latence des communications des aggrégateurs et de la
probabilité qu’un agggrégateur réussisse une transmission.
Sur la Figure 6.9, on compare les performances (en terme de latence et de probabilité
de succès) obtenues avec les algorithmes TS et UCB avec celles que l’on obtient si les
aggrégateurs choisissent aléatoirement le canal qu’ils utilisent pour chaque transmission.
Avec les algorithmes d’apprentissage, pendant les premières transmissions, les aggrégateurs
ont peu de connaissances des canaux. Ils les essayent donc tous. C’est pourquoi, au début
de l’apprentissage, les algorithmes proposés ont des performances similaires à celles de la
stratégie aléatoire. Très rapidement, au fur et à mesure des transmissions, les aggrégateurs
acquièrent de la connaissance sur les différents canaux. Ils l’utilisent, ensuite, pour se focaliser
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dans les canaux dans lesquels la probabilité de succès est la plus élevée. Ainsi, après 14
jours d’exploitation, les aggrégateurs ne communiquent avec la station de base que dans les
meilleurs canaux (canaux les plus libres). Ils augmentent donc leur probabilité de succès
et réduisent ainsi la latence des communications. Dans le scénario simulé, les algorithmes
d’apprentissage permettent d’augmenter de 14 % la probabilité de succès et ainsi de réduire
de 40 % la latence par rapport à une sélection aléatoire. On voit ici qu’un gain apparemment
faible sur la probabilité de succès à un impact important sur la latence.
6.7 Validation expérimentale sur Plateforme USRP
Nos résultats de simulation montrent que les algorithmes de bandits multibras améliorent
les performances des communications dans des réseaux IdO. Afin de les vérifier, nous avons
réalisé, avec Lilian Besson, doctorant de l’équipe SCEE, une implémentation sur plateforme
Universal Software Radio Peripheral (USRP), de National Instruments, de ces algorithmes
d’apprentissage 3. Cette implémentation c’est faite sur le testbed mis en place par notre
équipe pour ses expérimentations (SCEE TestBed) [132].
Les cartes USRP sont des plateformes de radio logicielle sur lesquelles nous pouvons coder
nos propres fonctions radio. Chacune de ces cartes radio logicielle permet d’émettre et de
recevoir des données sur différentes bandes de fréquence.
Pour cette démonstration, nous avons utilisé trois plateformes USRP N210 :
— La première USRP a le rôle de station de base du réseau LPWAN. Elle acquitte les
paquets envoyés par l’objet dynamique (aggrégateur).
— La seconde USRP joue le rôle de l’aggrégateur. C’est donc un objet dynamique dont
l’objectif est d’envoyer des paquets sur la voie montante vers la station de base. Un
algorithme d’apprentissage est implémenté dans cette plateforme (UCB). Elle peut
donc apprendre à n’utiliser que les canaux les plus libres.
— Une troisième USRP génère un trafic interférant qui serait celui issu d’un grand nombre
d’objets à portée de la station de base et va parfois interférer avec les communications
entre les deux premières USRP.
Cette réalisation expérimentale a deux objectifs :
— Elle permet d’abord de souligner la facilité d’implémentation des algorithmes d’appren-
tissage présenté dans ce chapitre. Elle montre aussi la possibilité de les faire fonctionner
en temps réel.
3. Cette démonstration a été présentée à la conférence ICT 2018 à Saint-Malo.
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— Ensuite, elle nous permet de valider expérimentalement le fonctionnement de ces
algorithmes sur des systèmes réels et donc dans lesquels nous pouvons avoir des erreurs
et des dysfonctionnements.
L’objectif de cette démonstration étant d’évaluer des algorithmes d’accès, nous utilisons
une couche physique simple. Comme illustré sur la Figure 6.10, les horloges des USRP sont
synchronisées par une octoclock de chez National Instrument. Cette synchronisation nous
permet de nous passer de certaines étapes de traitement du signal de synchronisation.
On pourrait utiliser la couche physique de n’importe quel standard IdO. Mais pour éviter
les développements couteux en temps, nous avons conçu notre propre couche physique que
voici. La station de base écoute dans quatre canaux de même largeur de bande. Les données
envoyées dans les différents canaux sont modulées par une QPSK. L’aggrégateur (première
USRP) envoie des paquets vers la station de base dans ces canaux. Les paquets envoyés sont
composés de deux parties : un préambule qui sert à la synchronisation et un index qui est
répété plusieurs fois (cet index est un symbole QPSK qui peut soit être égal à 1 + j, soit
égal à −1 + j) 4. Lorsque ces paquets sont reçus par la station de base, elle vérifie qu’elle
retrouve bien les index. Si c’est le cas, elle va attendre pendant une durée fixe puis acquitter
le paquet reçu dans le canal utilisé pour l’émission. Cet acquittement est aussi découpé en
deux parties : on a un préambule qui est suivi par le conjugué de l’index de l’objet à acquitter.
Ainsi, lorsque l’objet reçoit l’acquittement et le démodule, il vérifie si l’index décodé est bien
le conjugué de son index. Si c’est le cas, il sait que le paquet qu’il a transmis a bien été reçu
par la station de base. Il peut donc ajouter 1 à la somme des récompenses du canal dans
l’algorithme UCB.
Afin de rendre la démo plus visuelle, les paquets envoyés par l’USRP 1 et les acquittements
durent une seconde. La troisième USRP, elle, envoie des paquets interférants qui sont plus
courts, mais suffisamment longs pour gêner la bonne réception des paquets envoyés par
l’aggrégateur. L’intensité du trafic généré dans les différents canaux est réglable et nous
permet donc d’évaluer les performances de l’algorithme UCB pour différents taux d’utilisation
des canaux par les objets aux alentours.
Sur la Figure 6.11, nous montrons une vue temps/fréquence des quatre canaux qui
composent le réseau tels qu’ils sont vus par la station de base (USRP 2). Dans ces canaux,
on retrouve les paquets envoyés par l’USRP 1, les acquittements et le trafic interférant généré
dans tous les canaux par l’USRP 3.
Pour notre expérimentation, on génère, avec l’USRP 3, un trafic interférant qui est tel
que : le canal 1 est utilisé 20 % du temps, le canal 2, 10 % du temps, le canal 3, 5 % du
temps et le dernier canal 25 % du temps. On peut mesurer expérimentalement la probabilité
4. j désigne ici le nombre imaginaire donc le carré est égal à −1
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Figure 6.10 – Schéma de la démonstration réalisée. On utilise trois USRP synchronisées par une
octoclock. La première USRP joue le rôle d’aggrégateur qui transmet régulièrement des paquets
vers une seconde USRP qui joue le rôle de station de base et qui acquitte les paquets qu’elle reçoit
correctement. Enfin une troisième USRP génère un trafic interférant (généré par les objets à portée).
Figure 6.11 – Les quatre canaux tels qu’ils sont vus par la station de base.
que l’acquittement soit bien reçu par l’objet dans chaque canal, avec ces taux d’occupation,
elle est égale à [0.69 ; 0.80 ; 0.91 ; 0.58].
On montre, sur la Figure 6.12, le taux d’occupation de chaque canal, avec l’algorithme
UCB et avec une sélection aléatoire après plus de 200 transmissions. On voit que, comme
attendu, l’algorithme UCB permet à l’aggrégateur de transmettre la majorité de ses paquets
dans le canal le plus libre (canal 3) qui est occupé à 5 % par le trafic interférant. Il améliore,
ainsi, la qualité de ses communications. Avec l’algorithme UCB on a, après environ 200
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Figure 6.12 – pourcentage d’utilisation de chaque canal par l’aggrégateur avec l’algorithme UCB et
avec une sélection aléatoire du canal. On voit que l’aggrégateur a concentré ses émissions sur le canal
ayant le plus faible taux d’occupation par les objets aux alentours.
transmissions, un taux de succès de 80 %, alors que, sur la même durée, avec une sélection
aléatoire, le taux de succès est de 74 %. En d’autres termes, on a une réduction de 23 % du
taux de collisions.
En continuant d’apprendre, l’algorithme UCB aurait permis à l’aggrégateur de transmettre
de plus en plus de paquets dans le meilleur canal et ainsi d’augmenter encore son taux de
succès.
6.8 Évaluation avec un grand nombre d’objets dynamiques
Nous venons de montrer que les algorithmes de bandits multibras permettent d’augmenter
le taux de transmissions réussies par les aggrégateurs du réseau électrique, et, par conséquent,
de réduire la latence des communications l’AMI Backhaul.
Cependant, dans toutes les simulations et expériences réalisées, nous avons soit considéré
un seul aggrégateur (Section 6.7), soit considéré des scénarios dans lesquels le trafic généré
par les aggrégateurs est faible devant le trafic interférant ( Section 6.6). Dans aucun des
scénarios précédemment considérés, nous n’avons observé ce qui se passe si beaucoup d’objets
(aggrégateurs) utilisent des algorithmes de bandits.
En effet, il a été prouvé dans la littérature [110, 126, 127] que les performances des
algorithmes de bandits multibras, présentés dans la Section 6.5, sont d’ordre optimal lorsque
la probabilité de collision dans chaque canal suit une loi de Bernoulli. Dans nos expériences
précédentes, la majorité du trafic était généré par les objets statiques dont le comportement
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était indépendant de celui des aggrégateurs. Ainsi l’hypothèse Bernoulli était valide. Au
contraire, si le trafic généré par des aggrégateurs qui utilisent des algorithmes d’apprentissage
est du même ordre de grandeur, ou plus important, que le trafic généré par les objets statiques,
le trafic interférant vu par chaque objet dynamique (aggrégateurs qui utilise l’apprentissage)
ne suit plus une loi de Bernoulli et va même varier au cours du temps. Son comportement
n’est plus stochastique.
L’objectif de cette section est d’évaluer les performances des algorithmes de bandits
multibras lorsque le nombre d’objets connectés qui utilisent ces algorithmes (le nombre
d’aggrégateurs) est important. Dans la suite de ce chapitre, nous présentons d’abord le
modèle ainsi que quelques stratégies de référence. Ensuite, nous utiliserons des simulations
numériques pour comparer les performances des algorithmes de bandits avec celles-ci.
6.8.1 Modèle
Nous supposons un réseau ALOHA slotté qui utilise la structure de trame présentée par
la Figure 6.5. Dans ce réseau, la bande est divisée en Nc canaux. L’unique station de base du
réseau reçoit, décode et acquitte les paquets envoyés par les objets environnants. Deux types
d’objets communiquent avec cette station de base :
— On a d’abord S objets statiques qui n’utilisent qu’un seul canal. On a donc Si objets
statiques dans le canal i ∈ J1;NcK.
— Ensuite, on a D objets dynamiques (aggrégateurs) qui peuvent utiliser tous les canaux
et, donc, utiliser des algorithmes d’apprentissage.
Tous les objets du réseau transmettent vers la station de base suivant une loi de Bernoulli
de probabilité p. En d’autres termes, chaque objet à une probabilité p de transmettre à un
instant donné (slot donné).
6.8.2 Stratégies de référence
Afin d’évaluer les algorithmes de bandits multibras étudiés ici, on compare leurs perfor-
mances avec celles des stratégies de référence présentées ci-dessous.
Approche aléatoire
Comme nous l’avons fait dans les sections précédentes, nous comparons les performances
des algorithmes de bandits avec celles d’une stratégie dans laquelle chaque objet dynamique
choisit aléatoirement son canal pour chaque transmission. Pour qu’il y ait un intêret à utiliser
des algorithmes de bandits, il faut que leurs performances soient meilleures que celles de cette
solution simple.
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Approche optimale
Afin d’étudier l’optimalité des algorithmes de bandits, on doit comparer leurs performances
avec celles d’une stratégie optimale. C’est pourquoi, on analyse, dans cette section, la
répartition des aggrégateurs dans les canaux qui maximise la probabilité de réussir une
transmission.
Cette stratégie optimale est une bonne stratégie de référence, cependant, elle est difficile
à mettre en place sur un système réel. En effet, pour que cette stratégie optimale puisse être
utilisée en pratique, il faudrait que la station de base transmette à chaque objet l’index de son
canal. Ceci ajouterait de la signalisation, ce qui n’est pas souhaitable dans l’IdO, fortement
contraint en énergie. De plus, la station de base ne peut pas connaître, à priori les conditions
de propagation de chaque objet dans chaque canal.
On appelle Di le nombre d’aggrégateurs qui sont insérés dans le canal i. Une fois que
ces objets sont fixés dans un canal, la probabilité qu’un objet dynamique réussisse une
transmission est égale à la moyenne pondérée des probabilités de succès dans chaque canal :
P (sd) = 1
D
Nc∑
i=1
Di(1− p)Di−1(1− p)Si (6.31)
Ainsi, trouver la répartition des aggrégateurs qui maximise la probabilité de succès revient
à résoudre le problème suivant :
argmax
D1,...,DNc
Nc∑
i=1
Di(1− p)Si+Di−1, (6.32a)
S. à
Nc∑
i=1
Di = D, (6.32b)
Di ≥ 0 ∀i ∈ J1;NcK. (6.32c)
Dans ce problème, les variables Di sont des variables discrètes. Afin de trouver l’optimum,
on va d’abord résoudre le problème en considérant les Di comme des variables réelles pour
ensuite discrétiser le résultat obtenu.
Une analyse de la dérivée seconde par rapport à Di de l’équation (6.32a) montre que, si
Di ≤ −2ln(1−p) ≈ 2p , ∀Di ∈ J1;NcK le problème défini par (6.32) est concave. On remarque que,
pour Di = −2ln(1−p) , la probabilité d’avoir une collision avec un autre objet dynamique qui
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utilise le même canal est de 87 %. Dans ce cas là, le réseau est sur-utilisé. On pourra donc,
dans la suite, supposer que l’hypothèse Di ≤ −2ln(1−p) est valide 5.
En appliquant les conditions de KKT, on trouve la solution de ce problème. On dérive :
D∗i (λ) =
( 1
log(1− p)
[
W
(
λe
(1− p)Si−1
)
− 1
])+
, (6.33)
où, λ vérifie :
Nc∑
i=1
D∗i (λ) = D. (6.34)
Dans l’équation (6.33), (a)+ = max(a, 0). Pour calculer D∗i , on peut utiliser une méthode
numérique de recherche de 0 à une seule variable pour résoudre (6.34) et trouver la valeur de
λ et ainsi trouver la valeur des D∗i . Une fois qu’on a trouvé les valeurs réelles de D∗i , on les
arrondit pour obtenir la valeur discrète optimale.
Une approche sous-optimale intuitive
Enfin, comme stratégie de référence, nous utilisons aussi une stratégie sous-optimale
efficace. Comme la stratégie optimale présentée ci-dessus, la stratégie présentée dans cette
section n’est pas utilisable en pratique. Avec celle-ci, les objets dynamiques (aggrégateurs)
sont répartis comme s’ils avaient été insérés les uns après les autres dans le canal le plus
libre, c’est-à-dire celui qui contient le moins d’objets (statiques et aggrégateurs). En d’autres
termes, avec cette stratégie, les objets dynamiques sont placés comme si on avait rempli le
canal qui contient le moins d’objets jusqu’à ce que le nombre d’objets dans celui-ci soit égal à
celui dans le deuxième canal le plus libre. Ensuite, les aggrégateurs sont insérés dans ces deux
canaux jusqu’à ce que le nombre d’objets dans chacun d’eux soit égal à celui dans le troisième
canal le plus libre, et ainsi de suite jusqu’à ce que l’on ait placé tous les aggrégateurs.
6.8.3 Évaluation des performances
On compare, maintenant, les performances des algorithmes de bandits multibras avec
celles des stratégies de référence présentées ci-dessus. Pour cela, on considère une station de
base qui écoute en continu dans 10 canaux de même largeur. On suppose qu’on a un total de
S +D = 2000 objets qui communiquent avec la station de base. Parmi ces objets, η % sont
des objets dynamiques (aggrégateurs du réseau électrique intelligent) qui peuvent choisir leur
5. La fonction objectif définie par l’équation (6.32a) n’est ni concave, ni quasi-concave sur R+ [133, 134]
c’est pourquoi, nous sommes obligés de restreindre l’intervalle d’étude de la concavité.
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Figure 6.13 – Performances des algorithmes de bandits multibras en fonction de la proportion
d’objets dynamiques (aggrégateurs).
canal selon une stratégie définie. Si η = 0, tous les objets sont statiques et si η = 100, tous
les objets sont dynamiques. On suppose que le nombre d’objets statiques dans chaque canal
est égal à (S1, · · · , SNc) = S × (0.3, 0.2, 0.1, 0.1, 0.05, 0.05, 0.02, 0.08, 0.01, 0.09). De plus,
la probabilité qu’un objet envoie un paquet à un instant donné est égale à p = 10−3.
On compare sur la Figure 6.13 les performances des algorithmes d’apprentissage décrits
dans la Section 6.5 (UCB avec α = 0.5 et TS) avec les stratégies de référence décrites dans la
section précédente pour η = 10 %, η = 30 %, η = 50 % et η = 100 %.
On remarque que, quelle que soit la proportion d’objets statiques et d’aggrégateurs, les
performances des algorithmes d’apprentissage s’améliorent avec le temps jusqu’à s’approcher
de l’optimum. Par exemple, comme on peut le voir sur la Figure 6.13a, lorsque 10 % des
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Figure 6.14 – Gain apporté par l’apprentissage comparé à une une stratégie avec laquelle le canal
est choisi aléatoirement. Ces résultats sont obtenus après 106 slots. Soit en moyenne après que chaque
objet ait transmis, en moyenne, 1000 paquets.
objets sont dynamiques, on a un taux de succès qui atteint 90 % avec l’algorithme TS et 89%
avec l’algorithme UCB alors qu’il n’est que de 82 % avec la solution aléatoire.
On peut voir sur la Figure 6.13 que plus la proportion d’objets dynamiques est importante,
plus l’approche aléatoire est proche de l’optimum. En effet, lorsque le nombre d’objets statiques
est faible, on a peu de différence entre les canaux. Dans ce cas là, l’apprentissage apporte
peu de gain.
Afin de mieux comparer les performances des algorithmes d’apprentissages proposés dans
ce chapitre, on évalue sur la Figure 6.14, le gain, en probabilité de transmission réussie,
qu’apporte l’apprentissage. Les résultats sont obtenus après 106 slots temporel soit, en
moyenne, après que chaque objet dynamique ait transmis 1000 paquets.
On peut voir sur la Figure 6.14 que, plus on a d’objets statiques, plus on a d’intérêt à
utiliser de l’apprentissage. En effet, si tous les canaux sont identiques, on n’a aucun intérêt à
en sélectionner un et plus on a de différence entre les canaux, plus le choix du meilleur canal
apporte du gain.
On remarque aussi, sur la Figure 6.14, que quel que soit la proportion d’objets statiques,
l’utilisation des algorithmes TS et UCB est toujours quasi-optimale. Ce résultat est logique
lorsque le nombre d’objets dynamiques est faible. En effet, dans ce cas là, le trafic interférant
observé par chaque objet dynamique peut être approximé par une loi de Bernoulli. Dans ce cas
là, les résultats obtenus par simulation sont corroborés par des analyses théoriques [127, 126].
La quasi-optimalité des algorithmes UCB et TS est plus surprenante, en effet, aucune preuve
théorique n’appuie ces résultats de simulation. Après avoir mené une analyse simulatoire
plus poussée, les auteurs de [135] se sont rendus compte qu’il existait une probabilité très
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faible que les algorithmes UCB et TS ait de très mauvaises performances lorsque le nombre
d’objets qui les utilise augmente.
Nous venons de voir que l’apprentissage est toujours meilleur qu’une sélection aléatoire
du canal. Par ailleurs, le coût des algorithmes d’apprentissages étant quasiment nul (très
faible), on en déduit qu’il est toujours avantageux d’utiliser des algorithmes d’apprentissage
pour la sélection des canaux. Jamais ils ne dégraderont les performances des communications.
6.9 Conclusion
Dans ce chapitre, nous avons utilisé des algorithmes de bandits multibras pour améliorer
la qualité des communications du réseau électrique intelligent. En particulier lorsque les
communications de l’AMI Backhaul se font via un LPWAN, ces algorithmes peuvent être
utilisés pour la sélection fréquentielle. Nous avons réalisé des simulations numériques et mis
en place un démonstrateur afin d’éprouver ces algorithmes. Grâce aux algorithmes de bandits,
les aggrégateurs du réseau électrique peuvent éviter les canaux engorgés et ainsi améliorer
leur probabilité de réussir une transmission. Ils réduisent ainsi la latence des communications.
Nous avons montré par simulation que ces résultats restent valables lorsque le nombre d’objets
qui utilisent ces algorithmes augmente.
Le gain en latence obtenu grâce aux algorithmes proposés dans ce chapitre permet de
mieux gérer le réseau électrique intelligent. Grâce à cette meilleure gestion du réseau, les
consommateurs (et en particulier le réseau mobile) vont pouvoir être associés à des sources
d’énergies renouvelables sans que ce soit préjudiciable pour le réseau électrique. On réduit
ainsi l’empreinte carbone de ces consommateurs.

Conclusion et Perspectives
Conclusion
L’objectif de ce travail de thèse était de réduire l’empreinte carbone des réseaux de
communication mobile. Pour cela, il faut réduire l’empreinte carbone des stations de base
du réseaux qui sont de grosses consommatrices d’électricité. Pour ce faire, nous avions
deux possibilités. Une première piste consiste à réduire la quantité d’énergie consommée
par ces stations de base. Un second axe de recherche consiste à améliorer les réseaux de
communication utilisés pour la gestion du réseau électrique. Ceci permet de mieux intégrer
des sources d’énergie renouvelables dans la production et en particulier d’associer les stations
de base à des sources d’énergie renouvelables (solaires ou éoliennes). Dans nos travaux, nous
avons exploré ces deux pistes séparément.
Résumé des contributions
Nous avons d’abord proposé des solutions pour réduire la consommation d’énergie du
réseau mobile. Pour cela, nous nous sommes intéressés au problème d’allocation de puissance
lorsque de la transmission discontinue est utilisée. Cette solution étant standardisée dans le
récent standard 5G-NR [58]. Nous avons résolu ce problème de manière optimale sous-diverses
hypothèses. Nous avons d’abord supposé qu’un ensemble d’utilisateurs était servis par une
station de base et que le canal de chacun d’eux était plat. Sous cette hypothèse, nous avons
proposé un algorithme pour l’allocation de puissance en TDMA et en OFDMA avec de la
transmission discontinue. Une fois ces problèmes résolus, nous avons amélioré notre modèle
en considérant le cas où les utilisateurs ont un canal à évanouissement. Nous avons, alors,
proposé un algorithme pour résoudre le problème d’allocation de ressources et de puissance
en OFDMA avec un canal à évanouissement.
Ensuite, nous avons analysé les performances des algorithmes proposés en TDMA sous
l’hypothèse d’un canal plat, dans un réseau composé de plusieurs cellules. Nous avons comparé
les performances de notre solution avec celles d’une solution optimale irréalisable. Cette
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comparaison nous a permis de montrer que notre solution a de bonnes performances qui
peuvent être améliorées en réduisant la puissance d’émission maximale de la station de base.
Après avoir proposé des solutions pour réduire la consommation d’énergie des stations
de base, nous nous sommes intéressés aux communications du réseau électrique intelligent.
Améliorer ces communications permet de mieux gérer le réseau électrique et ainsi mieux
intégrer des sources d’énergie renouvelables et de pouvoir, ainsi, les associer aux stations de
base du réseau mobile. Nous avons d’abord utilisé l’architecture HDCRAM pour présenter de
manière unifiée les mécanismes de gestion du réseau électrique. Cette représentation unifiée
nous a permis, entre autres, d’identifier les standards de communication qui peuvent être
utilisés pour cette gestion. Nous avons ainsi pu voir que les réseaux LPWAN sont parfaitement
dimensionnés pour l’AMI Backhaul.
Nous avons ensuite montré que la probabilité de réussir une transmission (ou récipro-
quement de subir une collision) et la latence sont deux métriques importantes pour le
dimensionnement de ces réseaux. Nous avons, proposé une expression analytique pour la
probabilité de collision dans un réseau LPWAN ALOHA non-slotté qui utilise un mécanisme
d’acquittement similaire à celui proposé dans le standard LoRaWAN. Ensuite, nous avons
dérivé l’expression de la latence dans un tel réseau comme une fonction de la probabilité de
collision.
Enfin, nous avons montré que les algorithmes de bandits multibras peuvent être utilisés
pour améliorer ces métriques lorsque le trafic interférant est inégalement réparti dans les
canaux disponibles, cette hypothèse a de fortes chances de se vérifier dans les réseaux IdO
tels que LoRaWAN vu que ceux-ci opèrent dans des bandes libres. En particulier, nous avons
montré par des simulations numériques que ces algorithmes restent efficaces lorsqu’ils sont
utilisés par plusieurs objets en même temps. Nous avons, finalement, réalisé un démonstrateur
sur des plateformes de radio-logicielle pour valider les résultats obtenus via des simulations
numériques. Ce démonstrateur reste, à notre connaissance, la seule implémentation temps-réel
d’apprentissage pour l’IdO.
Perspectives
Les travaux présentés dans cette thèse ouvrent, bien entendu, plusieurs perspectives qui
sont présentés dans cette section. Nous présenterons plus en détails les perspectives qui ont
le plus attiré notre attention. Nous avons commencé à travailler sur certaines d’entre elles.
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Réduction de la consommation d’énergie des stations de base
Amélioration du modèle : les algorithmes d’allocation de ressources et de puissance
avec transmission discontinue présentés dans cette thèse ont été conçus en prenant en
compte certaines hypothèses (connaissance parfaite du canal par la station de base, canal plat,
absence de mobilité). Il est donc possible d’améliorer ces algorithmes en se passant de certaines
hypothèses. Par exemple, nous aurions pu traiter ce problème d’allocation de ressources et
de puissance avec de la transmission discontinue avec une connaissance imparfaite du canal.
Allocation de puissance adaptée aux réseaux denses : dans le Chapitre 3, nous
avons choisi d’étendre l’utilisation de la solution proposée, pour une seule cellule, à un réseau
dense. Il serait donc intéressant de proposer une solution pour l’allocation de puissance qui
n’est pas une simple extension de la solution proposée dans un réseau à une seule cellule.
Allocation de ressources dans des réseaux denses : dans le Chapitre 3, nous
avons étudié les performances de notre algorithme d’allocation de puissance dans un réseau
dense. Dans ce chapitre, nous n’avons pas considéré le problème d’allocation de ressources
(échelonnement des utilisateurs) et considéré les interférences générées par la puissance
d’émission moyenne des stations de base environnantes. Il reste donc à proposer des algorithmes
d’allocation de ressources et de puissance avec de la transmission discontinue dans des réseaux
denses.
MIMO : Les systèmes de communication MIMO utilisent un grand nombre d’antennes
pour augmenter le débit des utilisateurs. L’utilisation de ces antennes augmente la consom-
mation statique des stations de base, il est donc intéressant d’en éteindre certaines pour
diminuer la consommation des stations de base MIMO. Le pendant MIMO de la transmission
discontinue est l’Antenna Selection [136]. Nous avons commencé à travailler sur ce sujet et
publié un article de conférence à ce propos [137]. Le travail publié est un travail préliminaire
et peut être largement perfectionné. Par exemple, en étudiant ce problème dans un scénario
dans lequel du SDMA est utilisé.
NOMA : Le NOMA est une stratégie pour l’accès multiple qui a été proposée récemment
et qui concentre, donc, beaucoup d’attention. Nous avons commencé à travailler sur ce sujet
et en particulier sur les problématiques d’allocation de ressources et de puissance en NOMA
avec du Cell DTx. Ce problème est intéressant, mais, en réalité, les premiers résultats que
nous avons obtenus montrent que sa résolution est assez similaire à la résolution du même
problème en OFDMA.
Amélioration des communications du réseau électrique intelligent
Amélioration du modèle : lors des dérivations des probabilités de collision, nous avons
supposé que dès que deux paquets se chevauchent dans un canal, il y a collision. Ce qui est
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une hypothèse simplificatrice car pessimiste. De plus, nous avons considéré que l’ensemble
des pertes paquets été causées par des collisions et n’avons pas considéré les pertes liées aux
conditions de propagation. Il serait intéressant de dériver une probabilité de perte paquet
plus réaliste. Une des difficulté que nous avons rencontrée dans l’analyse des réseaux d’objets
connectés (réseaux ALOHA) a été de trouver une modélisation réaliste mais qui n’est pas
trop complexe et permet de comprendre et analyser l’impact des différents paramètres.
Optimisation des réseaux LoRaWAN : les réseaux LPWAN sont aujourd’hui en
plein essor et peuvent être utilisés pour de nombreuses applications industrielles. L’un des
standards les plus en vogue est le standard LoRaWAN. Il serait intéressant d’optimiser
les performances d’un tel réseau au delà de ce que nous avons proposé dans cette thèse.
Par exemple, dans cette thèse, nous avons utilisé l’acquittement qui est disponible dans ce
standard pour utiliser des algorithmes d’apprentissage. L’intérêt de cet acquittement, tel qu’il
est proposé dans ce standard, est aujourd’hui questionné [138]. Il serait donc intéressant de
voir comment le faire évoluer pour améliorer les communications dans des réseaux LoRaWAN.
Algorithmes de bandits multibras dans des environnements non-stochastiques :
pour que les algorithmes de bandits multibras puissent être utilisés en pratique, il faut d’abord
qu’ils puissent s’adapter aux variations potentielles du trafic interférant. Le développement
et l’évaluation d’algorithmes de bandits qui ont de bonnes performances dans des environ-
nements dont les statistiques varient dans le temps est la priorité pour le développement
d’algorithmes de bandits dans des réseaux d’objets connectés.
Bilan personnel
L’objectif de cette thèse et plus largement du réseau SOGREEN était de limiter l’empreinte
carbone des réseaux mobiles et par extension de l’activité humaine en améliorant la gestion de
l’électricité des stations de base. Cet objectif était bien entendu trop ambitieux pour pouvoir
être atteint en 3 ans et résumé en moins de 200 pages. Pour l’atteindre, il est nécessaire
d’optimiser le fonctionnement de tous les systèmes conçus et utilisés par l’homme. C’est
dans ce cadre que s’inscrit cette thèse. En effet, il est évident que l’apport des algorithmes
présentés dans ce manuscrit n’est pas suffisant pour réduire significativement l’impact de
l’activité humaine sur l’environnement. Cependant, on peut obtenir des résultats significatifs
si des démarches similaires à celles proposées dans cette thèse sont appliquées pour optimiser
un grand nombre de systèmes.
Dans cette thèse, en plus d’avoir proposé des algorithmes qui permettent de réduire
la consommation du réseau mobile, nous avons proposé des algorithmes utiles pour mieux
gérer le réseau électrique. Le réseau électrique intelligent et, par extension, les réseaux de
communication qu’il utilise sont un élément majeur de la transition écologique actuelle. La
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transformation du réseau électrique en réseau électrique intelligent a un impact bénéfique
sur l’environnement bien plus significatif que la réduction de la consommation d’énergie des
réseaux mobiles. C’est pourquoi, l’amélioration des communications du réseau électrique
intelligent doit devenir un axe majeur dans la recherche en éco-radio.
Par ailleurs, la problématique de réduction de l’empreinte carbone des réseaux mobiles
est un sujet vaste qui, par conséquent, m’a permis de découvrir divers domaines (réseaux
mobiles, objets connectés, réseau électrique) et d’acquérir des compétences sur divers sujets
(probabilité, optimisation, apprentissage par renforcement).
Enfin, comme d’autres travaux dans le domaine des télécommunications, certains algo-
rithmes proposés dans cette thèse ne sont pas utilisables en l’état sur des systèmes réels. En
effet, les hypothèses formulées dans cette thèse pour poser le problème de minimisation de la
puissance consommée ne sont pas suffisamment réalistes. Il est évidemment difficile d’évaluer
à priori la marche qu’il reste à franchir pour pouvoir implémenter ces algorithmes. Dans cette
thèse, nous nous sommes efforcé lorsque c’était possible d’implémenter les algorithmes que
nous proposions afin de les confronter à une certaine réalité. Même si elle n’est pas aussi
complète qu’un système déployé en vrai grandeur, le pas le plus important a été franchi
en passant des études théoriques et par simulations aux expérimentations en condition de
laboratoire. C’est ce que nous avons fait avec les algorithmes de bandits multibras.

Annexe A
Quelques preuves relatives au
chapitre 3
A.1 Dérivation de l’équation (3.37)
Dans cette preuve, sans aucune perte de généralité, on suppose que S1 = J1;NuK et que
S2 = JN1+1;NuK Pour exprimer les xk uniquement comme une fonction des temps de service,
on résout le système d’équations linéaires définit par (3.34). Ce système peut s’écrire sous
forme matricielle :
MX = β. (A.1)
Dans cette équation matricielle, β = (β1, · · · , βNu)T , X = (x1, · · · , xNu)T et la matrice
M peut s’écrire comme la matrice par blocs suivante :
M =
(
IN1 Γ1
Γ2 IN2
)
. (A.2)
Dans cette équation,N1 et N2 désignent respectivement le nombre d’utilisateurs servis
par la station de base 1 et 2. IN1 et IN2 sont les matrices identités de taille N1 et N2. De
plus, d’après l’équation (3.34), les matrices Γ1 et Γ2 ont pour expression :
Γ1 =

−α1 · · · −α1
...
...
−αN1 · · · −αN1
 , (A.3)
et,
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Γ2 =

−αN1+1 · · · −αN1+1
...
...
−αNu · · · −αNu
 . (A.4)
On rappelle que la définition de αk est donnée par l’équation (3.35). On remarque que
les matrices Γ1 ∈MN1×N2(R) et Γ2 ∈MN2×N1(R) ne sont pas des matrices carrées. Dans la
suite, on sera amené à utiliser les matrices Γ′1 ∈MN1(R) et Γ′2 ∈MN2(R) qui sont carrées et
dont les colonnes sont respectivement égales à celles de Γ1 et Γ2. Pour inverser la matrice
M, on utilise la formule d’inversion d’une matrice par bloc [139] :
(
A B
C D
)−1
=
(
A−1 +A−1B(D−CA−1B)−1CA−1 −A−1B(D−CA−1B)−1
−(D−CA−1B)−1CA−1 (D−CA−1B)−1
)
. (A.5)
L’équation (A.5) nous permet de déduire que :
M−1 =
(
IN1 + Γ1(IN2 − Γ2Γ1)−1Γ2 −Γ1(IN2 − Γ2Γ1)−1
−(IN2 − Γ2Γ1)−1Γ2 (IN2 − Γ2Γ1)−1
)
. (A.6)
On doit maintenant calculer l’inverse de IN2 − Γ2Γ1. Les expressions de Γ1 et Γ2 nous
permettent d’écrire :
Γ2Γ1 = Tr(Γ′1)Γ′2. (A.7)
Dans cette équation Tr(.) désigne l’opérateur trace. On en déduit :
(Γ2Γ1)2 = Tr(Γ2Γ1)Γ2Γ1. (A.8)
Cette dernière expression nous permet de montrer que :
(IN2 − Γ2Γ1)
(
IN2 +
1
1− Tr(Γ2Γ1)Γ2Γ1
)
=(
IN2 +
1
1− Tr(Γ2Γ1)Γ2Γ1
)
(IN2 − Γ2Γ1) = IN2 . (A.9)
Par conséquent :
(IN2 − Γ2Γ1)−1 = IN2 +
Tr(Γ′1)
1− Tr(Γ′2) Tr(Γ′1)
Γ2′. (A.10)
En insérant cette expression dans l’équation (A.6), on déduit :
M−1 =
IN1 + Tr(Γ′2)1−Tr(Γ′2)Tr(Γ′1)Γ′1 −11−Tr(Γ′2)Tr(Γ′1)Γ1
−1
1−Tr(Γ′2)Tr(Γ′1)Γ2 IN2 +
Tr(Γ′1)
1−Tr(Γ′2)Tr(Γ′1)Γ
′
2
 . (A.11)
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On peut finalement résoudre le problème d’équations linéaires introduit équation (3.34) :
X =M−1β. (A.12)
Pour k ∈ J1;NuK, on a finalement :
xk = βk + αk
[∑
i∈Sn
∑
j∈Sm αjβi +
∑
j∈Sm βj
1−∑i∈Sn∑j∈Sm αiαj
]
. (A.13)
Dans cette équation m = n mod (2) + 1. Cette équation pouvant être réécrite :
xk =
Nµnk
gnk
(
2
Ck
Bµnk − 1
)
×1 +
gmk
∑
j∈Sm
µmj
gmj
(
2
Cj
Bµmj − 1
)(
1 + gnj
∑
i∈Sn
µni
gni
(
2
Ci
Bµni − 1
))
1−∑i∈Sn∑j∈Sm µnigmigni
(
2
Ci
Bµni − 1
)
µmjgnj
gmj
(
2
Cj
Bµmj − 1
)
 . (A.14)
Nous venons d’exprimer les variables xk uniquement en fonction des, temps de service
des utilisateurs.
A.2 Convexité du problème définit par l’équation (3.40)
Avant d’entrer dans le coeur de la démonstration, il est important de noter que les
contraintes données par les équations (3.40c) et (3.40d) sont des contraintes d’inégalité stricte.
D’après [40], un problème convexe n’a que des inégalités larges. Le problème ne peut donc
pas être rigoureusement convexe. Vu qu’on ne s’intéresse qu’à l’optimum de ce problème, on
peut introduire un ϵ≪ 1qui change ces inégalités strictes en inégalités large. On a alors les
inégalités suivantes : ∑
i∈S1
∑
j∈S2
αiαj ≤ 1− ϵ, (A.15)
µnk ≥ ϵ, ∀k ∈ J1;NuK. (A.16)
Si ϵ est choisi suffisamment petit, son introduction ne change rien à la convexité du
problème.
On entre maintenant dans le coeur de la démonstration. Dans cette preuve, sans aucune
perte de généralité, on suppose que S1 = J1;N1K et S2 = JN1 + 1;NuK. Pour prouver la
convexité du problème défini par l’équation (3.40), on prouve la convexité de la fonction
objectif et celle de l’ensemble délimité par les contraintes. Pour cela, il suffit de montrer que
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les xk sont des fonctions convexe de µnl pour µnl ∈]0; 1], ∀l ∈ J1;NuK. Notre preuve s’appuie
sur le lemme suivant :
Lemme A.1. la fonction f(x) = ln(x(e1/x − 1)) est convexe pour tout x ∈ R∗+.
Démonstration. Pour x > 0, la dérivée de f est égale à :
f ′(x) = −1
x
(
1
x(1− e−1x )
− 1
)
= −1
x
g(x). (A.17)
Pour prouver la convexité de f , on va montrer que sa dérivée est croissante. Pour cela, on
s’intéresse à la fonction g. Tout d’abord, l’inégalité :
ex > 1 + x, ∀x ∈ R∗, (A.18)
prouve que g(x) > 0, ∀x > 0. De plus, la dérivée de x(1− e−1x ) est égale à :
(
x(1− e−1x )
)′
= 1− e−1x − e
−1
x
x
. (A.19)
L’inégalité (A.18) nous montre que cette dérivée est positive. Donc g est décroissante car
c’est l’inverse d’une fonction croissante. Ensuite, g(x)x est décroissante sur R∗+ comme produit
de deux fonctions décroissantes à valeur positive. Enfin, f ′ est croissante car c’est l’opposée
d’une fonction croissante. Finallement, f est convexe.
Le Lemme A.1 permet de prouver les fonctions αk et βk sont des fonctions log-convexes
pour tout k. Par conséquent, chaque produit de ces fonctions est convexe [40]. De plus, comme∑N1
i=1
∑Nu
j=N1+1 αiαj ∈]0; 1[, on peut utiliser le développement en série entière suivant :
1
1− x =
+∞∑
n=0
xn, ∀x ∈ [0; 1[. (A.20)
Dans la suite de cette preuve, pour améliorer sa lisibilité, on notera :
N1N2∑
l=1
γl =
N1∑
i=1
Nu∑
j=N1+1
αiαj . (A.21)
Dans cette équation, γl = α(l−1)(modN1)+1 ×αN1+⌊ l−1N1 +1⌋, et ⌊.⌋ désigne la fonction partieentière. Chacune des fonctions γl est log-convexe comme produit de fonctions log-convexes.
En appliquant le développement en série entière de l’équation (A.20), xk peut s’écrire :
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xk = βk + αk
N1∑
i=1
Nu∑
j=N1+1
αjβi +
Nu∑
j=N1+1
βj
+∞∑
n=0
N1N2∑
l=1
γl
n . (A.22)
Les coefficients multinomiaux [140] permettent de développer cette expression, on obtient
alors :
xk = βk +
+∞∑
n=0

N1∑
i=1
Nu∑
j=N1+1
αjβiαk +
Nu∑
j=N1+1
αkβj

 ∑∑
nl=n
(
n
n1, ..., nN1N2
)
N1N2∏
l=1
γnll

 .
(A.23)
Enfin, chaque produit ∏N1N2l=1 γnll est log-convexe comme produit de fonctions log-convexes.
Ainsi, en développant les termes dans la somme infinie, on exprime les termes de cette somme
comme des sommes de produits de fonctions log-convexes. Ces produits sont des fonctions
log-convexes. Finallement, une somme infinie de fonctions convexes est convexe [40]. Les xk
sont donc convexes. Le problème étudié est donc un problème convexe.

Annexe B
Quelques preuves relatives au
Chapitre 4
B.1 Non-convexité du problème définit équation (4.5)
On a deux façons de prouver que le problème définit par l’équation (4.5) n’est pas convexe.
On peut soit choisir de prouver que la fonction :
(
µa, P
k,1
TX
, · · · , P k,NkTX
)
7→ Ck −Bcµa
N∑
n=1
log2
1 + gk,nP k,nTX
N
 , (B.1)
n’est pas convexe, soit prouver que la fonction objectif donnée par l’équation (4.5a) n’est
pas convexe. Dans cette annexe, nous prouvons que la fonction définie par l’équation (B.1)
n’est pas convexe. Pour cela, on note :
αn =
Bc
N ln(2)
gk,n
1 +
gk,nP
k,n
TX
N
≥ 0 (B.2)
βn =
g2k,nBcµa
N2 ln(2)
1(
1 +
gk,nP
k,n
TX
N
)2 ≥ 0 (B.3)
Pour k ∈ J1;NuK, la matrice Hessienne de la fonction étudiée s’écrit :
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Hk =

0 −α1 · · · −αNk
−α1 β1 · · · 0
...
... . . .
...
−αNk 0 · · · βNk
 (B.4)
On déduit assez facilement, que pour des valeurs de µa et P k,nTX positives, la trace de cette
matrice est positive. Ceci nous permet de dire qu’au moins une des valeurs propres de cette
matrice est positive.
On cherche maintenant à calculer le déterminant de cette Hessienne. En développant
suivant la première ligne, on obtient :
det(Hk) = α1
∣∣∣∣∣∣∣∣∣∣∣∣
−α1 0 · · · 0
... β2 · · · 0
...
... . . .
...
−αNk 0 · · · βNk
∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+ (−1)Nk+1αNk
∣∣∣∣∣∣∣∣∣∣∣∣
−α1 β1 · · · 0
...
... . . .
...
... 0 · · · βNk
−αNk 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣
(B.5)
On vient d’exprimer le determinant de la Hessienne comme la somme de Nk déterminants.
Pour les calculer, on va effectuer n−1 opérations élémentaires sur le nième de ces déterminants.
Afin de faire remonter successivement la nième ligne jusqu’à la première position :
det(Hk) = α1
∣∣∣∣∣∣∣∣∣∣∣
−α1 0 · · · 0
−α2 β2 · · · 0
...
... . . .
...
−αNk 0 · · · βNk
∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+ αNk
∣∣∣∣∣∣∣∣∣∣∣
−αNk 0 · · · 0
−α1 β1 · · · 0
...
... . . .
...
−αNk−1 0 · · · βNk−1
∣∣∣∣∣∣∣∣∣∣∣
(B.6)
Les déterminants obtenus sont triangulaires inférieurs, on peut finallement les calculer :
det(Hk) = −
Nk∑
n=1
α2n
Nk∏
j=1,j ̸=n
βj < 0 (B.7)
Donc le produit des valeurs propres de Hk est négatif. Ce qui prouve qu’au moins une
valeur propre de Hk est négative. Hk a donc au moins une valeur propre positive et une
valeur propre négative. La contrainte étudiée n’est donc pas convexe. Ceci est suffisant pour
dire que, sous cette forme, le problème donné par l’équation (4.5a) n’est pas convexe.
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B.2 Allocation de puissance optimale en OFDMA avec du
Cell DTx
Comme expliqué dans la Section 4.3.2, et d’après les conditions de KKT, pour ce problème,
on peut avoir trois cas différents. Dans cette preuve on se limite au cas où ni la contrainte de
l’équation (4.10d), ni celle de l’équation (4.10b) ne sont saturées. Dans ce cas là, le Lagrangien
du problème s’écrit :
L = Ps + µa(P0 − Ps) +mpµaN
Nu∑
k=1
Nk∑
n=1
1
gk,n
(
2
Ck,n
Bcµa − 1
)
−
Nu∑
k=1
λk
 Nk∑
n=1
Ck,n − Ck
 . (B.8)
La dérivée de ce Lagrangien para rapport à Ck,n est égale à :
∂L
∂Ck,n
= mpN ln(2)
gk,nBc
2
Ck,n
Bcµa − λk. (B.9)
Au point minimum, cette dérivée est égale à 0. On en déduit :
Ck,n = Bcµa log2
(
Bcλkgk,n
mpN ln(2)
)
. (B.10)
Vu que ∑Nkn=1Ck,n = Ck, on a :
Bcµa log2
(
λkBc
mpN ln(2)
)
= Ck
Nk
− Bcµa
Nk
log2
 Nk∏
n=1
gk,n
 . (B.11)
Par conséquent,
Ck,n =
Ck
Nk
+Bcµa log2
 gk,n(∏Nk
n=1 gk,n
) 1
Nk
 . (B.12)
On note que l’expression (B.12) ne dépend pas de la façon dont on calcule la valeur de µa.
On va maintenant exprimer µopt, la valeur optimale de µa comme la solution d’une équation
à une seule variable. Pour cela, on écrit la dérivée du Lagrangien par rapport à µa :
∂L
∂µa
=
Nu∑
k=1
Nk∑
n=1
[
mpN
gk,n
(
2
Ck,n
Bcµa − 1
)
− mpNCk,n ln(2)
Bcgk,nµa
2
Ck,n
Bcµa
]
+ (P0 − Ps). (B.13)
En remplaçant Ck,n dans l’équation (B.13) par son expression, donnée par l’équation
(B.12), l’équation ∂L∂µa = 0 nous donne µopt comme la solution d’une équation à une seule
variable :
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Nu∑
k=1
2
Ck
NkBcµopt(∏Nk
n=1 gk,n
) 1
Nk
[
Ck ln(2)
Bcµopt
−Nk
]
− P0 − Ps
mpN
+
Nu∑
k=1
Nk∑
n=1
1
gk,n
= 0. (B.14)
Pour trouver l’allocation de puissance optimale, on va devoir résoudre l’équation (B.14) et
ensuite calculer la capacité par canal grâce à l’équation (B.12). Une fois que c’est fait, on doit
vérifier si les Ck,n sont tous positifs. Si ce n’est pas le cas, on va mettre à 0 la capacité dans
les blocs de ressource dans lesquels elle est négative et recalculer µopt ainsi que les valeurs
des Ck,n. On a donc un procédé itératif de type water-filling, comme décrit Section 2.4.2.
Annexe C
Quelques preuves relatives au
Chapitre 6
C.1 Calcul des probabilités de collision dans un réseau ALOHA
Dans cette Annexe, nous prouvons les Propositions 6.1 et 6.2. L’objectif de cette annexe
est donc de calculer la probabilité d’avoir une transmission sans collision dans un canal. Pour
cela, on utilisera les notations du Tableau C.1
Pour le calcul de la probabilité d’avoir une transmission réussie dans le canal j, on va
supposer qu’un des objets a envoyé un paquet dans ce canal. On appellera paquet 1 ce
paquet et on calcule la probabilité qu’il arrive sans subir de collisions. Comme indiqué dans
le Chapitre 6, on a deux cas selon si Td ≤ Tm ou si Td ≥ Tm.
Cas 1 : Td ≤ Tm
On commence par calculer P j(su), la probabilité que le paquet 1 soit bien reçu et décodé
par la station de base. Afin de simplifier les notations, dans la suite on ne mentionnera pas
l’indice du canal et on notera P (su) la probabilité qu’un paquet envoyé sur la voie montante
soit bien reçu par la station de base.
Le paquet 1 est transmis avec succès (su) si et seulement si il n’y a pas de collision entre
ce paquet et un autre paquet, que celui-ci soit envoyé avant ou après le paquet 1 :
P (su) = P (cb ∩ ca) = P (cb)P (ca). (C.1)
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Tableau C.1 – Évènements dont la probabilité est utilisée dans le calcul des probabilités d’avoir une
bonne transmission.
Notation Évènement
su Successful Uplink : il n’y pas eu de collision entre le paquet envoyé sur
la voie montante et d’autres paquets. Il a été décodé par la station de
base.
sd Successful Downlink : L’objet a bien reçu l’acquittement et l’a décodé.
sa Successful Acknowledgement : la transmission sur la voie descendante
s’est passée sans que l’acquittement n’ait de collision avec un autre
paquet.
ca Collision After : La transmission du paquet sur la voie montante a
échoué à cause d’une collision avec un paquet envoyé après le paquet
considéré.
cb Collision Before : La transmission du paquet sur la voie montante
a échoué suite à une collision avec un paquet envoyé avant. Celui-ci
pouvant être un paquet envoyé sur la voie montante ou sur la voie
descendante.
cub Collision Uplink Before : La transmission du paquet sur la voie mon-
tante a échoué en raison d’une collision avec un paquet envoyé par un
autre objet avant le paquet considéré.
cd Collision Downlink : Le paquet envoyé sur la voie montante a eu une
collision avec un acquittement.
pss Packet Successfully Sent : Un paquet a été envoyé avec succès par un
objet dans l’intervalle de temps [−Td − Tm − Ta;−Td − Tm].
pb Packet Between : Un paquet est envoyé entre le paquet envoyé sur la
voie montante et l’acquittement sans gêner leur transmission.
Dans cette équation, et en accord avec le Tableau C.1, P (cb) et P (ca) sont respectivement
la probabilité d’avoir une collision avec un paquet envoyé avant et après le paquet 1. Vu que le
trafic sur la voie montante suit une loi de Poisson, ces deux probabilités sont indépendantes.
On commence par calculer P (cb). Pour cela, on utilise la formule des probabilités totales
et la formule de Bayes pour l’écrire comme la somme de deux probabilités. La première est la
probabilité d’avoir une collision avec un paquet envoyé par un objet sur la voie montante
avant le paquet 1 (cub). La seconde est la probabilité d’avoir une collision avec un paquet
envoyé avant, sans collision avec un paquet envoyé sur la voie montante. Dans ce cas là, on
aura une collision avec un acquittement envoyé par la station de base. On a donc la formule
suivante :
P (cb) = P (cb|cub)P (cub) + P (cb|cub)P (cub) = P (cub) + P (cd, cub). (C.2)
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Figure C.1 – Collision entre le paquet 1 et un paquet envoyé avant sur la voie montante.
Dans cette équation, P (cd) est la probabilité d’avoir une collision avec un acquittement
envoyé par la station de base avant le paquet 1.
On représente sur la Figure C.1 une collision entre le paquet 1 et un paquet envoyé avant
sur la voie montante (cub). Comme on peut le voir sur cette figure, on a une collision entre
le paquet 1 et un paquet envoyé avant si et seulement si l’intervalle entre le paquet 1 et le
dernier paquet envoyé avant est inférieur à Tm. Par conséquent :
P (cub) = 1− e−λjTm . (C.3)
Ensuite, comme montré sur la Figure C.2, dans le cas où Td ≤ Tm et sachant que la
station de base n’envoie un acquittement que si le canal est libre, on a une collision avec
un acquittement sans collision avec un paquet envoyé sur la voie que si le dernier paquet
envoyé sur la voie montante avant le paquet considéré est envoyé dans l’intervalle de temps
Ia = [−Tm − Td − Ta;−Td − Tm] et est reçu et décodé avec succès par la station de base. La
probabilité P (cd, cub) s’écrit donc :
P (cd, cub) =
(
e−λj(Td+Tm) − e−λj(Td+Tm+Ta)
)
︸ ︷︷ ︸
L’intervalle de temps entre le paquet 1
et le dernier paquet envoyé avant est dans Ia
× P (cb)︸ ︷︷ ︸
Le paquet envoyé dans Ia
n’a pas eu de collision
avec un paquet envoyé avant lui
. (C.4)
En remplaçant P (cd, cub) et P (cub) par leurs expressions données ci-dessus, on peut
calculer P (cb) la probabilité de ne pas de collision avec un paquet envoyé avant paquet 1 :
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Figure C.2 – Collision entre le paquet 1 et un acquittement, sans avoir de collision avec un paquet
envoyé sur la voie montante avant le paquet 1.
P (cb) = 1− P (cb)
= e
−λjTm
1 + e−λj(Td+Tm) − e−λj(Td+Tm+Ta) . (C.5)
Ensuite, la probabilité de ne pas avoir une collision avec un paquet envoyé après le paquet
1 s’écrit :
P (ca) = e−λjTm (C.6)
On a maintenant tous les éléments qui permettent de calculer P (su) à partir de l’équation
1 :
P (su) = P (cb)P (ca)
= e
−2λjTm
1 + e−λj(Td+Tm) − e−λj(Td+Tm+Ta) . (C.7)
On doit maintenant regarder la probabilité P (sd), que l’acquittement soit bien reçu. Si
on sait que le paquet envoyé sur la voie montante a bien été décodé par la station de base, on
a une bonne transmission sur la voie descendante si et seulement si l’acquittement ne subit
pas de collisions. C’est à dire :
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P (sd) = P (su)P (sa|su). (C.8)
Dans le cas où Td ≤ Tm,
P (sa|su) = e−λj(Td+Ta). (C.9)
Ceci nous permet de conclure que :
P (sd) = e
−λj(2Tm+Td+Ta)
1 + e−λj(Td+Tm) − e−λj(Td+Tm+Ta) . (C.10)
Nous venons donc de prouver la Proposition 6.1.
Cas 2 : Td ≥ Tm
On prouve maintenant la Proposition 6.2, pour cela, on utilise un raisonnement très
similaire a celui utilisé dans la section précédente. On commence par calculer P (cb) que l’on
décompose suivant l’équation (C.2). Une fois cette décomposition faite, on calcule P (cd, cub).
Dans le cas où Td ≥ Tm, on peut avoir une collision avec un acquittement dans deux
situations différentes qui sont illustrées sur la Figure C.3. Afin de bien comprendre ces deux
cas, on va numéroter les différents paquets comme ceci :
— On appelle toujours paquet 1 le paquet que l’on considère.
— Paquet 2 désigne un paquet qui a été envoyé par l’objet 2 dans l’intervalle de temps
[−Td − Tm − Ta;−Td − Tm] et dont l’acquittement interfère avec le paquet 1.
— On appelle paquet 3 le dernier paquet envoyé sur la voie montante avant l’acquittement
de paquet 2.
Les deux situations décrites par la Figure C.3 étant incompatibles, on peut écrire P (cd, cub)
comme la somme des probabilités de ces deux situations :
P (cd, cub) = P (cd, cub, pb) + P (cd, cub, pb). (C.11)
Où pb désigne le fait d’avoir un paquet envoyé sur la voie montante entre paquet 2 et son
acquittement. On a déjà calculé le premier terme de cette somme. En effet, si aucun paquet
n’est envoyé entre paquet 2 et son acquittement, on se retrouve dans la situation étudiée dans
le cas Td ≤ Tm. En d’autres termes, l’expression de P (cd, cub, pb) dans le cas où Td ≥ Tm est
la même que celle de P (cd, cub) dans le cas où Td ≤ Tm et est donnée par l’équation (C.4).
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Figure C.3 – Lorsqu’on a une collision avec un acquittement, on peut avoir deux cas possibles. Soit
on a des paquets envoyés entre le paquet 2 et son acquittement, soit aucun paquet n’est envoyé dans
cet intervalle de temps.
On peut maintenant calculer P (cd, cub, pb). On a l’évènement cd∩ cub∩pb si et seulement
si :
— Le paquet 2 est bien reçu par la station de base.
— Le paquet 3, qui est le dernier paquet envoyé sur la voie montante avant l’acuittement
du paquet 2 est transmis entre le paquet 2 et son acquittement sans gêner la réception
de ce dernier (sans collision).
Ces deux évènements sont indépendants. On peut donc écrire P (cd, cub, pb) comme le
produit de deux probabilités :
P (cd, cub, pb) = P (pss)P (Tc + Tm ≤ T1 ≤ Tc + Td) (C.12)
La première étant la probabilité de pss, c’est à dire la probabilité que le paquet 2 ne
subisse pas de collisions, elle sécrit :
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Figure C.4 – T1 est la durée de l’intervalle entre le paquet 1 et le paquet 3 et Tc est l’intervalle entre
le paquet 1 et l’acquittement du paquet 2.
P (pss) = (1− e−λjTa)︸ ︷︷ ︸
Proba. qu’un paquet soit
envoyé dans Ia
× e−λjTm︸ ︷︷ ︸
Proba. de ne pas avoir de
collision avec un paquet
envoyé après.
× (1− P (cb))︸ ︷︷ ︸
Proba. de ne pas avoir de
collision avec un paquet
envoyé avant
=(e−λjTm − e−λj(Tm+Ta))(1− P (cb)). (C.13)
On doit maintenant calculer la seconde probabilité qui est la probabilité que le paquet 3
(dernier paquet envoyé avant l’acquittement) ne gêne pas la transmission de cet acquittement.
Pour cela, on va regarder la durée T1 de l’intervalle entre le paquet 1 et le paquet 3 et la
durée Tc de l’intervalle entre le paquet 1 et l’acquittement du paquet 2. Ces deux intervalles
sont illustrés sur la Figure C.4. Comme on peut le voir sur cette figure, la probabilité que le
paquet 3 soit envoyé après le paquet 2 et ne gène pas l’acquittement est donnée par :
P (Tc + Tm ≤ T1 ≤ Tc + Td) = P (Tm ≤ T1 − Tc ≤ Td). (C.14)
Pour le calcul de cette probabilité, on doit calculer la densité de probabilité de T1 − Tc
que l’on notera fT1−Tc . Vu que la paquet 2 a été transmis sans collision, on sait qu’un seul
paquet a été envoyé sur la voie montante dans l’intervalle Ia. On en déduit que Tc suit une
loi uniforme sur [0;Ta] [141]. De plus, T1 suit une loi exponentielle. On peut donc calculer
fT1−Tc en calculant la convolution des densités de probabilité de T1 et −Tc. On obtient :
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fT1−Tc(τ) =

0 si τ < −Ta
1
Ta
(1− e−λj(τ+Ta)) si τ ∈ [−Ta; 0]
1
Ta
(e−λjτ − e−λj(τ+Ta)) si 0 < τ
(C.15)
On peut, ensuite, en déduire, l’expression de P (Tm ≤ T1 − Tc ≤ Td) :
P (Tm ≤ T1 − Tc ≤ Td) = 1
λjTa
(
e−λjTm − e−λj(Tm+Ta) − e−λjTd + e−λj(Td+Ta)
)
. (C.16)
On peut, maintenant, réécrire l’ensemble P (cb) en fonction des différentes probabilités
calculés précédemment :
P (cb) = P (cub) + P (cd, cub, pb) + P (pss)P (Tm ≤ T1 − Tc ≤ Td). (C.17)
Ceci nous permet d’obtenir l’expression de P (cb) en fonction des paramètres des commu-
nications :
P (cb) = 1− P (cb) = e
−λjTm
1 + f(λj , Tm, Td, Ta)
. (C.18)
Dans cette équation,
f(λj , Tm, Td, Ta) =
(
e−λjTm − e−λj(Tm+Ta)
)
×[
e−λjTd + 1
λjTa
(
e−λjTm − e−λj(Tm+Ta) − e−λjTd + e−λj(Td+Ta)
)]
. (C.19)
Ensuite, on peut utiliser l’équation (C.1) pour trouver l’expression de P (su). Enfin, dans
le cas où Td ≥ Tm, P (ca) est égale à :
P (sa|su) = e−λj(Tm+Ta). (C.20)
Ce qui nous permet de conclure que :
P (sd) = e
−λT (3Tm+Ta)
1 + f(λT , Tm, Td, Ta)
. (C.21)
Nous venons de prouver la Proposition 6.2.
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C.2 Une approximation pour la probabilité de collision dans
un réseau ALOHA slotté
Dans cette Annexe, nous prouvons la Proposition 6.3. Tout d’abord, xt, la probabilité
qu’un objet soit en train d’émettre peut être réécrite :
xt =
2
m+ 1
1
1 + 2P j(su)m+1
(
1
p − (m−1)2
) . (C.22)
Lorsque la probabilité de collision P j(su) est élevée et, par conséquent, la probabilité de
succès P j(su) est faible ou alors lorsque p est approximativement égal à on peut utiliser le
développement limité 11+x ≈x≈0 1− x :
xt ≈ 2
m+ 1
[
1− 2P
j(su)
m+ 1
(1
p
− (m− 1)2
)]
. (C.23)
En remplaçant xt par son expression dans (6.12), on obtient :
P j(su) ≈ e
−2N
m+1
[
1− 2Pj(su)
m+1
(
1
p
− (m−1)2
)]
. (C.24)
En multipliant par la même quantité des deux cotés de l’équation, cette équation peut se
réécrire :
−4NP j(su)
(m+ 1)2
(1
p
− m− 12
)
e
−4N
(m+1)2 P
j(su)
(
1
p
−m−12
)
≈ −4N(m+ 1)2
(1
p
− m− 12
)
e
−2N
m+1 . (C.25)
De plus, dans le cas où :
p ≥ 1
e
2N
m+1−1 (m+1)2
4N +
m−1
2
, (C.26)
on peut exprimer la solution de (C.25) sous forme analytique grâce à la fonction W de
Lambert [62]. Afin d’obtenir des valeurs de P j(su) cohérentes, c’est-à-dire qui appartiennent
à l’intervalle [0; 1], on applique la branche principale de cette fonction. On obtient finalement :
P j(su) = 1− P j(su) ≈ 1 +
W0
(
− 4Nj(m+1)2
(
1
p − m−12
)
e−
2Nj
m+1
)
(
1
p − m−12
) 4Nj
(m+1)2
. (C.27)
Ce qui prouve la Proposition 6.3.
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Titre : Utilisation de la Radio Intelligente pour un Réseau Mobile à Faible Consommation d’Energie 
Mots clés : Radio Intelligente, Eco-radio, Réseaux Mobiles, Internet des Objets 
Résumé : La réduction de l’empreinte carbone de 
l’activité humaine est aujourd’hui un enjeu 
économique et écologique majeur. Les réseaux de 
communication ont un double rôle à jouer dans cette 
réduction. En premier lieu, les réseaux mobiles, et en 
particulier les stations de base, sont un gros 
consommateur d’électricité. Il est donc nécessaire 
d’optimiser leur fonctionnement pour réduire leur 
empreinte carbone. Ensuite, des réseaux de 
communication sont désormais nécessaires pour 
mieux gérer la production d’électricité et ainsi pouvoir 
augmenter la proportion d’électricité produite par des 
sources d’énergie renouvelables. 
Dans cette thèse, nous regardons ces deux aspects.  
Nous commençons par proposer une solution pour 
réduire la consommation d’énergie des réseaux 
mobiles. Pour cela, nous proposons des algorithmes 
pour optimiser l’allocation de puissance lorsque des 
mécanismes de mise en veille dynamique sont 
utilisés.  
Dans un second temps, nous proposons une solution 
pour améliorer le fonctionnement des réseaux 
d’objets connectés utilisés pour la gestion de 
l’électricité. Plus précisément, nous rendons plus 
fiables ces communications grâce à l’utilisation 
d’algorithmes de bandit multibras pour l’accès 
fréquentiel.  
 
Title : Cognitive Radio for Green Cellular Networks 
Keywords: Cognitive Radio, Green Radio, Mobile Networks, Internet of Things 
Abstract: The reduction of the carbon footprint of 
human activities is one of the current major economic 
and ecological challenges. Communication networks 
have a dual role in this reduction. On one hand, 
mobile networks, and in particular the base stations, 
are nowadays an important energy consumer. It is, 
thus, necessary to optimize their behavior in order to 
reduce their carbon footprint. On the other hand, 
some communication networks are necessary to 
better manage the electrical grid. Thanks to this better 
management, it is possible to improve the proportion 
of electricity produced by renewable energy sources. 
In this thesis, we look at both aspects. In a first step, 
we propose a solution to reduce the energy 
consumption of wireless mobile networks. For that 
purpose, we propose algorithms that optimize the 
power allocation when Cell Discontinuous 
Transmission is used by the base stations. 
 
In a second step, we propose a solution in order to 
improve the performance of Internet of Things 
networks used for the electrical grid. More precisely, 
we use multi-armed bandit algorithm for channel 
selection in IoT networks as a means of increasing 
the reliability of communications. 
 
 
