Abstract. In the paper it is defined two marginal Markov processes on von Neumann algebras M and M ⊗ M, respectively, corresponding to given quantum quadratic stochastic process (q.q.s.p.). It is proved that such marginal processes uniquely determines the q.q.s.p. Moreover, certain ergodic relations between them are established as well.
Introduction
It is known that Markov processes are well-developed field of mathematics which have various applications in physics, biology and so on. But there are some physical models which cannot be described by such processes. One of such models is a model related to population genetics. Namely, this model is described by quadratic stochastic processes (see [8, 2, 11] ). To define it, we denote ℓ 1 = {x = (x n ) :
|x n | < ∞; x n ∈ R}, S ∞ = {x ∈ ℓ 1 : x n ≥ 0; x 1 = 1}.
Hence this process is defined as follows (see [2] , [11] ): Consider a family of functions {p [s,t] ij,k : i, j, k ∈ N, s, t ∈ R + , t − s ≥ 1}. Such a family is said to be quadratic stochastic process (q.s.p.) if for fixed s, t ∈ R + it satisfies the following conditions:
(i) p [s,t] ij,k = p [s,t] ji,k for any i, j, k ∈ N.
(ii) p 
2 , · · · ) and s < r < t such that t − r ≥ 1,r − s ≥ 1 (iii A ) Key words and phrases. quantum quadratic stochastic process; marginal Markov process; ergodic principle.
It is said that the q.s.p. {p s,t ij,k } is of type (A) or (B) if it satisfies the fundamental equations (iii A ) or (iii B ), respectively. In this definition the functions p [s,t] ij,k denotes the probability that under the interaction of the elements i and j at time s the element k comes into effect at time t. Since for physical, chemical and biological phenomena a certain time is necessary for the realization of an interaction, we shall take the greatest such time to be equal to 1 (see the Boltzmann model [5] or the biological model [8] ). Thus the probability p [s,t] ij,k is defined for t − s ≥ 1. It should be noted that such quadratic stochastic processes are related to the notion of a quadratic stochastic operator, which was introduced in [1] , in the same way as Markov processes are related to linear transformations (i.e. Markov operators). The problem of studying the behaviour of trajectories of quadratic stochastic operators was stated in [14] . The limit behaviour and ergodic properties of trajectories of such operators were studied in ( see for example [6, 8, 9, 15] .
We note that quadratic stochastic processes describe physical systems defined above, but they do not occupate the cases in quantum level. So, it is naturally to define a concept of quantum quadratic processes. In [3, 10] quantum (noncommutative) quadratic stochastic processes (q.q.s.p.) were defined on a von Neumann algebra and studied certain ergodic properties ones. In [3] it is obtained necessary and sufficient conditions for the validity of the ergodic principle for q.q.s.p. From the physical point of view this means that for sufficiently large values of time the system described by such a process does not depend on the initial state of the system. It has been found relations between quantum quadratic stochastic processes and non-commutative Markov processes. In [10] an expansion of q.q.s.p. into a so-called fibrewise Markov process is given, and it is proved that such an expansion uniquely determines the q.q.s.p. As an application, it is given a criterion (in terms of this expansion) for the q. q. s. p. to satisfy the ergodic principle. Using such a result, it is proved that a q.q.s.p. satisfies the ergodic principle if and only if the associated Markov process satisfies this principle. It is natural to ask: is the defined Markov process determines the given q.q.s.p. uniquely, or how many Markov processes are needed to uniquely determine the q.q.s.p.? In this paper we are going to affirmatively solve the problem. Namely, we shall show that there two non-stationary Markov processes defined on different von Neumann algebras M and M ⊗ M, respectively, called marginal Markov processes, which uniquely determine the given to quantum quadratic stochastic process. Such a description allows us to investigate other properties of q.q.s.p. by means of Markov processes. Moreover, certain ergodic relations between them are established as well.
Preliminaries
Let M be a von Neumann algebra acting on a Hilbert space H. The set of all continuous (resp. ultra-weak continuous) functionals on M is denoted by M * (resp. M * ), and put M * ,+ = M * ∩ M * + , here M * + denotes the set of all positive linear functionals. By M ⊗ M we denote tensor product of M in into itself. By S and S 2 we denote the set of all normal states on M and M ⊗ M respectively. Recall a mapping U : M ⊗ M → M ⊗ M is a linear operator such that U (x ⊗ y) = y ⊗ x for all x, y ∈ M. Let ϕ ∈ S be a fixed state. We define the conditional expectation operator
and extend it by linearity and continuity to M ⊗ M. Clearly, such an operator is completely positive and E ϕ 1 I M⊗M = 1 I M (more details on von Neumann algebras we refer to [13] ). Consider a family of linear operators ij,k }, µ (0) ) then we can define a quantum quadratic stochastic process on ℓ ∞ as follows:
As the initial state, we take the following state
One Let us note that Kolmogorov was the first who introduced the concept of an ergodic principle for Markov processes (see, for example, [7] ). For quadratic stochastic processes such a concept was introduced and studied in [12, 4] .
Marginal Markov Processes and Ergodic Principle
In this section we are going to consider relation between q.q.s.p. and Markov processes.
First recall that a family {Q s,t : M → M, ∫ , ⊔ ∈ R + , ⊔ − ∫ ≥ ∞} of unital completely positive operators is called Markov process if
holds for any s, τ, t ∈ R + such that t − τ ≥ 1, τ − s ≥ 1. A Markov process {Q s,t } is said to satisfy the ergodic principle if for every ϕ, ψ ∈ S and s ∈ R + one has lim 
It is clear that every H s,t P is a unital completely positive operator. It turns out that {H s,t } is Markov process. Indeed, using (ii) A of Def. 2.1 one has
x, which is the assertion.
The defined two Markov processes Q s,t P and H s,t P are related with each other by the following equality ⊗ 1 I) ). Now we are interested in the following question: can such kind of two Markov processes (i.e. with above properties) determine uniquely a q.q.s.p.? To answer to this question we need to introduce some notations.
Let {Q s,t : M → M} and {H s,t : M ⊗ M → M ⊗ M} be two Markov processes with an initial state ω 0 ∈ S. Denote
Assume that the given processes satisfy the following conditions:
First note that if we take x = 1 I ⊗ x in (iii) then we get
Now from (ii) and (3.4) we have
This means that ϕ t = ψ t , therefore in the sequel we denote ω t := ϕ t = ψ t . Now we are ready to formulate the result. 
Proof. We have to check only the condition (ii) A of Def. 2.1. Take any τ − s ≥ 1, t − τ ≥ 1. Then using the assumption (iii) we have
From Markov property of H s,t we immediately get (a). If we put x = x ⊗ 1 I to (iii) then from (2.1) one finds
This completes the proof. 
Proposition 3.3. The process {Z s,t } is a Markov one.
Proof. Take any τ − s ≥ 1, t − τ ≥ 1. Then using the assumption (iii) and markovianity of H s,t we have
for every x ∈ M ⊗ M, which is the assertion. 
for any x ∈ M ⊗ M. Similarly, using (3.6), for Z s,t we have 
The defined process {h s,t P } is not Markov, but satisfies other equation. Namely, using (ii) B of Def. 2.1 and (3.1) we get h s,t P x = E ωs P s,τ ⊗ E ωs P s,τ (P τ,t E ωt x) = Q s,τ P ⊗ Q s,t P (h τ,t P x), where x ∈ M ⊗ M.
Note that the process {h s,t P } has the same properties like {H for any τ − s ≥ 1, t − τ ≥ 1. Then by the equality P s,t x = h s,t (x ⊗ 1 I) one defines a q.q.s.p. of type (B) . Moreover, one has Q s,t = E ωs P s,t .
Proof. We have to check only the condition (ii) B . Note that the assumption (iii) implies that E ωs h s,t (x ⊗ 1 I) = Q s,t E ωt (· ⊗ 1 I) = Q s,t x, x ∈ M.
Using this equality with (3.10) for any τ − s ≥ 1, t − τ ≥ 1 we have E ωs P s,τ ⊗ E ωs P s,τ (P τ,t x) = E ωs h s,τ (· ⊗ 1 I) ⊗ E ωs h s,τ (· ⊗ 1 I)(h τ,t (x ⊗ 1 I)) = Q s,τ ⊗ Q s,τ (h τ,t (x ⊗ 1 I)) = h s,t (x ⊗ 1 I) = P s,t x for any x ∈ M. This completes the proof.
These two processes {Q s,t } and {h s,t } we call marginal processes associated with q.q.s.p. {P s,t }. Now define process {z s,t : M ⊗ M → M ⊗ M} by z s,t x = E ωs h s,t (x) ⊗ 1 I, x ∈ M ⊗ M. (3.11)
For this process (3.7) also holds.
