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Abstract
A boundary integral equation formulation is presented for the elec-
tromagnetic transmission problem where an incident electromagnetic
wave is scattered from a bounded dielectric object. The formula-
tion provides unique solutions for all combinations of wavenumbers
for which Maxwell’s equations have a unique solution. This includes
the challenging combination of a real positive wavenumber in the outer
region and an imaginary wavenumber inside the object. The formu-
lation, or variants thereof, is particularly suitable for numerical field
evaluations as confirmed by examples involving both smooth and non-
smooth objects.
1 Introduction
This work is about transmission problems. A simply connected homoge-
neous isotropic object is located in a homogeneous isotropic exterior region.
A time harmonic incident wave, generated in the exterior region, is scattered
from the object. The aim is to evaluate the fields in the interior and exterior
regions.
We present boundary integral equation (BIE) formulations for the so-
lution of the scalar Helmholtz and the electromagnetic Maxwell transmis-
sion problems. We show that our integral equations have unique solutions
for all wavenumbers k1 of the exterior domain and k2 of the object with
0 ≤ Arg(k1),Arg(k2) < pi, and for which the partial differential equation
(PDE) formulations of the two problems have unique solutions. As we un-
derstand it, there is no other BIE formulation of the electromagnetic problem
known to the computational electromagnetics community that can guaran-
tee unique solutions for the wavenumber combination
Arg(k1) = 0 , Arg(k2) = pi/2 , and k
2
2/k
2
1 6= −1 . (1)
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We refer to the combination (1) as the plasmonic condition since it en-
ables discrete quasi-electrostatic surface plasmons in smooth, infinitesimally
small, objects [24], continuous spectra of quasi-electrostatic surface plas-
mons in non-smooth objects [12], and undamped surface plasmon waves
along planar surfaces [22, Appendix I]. Wavenumbers with Arg(k1) = 0 and
pi/4 < Arg(k2) ≤ pi/2 are of special interest in the areas of nano-optics and
metamaterials because in this range weakly damped surface plasmons in
subwavelength objects and weakly damped dynamic surface plasmon waves
in objects of any size can occur. These phenomena become increasingly
pronounced, and useful in applications, as Arg(k2) approaches pi/2 [13, 19].
It is important to have uniqueness under the plasmonic condition, despite
that there are no known materials that satisfy this condition exactly, since
non-uniqueness implies spurious resonances that deteriorate the accuracy of
the numerical solution also for Arg(k1) = 0, pi/4 < Arg(k2) < pi/2.
It is relatively easy to find a BIE formulation of the scalar transmis-
sion problem since one has access to the fundamental solution to the scalar
Helmholtz equation. It remains to make sure that the boundary conditions
are satisfied and that the solution is unique. To find a BIE formulation
of the electromagnetic transmission problem, based on the same fundamen-
tal solution, is harder. Apart from satisfying the boundary conditions and
uniqueness one also has to make sure that the solution satisfies Maxwell’s
equations. Otherwise the two problems are very similar.
Our BIE formulation of the scalar problem is a modification of the for-
mulation in [15, Section 4.2]. While our formulation guarantees unique
solutions under the plasmonic condition, provided that the object surface is
smooth, the formulation in [15, Section 4.2] does not.
Our BIE formulation of the electromagnetic problem is a further develop-
ment of the classic formulation by Mu¨ller, [21, Section 23]. In [20] it is shown
that the Mu¨ller formulation has unique solutions for 0 ≤ Arg(k1),Arg(k2) <
pi/2, but as shown in [11], it may have spurious resonances under the plas-
monic condition. The Mu¨ller formulation has four unknown scalar surface
densities, related to the equivalent electric and magnetic surface current
densities, and that leads to dense-mesh/low-frequency breakdown in field
evaluations. Despite these shortcomings, the Mu¨ller formulation has been
frequently used. Its advantages are emphasized in a recent paper [17] on
scattering from axisymmetric objects where accurate solutions are obtained
away from the low-frequency limit.
A modification of the Mu¨ller formulation that overcomes the low-frequency
breakdown is to increase the number of unknown densities from four to
six by adding the equivalent electric and magnetic surface charge densities
[9, 23, 26]. The charge densities can be introduced in two ways, leading
to two formulations. The first is the decoupled charge-current formulation,
where the charge densities are introduced after the integral equation has
been solved. The other is the coupled charge-current formulation, where
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the charge densities are present from the start. Unfortunately, both formu-
lations can give rise to new complications such as spurious resonances and
near-resonances. Several formulations in the literature ignore these compli-
cations, but in [26] a stable formulation is presented. In line with all other
formulations in literature, uniqueness in [26] is not guaranteed under the
plasmonic condition.
The main result of the present work is an extended charge-current for-
mulation of the electromagnetic transmission problem that gives unique so-
lutions also under the plasmonic condition. The road to success is to modify
a coupled charge-current formulation by introducing two additional surface
densities, related to electric and magnetic volume charge densities.
The formulation in [15, Section 4.2], the Mu¨ller formulation, and the
formulations described in this paper are direct formulations, meaning that
the surface densities are related to boundary limits of fields, or derivatives
of fields. This is in contrast to indirect formulations [5, 6, 16, 26], where
the surface densities have no immediate physical interpretation. Our paper,
and many other papers [9, 17, 20, 21, 23, 26], use integral representations
of the electric and magnetic fields, but it is also possible to start with rep-
resentations of scalar and vector potentials and antipotentials [5, 6, 18].
The paper is organized as follows: Section 2 introduces notation and
definitions common to the scalar and the electromagnetic problems. The
scalar problem and two closely related homogeneous problems, to be used
in a uniqueness proof, are defined in Section 3. Scalar integral representa-
tions containing two surface densities are introduced in Section 4. Section 5
proposes a system of BIEs for these densities. This system contains two
free parameters and, as seen in Section 6, unique solutions are guaranteed
by giving them proper values. Section 7 concerns the evaluation of fields.
The procedure for finding BIEs for the scalar problem is then adapted to
the electromagnetic problem, defined along with two auxiliary homogeneous
problems in Section 8. Integral representations of electric and magnetic
fields in terms of eight scalar surface densities are given in Section 9 and a
corresponding system of BIEs is proposed in Section 10. This BIE system
contains four free parameters and again, as shown in Section 11, unique
solutions are guaranteed by choosing them properly. Section 12 presents
reduced two-dimensional (2D) versions of the electromagnetic BIE system
whose purpose is to facilitate initial tests and comparisons. Section 13 re-
views test domains and discretization techniques and Section 14 presents nu-
merical examples, including what we believe is the first high-order accurate
computation of a surface plasmon wave on a non-smooth three-dimensional
(3D) object.
Appendix A presents boundary values of integral representations. Ap-
pendix B and C derive conditions for our representations of the electric and
magnetic fields to satisfy Maxwell’s equations. In Appendix D a set of points
(Arg(k1),Arg(k2)) is identified for which the electromagnetic problem has
3
Figure 1: Geometry in R3. Inside Γ the volume is Ω2 and the wavenumber k2.
Outside Γ the volume is Ω1 and the wavenumber k1. The outward unit normal
is ν at r and ν ′ at r′.
at most one solution.
2 Notation
Let Ω2 be a bounded volume in R3 with a smooth closed surface Γ and
simply-connected unbounded exterior Ω1. The outward unit normal at po-
sition r on Γ is ν. We consider time-harmonic fields with time dependence
e−it, where the angular frequency is scaled to one. The relation between
time-dependent fields F (r, t) and complex fields F (r) is
F (r, t) = <e{F (r)e−it} . (2)
The volumes Ω1 and Ω2 are homogeneous with wavenumbers k1 and k2. An
incident field is generated by a source somewhere in Ω1. See Figure 1, which
depicts a non-smooth Γ that is used later in numerical examples.
2.1 Layer potentials and boundary integral operators
The fundamental solution to the scalar Helmholtz equation is taken to be
Φk(r, r
′) =
eik|r−r′|
4pi|r − r′| , r, r
′ ∈ R3 . (3)
Two scalar layer potentials are defined in terms of a general surface density
σ as
Skσ(r) = 2
∫
Γ
Φk(r, r
′)σ(r′) dΓ′ , r ∈ Ω1 ∪ Ω2 ,
Kkσ(r) = 2
∫
Γ
(∂ν′Φk)(r, r
′)σ(r′) dΓ′ , r ∈ Ω1 ∪ Ω2 ,
(4)
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where dΓ is an element of surface area, ∂ν′ = ν
′ · ∇′, and ν ′ = ν(r′). We
use (4) also for r ∈ Γ, in which case Sk and Kk are viewed as boundary
integral operators. Further, we need the operators KAk and Tk, defined by
KAk σ(r) = 2
∫
Γ
(∂νΦk)(r, r
′)σ(r′) dΓ′ , r ∈ Γ ,
Tkσ(r) = 2
∫
Γ
(∂ν∂ν′Φk)(r, r
′)σ(r′) dΓ′ , r ∈ Γ,
(5)
and where Tkσ is to be understood in the Hadamard finite-part sense. We
also need the vector-valued layer potentials
Skσ(r) = 2
∫
Γ
Φk(r, r
′)σ(r′) dΓ′ , r ∈ Ω1 ∪ Ω2 ,
N kσ(r) = 2
∫
Γ
∇Φk(r, r′)σ(r′) dΓ′ , r ∈ Ω1 ∪ Ω2 ,
Rkσ(r) = 2
∫
Γ
∇Φk(r, r′)× σ(r′) dΓ′ , r ∈ Ω1 ∪ Ω2 ,
(6)
with corresponding operators Sk, N k, and Rk for r ∈ Γ. The notation
S˜k = ik1Sk , S˜k = ik1Sk , (7)
will be used for brevity.
The fundamental solution Φk and the operators Sk, Kk, K
A
k , and Tk are
identical to the corresponding constructs in [4, Eqs. (2.1) and (3.8)–(3.11)].
The potentials of (6) correspond to the potentials in [23, Eqs. (3) and (9)],
scaled with a factor of two.
2.2 Limits of layer potentials
It is convenient to introduce the notation
A+(r◦) = lim
Ω13r→r◦
A(r) , r◦ ∈ Γ ,
A−(r◦) = lim
Ω23r→r◦
A(r) , r◦ ∈ Γ , (8)
for limits of a function A(r) as Ω1 ∪ Ω2 3 r → r◦ ∈ Γ. For compositions of
operators and functions, square brackets [·] indicate parts where limits are
taken. In this notation, results from classical potential theory on limits of
layer potentials include [4, Theorem 3.1] and [3, Theorem 2.23]
[Skσ]
±(r) = Skσ(r) , r ∈ Γ ,
[Kkσ]
±(r) = ±σ(r) +Kkσ(r) , r ∈ Γ ,
ν · [∇Skσ]±(r) = ∓σ(r) +KAk σ(r) , r ∈ Γ ,
ν · [∇Kkσ]±(r) = Tkσ(r) , r ∈ Γ .
(9)
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See also [14, Theorem 5.46] for statements on the second and fourth limit
of (9) in a more modern function-space setting.
The layer potentials of (6) have limits
[Skσ]±(r) = Skσ(r) , r ∈ Γ ,
ν · [N kσ]±(r) = ∓σ(r) + ν ·N kσ(r) , r ∈ Γ ,
ν × [Rkσ]±(r) = ±σ(r) + ν ×Rkσ(r) , r ∈ Γ .
(10)
3 Scalar transmission problems
We present three scalar transmission problems called problem A, problem
A0, and problem B0. Problem A is the problem of main interest. Problem
A0 and B0 are needed in proofs.
3.1 Problem A and A0
The transmission problem A reads: find U(r), r ∈ Ω1 ∪ Ω2, which, for
wavenumbers k1 and k2 such that
0 ≤ Arg(k1),Arg(k2) < pi , (11)
solves
∆U(r) + k21U(r) = 0 , r ∈ Ω1 ,
∆U(r) + k22U(r) = 0 , r ∈ Ω2 ,
(12)
subject to the boundary conditions
U+(r) = U−(r) , r ∈ Γ , (13)
κν · [∇U ]+(r) = ν · [∇U ]−(r) , r ∈ Γ , (14)
(∂rˆ − ik1)U sc(r) = o
(|r|−1) , |r| → ∞ . (15)
Here κ is a parameter, rˆ = r/|r|, the scattered field U sc is given by
U(r) = U in(r) + U sc(r) , r ∈ Ω1 , (16)
and the incident field satisfies
∆U in(r) + k21U
in(r) = 0 , r ∈ R3 , (17)
except possibly at an isolated point in Ω1 where the source of U
in is located.
The homogeneous version of problem A, that is problem A with U in=0,
is referred to as problem A0.
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3.2 Problem B0
The transmission problem B0 reads: Find W (r), r ∈ Ω1 ∪ Ω2, which, for
wavenumbers k1 and k2 such that (11) holds, solves
∆W (r) + k22W (r) = 0 , r ∈ Ω1 ,
∆W (r) + k21W (r) = 0 , r ∈ Ω2 ,
(18)
subject to the boundary conditions
W+(r) = W−(r) , r ∈ Γ , (19)
αν · [∇W ]+(r) = ν · [∇W ]−(r) , r ∈ Γ , (20)
(∂rˆ − ik2)W (r) = o
(|r|−1) , |r| → ∞ , (21)
where α is a parameter.
3.3 Uniqueness and existence
Uniqueness theorems for solutions to problem A are given by Kress and
Roach [16] and by Kleinman and Martin [15]. We now review these theorems
along with corollaries for problem A0 and B0. Theorems and corollaries
apply only under conditions on k1, k2, κ, and α that are more restrictive
than those of (11). Conjugation of complex quantities is indicated with an
overbar symbol.
3.3.1 Uniqueness theorem for problem A from [16, 15]
Theorem 3.1 in [16] says: Assume that (11) holds. Let in addition k1, k2, κ,
κ−1 ∈ C\0 be such that
Arg(k21k¯
2
2κ) =
{
0 if <e{k1}<e{k2} ≥ 0 ,
pi if <e{k1}<e{k2} < 0 . (22)
Then problem A has at most one solution.
Remark 3.1. There is a minor flaw in the proof of [16, Theorem 3.1].
As a consequence there are combinations of k1, k2, and κ that satisfy (11)
and (22), but for which problem A has nontrivial homogeneous solutions.
Examples can be found by choosing Arg(k1) = pi/2, Arg(k2) = 0, and
Arg(κ) = pi, and using the example for the sphere in [16, p. 1434]. To
fix this problem one can supplement (22) with the condition
Arg(k2) 6= 0 if Arg(k1) = pi/2 . (23)
The uniqueness theorem in [15, p. 309] says: Assume that (11) holds.
Let in addition k1, k2, κ, κ
−1 ∈ C\0 be such that
0 ≤ Arg(k1κ) ≤ pi and 0 ≤ Arg(k¯1k22κ¯) ≤ pi . (24)
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Figure 2: The gray regions and the solid black lines constitute the set of points
(Arg(k1),Arg(k2)) for which, when κ = k
2
2/k
2
1, problem A has at most one
solution and problem A0 only has the trivial solution. Dashed lines and circles
are not included: (a) a set of points obtained by extending the techniques used
in [16]; (b) the set of points discussed in the second paragraph of Section 3.3.3.
Then problem A has at most one solution.
The conditions (24) intersect with the condition (22) and (23). If any
of these sets of conditions holds, that is, if k1, k2, and κ are such that (22)
and (23) hold, or (24) holds, then we say that the conditions of Section 3.3.1
hold. These conditions are sufficient for our purposes but, as pointed out in
[16, p. 1434], uniqueness can be established for a wider range of conditions.
Remark 3.2. In Ref. [15], the condition (11) is not directly included in the
formulation of what corresponds to our problem A. Instead, the condition
0 ≤ Arg(k1) < pi is added for the problem to have at most one solution and
0 ≤ Arg(k2) < pi is added for the existence of a unique solution.
3.3.2 Uniqueness and existence of solutions to problem A0
The conditions of Section 3.3.1 guarantee that problem A0 has only the
trivial solution U(r) = 0.
3.3.3 Uniqueness and existence of solutions to problems A and
A0 when κ = k
2
2/k
2
1
The parameter value κ = k22/k
2
1 is relevant for the electromagnetic transmis-
sion problem. By using similar techniques as in [15, 16] one can show that
when κ = k22/k
2
1 and (Arg(k1),Arg(k2)) is in the set of points of Figure 2(a),
then problem A has at most one solution and problem A0 has only the trivial
solution U(r) = 0.
We also mention that stronger results, including existence results, are
available for problem A with (11) extended to 0 ≤ Arg(k1),Arg(k2) ≤ pi.
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Using methods from [1], developed for the more general Dirac equations, one
can prove that problem A has at most one solution in finite energy norm
for (Arg(k1),Arg(k2)) in the set of points of Figure 2(b). Furthermore, such
solutions exist in Lipschitz domains given that k22/k
2
1 /∈ [−cΓ,−1/cΓ], where
cΓ ≥ 1 is a geometry-dependent constant which assumes the value cΓ = 1
for smooth Γ [Andreas Rose´n, private communication 2019] and [1].
3.3.4 Uniqueness and existence of solutions to problem B0
If we interchange k1 and k2, and replace κ by α in the conditions of Sec-
tion 3.3.1, then we get sufficient conditions for which problem B0 has only
the trivial solution W (r) = 0. The conditions (22) and (23) become
Arg(k¯21k
2
2α) =
{
0 if <e{k1}<e{k2} ≥ 0 ,
pi if <e{k1}<e{k2} < 0 ,
Arg(k1) 6= 0 if Arg(k2) = pi/2 .
(25)
The conditions (24) become
0 ≤ Arg(k2α) ≤ pi and 0 ≤ Arg(k21k¯2α¯) ≤ pi . (26)
If any of these sets of conditions holds we say that the conditions of Sec-
tion 3.3.4 hold.
4 Integral representations for problem A
We make an ansatz for two fields
U1(r) =
1
2
Kk1µ(r)−
1
2
Sk1%(r) + U
in(r) , r ∈ Ω1 ∪ Ω2 , (27)
U2(r) = −1
2
Kk2µ(r) +
κ
2
Sk2%(r) , r ∈ Ω1 ∪ Ω2 , (28)
where µ and % are unknown layer densities. The relations in Section 2.2 give
limits of U1(r) and U2(r) at r ∈ Γ
U±1 (r) = ±
1
2
µ(r) +
1
2
Kk1µ(r)−
1
2
Sk1%(r) + U
in(r) , (29)
U±2 (r) = ∓
1
2
µ(r)− 1
2
Kk2µ(r) +
κ
2
Sk2%(r) . (30)
Limits for the normal derivatives of U1(r) and U2(r) at r ∈ Γ are
ν · [∇U1]±(r) = ±1
2
%(r) +
1
2
Tk1µ(r)−
1
2
KAk1%(r) + ν · ∇U in(r) , (31)
ν · [∇U2]±(r) = ∓κ
2
%(r)− 1
2
Tk2µ(r) +
κ
2
KAk2%(r) . (32)
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We now form the integral representation
U(r) =
{
U1(r) , r ∈ Ω1 ,
U2(r) , r ∈ Ω2 , (33)
for the solution to problem A. The fundamental solution (3) makes U of (33)
automatically satisfy the PDEs of (12) and the radiation condition (15). It
remains to determine µ and % to ensure that the boundary conditions (13)
and (14) are satisfied.
5 Integral equations for problem A
We propose the system of second kind integral equations on Γ[
I − β1(Kk1 − c1Kk2) β1(Sk1 − c1κSk2)
−β2(Tk1 − c2κ−1Tk2) I + β2(KAk1 − c2KAk2)
] [
µ
%
]
= 2
[
β1U
in
β2∂νU
in
]
(34)
for the determination of µ and %. Here I is the identity and
βi = (1 + ci)
−1, i = 1, 2 , (35)
where c1 and c2 are two free parameters such that
ci 6= −1, 0 , i = 1, 2 . (36)
We now prove that a solution {µ, %} to (34), under certain conditions
and via U of (33), represents a solution to problem A. Since U of (33)
satisfies (12) and (15) for any {µ, %}, it remains to show that {µ, %} from (34)
makes U satisfy (13) and (14). For this we need to show that, under certain
conditions, U1 of (27) is zero in Ω2 and U2 of (28) is zero in Ω1. We introduce
the auxiliary field
W (r) =
{
U2(r) , r ∈ Ω1 ,
−c−11 U1(r) , r ∈ Ω2 .
(37)
The field W of (37), with {µ, %} from (34) and U1 and U2 from (27)
and (28), is the unique solution to problem B0 with α = c2/(c1κ) provided
that the conditions of Section 3.3.4 hold. This is so since W , by construction,
satisfies (18) and (21). Furthermore, the boundary conditions (19) and (20)
are satisfied. This can be checked by substituting U−1 of (29) and U
+
2 of
(30) into (19), and ν · [∇U1]− of (31) and ν · [∇U2]+ of (32) into (20), and
using (34). As a consequence, according to Section 3.3.4, we have
W (r) = 0 , r ∈ Ω1 ∪ Ω2 . (38)
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Several useful results for r ∈ Γ follow from (37) and (38)
U−1 (r) = 0 , (39)
U+2 (r) = 0 , (40)
ν · [∇U1]−(r) = 0 , (41)
ν · [∇U2]+(r) = 0 . (42)
Now, from (29) and (39), and from (30) and (40)
U+1 (r) = µ(r) , (43)
U−2 (r) = µ(r) . (44)
Similarly, from (31) and (41), and from (32) and (42)
ν · [∇U1]+(r) = %(r) , (45)
κ−1ν · [∇U2]−(r) = %(r) . (46)
It is now easy to see that (13) and (14) are satisfied and we conclude:
Theorem 5.1. Assume that {k1, k2, α = c2/(c1κ)} is such that the con-
ditions of Section 3.3.4 hold. Then a solution {µ, %} to (34) represents,
via (33), a solution also to problem A. Furthermore, (33) and (34) corre-
spond to a direct integral equation formulation of problem A with µ and %
linked to limits of U and ∇U via (43)–(46).
6 Unique solution to problem A from (34)
We use the Fredholm alternative to prove that, under certain conditions, the
system (34) has a unique solution {µ, %} and that this solution represents,
via (33), the unique solution to problem A. Three conditions are referred to
with roman numerals
(i) c2 = κ and (36) holds.
(ii) k1, k2, and κ make the conditions of Section 3.3.1 hold or, if κ = k
2
2/k
2
1,
(Arg(k1),Arg(k2)) is in the set of points of Figure 2(a).
(iii) {k1, k2, α = c2/(c1κ)} makes the conditions of Section 3.3.4 hold.
We start with the observation that (34) is a Fredholm second kind in-
tegral equation with compact (differences of) operators when condition (i)
holds. Then the Fredholm alternative can be applied to (34). Let µ0 and
%0 be solutions to the homogeneous version of (34). Let U10, U0, and W0 be
the fields (27), (33), and (37) with µ = µ0 and % = %0. From Section 5 we
know that W0 = 0 if (iii) holds. We shall now prove that also U0 = 0 and,
from that, µ0 = 0 and %0 = 0.
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It follows from Theorem 5.1, which requires (iii), that {µ0, %0} repre-
sents a solution to problem A0. If (ii) holds, then U0 = 0 according to
Section 3.3.2. It then follows that U10 = 0 in Ω1 so that U
+
10 = 0 and
[∇U10]+ = 0. Then µ0 = 0 and %0 = 0 from (43) and (45). Now, from
the Fredholm alternative, the system (34) has a unique solution {µ, %}. By
Theorem 5.1 this solution represents a solution to problem A. If problem A
has at most one solution, which requires (ii), this solution to problem A is
unique and we conclude:
Theorem 6.1. Assume that conditions (i), (ii), (iii) hold. Then the sys-
tem (34) has a unique solution {µ, %} which represents the unique solution
to problem A.
Note that, when (i) holds, α = 1/c1 in (iii) and it is always possible to
find a constant c1 so that (26) holds under the assumption (11). In this
respect, condition (iii) in Theorem 6.1 does not introduce any additional
constraint to problem A. A simple rule that satisfies condition (iii) is
c1 =
{
eiArg(k2) if <e{k1} ≥ 0 ,
ei(Arg(k2)−pi) if <e{k1} < 0 . (47)
This rule gives c1 = i when (Arg(k1),Arg(k2)) = (0, pi/2). It is also possible
to choose c1 = −i when (Arg(k1),Arg(k2)) = (0, pi/2).
Our results, so far, extend those of [15, Section 4.1], where a direct
formulation of problem A is presented in [15, Eq. (4.10)]. To see this, note
that [15, Eq. (4.10)] corresponds to (34) with c2 = κ and c1 = 1/κ. Now (34)
with c2 = κ and c1 in agreement with (26) provides unique solutions over a
broader range of k1, k2, and κ than does [15, Eq. (4.10)]. For example, if
(Arg(k1),Arg(k2)) = (0, pi/2) and Arg(κ) = pi, then (34) with c2 = κ and
c1 = ±i is guaranteed to have a unique solution while [15, Eq. (4.10)] is not.
7 Numerical evaluation of the field U
Once the solution {µ, %} has been obtained from (34), the field U(r) can be
evaluated via (33). When the field point r is far away from Γ, the kernels
of the layer potentials in (27) and (28) are smooth functions of r′ and any
high-order discretization scheme should work well. When r is close to Γ,
the situation is more problematic due to the rapid variation with r′ in the
Cauchy-type singular kernels of Kk1 and Kk2 . To alleviate this problem we
introduce
V (r) =
{
U2(r) , r ∈ Ω1 ,
U1(r) , r ∈ Ω2 . (48)
From (37) and (38) it follows that V is a null-field such that V = 0 in
Ω1 ∪ Ω2, and hence U = U + V . The Cauchy-type kernel singularities in
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the representation of U + V cancel out and we are left with weakly singular
kernels which are easier to deal with numerically. Therefore, when r is far
away from Γ we evaluate U via (33). When r is close to Γ we evaluate U+V
via (33) and (48).
8 Electromagnetic transmission problems
We present three electromagnetic transmission problems called problem C,
problem C0, and problem D0. The main problem is C, whereas problems C0
and D0 are needed in proofs.
The prerequisites in Section 2 hold, with regions Ω1 and Ω2 that are
dielectric and non-magnetic. The electric field is denoted E and the mag-
netic field H. The electric field is scaled such that E = η−11 Eunscaled, where
η1 =
√
µ0/ε1 is the wave impedance of Ω1 and ε1 is the permittivity of Ω1.
The parameter κ, introduced in (14), now has the value κ = ε2/ε1, where ε2
is the permittivity of Ω2. For non-magnetic materials, this is equivalent to
κ = k22/k
2
1. (49)
8.1 Problems C and C0
The transmission problem C reads: find E(r), H(r), r ∈ Ω1 ∪ Ω2, which,
for wavenumbers k1 and k2 such that
0 ≤ Arg(k1),Arg(k2) < pi and κ 6= −1 , (50)
solve Maxwell’s equations
∇×E(r) = ik1H(r) , r ∈ Ω1 ∪ Ω2 ,
∇×H(r) = −ik1E(r) , r ∈ Ω1 ,
∇×H(r) = −ik1κE(r) , r ∈ Ω2 ,
(51)
subject to the boundary conditions
ν ×E+(r) = ν ×E−(r) , r ∈ Γ , (52)
ν ×H+(r) = ν ×H−(r) , r ∈ Γ , (53)
(∂rˆ − ik1)Hsc(r) = o
(|r|−1) , |r| → ∞ . (54)
The scattered field is defined by
H(r) = H in(r) +Hsc(r) , r ∈ Ω1 , (55)
and the incident field satisfies
∇×Ein(r) = ik1H in(r) , r ∈ Ω1 ∪ Ω2 ,
∇×H in(r) = −ik1Ein(r) , r ∈ Ω1 ∪ Ω2 ,
(56)
except possibly at an isolated point in Ω1. The condition (54) and decom-
position (55) also hold for E.
The homogeneous problem C0 is problem C with E
in = H in = 0.
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8.2 Problem D0
The transmission problem D0 reads: find EW (r), HW (r), r ∈ Ω1 ∪ Ω2,
which, for wavenumbers k1 and k2 such that (50) holds, solve
∇×EW (r) = ik1HW (r) , r ∈ Ω1 ∪ Ω2 ,
∇×HW (r) = −ik1κEW (r) , r ∈ Ω1 ,
∇×HW (r) = −ik1EW (r) , r ∈ Ω2 ,
(57)
subject to the boundary conditions
λκν ×E+W (r) = ν ×E−W (r) , r ∈ Γ , (58)
ν ×H+W (r) = ν ×H−W (r) , r ∈ Γ , (59)
(∂rˆ − ik2)HW (r) = o
(|r|−1) , |r| → ∞ . (60)
Here λ is a parameter. The radiation condition (60) also holds for EW .
8.3 Uniqueness and existence of solutions to problem C, C0,
and D0
In Appendix D it is shown that when (Arg(k1),Arg(k2)) is in the set of
points of Figure 2(a), then problem C has at most one solution and problem
C0 has only the trivial solution E = H = 0. It is also shown that when
the conditions of Section 3.3.4 hold for {k1, k2, α = λ}, then problem D0 has
only the trivial solution EW = HW = 0.
The stronger results for problem A, discussed in Section 3.3.3, carry over
to problem C. One can prove that there exist unique solutions in finite energy
norm to problem C in Lipschitz domains when (Arg(k1),Arg(k2)) is in the
set of points of Figure 2(b) and k22/k
2
1 is outside a certain interval on the
real axis [Andreas Rose´n, private communication (2019)] and [1].
9 Integral representations for problem C
Let σE, %E, M s, J s, %M, and σM be six unknown (scalar- and vector-valued)
layer densities and define the four fields
E1(r) = −1
2
N k1%E(r)−
1
2
Rk1
(
ν ′σM +M s)(r
)
+
1
2
S˜k1(ν ′σE + J s)(r) +Ein(r) , r ∈ Ω1 ∪ Ω2 , (61)
E2(r) =
1
2κ
N k2%E(r) +
1
2κ
Rk2
(
ν ′σM + κM s)(r
)
− 1
2
S˜k2(κ−1ν ′σE + J s)(r) , r ∈ Ω1 ∪ Ω2 , (62)
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H1(r) =
1
2
S˜k1
(
ν ′σM +M s)(r
)
+
1
2
Rk1(ν ′σE + J s)(r)
− 1
2
N k1%M(r) +H in(r) , r ∈ Ω1 ∪ Ω2 , (63)
H2(r) = −1
2
S˜k2
(
ν ′σM + κM s)(r
)− 1
2
Rk2(κ−1ν ′σE + J s)(r)
+
1
2
N k2%M(r) , r ∈ Ω1 ∪ Ω2 . (64)
The introduction of σE and σM is inspired by the integral representations
for the generalized Helmholtz transmission problem in [25, 26].
The integral representations of the fields E and H for problem C are
E(r) =
{
E1(r) , r ∈ Ω1 ,
E2(r) , r ∈ Ω2 , H(r) =
{
H1(r) , r ∈ Ω1 ,
H2(r) , r ∈ Ω2 . (65)
10 Integral equations for problem C
For the determination of {σE, %E,M s,J s, %M, σM} we propose the system of
second kind integral equations on Γ
(I +DQ)µ = 2Df . (66)
Here µ and f are column vectors with six entries each
µ = [σE; %E;M s;J s; %M;σM] ,
f =
[
0;ν ·Ein;−ν ×Ein;ν ×H in;ν ·H in; 0] ,
Q is a 6 × 6 matrix whose non-zero operator entries Qij map scalar- or
vector-valued densities to scalar or vector-valued functions
Q11 = −Kk1 + c3Kk2 , Q12 = −S˜k1 + c3κS˜k2 , Q14 = (∇ · (Sk1 − c3κSk2)) ,
Q21 = −ν · (S˜k1 − c4S˜k2)ν ′ , Q22 = KAk1 − c4KAk2 ,
Q23 = ν · (Rk1 − c4κRk2) , Q24 = −ν · (S˜k1 − c4κS˜k2) ,
Q26 = ν · (Rk1 − c4Rk2)ν ′ , Q31 = ν × (S˜k1 − c5κ−1S˜k2)ν ′ ,
Q32 = −ν × (N k1 − c5κ−1N k2) , Q33 = −ν × (Rk1 − c5Rk2) ,
Q34 = ν × (S˜k1 − c5S˜k2) , Q36 = −ν × (Rk1 − c5κ−1Rk2)ν ′ ,
Q41 = −ν × (Rk1 − c6κ−1Rk2)ν ′ , Q43 = −ν × (S˜k1 − c6κS˜k2) ,
Q44 = −ν × (Rk1 − c6Rk2) , Q45 = ν × (N k1 − c6N k2) ,
Q46 = −ν × (S˜k1 − c6S˜k2)ν ′ , Q51 = −ν · (Rk1 − c7κ−1Rk2)ν ′ ,
Q53 = −ν · (S˜k1 − c7κS˜k2) , Q54 = −ν · (Rk1 − c7Rk2) ,
Q55 = K
A
k1 − c7KAk2 , Q56 = −ν · (S˜k1 − c7S˜k2)ν ′ ,
Q63 = (∇ · (Sk1 − c8κSk2)) , Q65 = −S˜k1 + c8κS˜k2 , Q66 = −Kk1 + c8Kk2 ,
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D is a diagonal 6× 6 matrix of scalars with non-zero entries
Dii = (1 + ci+2)
−1 , i = 1, . . . , 6 ,
c3 =γEc , c4 = c6 = c , c5 = c7 = λκc , c8 = γMc ,
(67)
and c, λ, γE, and γM are free parameters such that
ci 6= −1, 0, i = 3, . . . , 8 . (68)
10.1 Criteria for (65) to represent a solution to problem C
We now prove that a solution µ to (66), under certain conditions and via
(65), represents a solution to problem C.
The fundamental solution (3) makes E and H of (65) satisfy the radi-
ation condition (54). It remains to prove that E and H satisfy Maxwell’s
equations (51) and the boundary conditions (52) and (53). For this we first
need to show that, under certain conditions, E1 and H1 of (61) and (63)
are zero in Ω2 and E2 and H2 of (62) and (64) are zero in Ω1. We introduce
the auxiliary fields
EW (r) =
{
E2(r) , r ∈ Ω1 ,
−c−1E1(r) , r ∈ Ω2 , HW (r) =
{
H2(r) , r ∈ Ω1 ,
−c−1H1(r) , r ∈ Ω2 .
(69)
The fields EW and HW , with µ from (66), is the unique trivial solution
to problem D0 provided the sets {k1, k2, α = λγ¯M}, {k1, k2, α = γ¯Eκ¯}, and
{k1, k2, α = λ} are such that the conditions of Section 3.3.4 hold. This
statement is now shown in several steps. The fundamental solution (3)
makes EW and HW satisfy (60). Using Appendix A in combination with
(66) one can show that (58) and (59) are satisfied. Appendix B shows that
if µ is a solution to (66) and if the conditions of Section 3.3.4 hold for
{k1, k2, α = λγ¯M} and {k1, k2, α = γ¯Eκ¯}, then
∇ ·EW (r) = 0 , r ∈ Ω1 ∪ Ω2 , (70)
∇ ·HW (r) = 0 , r ∈ Ω1 ∪ Ω2 . (71)
Appendix C shows that if (70) and (71) hold, then EW and HW satisfy
(57). If the conditions of Section 3.3.4 also hold for {k1, k2, α = λ}, then D0
only has the trivial solution EW = HW = 0, that is,
E2(r) = H2(r) = 0 , r ∈ Ω1 ,
E1(r) = H1(r) = 0 , r ∈ Ω2 .
(72)
By that the statement is proven.
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From (72) and Appendix A we obtain boundary values of E and H of
(65)
[∇ ·E1]+(r) = κ[∇ ·E2]−(r) = −ik1σE(r) , (73)
ν ·E+1 (r) = κν ·E−2 (r) = %E(r) , (74)
ν ×E+1 (r) = ν ×E−2 (r) = −M s(r) , (75)
ν ×H+1 (r) = ν ×H−2 (r) = J s(r) , (76)
ν ·H+1 (r) = ν ·H−2 (r) = %M(r) , (77)
[∇ ·H1]+(r) = [∇ ·H2]−(r) = −ik1σM(r) . (78)
Due to (75) and (76), E and H of (65) satisfy (52) and (53). Appendix B
shows that (73)–(78) imply
∇ ·E(r) = ∇ ·H(r) = 0 , r ∈ Ω1 ∪ Ω2 , (79)
when (Arg(k1),Arg(k2)) is in the set of points of Figure 2(a). Finally, from
the representations (61)–(64) and the divergence condition (79), Appendix
C shows that (51) is satisfied. We conclude:
Theorem 10.1. Assume that {k1, k2, α = λγ¯M}, {k1, k2, α = γ¯Eκ¯}, and
{k1, k2, α = λ} are such that the conditions of Section 3.3.4 hold. Then a
solution µ to (66) represents, via (65), a solution also to problem C. Fur-
thermore, (65) and (66) correspond to a direct integral equation formulation
of problem C with µ linked to limits of E and H via (73)–(78).
Remark 10.1. The layer densities in (73)–(78) can be given the following
physical interpretations: −ik1σE and −ik1σM are the electric and magnetic
volume charge densities at Γ+, %E and %M are the equivalent electric and
magnetic surface charge densities on Γ+, and M s and J s are the equivalent
magnetic and electric surface current densities on Γ+.
11 Unique solution to problem C from (66)
We now prove that if there exists a solution to problem C, then, under
certain conditions, there exists a solution µ to (66) and it represents the
unique solution to problem C. Three conditions are referred to
(i) The conditions in (68) hold.
(ii) (Arg(k1),Arg(k2)) is in the set of points of Figure 2(a).
(iii) {k1, k2, α = λγ¯M}, {k1, k2, α = γ¯Eκ¯}, and {k1, k2, α = λ} are such that
the conditions of Section 3.3.4 hold.
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Let µ0 be a solution to the homogeneous version of (66) and assume that
(i), (ii), and (iii) hold. Since (iii) holds, µ0 represents a solution to problem
C0, according to Theorem 10.1. Since (ii) holds, this solution is the trivial
solution E = H = 0, according to Section 8.3. The limits of fields in (73)–
(78) are then zero and hence µ0 = 0. Then (66) has at most one solution
µ. Since µ is linked to limits of E and H via (73)–(78) it follows that if
problem C has a solution, then via (73)–(78) this solution gives a µ that
solves (66). We conclude:
Theorem 11.1. Assume that there exists a solution to problem C and that
condition (ii) holds. Then this solution is unique. If conditions (i) and (iii)
also hold, then there exists a unique solution µ to (66) and this solution
represents via (65) the unique solution to problem C.
Remark 11.1. From (73), (78), and (79) it is seen that σE and σM are
zero. Despite this, σE and σM are needed in (66) to guarantee uniqueness.
Often, however, one can omit σE and σM from (66) and still get the correct
unique solution.
11.1 Determination of uniqueness parameters
The system (66) contains the free parameters λ, γE, γM, and c. Unique
solvability of (66) requires that the conditions of Section 3.3.4 hold for the
sets {k1, k2, α = λγ¯M}, {k1, k2, α = γ¯Eκ¯}, and {k1, k2, α = λ} while the
choice of c is restricted by (68). Because of their role in ensuring unique
solvability of (66), we refer to {λ, γE, γM, c} as uniqueness parameters.
Generally, there are many parameter choices for which the conditions
of Section 3.3.4 and (68) hold for a given {k1, k2} satisfying (11). A valid
choice when Arg(k1) = 0 and 0 ≤ Arg(k2) ≤ pi/2 is
λ = e−iArg(k2), γE = κ−1ei(Arg(k2)−pi), γM = 1 , c = λ−1. (80)
A valid choice when Arg(k1) = 0 and pi/2 ≤ Arg(k2) < pi is
λ = ei(pi−Arg(k2)), γE = κ−1eiArg(k2), γM = 1 , c = λ−1. (81)
12 2D limits
As a first numerical test of our formulations we consider, in Section 14, the
2D transverse magnetic (TM) transmission problem where an incident TM
wave is scattered from an infinite cylinder. This problem is independent
of the z-coordinate and we introduce the vector r = (x, y), the unit tan-
gent vector τ = (τx, τy), and the unit normal vector ν = (νx, νy), where
(τx, τy, 0) = zˆ × (νx, νy, 0) and zˆ is the unit vector in the z-direction. The
incident wave has polarization H in(r) = zˆH in(r), which implies M s = zˆM ,
J s = τJ , %M = 0, and σM = 0.
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The integral representations (27), (28), and (61)–(64), as well as the
systems (34) and (66), are transferred to two dimensions by exchanging the
fundamental solution (3) for the 2D fundamental solution
Φk(r, r
′) =
i
4
H
(1)
0 (k|r − r′|) , r, r′ ∈ R2, (82)
where H
(1)
0 is the zeroth order Hankel function of the first kind.
12.1 Integral representations in two dimensions
Since σE is zero, see Remark 11.1, the 2D representation of the field H in
(65), to be used in evaluation of the magnetic field, is
H(r) =

1
2
S˜k1M(r)−
1
2
Kk1J(r) +H
in(r) , r ∈ Ω1 ,
−κ
2
S˜k2M(r) +
1
2
Kk2J(r) , r ∈ Ω2 .
(83)
By letting U = H, U in = H in, µ = −J , % = −ik1M , and κ = k22/k21 in
the scalar representation (33) it becomes identical to (83). According to
Section 7 one may add null-fields to (83). That gives the representation
H(r) =
1
2
(S˜k1 − κS˜k2)M(r)−
1
2
(Kk1 −Kk2)J(r) +H in(r) , r ∈ Ω1 ∪ Ω2,
(84)
which is to prefer for evaluations at points r close to Γ.
12.2 Integral equations with four, three, and two densities
In the TM problem the system (66) becomes(
I + D˜Q˜
)
µ˜ = 2D˜f˜ . (85)
Here µ˜ and f˜ are column vectors with four entries each
µ˜ = [σE; %E;M ; J ] ,
f˜ =
[
0; ik−11 ∂τH
in; ik−11 ∂νH
in;−H in] ,
Q˜ is a 4× 4 matrix with non-zero scalar operator entries
Q˜11 = −Kk1 + c3Kk2 , Q˜12 = −S˜k1 + c3κS˜k2 , Q˜14 = −Ck1 + c3κCk2 ,
Q˜21 = −(S˜k1 − c4S˜k2)ν · ν ′ , Q˜22 = KAk1 − c4KAk2 ,
Q˜23 = C
A
k1 − c4κCAk2 , Q˜24 = −(S˜k1 − c4κS˜k2)ν · τ ′ ,
Q˜31 = (S˜k1 − c5κ−1S˜k2)τ · ν ′ , Q˜32 = −CAk1 + c5κ−1CAk2 ,
Q˜33 = K
A
k1 − c5KAk2 , Q˜34 = (S˜k1 − c5S˜k2)τ · τ ′ ,
Q˜41 = Ck1 − c6κ−1Ck2 , Q˜43 = S˜k1 − c6κS˜k2 , Q˜44 = −Kk1 + c6Kk2 ,
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D˜ is a diagonal 4× 4 matrix of scalars with non-zero entries
D˜ii = (1 + ci+2)
−1 , i = 1, 2, 3, 4 ,
and
Ckσ(r) = 2
∫
Γ
(∂τ ′Φk)(r, r
′)σ(r′) dΓ′, r ∈ Γ ,
CAk σ(r) = 2
∫
Γ
(∂τΦk)(r, r
′)σ(r′) dΓ′, r ∈ Γ.
(86)
If we omit σE, see Remark 11.1, the system (85) reduces to(
I + DˆQˆ
)
µˆ = 2Dˆfˆ . (87)
Here Qˆ and Dˆ are Q˜ and D˜ with the first row and column deleted, fˆ is f˜
with the first entry deleted, and µˆ contains the three densities {%E,M, J}.
A third alternative is to only use the densities M and J . The integral
representation (33) and system (34) are now suitable, where the change of
variables in Section 12.1 makes (33) equal to (83) and (34) equal to[
I + β2(K
A
k1
− c2KAk2) β2ik−11 (Tk1 − c2κ−1Tk2)
β1(S˜k1 − c1κS˜k2) I − β1(Kk1 − c1Kk2)
] [
M
J
]
= 2
[
β2ik
−1
1 ∂νH
in
−β1H in
]
.
(88)
If the conditions in Theorem 6.1 hold, then (88) has a unique solution
{M,J}. Via (83) it represents the unique solution to the 2D TM problem.
13 Test domains and discretization
This section reviews domains and discretization schemes that are used for
numerical tests in the next section.
13.1 The 2D one-corner object and the 3D “tomato”
Numerical tests in two dimensions involve a one-corner object whose bound-
ary Γ is parameterized as
r(s) = sin(pis) (cos((s− 0.5)α), sin((s− 0.5)α)) , s ∈ [0, 1] , (89)
and where α is a corner opening angle. See Figure 3(a) for illustrations.
Numerical tests in three dimensions involve an object whose surface Γ is
created by revolving the generating curve γ, parameterized as
r(s) = sin(pis) (sin((0.5− s)α), 0, cos((0.5− s)α)) , s ∈ [0, 0.5] , (90)
around the z-axis. For α > pi this object resembles a “tomato”. See Figure 1
and Figure 3(b,c) for illustrations with α = 31pi/18.
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Figure 3: Non-smooth test domains: (a) boundaries Γ of 2D domains with
corner opening angles α = pi/2 (solid blue) and α = 31pi/18 (dashed orange);
(b) cylindrical coordinates (ρ, θ, z) of a point r on the surface of an axisymmetric
object with generating curve γ; (c) cross section of the object generated by γ
with conical point opening angle α = 31pi/18.
The reason for testing integral equations in axisymmetric domains, rather
than in general domains, is the availability of efficient high-order solvers. Use
of axisymmetric domains and solvers as a robust test-bed for new integral
equation reformulations of scattering problems is contemporary common
practice [6, 17].
13.2 RCIP-accelerated Nystro¨m discretization schemes
Nystro¨m discretization, relying on composite Gauss–Legendre quadrature,
is used for all our systems of integral equations. Large discretized linear
systems are solved iteratively using GMRES. In the presence of singular
boundary points which call for intense mesh refinement, the Nystro¨m scheme
is accelerated by recursively compressed inverse preconditioning (RCIP) [8].
The RCIP acts as a fully automated, geometry-independent, and fast direct
local solver and boosts the performance of the original Nystro¨m scheme to
the point where problems on non-smooth Γ are solved with the same ease as
on smooth Γ. Accurate evaluations of layer potentials close to their sources
on Γ are accomplished using variants of the techniques first presented in [7].
The schemes used in the numerical examples are not entirely new. For
2D problems we use the scheme in [11, Section 11.3], relying on 16-point
composite quadrature. For 3D problems we use a modified unification of
the schemes in [9] and [12], relying on 32-point composite quadrature. A
key feature in the schemes of [9] and [12] is an FFT-accelerated separation
of variables, pioneered by [27] and used also in [6, 17].
An important technique in the scheme of [9] is the split of the numerator
in Φk(r, r
′) of (3) into parts that are even and odd in |r−r′|. Let G(k, r, r′)
be one of the 2pi-periodic kernels of Section 2.1. Azimuthal Fourier coeffi-
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cients
Gn =
1√
2pi
∫ pi
−pi
e−in(θ−θ
′)G(k, r, r′) d(θ − θ′) , n = 0,±1,±2, . . . , (91)
are, for r and r′ close to each other, computed in different ways depending
on the parity of these parts. When =m{k} is small, the split
eik|r−r
′| = cos(k|r − r′|) + i sin(k|r − r′|) (92)
is efficient for Φk(r, r
′). When =m{k} is large, the terms on the right hand
side of (92) can be much larger in modulus than the function on the left
hand side. Then numerical cancellation takes place. To fix this problem for
large =m{k}, not encountered in [9], we introduce a bump-like function
χ(k, |r − r′|) = e−(=m{k}|r−r′|/4.6)8 , (93)
modify the split (92) to
eik|r−r
′| = (1− χ)eik|r−r′| + χ cos(k|r − r′|) + iχ sin(k|r − r′|) , (94)
and compute Gn of (91) with techniques (direct transform or convolution)
appropriate for parts of G(k, r, r′) associated with each of the terms on the
right hand side of (94).
14 Numerical examples
The systems (66), (85), (87), and (88) and the representations (65), (83),
and (84) are now put to the test. In all examples we take k1 real and pos-
itive, ε1 = 1, and ε2 = −1.1838. This parameter combination satisfies the
plasmonic condition (1) and has been used in previous work on 2D surface
plasmon waves [2, 10, 11]. In situations involving non-smooth surfaces, it
may happen that solutions for ε2 = −1.1838 do not exist. We then com-
pute limit solutions as ε2 approaches −1.1838 from above in the complex
plane. Such limit solutions, discussed in the context of Laplace transmission
problems in [12, Section 2.2], are given a downarrow superscript. For ex-
ample, the limit of the field H is denoted H↓. The uniqueness parameters
{λ, γE, γM, c}, needed in (66), (85), and (87), are chosen according to (81).
The uniqueness parameters {c1, c2}, needed in (88), are chosen as c1 = −i
and c2 = κ.
Our codes are implemented in Matlab, release 2018b, and executed on
a workstation equipped with an Intel Core i7-3930K CPU and 64 GB of
RAM. When assessing the accuracy of computed field quantities we most
often adopt a procedure where to each numerical solution we also compute
an overresolved reference solution, using roughly 50% more points in the
22
0 1 2 3 4 5 6 7 8 9 10
100
105
1010
1015
(a) 0 1 2 3 4 5 6 7 8 9 10
100
105
1010
1015
(b)
Figure 4: Condition numbers of system matrices on the unit circle, ε1 = 1,
ε2 = −1.1838, and k1 ∈ [0, 10]: (a) the systems (85), (87), and (88); (b) the
Mu¨ller system.
discretization of the system under study. The absolute difference between
these two solutions is denoted the estimated absolute error. Throughout the
examples, field quantities are computed at 106 field points on a rectangular
Cartesian grid in the computational domains shown in the figures.
14.1 Unique solvability on the unit circle
We compute condition numbers of the discretized system matrices in (85),
(87), and (88). The boundary Γ is the unit circle and k1 is swept through
the interval [0, 10]. Recall that the systems (85) and (88) are guaranteed
to be free from wavenumbers for which the solution is not unique (false
eigenwavenumbers) while the system (87) is not.
Condition number analysis of 2D-limits of 3D-systems on the unit circle
is a revealing test for detecting if a given system of integral equations has
false eigenwavenumbers when the plasmonic condition holds. For example,
in [11, Figure 9] it is shown that the original Mu¨ller system and the “E-
system” of [26] exhibit several false eigenwavenumbers in such a test.
Figure 4(a) shows results obtained with (85), (87), and (88) using 768
discretizations points on Γ and approximately 20,700 values of k1 ∈ [0, 10].
The regularly recurring high peaks correspond to true eigenwavenumbers
just below the positive k1-axis (weakly damped dynamic surface plasmons).
One can see that neither the four-density system (85) nor the two-density
system (88) exhibits any false eigenwavenumbers, as expected, and that (88)
is the best conditioned system. Furthermore, which is more remarkable, the
three-density system (87) also appears to be free from false eigenwavenum-
bers. For comparison, Figure 4(b) shows results from [11] obtained with the
original Mu¨ller system. Here one can see twelve false eigenwavenumbers.
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Figure 5: The field H↓(r, 0) on the 2D one-corner object with ε1 = 1, ε2 =
−1.1838, and k1 = 18: (a) the field H↓(r, 0) itself; (b,c,d) log10 of estimated
absolute field error using the systems (85), (87), and (88), respectively.
14.2 Field accuracy for the 2D one-corner object
An incident plane wave with H in(r) = zˆeik1d·r, k1 = 18, and direction of
propagation d = (cos(pi/4), sin(pi/4)) is scattered against the 2D one-corner
object of Section 13.1. The corner opening angle is α = pi/2. A number of
800 discretization points is placed on Γ and the performance of the three
systems (85), (87), (88) are compared.
Figure 5(a) shows the total magnetic field H↓(r, t) at t = 0, see (2),
and Figures 5(b,c,d) show log10 of the estimated absolute error obtained
with (85), (87), and (88), respectively. The number of GMRES iterations
required to solve the discretized linear systems is 266 for (85), 154 for (87),
and 143 for (88). The absolute errors for the systems (85) and (87) are
estimated using the solution from (88) as reference solution.
It is interesting to observe, in Figure 5, that the field accuracy is high for
all three systems. The number of digits lost is in agreement with what could
be expected for computations on the unit circle, considering the condition
numbers shown in Figure 4 and assuming that k1 is not close to a true
eigenwavenumber. Note also that (88) is a system of Fredholm second kind
integral equations with compact (differences of) operators – a property often
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Figure 6: Condition numbers of system matrices on the unit sphere, ε1 = 1,
ε2 = −1.1838, and k1 ∈ [0, 10]: (a) the system (66) with σE and σM omitted;
(b) the pseudo-Mu¨ller system.
sought for in integral equation modeling of PDEs. The system (87), on the
other hand, contains a singular difference of integral operators. Still, the
performance of the two systems is very similar.
14.3 Unique solvability on the unit sphere
We repeat the experiment of Section 14.1, but now on the unit sphere using
the system (66). Inspired by the good performance of the system (87),
reported above and where σE is omitted, we omit both σE and σM from (66)
to get a six-scalar-density system. Again, there is noo proof that this system
has a unique solution, but every solution to the time harmonic Maxwell’s
equations corresponds to a solution to this system.
Figure 6(a) shows result for the azimuthal modes n = 0, 5, 10, with 768
discretization points on the generating curve γ, and with approximately
3,500 values of k1 ∈ [0, 10]. No false eigenwavenumbers can be seen. For
comparison, Figure 6(b) shows results for a six-scalar-density variant of the
Mu¨ller system. The original four-scalar-density Mu¨ller system [21, p. 319]
uses the surface current densities M s and J s and contains compact differ-
ences of hypersingular operators. These operator differences are quite hard
to implement numerically in three dimensions, even though it definitely is
possible on axisymmetric surfaces [17]. Our variant of the Mu¨ller system is
derived from the original Mu¨ller system via integration by parts and relat-
ing the surface divergence of M s and J s to %M and %E, see [9, Eqs. (36)
and (35)]. This corresponds to omitting both σE and σM from (66) and
setting c4 = c6 = 1, and c5 = c7 = κ. Figure 6(b) shows that this pseudo-
Mu¨ller system exhibits at least 32 false eigenwavenumbers for k1 ∈ [0, 10].
25
(a) -0.5 0 0.5x
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
z
-4
-3
-2
-1
0
1
2
3
4
(b) -0.5 0 0.5x
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
z
-15.5
-15
-14.5
-14
-13.5
-13
-12.5
-12
-11.5
(c) -0.5 0 0.5x
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
z
-6
-4
-2
0
2
4
6
(d) -0.5 0 0.5x
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
z
-15.5
-15
-14.5
-14
-13.5
-13
-12.5
-12
Figure 7: Field images on a cross section of the 3D “tomato” subjected to
an incident plane wave Ein(r) = xˆeik1z and with ε1 = 1, ε2 = −1.1838, and
k1 = 5: (a) the field E
↓
ρ(r, 0) with colorbar range set to [−4.55, 4.55] ; (b)
log10 of estimated absolute field error in E
↓
ρ(r, 0); (c) the field H
↓
θ (r, 0); (d)
log10 of estimated absolute field error in H
↓
θ (r, 0).
14.4 Field accuracy for the 3D “tomato”
An incident linearly polarized plane wave with Ein(r) = xˆeik1z and k1 = 5
is scattered against the 3D “tomato” of Section 13.1. The conical point
opening angle is α = 31pi/18. The same six-scalar-density version of the
system (66) is used as in Section 14.3. Only two azimuthal Fourier modes,
n = −1 and n = 1, are present in this problem and the Fourier coefficients
of the layer densities of these modes are either identical or have opposite
signs. Therefore only one modal system needs to be solved numerically.
Figure 7 shows the electric field in the ρ-direction, E↓ρ(r, 0), and the
magnetic field in the θ-direction, H↓θ (r, 0), on the cross section in Figure 3(c).
The results are obtained with 576 discretization points on the generating
curve γ and with 242 GMRES iterations. Since the field E↓ρ(r, 0) is singular
at the origin, the colorbar range in Figure 7(a) is restricted to the most
extreme values of E↓ρ(r, 0) away from the origin. The precision shown in
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Figure 7(b,d) is consistent with the condition numbers of Figure 6(a) in the
sense discussed in Section 14.2. We conclude by noting that Figure 7 clearly
shows an accurately computed surface plasmon wave on a non-smooth 3D
object in a setup with negative permittivity ratio. To simulate such surface
waves is the ultimate goal of this work.
15 Conclusions
A new system of Fredholm second kind integral equations is presented for an
electromagnetic transmission problem involving a single scattering object.
Our work can be seen as an extension of the work by Kleinman and Mar-
tin [15] on direct methods for scalar transmission problems. Thanks to the
introduction of certain uniqueness parameters, our new system gives unique
solutions for a wider range of wavenumber combinations than do other sys-
tems of integral equations for Maxwell’s equations, for example the original
Mu¨ller system. In particular, unique solutions are guaranteed for smooth
scatterers under the plasmonic condition (1).
The favorable properties of our new system extend beyond what can be
proven rigorously. In a numerical example, a reduced version of the system
in combination with a high-order Fourier-Nystro¨m discretization scheme is
shown to produce accurate field images of a surface plasmon wave on a
non-smooth axisymmetric scatterer.
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Appendix
A. Boundary limits of E and H
The relations in Section 2.2 give the following limits at Γ for the integral
representations of E and H in (61)–(64):
[∇ ·E1]± = ∓ ik1
2
σE − ik1
2
S˜k1%E +
1
2
∇ · S˜k1(ν ′σE + J s) , (A.1)
ν ·E±1 = ±
1
2
%E − 1
2
ν ·N k1%E −
1
2
ν · Rk1(ν ′σM +M s)
+
1
2
ν · S˜k1(ν ′σE + J s) + ν ·Ein, (A.2)
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ν ×E±1 = ∓
1
2
M s − 1
2
ν ×N k1%E −
1
2
ν ×Rk1(ν ′σM +M s)
+
1
2
ν × S˜k1(ν ′σE + J s) + ν ×Ein, (A.3)
ν ×H±1 = ±
1
2
J s +
1
2
ν × S˜k1(ν ′σM +M s) +
1
2
ν ×Rk1(ν ′σE + J s)
− 1
2
ν ×N k1%M + ν ×H in, (A.4)
ν ·H±1 = ±
1
2
%M +
1
2
ν · S˜k1(ν ′σM +M s) +
1
2
ν · Rk1(ν ′σE + J s)
− 1
2
ν ·N k1%M + ν ·H in, (A.5)
[∇ ·H1]± = ∓ ik1
2
σM +
1
2
∇ · S˜k1(ν ′σM +M s)−
ik1
2
S˜k1%M , (A.6)
[∇ ·E2]± = ± ik1
2κ
σE +
ik1
2
S˜k2%E −
1
2
∇ · S˜k2(κ−1ν ′σE + J s) , (A.7)
ν ·E±2 = ∓
1
2κ
%E +
1
2κ
ν ·N k2%E +
1
2κ
ν · Rk2(ν ′σM + κM s)
− 1
2
ν · S˜k2(κ−1ν ′σE + J s) , (A.8)
ν ×E±2 = ±
1
2
M s +
1
2κ
ν ×N k2%E +
1
2κ
ν ×Rk2(ν ′σM + κM s)
− 1
2
ν × S˜k2(κ−1ν ′σE + J s) , (A.9)
ν ×H±2 = ∓
1
2
J s − 1
2
ν × S˜k2(ν ′σM + κM s)
− 1
2
ν ×Rk2(κ−1ν ′σE + J s) +
1
2
ν ×N k2%M , (A.10)
ν ·H±2 = ∓
1
2
%M − 1
2
ν · S˜k2(ν ′σM + κM s)
− 1
2
ν · Rk2(κ−1ν ′σE + J s) +
1
2
ν ·N k2%M , (A.11)
[∇ ·H2]± = ± ik1
2
σM − 1
2
∇ · S˜k2(ν ′σM + κM s) +
ik1
2
κS˜k2%M . (A.12)
B. Divergence conditions
The derivations of the conditions for (70), (71), and (79) to hold are all
very similar. For this reason we only present a detailed derivation of the
condition for (71) to hold.
The fields EW and HW are defined through (69), (61)–(64), and the
solution to (66). Appendix A and (66) give the relations on Γ
λκν ×E+W = ν ×E−W , (B.1)
λκν ·H+W = ν ·H−W , (B.2)
γM[∇ ·HW ]+ = [∇ ·HW ]− . (B.3)
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By combining the surface divergence of (B.1) with (B.2) we get
λκ(ik1ν ·H+2 − ν · [∇×E2)]+) = ik1ν ·H−1 − ν · [∇×E1)]− , (B.4)
where we have used ν · (∇ × ν × (ν × Ei)) = −ν · (∇ × Ei), i = 1, 2. By
(61)–(64) and limits in Appendix A this leads to
λκ
(
κ−1ν · [∇(∇ · Sk2)]+(ν ′σM + κM s)− ik1ν ·N k2%M + ik1%M
)
= −ν · [∇(∇ · Sk1)]−(ν ′σM +M s) + ik1ν ·N k1%M + ik1%M . (B.5)
A comparison of (B.5) with the limits ν · [∇(∇·H1)]− and ν · [∇(∇·H2)]+
gives
λν · [∇(∇ ·H2)]+ = ν · [∇(∇ ·H1)]− . (B.6)
Let ψW = ∇ ·HW , with HW from (69). The fundamental solution (3) and
the boundary conditions (B.3) and (B.6) make ψW satisfy
∆ψW (r) + k
2
2ψW (r) = 0 , r ∈ Ω1 ,
∆ψW (r) + k
2
1ψW (r) = 0 , r ∈ Ω2 ,
γMψ
+
W (r) = ψ
−
W (r) , r ∈ Γ ,
λν · [∇ψW ]+(r) = ν · [∇ψW ]−(r) , r ∈ Γ ,
(∂rˆ − ik2)ψW (r) = o
(|r|−1) , |r| → ∞ .
(B.7)
By rescaling ψW in Ω1, problem (B.7) becomes identical to problem B0 with
α = λγ¯M/|γM|2. Thus if {k1, k2, α = λγ¯M} is such that the conditions of
Section 3.3.4 hold, then (B.7) only has the trivial solution ∇ ·HW = 0 for
r ∈ Ω1 ∪ Ω2.
The condition for ∇ · EW = 0 is that the set {k1, k2, α = γ¯Eκ¯} is such
that the conditions of Section 3.3.4 hold. The condition for (79) to hold is
that (Arg(k1),Arg(k2)) is in the set of points of Figure 2(a).
C. Fulfillment of Maxwell’s equations
We show that E and H of (65) satisfy (51) and that EW and HW of (69)
satisfy (57) if ∇ ·Ei(r) = ∇ ·H i(r) = 0, i = 1, 2, and r ∈ Ω1 ∪ Ω2.
The rotation of (63) and (64) can be written
∇×H1(r) = ik1
2
Rk1(ν ′σM +M s)(r)−
ik1
2
S˜k1(ν ′σE + J s)(r)
+
1
2
∇(∇ · Sk1(ν ′σE + J s))(r) +∇×H in(r) , r ∈ Ω1 ∪ Ω2 , (C.1)
∇×H2(r) = − ik1
2
Rk2(ν ′σM + κM s)(r) +
ik1
2
S˜k2(ν ′σE + κJ s)(r)
− 1
2
∇(∇ · Sk2(κ−1ν ′σE + J s))(r) , r ∈ Ω1 ∪ Ω2 . (C.2)
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If ∇ ·Ei = 0, i = 1, 2, it follows from (61) and (62) that
S˜k1%E(r)−∇ · Sk1(ν ′σE + J s)(r) = 0 , r ∈ Ω1 ∪ Ω2 , (C.3)
S˜k2%E(r)−∇ · Sk2(κ−1ν ′σE + J s)(r) = 0 , r ∈ Ω1 ∪ Ω2 . (C.4)
The Ampe`re law
∇×H1(r) = −ik1E1(r) , r ∈ Ω1 ∪ Ω2 ,
∇×H2(r) = −ik1κE2(r) , r ∈ Ω1 ∪ Ω2 ,
(C.5)
now follows by combining (C.1) and (C.3) with (61), and by combining (C.2)
and (C.4) with (62). The Faraday law
∇×Ei(r) = ik1H i(r) , i = 1, 2 , r ∈ Ω1 ∪ Ω2 , (C.6)
follows in the same manner from ∇·H i = 0, i = 1, 2, and by combining the
rotation of (61) with (63) and the rotation of (62) with (64). From (C.5)
and (C.6) it follows that E and H of (65) satisfy (51) and that EW and
HW of (69) satisfy (57).
D. Uniqueness for problems C, C0, and D0
We sketch a proof that problem C0 has only the trivial solution and that
problem C has at most one solution by relating these problems to problem
A0 and A. We also justify that the criteria for problem D0 to only have
the trivial solution are the same as the criteria in Section 3.3.4 that make
problem B0 only have the trivial solution.
Let SR be a sphere of radius R with outward unit normal n. Assume that
SR is sufficiently large to contain Γ and let Ω1,R = {r ∈ Ω1 : |r| < R}. From
Gauss’ theorem we obtain energy relations for problem A0 and problem C0∫
SR
(U∇U¯)·ndS =
∫
Ω1,R
(|∇U |2 − k¯21|U |2) dv+∫
Ω2
(
κ¯−1|∇U |2 − k¯21|U |2
)
dv ,
(D.1)
− ik¯1
∫
SR
(E¯ ×H) · ndS =
∫
Ω1,R
(|k1|2|E|2 − k¯21|H|2) dv
+
∫
Ω2
(|k1κ|2κ¯−1|E|2 − k¯21|H|2) dv . (D.2)
The right hand sides of (D.1) and (D.2) are equivalent. By using techniques
similar to those in [15, pp. 309–310] and [16, p. 1434] it follows that when
(Arg(k1),Arg(k2)) is in the set of points of Figure 2(a), then U = 0 and
E = H = 0 in Ω1 ∪ Ω2. Standard arguments give that problem C has at
most one solution when problem C0 only has the trivial solution.
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In the same manner as above the energy relation for problem D0 is shown
to be equivalent to the energy relation for problem B0. We can again use
[15, pp. 309–310] and [16, p. 1434] to find the criteria that lead to W = 0
and HW = EW = 0. These are the criteria for the set {k1, k2, α = λ} in
Section 3.3.4.
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