[1] A medium-resolution ocean general circulation model (OGCM) simulation is used to investigate the subthermocline interannual variability in the eastern South Pacific. The focus is on isotherm vertical displacement variability associated with extratropical Rossby waves (ETRW) and their connection with equatorial Kelvin waves (EKW). The WKB theory is used to interpret the modeled subsurface variability. The analysis reveals vertical propagation of energy associated with the 1997-1998 El Niño near the coast at various latitudes. Consistent with theory, WKB raypaths are steeper southward and do not extend more than $600 km from the coast at $2000 m depth. A vertical mode decomposition of model variability showed that vertical propagation mostly involves the first three baroclinic modes. The vertical isotherm displacements along the raypaths, associated with the downwelling EKW of the 1997-1998 El Niño, are negative (rising isotherms) and peak (minimum isotherm) as El Niño reverses to La Niña conditions. The relationship between vertical propagation of ETRW and equatorial variability is interpreted in the light of EKW sequence. The evolution of the vertical isotherm displacements along the raypath at extratropical latitudes is controlled by the vertical structure of the EKW. As El Niño develops, high-order baroclinic mode contributions to the EKW progressively increase, leading to the dominance of finer vertical scales of variability along the coast, triggering the vertical propagation of ETRW. This mechanism of connection between equatorial variability and subsurface variability at the extratropical latitudes illustrates how sensitive the ETRW characteristics in the eastern South Pacific are to equatorial forcing.
Introduction
[2] Oceanic variability along the western coast of South America is influenced by equatorial Kelvin waves (EKW) on a variety of timescales, from intraseasonal [Shaffer et al., 1997 [Shaffer et al., , 1999 and seasonal [Pizarro et al., 2002; Ramos et al., 2006] to interannual [Pizarro et al., 2001 [Pizarro et al., , 2002 Vega et al., 2003] and interdecadal [Montecinos et al., 2007] . Coastal-trapped Kelvin waves originating from the equator can propagate along the coast, modify the stability of the regional current system, and trigger extratropical Rossby waves (ETRW) equatorward of the critical latitude [Clarke and Shi, 1991] . As a matter of fact, the eastern South Pacific is a place of marked ETRW activity [Chelton and Schlax, 1996; Stammer, 1997] which, because of the beta effect, propagates more slowly as latitude increases. Thus, whereas the observed phase speed value at $10°S is 24.4 cm s À1 [Chelton and Schlax, 1996] , the ETRW propagation is ten times slower at $30°S, making it much more difficult to observe and identify given the likely impact of nonlinearities and dissipation on its characteristics. On interannual timescales, theory predicts that ETRW can radiate at any latitude along the coast. Indeed, westward propagation of sea level anomalies can be clearly observed in the eastern South Pacific on interannual timescales [Wang et al., 1998; Fu and Chelton, 2001; Pizarro et al., 2002; Vega et al., 2003] . For example, Figure 1 displays the 2-D spectrum for sea level anomalies from altimetric data (see section 2.2) at 20°S and 30°S. The correspondence between the theoretical dispersion curves (for the standard and the extended theories [cf. Fu and Chelton, 2001; Killworth and Blundell, 2004] ) for first-mode baroclinic ETRW and the zone of maximum amplitude indicates that ETRW make a signifi-cant contribution to nearshore variability in these regions. Note that besides the clear difference in phase speed, the 2-D diagram at 20°S exhibits a better coherency with the theoretical dispersion curves than the one at 30°S, with its patchier energy distribution. It also indicates that the ETRW amplitude drops sharply as it propagates westward from the coast, suggesting dissipation processes at work. For instance, the amplitude of the strong downwelling ETRW associated with the 1997 -1998 El Niño (Figures 1c and 1d ) decreased by a factor of $3($3.5) from the coast to 85°W at 20°S( 3 0°S). Although multimode linear Rossby wave models in which dispersion induced by the Rossby radius of deformation varying with latitude is neglected (i.e., the Rossby wave equation can be resolved independently at each latitudes) have been very useful in interpreting many observed propagating characteristics of the ETRW south of about 10°S [ Vega et al., 2003; Ramos et al., 2006] , they cannot account properly for this westward decrease in amplitude of the ETRW variability, which can be caused by nonlinear processes. For the Northern Hemisphere, Qiu et al. [1997] first evoked the possibility that such decay could be due to turbulent viscous dissipation. Building upon the results of Jones [1978] , LaCasce and Pedlosky [2004] recently proposed a nonlinear mechanism explaining the dissipation process directly in terms of baroclinic instability of the Rossby wave itself and describe the dissipation and confinement of the Rossby wave as the breakdown of the wave as it transfer energy to a small-scale eddy field. In fact, linear dispersion of Rossby waves associated to the latitudinal variations of the Coriolis parameter is also a source of dissipation. Indeed, it was first shown by Schopf et al. [1981] that the linear dispersion generates a caustic line that originates from the critical latitude. Such caustic lines define a boundary across which boundary-driven Rossby waves cannot propagate. Since linear dispersion becomes increasingly important away from the equator, it is a potential mechanism for explaining the surface dissipation of the extratropical Rossby waves. However, the theoretical results of Schopf et al. [1981] suggest that dispersion remains weak for the low-frequency variability and within $20°near the western boundary (see Schopf et al. [1981, Figure 3] for the annual cycles). Other relevant linear mechanisms that may impact the Rossby wave characteristics include the coupling of the Rossby waves to bottom topography [Killworth and Blundell, 1999] or the effects of mean vertical shear [Schopf et al., 1981; Killworth et al., 1997; deSzoeke and Chelton, 1999; Colin deVerdiere and Tailleux, 2005] or bottom roughness [Tailleux and McWilliams, 2001] . Within the linear framework, another process to be considered when interpreting the surface signature of the ETRW is the vertical propagation of energy that involves the constructive contribution of a certain number of baroclinic modes [McCreary, 1984; Gent and Luyten, 1985] . In the equatorial regions, vertical energy propagation was investigated from observations [Kessler and McCreary, 1993] and a model simulation [Dewitte and Reverdin, 2000] in order to explain the characteristic of the reflected equatorial Rossby wave at the eastern boundary on a seasonal timescale. This process is often cited as being responsible for the decreased amplitude of long Rossby waves as they propagate offshore. It may also contribute to the modulation of the deep current and, in irregular topographic areas, could participate in the peculiarities of the deep circulation through bottom reflection of the vertically propagating wave and enhancing mixing.
[3] To the best of the authors' knowledge, there have been very few studies that document the vertical propagation of Rossby waves in the literature for the extratropical latitudes. The study by Yang [2000] implicitly addressed this issue within an idealized framework by proposing analytical solutions of the evolution of a long planetary wave packet in response to various forcing function. On the basis of the ocean general circulation model (OGCM) simulation of the South Eastern Pacific, Dewitte et al. [2008] documented the vertically propagating variability at seasonal timescale and show evidence of energy trajectories associated to extratropical Rossby wave that roughly follow the theoretical WKB raypath. In this study, the WKB formalism is extended to the ETRW for interannual time- Figure 1 . Two-dimensional spectra for the sea level height (SLH) anomalies from TOPEX/Poseidon, ERS-1/2, and Jason-1 data sets (TPERSJ) at (a) 20°S and (b) 30°S; each spectrum was calculated from the coast to 160°W (in arbitrary units). Longitude-time diagrams of the interannual SLH anomalies (in cm) from TPERSJ at (c) 20°S and (d) 30°S. The thick lines in the spectra are the dispersion curves for (bottom white lines) the standard theory and (top gray lines) the extended theory for the first-mode baroclinic extratropical Rossby waves (ETRW). The extended theory refers to the formalism taking into account the effect of baroclinic mean horizontal current in a flat bottom ocean [Fu and Chelton, 2001; Killworth and Blundell, 2004] . A geostrophic zonal velocity profile was estimated by using climatological temperature-salinity data from Boyer et al. [2005] (compare with the paper by Ramos et al. [2006] for more details). In Figures 1c and 1d the white lines represent the (standard) theoretical phase speed for the first vertical mode of a long ETRW.
scales, focusing on the strong 1997 -1998 El Niño event. The WKB technique is valid provided that the scale of the spatial variations is large compared with the wavelength of the waves, which is the case here as will be checked a posteriori.
[4] Because of the scarcity of in situ data in the region, which prevents resolving the fine vertical scales of temperature on interannual timescales in the subthermocline, the outputs of a 1/4°resolution OGCM simulation are used. The linear formalism is used as a background framework to interpret the model data along with the results of a vertical mode decomposition of the simulated variability, which extends previous works based on simple model simulations [Vega et al., 2003; Ramos et al., 2006] . Of particular interest is the nearshore variability associated with the large 1997 -1998 El Niño. The motivations for focusing on this particularly strong event are related to the fact that (1) it may ease the identification of vertically propagating energy that involves the slow high-order baroclinic mode ETRW, and (2) it was well documented in the literature for the equatorial region [McPhaden, 1999] , in particular with respect to its vertical structure variability , providing material for interpreting the results presented herein.
[5] The paper is organized as follows: Section 2 presents the model, the data set, and the methods that are used to diagnose vertical propagation. Section 3 is devoted to a comparison of the model sea level variability with the altimetric data as derived from the TOPEX/POSEIDON and ERS1/2 satellites. Section 4 investigates the vertically propagating energy in the model and its connection with equatorial variability. Finally, Section 5 discusses the main results and presents some concluding remarks.
Model, Data, and Methods

Model Configuration and Forcing
[6] In this study, we use an ocean general circulation model simulation for 1992-2001 of the MERCATOR global ocean model. The eddy-permitting 1/4°global MERCATOR model is based on the primitive equations global general ocean circulation model OPA, written by Madec et al. [1998] and developed at the LOCEAN (CNRS/ IRD laboratory). The horizontal resolution is based on an ORCA-type grid [Madec and Imbard, 1996] and becomes finer with increasing latitudes: $27.75 km at the equator and $1 3 . 8k ma t6 0°So r6 0°N. This configuration has 46 vertical z-levels (6 m at the surface and 250 m at the bottom). This 1/4°configuration is based on the 8.2 version of OPA, with a free surface formulation, isopycnal diffusion for temperature and salinity, biharmonic horizontal viscosity with an added harmonic operator in the equatorial (1 -3°l atitude) upper layers for the dynamics, nonlinear bottom boundary friction, free slip lateral boundary condition, a 1.5 turbulent eddy kinetic energy closure scheme, and a convection parameterized by the enhanced vertical mixing coefficient.
[7] The bathymetry is derived from the Etopo2 database of NGDC (National Geophysical Data Center), which is a combination of the satellite-based bathymetry [Smith and Sandwell, 1997] and IBCAO in the Arctic [Jakobsson et al., 2000] . It has been merged with the BEDMAP data [Lythe et al., 2001] [Uppala et al., 2005] . The experiment started at rest from 1 January 1992 with the prescribed conditions for temperature and salinity derived from the Levitus et al. [1998] data set for middle and low latitudes. For high latitudes, we chose the PHC2.1 climatology [Steele et al., 2001] and, for the Mediterranean Sea, the Medatlas climatology [Jourdan et al., 1998 ]. The year 1992 was integrated three times before launching the interannual experiment over the 1993-2001 period. The simulation used (POG05B) is hereafter referred to as MERCATOR (see the paper by Derval et al. [2005] for more details). There is no assimilation of data in this experiment.
Data Set
[8] In order to validate the propagation properties of the simulation, sea level height (SLH) anomalies were obtained from TOPEX/Poseidon, ERS-1/2, and Jason-1 data sets (TPERSJ) from October 1992 to January 2005. The SLH global maps result from an optimal interpolation of combined altimetry data on a Mercator 1/3°grid every week. Resolutions in kilometers in latitude and longitude are thus identical and vary with the cosine of latitude (e.g., from 37 km at the equator to 18.5 km at 60°N/S). SLH anomalies are computed with respect to a 7-year mean (January 1993 to January 1999). A detailed description of these data can be found in the paper by Ducet et al. [2000] and at http:// www.aviso.oceanobs.com. In addition, global-scale gridded data of temperature and salinity from the World Ocean Atlas [Boyer et al., 2005] were used to estimate the theoretical phase speeds and the dispersion curves of subtropical Rossby waves, using standard and extended theory [Killworth et al., 1997; Fu and Chelton, 2001; Killworth and Blundell, 2004] .
Methods
[9] The methodology adopted in this study follows Kessler and McCreary [1993] to a large extent. It uses the WKB raypath theory as a tool for interpreting wave features identified in vertical isotherm displacements in the equatorial waveguide. The theoretical background of the WKB raypath theory and the range of validity of the assumptions made are generalized for the extratropical latitudes and the ''adapted'' formalism is presented in Appendix A. It was also checked that working with vertical isopycnal displacement instead of vertical isotherm displacement leads to comparable results than the one presented in this paper. According to WKB theory, vertical displacements z should scale as N À1/2 and, therefore, should vary smoothly along raypaths below the thermocline. Raypaths correspond to the path of the energy flux (u.p, v.p, w.p) where (u,v,w) is the velocity vector and p the pressure field [Eliassen and Palm, 1960] . This flux should be averaged over at least one cycle of the variability mode of interest. If there is only one raypath present (i.e., monofrequency variability) and linear theory applies, the phase of the signal in vertical displacement should be constant along the raypath and the energy flux should be parallel to it. In practice, however, variability is multifrequency, signals originating from various areas interfere, and the simulation is nonlinear; hence, the raypath concept should only be viewed as a diagnostic tool to interpret the data. Here, since we focus on the 1997-1998 El Niño and cannot extract a single dominant interannual frequency representative of this event over the relatively short record of the simulation, complex empirical orthogonal functions (CEOF) following the method of Horel [1984] are used to evaluate the spatial patterns and temporal evolution of the dominant modes of variability on interannual timescales during this period. Several studies have used CEOF to analyze the interannual variability in observations and models [e.g., White et al., 1998; Leonardi et al., 2002] . This method shares the characteristics of standard EOF analysis but, in addition, allows for the detection of propagating features in the data. Generally, CEOF analysis is applied to SLH anomalies to capture interannual propagative features contained therein. In our case, the results indicate that the first CEOF mode explained a major part of the variance in all the analyzed fields (for sea level, the percentage of explained variance is always greater than 90%), which led us to use the reconstructed fields from the dominant CEOF mode instead of a particular harmonic (which grasps less variance than the CEOF mode) for inferring from the energy flux.
[10] In order to focus on interannual anomalies, all time series (of both altimetry data and simulated fields) were previously low-pass filtered with a cosine-Lanczos filter (50% power at 18.4 months) after extracting the seasonal cycle. The seasonal cycle was derived by least squares fit of the time series to the annual and semiannual harmonics. Also, following Horel [1984] , one tenth of each time series at the beginning and the end of record were deleted to avoid end effects by the Fourier transform.
[11] In addition, a vertical mode decomposition of the model variability (p and z) was performed using the baroclinic mode structure functions as derived from the model mean stratification following the procedure of Dewitte et al. [1999] . Such analysis is used to interpret the subsurface variability as derived from the vertical isotherm displacements, since vertically propagating waves involve the contribution of the most energetic high-order baroclinic modes. It also acts as a consistency check for the interpretation of the model variability in terms of ETRW. In this analysis, two critical assumptions were made. First, linearization was assumed to be appropriate. This requires small interface deviations in comparison with the mean layer thicknesses and is probably a valid approximation for interannual timescales. Second, it was assumed that the WKB approximation could be made (implying a slowly varying background flow) allowing the analysis to be done independently at each location. Comparisons of WKB solutions with ''true'' solutions have shown that the WKB approximation usually breaks down over regions of strong topographic curvatures [Tailleux and McWilliams, 2002; Tailleux, 2004] . Despite that long-wavelength Rossby wave considered here are rather far from the coast and that the ocean is deep all along the coast, it is worth noting that the assumption of smooth topography, necessary to use WKB, is hardly satisfied in the actual ocean. Whereas the presence of topographic slopes does impact the local baroclinic modes and their phase speeds, in a basin-wide average, topographic variations do not influence the overall propagation characteristics of long-wavelength Rossby waves [Killworth and Blundell, 1999] .
Extratropical Rossby Wave Characteristics
[12] As a first step, the model sea level variability (root mean square) is compared to the altimetric data (Figure 2) . The comparison reveals an overall similar pattern over the study region with maximum variability in the equatorial band and a sharp southward decrease near 10°S that is more marked in the model than in the observations. Compared to the TPERSJ data, however, the model lacks variability in the equatorial region, which is believed to be due to the addition of Laplacian diffusion (harmonic operator with a coefficient of 10 11 m 2 s
À1
)i nt h e( 3°S-3°N) latitudinal band (see Derval et al. [2005] for more details). The model also shows weaker variability south of 3°S than do the observations. This lack of energy is certainly due to the medium resolution used in this configuration that cannot fully resolve all the observed eddy activity.
[13] With these model flaws in mind, we now focus on the simulated propagating characteristics. Figure 3 displays the CEOF dominant mode (i.e., the first CEOF mode) obtained from the model sea level and the altimetric data. Observed and model fields were first low-pass filtered before performing the CEOF analysis. Note that an important characteristic for interannual oceanic Rossby waves is their beta refraction pattern resulting from the decrease in westward phase speed as the inverse square of latitude in accordance with linear theory [e.g., Chelton and Schlax, 1996; White et al., 1998] . At this point, it is interesting to note that such process may explain the spatial pattern of the interannual variability of the sea level in the region, which is well represented by CEOF analysis [White et al., 1998 ]. Figure 3 indicates that the model is rather skilful in simulating the basin propagating mode. First, the spatial patterns of amplitude and phase for the model and the observations are comparable. Spatial correlations between the model and observations reach 0.98 and 0.86 for amplitude and phase, respectively, excluding the region south of a line going from 10°S, 140°Wt o3 0°S, 75°W, which corresponds to the region of low-ETRW variability amplitude (see Figure 2) . Second, the associated time series for the model and the observations are highly correlated (r = 0.95). Furthermore, the phase maps reveal westward propagations south of $10°S. North of 10°S, the CEOF extracts the slow propagating coupled mode associated with the 1997-1998 El Niño. Figure 3b also displays the temporal evolution of the phase, which reveals the existence of quasiperiodicity in the analyzed fields; a dominant period of $3.7 years is found for the first CEOF mode in both the model and the observations.
[14] Figure 4 presents the recomposed sea level signal from the dominant CEOF mode at various latitudes for the model and observations. The results of the vertical mode decomposition of the pressure anomaly obtained from the MERCATOR model are also displayed ( Figure 4 , bottom); these represent the summed-up contribution of baroclinic modes 1 to 3. It is interesting to note that the results of the vertical mode decomposition account for a large fraction of the sea level variability, which provides a consistency check for the interpretation of the model variability in terms of propagating ETRW. The contribution of the first three baroclinic modes to the sea level variability account for 69%, 64%, 78%, and 83% of the variance of the total sea level variability at 15°S, 20°S, 25°S, and 30°S, respectively. The associated dominant CEOF mode explained as much as 94% of the variance (versus 93% for the ''total'' sea level). The comparison between the model results and the observations indicates that the propagation characteristics of the interannual ETRW during the 1997 -1998 El Niño event are comparable. In particular, an energetic downwelling ETRW originates from the coast in the second half of 1997 at each latitude. The amplitude of the ETRW decreases westward more in the north than in the south in both the model and the observations, although the decay rate is larger in the model. A time associated with the decay rate r (assuming a Rayleigh-type friction) was estimated by fitting an exponential curve [exp(Àrx/c)] to the root mean square (RMS) at each zonal section (for a distance of $2000 km from coast). An estimate of phase speed c given by the Radon transform from each longitude-time diagram is also used [e.g., Cipollini et al., 2000] . Phase speeds lead to values comparable to that estimated by Chelton and Schlax [1996] . The results are reported in Table 1 . They indicate that the model tends to overestimate dissipation in the northern part of the domain, which may be due to a number of reasons. These include the absence of air-sea feedback in the model (since it is a forced simulation), a process likely to impact the characteristics of the ETRW [White et al., 1998; White, 2000] and the relatively low resolution of the model, which prevents simulating accurate coastal upwelling impacting the mean stratification near the coast and, thereby, the characteristics of the ETRW. Note, however, that at 25°S and 30°S, comparable values of decay time are derived for the model and the observations. The values quantify the surface signature of the vertically propagating energy of the ETRW, Kessler and McCreary [1993] ; isotherm vertical displacements z =T / ( @ T /@z) are derived from the simulated temperature field (T) interpolated vertically on a 5 m grid using 1-D cubic splines. The second product is obtained on the basis of the above displacements, but they are then projected on the baroclinic mode structures for vertical velocity and the contribution of the first three baroclinic modes are derived [e.g., Dewitte et al., 1999] . The dominant CEOF modes at 20°S for both products are displayed in Figure 5 . The theoretical WKB raypath (see equation (A5)) for w =2 p/3.7 a À1 (where 3.7 years is the dominant period of the first CEOF mode for sea level, cf. Figure 3b ) and c = 1.39 m s À1 (c is the zonally averaged phase speed value for the second baroclinic mode as derived from the vertical mode decomposition of the mean stratification) is plotted for a starting point at the coast at $390 m.
[16] The zonal section for the amplitude of the isotherm displacements suggests two domains separated by a slanted line extending roughly from the coast at 400 m to the west up to 1500 m (Figures 5c and 5d ). Above and to the west of this line, the maximum amplitude is found within the thermocline where vertical changes in density are abrupt and WKB theory is not expected to apply. Below, the zone of maximum amplitude is located around the WKB raypath and the phase lines are approximately parallel, with the phase propagating upward and westward, and the slope more steeply downward at depth, where stratification is weaker. Comparable features are observed for the summedup (baroclinic modes 1 to 3) contribution to isotherm vertical displacements (Figures 5e and 5f ). The agreement between the two products diminishes with increasing depth, in particular for the amplitude, which is due to the limited number of modes retained to recompose the signal. Note that the increase in amplitude for the ''full'' signal with depth is compatible with the WKB scaling, for which z is expected to increase as N À1/2
. The change in slope of the phase lines in the lower left corner of Figure 5d and the increase of the amplitude (Figure 5c ) there, could result from a contribution of bottom reflection.
[17] The associated temporal functions for both the ''total'' signal and the baroclinic mode recomposition exhibit quasi similar variability (r = 0.99). Interestingly, they peak around March 1998 and are associated with negative amplitudes of the vertical isotherm displacements around the WKB raypath, indicating that the CEOF mode captures preferentially cool conditions in subthermocline depths during the mature phase of El Niñ o .F i g u r e6 confirms the negative amplitude of the vertical isotherm displacement in the subthermocline region at the peak of El Niño. The connection with equatorial variability and El Niño conditions along the equator will be further discussed in section 5.
Pressure and Vertical Energy Flux
[18] Figure 7 is similar to Figure 5 but for the pressure field. Characteristics similar to the isotherm vertical displacements are encountered for the phase lines, indicating clear propagation of the variability at low frequency. The amplitude distribution shows maximum values below the thermocline in the upper 1000 m near the coast, and follows a WKB raypath corresponding to a frequency of (1/3.7 a
À1
) and a phase speed value of 1.39 m s À1 .
[19] To infer how much and how energy is transmitted from the surface to the deeper ocean, it is necessary to compute the vertical energy flux. By definition, raypaths should be parallel to the energy flux (cf. Appendix A) if there is no interference between the waves at various frequencies. We first compute the vertical flux through a unit horizontal area E v =hp.wi, where w is obtained from the time derivative of the formerly derived vertical isotherm displacements and p is the pressure ''deviation,'' and the brackets refer to an adequate time average, at 15°S, 20°S, and 30°S (Figure 8 ). Figures 8a, 8c and 8e show the energy fluxes estimated from the model, while Figures 8b, 8d and 8f show the energy fluxes estimated from the summed-up contribution of the lower 3 baroclinic modes. As mentioned in section 2, we use the CEOF dominant mode of p and w, instead of a specific harmonic of the pressure and vertical velocity, to derive hp.wi. The time averaging is done over the ENSO cycle as derived from the CEOF analysis of sea level (Figure 3 ). Note that similar results are obtained considering the harmonics of the 3.7-year period; however, the amplitude for the resulting flux is lower. Figure 8 indicates that some energy is transmitted through the thermocline, although this flux decreases more rapidly with depth at 30°S than at 15°S. Three theoretical raypaths originating at the coast and near the surface and corresponding to the frequency (1/3.7 a
) and to the phase speed values of the first three baroclinic modes are also displayed in Figure 8 . They encompass the zone of maximum energy flux (excluding the near bottom zones where local maxima are also found) below the thermocline at all the latitudes. The
(@z n /@t)i, where p m and z m stand for the mth baroclinic mode contributions to pressure and vertical displacements, respectively, exhibit similar characteristics to the ''full'' vertical energy flux, consistent with the interpretation of horizontal propagation of vertical standing modes.
Connection With the Equatorial Kelvin Wave
[20] It is now interesting to investigate the relationship between the vertically propagating variability diagnosed above and the equatorial wave activity. In order to infer the EKW amplitude, a vertical mode decomposition of the model mean equatorial stratification is sought and baroclinic mode contribution to pressure and current anomalies are derived. Projecting the results onto the theoretical Kelvin and Rossby wave structures provides an estimation of the Figure 6 . Sections of the isotherm vertical displacements at 15°S, 20°S and 30°S, reconstructed from the first CEOF mode and estimated at the date corresponding to the maximum amplitude for sea level during the El Niño event, i.e., 1 January 1998 (see Figure 3 and text) (in m). (a, c and e) The calculation based directly on the isotherm displacements given by MERCATOR model (total contribution). (b, d and f) The calculation based on the first three baroclinic modes extracted from MERCATOR model. Percentages of variance explained by the first CEOF mode are 87%, 83% and 75% for the total contribution at 15°S, 20°Sa n d3 0°S, respectively. Percentages of variance explained by the first CEOF mode are 90%, 84% and 77% for the summed-up contribution of the first three baroclinic modes at 15°S, 20°S and 30°S, respectively. equatorial wave amplitude (see Dewitte et al. [2003] for more details on the method). Consistent with the results of Dewitte et al. [2003] , the most energetic Kelvin waves are found for the first 3 modes with the high-order baroclinic Kelvin wave having a larger variability in the eastern equatorial Pacific (not shown). Also, Kelvin waves of the first three modes constructively contribute to the strong warming observed in 1997, with the first (second and third) baroclinic mode(s) being more energetic than the second and third (first) baroclinic modes in the early (mature) stage of the warming (Figures 12a, 12b and 12c) .
[21] The summed-up contribution of the first three baroclinic modes of the EKW is first considered for investigating the phase relationship between isotherm vertical displacements in the subthermocline at the extratropical latitudes and the equatorial variability. Figure 9 displays the dominant CEOF mode for isotherm vertical displacements along a raypath (corresponding to w $ 2p/3.7 a À1 and c $ c 2 , see equation (A5)) at 15°S, 20°S and 30°S. Consistent with Figure 5 and theory, the amplitude of the wave remains large (in absolute value) along the raypath with positive anomalies during the first half of 1997 and negative anomalies starting to grow late in 1997. Two interesting features emerge from the inspection of Figure 9: [22] 1. The vertical displacements along the raypath are out of phase with the surface signature of the ETRW (cf. Figure 4) ; the minimum amplitude of the vertical displacement even takes place $5 months after the maximum amplitude of the downwelling ETRW associated with the 1997 -1998 El Niño (see Figure 4) . As a consequence, the equatorial downwelling Kelvin wave associated with the 1997-1998 El Niño event (Figure 9a) is associated with the negative vertical displacement of the isotherm along the raypath.
[23] 2. The positive vertical isotherm displacement takes place prior to the mature phase of the 1997-1998 El Niño with a maximum around January -February 1997. Also noteworthy is the phase relationship between the zonal sections: the cycle at 30°S takes place $5 months before the one at 15°S (see the zero contours on the sections to visualize the phase shift).
[24] It is worth pointing out at this stage that the 1997 El Niño event was associated with several variability timescales for the Kelvin wave activity with particularly high-frequency wind variability that triggered downwelling Kelvin waves in the western equatorial Pacific prior to the growth of the event [McPhaden, 1999; Dewitte et al., 2003] . To illustrate this, Figure 10 presents the series of Kelvin wave amplitudes for modes 1 and 2 in the equatorial central Pacific (175°W) along with the results of the wavelet analysis of these series. Highfrequency variability (10 days < w À1 < 4 months) of the Kelvin wave clearly took place prior to the 1997 El Niño peak. Note that the ''high-frequency'' Kelvin wave variability has a tendency to be trapped along the coast at the critical latitude [Clarke and Shi, 1991] and that, for a given frequency, higher-order baroclinic modes result in more northern critical latitudes, which results in a complex combination of coastal-trapped wave and ETRW at the coast. In particular, the time delay between 30°S and 15°S observed in Figure 9 suggests that the high-order baroclinic modes get involved progressively as El Niño develops. This is supported by the results presented here, showing that highorder baroclinic modes (modes 2 and 3) become more energetic during the mature phase of the 1997 El Niño, Figure 7 . Similar to Figure 5 but for the pressure perturbation. In this case the percentages of variance explained by the first CEOF mode for the total contribution and the summed-up contribution of the first three baroclinic modes are 91% and 92%, respectively. whereas the gravest mode is more active at the initial stage (Figures 12a, 12b and 12c) . As a complementary analysis of the Kelvin wave activity with respect to its vertical structure, the 2-month running variance in the eastern Pacific is calculated and displayed in Figure 11 . It confirms that the ratio of the gravest mode Kelvin wave amplitude versus the second or third baroclinic modes decreases with time from March 1997.
[25] The above observations lead us to detail the peculiarities of the equatorial Kelvin wave, which exhibits both rich vertical structure variability and rich temporal variability as evidenced by Figures 12a, 12b and 12c . As mentioned above, Figures 12a, 12b and 12c reveal that (1) the equatorial Kevin waves project over the first three baroclinic modes that have a different phase speed, leading to phase lags between each other for their arrival at the eastern boundary; (2) high-order baroclinic mode equatorial Kelvin waves become more energetic as El Niño develops because of the change in the thermocline depth and vertical temperature gradients [cf. Dewitte et al., 2003] (Figure 11) ; and (3) Kelvin waves forced by westerly wind bursts prior to the peak phase of El Niño are present. Note, for instance, in Figure 10a , the December 1996 and March 1997 first baroclinic mode Kelvin waves in the western equatorial Pacific. These reach the eastern boundary by January 1997 and June 1997, 6 months before the peak phase of El Niño.
[26] As a consequence of the energetic higher-order EKW, the variability of isotherm vertical displacement also exhibits a rich vertical structure (Figure 12d ). During the onset of the 1997 El Niño (May 1997), the first baroclinic mode dominates, leading to positive anomalies of vertical isotherm displacement over the first 1000 m. As El Niño develops, the high-order baroclinic mode contribution increases and the response along the coast evolves as a vertical seesaw of the vertical isotherm fluctuations, with positive anomalies in the upper 500 m and negative anomalies below this depth between June and September 1997. As El Niño peaks in association with a rise in the amplitude of the third baroclinic mode EKW, the negative anomalies for vertical displacement spread further upward with the zero Figure 9 . (a) Time-longitude plot of the summed-up contribution of the first three baroclinic modes for equatorial Kelvin waves (in cm) along the equator for MERCATOR. Interannual dominant CEOF mode for isotherm vertical displacements (in m) along a raypath (corresponding to w =2p/3.7 a À1 and c $ c 2 , see equation (A5) contour reaching $300 m by December 1997. As an indication of the prevailing mode contribution as a function of depth, the mean structures of the baroclinic mode are displayed in Figures 12f and 12g . These are consistent with the evolution of the vertical seesaw of isotherm vertical displacement at the coast described above, with the uppermost nodes for modes 2 and 3 located at 500 m and 300 m, respectively. As the contribution of high-order baroclinic modes increases along the coast, these combine to form the WKB ''beams'' described in section 4.1. Figure 12e displays the time evolution at 20°S of the vertical isotherm displacement 522 km off the coast. Consistent with Figures 5 and 6 , minimum amplitude is found at the depth of $2500 m with a maximum in January 1998. A similar sequence of the impact of the equatorial Kelvin wave is found at 15°,2 5°S, and 30°S (not shown).
Summary and Conclusions
[27] The vertically propagating variability along the coast of Peru-Chile is investigated from a medium-resolution OGCM simulation focusing on the strong 1997 -1998 El Niño event. Diagnostics based on classical linear theory extended here for treating the extratropical latitudes reveal the signature of vertically propagating waves on interannual timescales along the coast. Consistent with theory, the energy ''beams'' associated with the interannual ETRW slope westward/downward more in the south than in the north. At 30°S, this process is confined to the $300 km near the coast, which suggests that this process may be involved in the modulation of deep currents near the Chilean coast [Shaffer et al., 1995 [Shaffer et al., , 2004 . The analysis also reveals that the peak phase of the El Niño event along the equator is associated with negative vertical displacements of the isotherms (a rise) along the raypaths, which are due to the peculiar vertical structure variability near the coast and the impact of the higher-order baroclinic modes EKW that becomes more energetic as El Niño develops. It is interesting to note that the connection mechanism evidenced in this study between the EKW and the ETRW and associated vertical propagation may vary with the timescale under study. For instance, at a higher frequency, the change in the vertical structure of the EKW is less (because the mean ) and second (in 0.25 Â cm 2 ) baroclinic modes are shown in Figure 10c (left scale). The Niño3 sea surface temperature index (in°C) is plotted as a dotted green line in Figure 10c (middle scale). The temporal function associated with the dominant CEOF mode of the summed-up contribution of modes 1 to 3 to the equatorial Kelvin wave (Figure 9a ) is plotted as a black line in Figure 10c (right scale). thermocline is less impacted) and high-order mode EKW are less energetic at the eastern boundary. This has implications for studies using the single-mode ETRW model. The one-mode linear models usually use a Rayleigh-type friction to take into account energy loss from the surface to the deep ocean. This particular approach neglects the frequency dependency, identified in our results, on the vertical propagation of energy on an interannual timescale. It also suggests that the EKW and ETRW are nonlinearly coupled; the superposition of baroclinic downwelling EKW does not necessarily result in an increased ETRWamplitude. Rather, it triggers vertical propagation of the ETRW and, consequently, modifies its surface signature, which is commonly referred to as its dissipation. It would be interesting to carry out a similar analysis focusing on other timescales of variability. In particular, at a higher frequency, the WKB raypaths are steeper and interaction with the mean coastal circulation is expected. One may wonder to what extent such processes may be involved in the variability of the Peru-Chile Undercurrent [Pizarro et al., 2002] , which is a major component of the Peru-Chile Current system and spans an extended zone along the western coast of South America. Higher-resolution regional model simulations will have to be used to address this issue.
[28] We now mention limitations owed to the use of the particular simulation analyzed in this paper. First the simulation spans 10 years, which may be detrimental when researching processes on interannual timescales, and the use of the WKB to interpret the vertically propagating variability. This limitation is somehow overcome using the CEOF technique, which allows extracting a large variance of the interannual cycle despite the relatively short record. We also checked that the results presented in the paper were holding when a particular harmonic was extracted.
[29] The medium resolution of the model also results in a low level of eddy kinetic energy compared to observations (not shown). Mesoscale activity is prominent in this region [Chaigneau and Pizarro, 2005] and its impact on the vertically propagating wave depicted in this paper would need to be elucidated to fully account for the importance of such a process. Future work will be devoted to similar analyses through high-resolution model simulation. Overall, the results presented in this study illustrate the need to take into account the peculiarities of the EKW arriving at the eastern boundary, which includes its amplitude as a function of the baroclinic mode and its dominant timescale of variability, in order to interpret the surface and subsurface variability near the coast associated with ETRW propagation. It may also provide a background framework for the interpretation of observations and higher-resolution model simulations in the region.
Appendix A: Linear Formalism for Vertically Propagating Extratropical Rossby Waves
[30] As shown by Moore and Philander [1977] , the linear, inviscid equations for a b-plane (f = f 0 +by) can be separated into vertical and horizontal components. The horizontal component yields a dispersion relation for standing wave modes in the meridional and horizontal direction
where l and k are the meridional and zonal wave numbers, respectively, w is the frequency, f 0 is the Coriolis parameter at some latitude (y 0 ), and c n is the separation constant of the vertical structure equation
N is the local buoyancy frequency and F is the projection of the forcing. It is usually assumed to be zero below a certain depth close to the surface [Lighthill, 1969] . Thus, the vertical structure Y n is a solution of the homogeneous equation with the boundary conditions 
where x and z are the horizontal and vertical coordinates, respectively. We now consider a motion which is the combination of the solutions of the different vertical modes for a specified m, the local vertical wave number. It is then interesting to describe the solution as if the vertical scale m À1 of the wave was small compared with the scale on which m varies (WKB approximation). Equation (A1) is then a relationship between w, m, and k which can be differentiated to estimate group velocities. In this study, we consider only long zonal wavelengths. In this limit (k 2 + l 2 % 0), the dispersion relationship reduces to Given the wave frequency and phase speed, the trajectory that defines the wave energy propagation can be obtained by integrating two simple differential equations The slope of raypaths in the (x, z) plane becomes
Therefore, the wave energy originating at the surface propagates downward toward the west with a steeper slope for weaker stratification or lower latitude. With the definition of the phase propagation in the zonal and vertical directions, and because the wave is nondispersive in the long zonal wavelength limit, phase lines are parallel to WKB raypaths. This wave propagation provides a mechanism by which low-frequency energy generated by surface wind is transmitted into the deep extratropical ocean.
[31] The assumption that the wave can be considered nondispersive (by linear beta dispersion) is justified by the theoretical results of Schopf et al. [1981] applied to the case of interannual timescale (see Figure A1 ). In particular, at the 3.7 a À1 period, there is no caustic for the WKB rays in the region of interest. On the other hand, effects of the mean zonal baroclinic flow in the domain of interest, estimated from the model simulation, showed that the mean current is rather weak (< 0.5 cm s À1 below the surface Ekman layer) and they neither affect significantly the gradient of the mean potential vorticity nor the properties of the long Rossby wave [e.g., Yang, 2000] . We also evaluated the effect of the observed mean baroclinic zonal flow on the vertical mode structure and the associated phase speed. For the first two modes the vertical mode structures remain similar and changes in the phase speed are small as illustrated by Figure A2 , which shows values for phase speed calculated with the standard and extended theory [cf. Killworth et al., 1997] .
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