Abstract-This paper presents a new result on absolute exponential stability (AEST) of a class of continuous-time recurrent neural networks with locally Lipschitz continuous and monotone nondecreasing activation functions. The additively diagonally stable connection weight matrices are proven to be able to guarantee AEST of the neural networks. The AEST result extends and improves the existing absolute stability and AEST ones in the literature.
I. INTRODUCTION
R ECENTLY, the analysis of absolute stability (ABST) and absolute exponential stability (AEST) of recurrent neural networks has received much attention in the literature; e.g., [1] - [20] . The main impetus lies in a fact that an absolutely stable (ABST) or absolutely exponentially stable (AEST) neural network can converge globally asymptotically (or globally exponentially) to a unique equilibrium with any activation function in a proper given class and any other network parameters. This desirable property of neural networks is especially viable for solving many optimization problems because the optimization neural networks are devoid of the spurious suboptimal responses for any choice of the activation function in the proper class and other network parameters. Moreover, for a globally exponentially stable (GES) neural network (see [21] - [26] ) we can make a quantitative analysis and thus know the convergence behaviors of the neural network, such as its convergence rate and the estimated time when the network arrives at a solution with a specified accuracy.
To explore ABST or AEST of continuous-time recurrent neural networks, researchers have to constrain the connection weight matrix and the activation function of a neural network. For example, within the class of sigmoid activation functions, it is proved that the symmetric or noninhibitory lateral connection weight matrix of a neural-network model to be negative semidefinite is the necessary and sufficient condition for ABST of the neural network [6] and [7] . The ABST results are extended to the AEST ones in [18] and [19] , respectively. In [11] , a conjecture is raised: the necessary and sufficient condition for ABST of the neural network is its connection weight matrix belongs to the class of matrices such that all eigenvalues of matrix has negative real parts for arbitrary positive diagonal matrices and . This condition is proven to be a necessary and sufficient condition for ABST of the neural network with two neurons [16] . The necessity of such a condition for ABST is proven in [11] and implies that all existing sufficient conditions for ABST in the literature are special cases. However, whether or not such a condition is sufficient for ABST of a general neural network remains unknown in the case of more than two neurons. Within the class of partially Lipschitz continuous and monotone nondecreasing activation functions (this class includes the sigmoidal activation as a special case), a recent AEST result is given in [13] under a mild condition that the connection weight matrix belongs to where (see Definition 8 in Section II) denotes the class of additively diagonally stable matrices introduced in [2] , i.e., for any positive diagonal matrix , there exists a positive diagonal matrix such that . This condition extends the condition in [14] that the connection weight matrix is an -matrix with nonpositive diagonal elements. Within the class of locally Lipschitz continuous and monotone nondecreasing activation functions, some ABST results such as the diagonal semistability result [17] and quasidiagonal column-sum dominance result [3] can be found. It is remarked that the additive diagonal stability condition introduced in [2] is the mildest one among the known sufficient conditions for ABST of neural networks in the literature. This paper is concerned with AEST of continuous-time recurrent neural networks with locally Lipschitz continuous and monotone nondecreasing activation functions. The additively diagonally stable connection weight matrices are verified to be able to guarantee AEST of the neural networks. The result extends and improves the existing ABST and AEST ones in the literature.
The remainder of this paper is organized as follows. In Section II, some preliminaries are presented. In Section III, we discuss the AEST result of the neural networks. Finally, we make concluding remarks in Section IV.
II. PRELIMINARIES

A. Definitions
Consider a typical continuous-time recurrent neural-network model as follows: (1) [6] and [14] : An equilibrium of the neural network (1), which satisfies is said to be globally asymptotically stable (GAS) if it is locally stable in the sense of Lyapunov and globally attractive. The equilibrium is said to be GES if there exist and such that , the positive half trajectory of the neural network (1) satisfies Definition 2 [4] , [6] and [11] : (): The neural network (1) is said to be ABST (respectively, AEST) with its activation function in the class (or ) if it possesses a unique and GAS (or GES) equilibrium for any activation function belonging to (or ), any input vector , and any positive diagonal matrix .
It is obvious that an AEST neural network (1) is also ABST since the GES property implies the GAS one.
Definition 3 [27] and [28] : An matrix is said to belong to the class if satisfies one of the following equivalent conditions.
( . In view of the definition of , for any positive diagonal matrices diag and diag , our purpose is to prove the matrix is stable; that is, all eigenvalues of the polynomial det have negative real parts. For , a lengthy but straightforward computation can show , , and which are necessary and sufficient conditions to guarantee the polynomial have negative real parts according to the Routh's stability criterion in [31] . So, . Now we outline the relationship among different classes of the connection weight matrices as follows. Quasi-diagonal dominance [20] ), one can see that . The above discussions clearly reveal the relationship among different classes. It is easy to see that is the largest possible class for ABST of the neural network (1).
Many existing results on ABST and AEST of the neural network (1) in the literature are focused on in the above classes with different classes of activation functions. For example, for the class of sigmoid functions, in [6] and [7] was proved to be the necessary and sufficient condition for ABST of the neural network (1) in the cases of symmetric and noninhibitory lateral network, respectively. The two ABST results were extended to the AEST ones in [18] and [19] , respectively. In [20] , being quasi-diagonally row-sum and column-sum dominant can ensure the ABST of the neural network (1). In [11] , an ABST result was presented under the condition which extends the condition in [10] . In [2] , was given as a sufficient condition for the ABST of the neural network (1). This condition was also proven to be the necessary and sufficient condition for ABST of the neural network (1) with two neurons [16] . For the activation function class of defined by the property that if for and there exist constants such that , in [1] an ABST result is introduced under and the assumption of the existence of the equilibrium of the neural network (1) . For the activation function class of defined by the property that if for and there exists constant such that , an ABST result under was developed in [4] . Obviously, and . For the activation function class of , under the condition , an AEST result is provided in [14] which extends the existing ABST results in [1] , [4] , [7] , and [20] as far as activation functions are concerned. A more recent result [13] shows can yield AEST of the neural network (1). For the activation function class of , under the condition an ABST result was proposed in [17] . When is quasidiagonally column-sum dominant (as a result, ), a GAS (implying ABST) result was given in [3] .
III. MAIN RESULT
In this section, we will prove that is a sufficient condition for AEST of the general neural network (1) with its activation function in . The result extends and improves the existing ABST and AEST ones in the literature. To introduce the main result, we have to give some lemmas.
Lemma 2 ([34, Proposition 1]):
The neural network (1) has a unique equilibrium for any continuous and monotone nondecreasing activation function , any and any positive diagonal matrix if and only if . According to Lemma 2,  can ensure the neural network (1) has a unique equilibrium denoted by . In this case, let . Then the neural network (1) can be transformed into the following equivalent system with a unique equilibrium at :
where and from which we have three useful properties as follows.
Property A: There exist positive functions such that
Property B: There exists positive constants such that (6) for any where is any given bounded interval . Property C: There exist positive constants such that (7) where is any given bounded interval. Property A is obvious by considering a simple choice, for example,
. Property C comes from Property B directly. Now, we illustrate Property B as follows: Since is l.l.c. and monotone nondecreasing, for any there exist an and a constant such that and we have (8) Next, by contradiction, we will show that there exists a positive constant such that and
Assume (9) According to Lemmas 1 and 7, we have an immediate result as follows.
Theorem 1: The neural network (1) with its activation function in the class of is AEST if . Remark 2: Lemma 5 extends the ABST result [17] to the AEST one. Lemma 6 extends the GAS (implying ABST) result of [3] in which is quasidiagonally column-sum dominant. Moreover, the ABST result is extended to the AEST one. As far as activation functions are concerned, the AEST result in [14] is a special case of Lemma 6. Theorem 1 extends Lemmas 5 and 6 by noting and . Although we do not have a clear relationship for and to our best knowledge, the existing (all or almost all) continuous activation functions in the literature belong to but may not be such as .
Hence, Theorem 1 is completely different from the main result in [13] . In terms of Lemma 1, we may write by much simpler form (3) through some row exchanges and corresponding column exchange operations (it is notable that any simplified description of the class or the class is a very meaningful work). Since the additive diagonal stability condition is the mildest one among the known sufficient conditions for ABST and AEST of the neural networks and the general activation function class of includes , , , and as strict subclasses, in this case Theorem 1 actually includes many existing ABST and AEST results in the literature (given out in the second last paragraph of Section II) as special cases.
As pointed out in Section II, is a strict subclass of . Noting that is a necessary condition for ABST of the neural network, in [11] , the authors postulated a conjecture that is a necessary and sufficient condition for ABST of the neural network with its activation function in an appropriate activation class. This conjecture indeed holds for some special neural networks. is necessary and sufficient for AEST of the neural network with symmetric or noninhibitory lateral connection weight matrix and its activation function in the class of . For a general neural network in the case of , however, this conjecture is still open and challenging. Therefore, further investigation on ABST (or AEST) of the neural networks will focus on the following aspect: Find new method to prove the conjecture for appropriate activation classes in the case of , or, find appropriate connection weight matrices and which can guarantee ABST or AEST of the general neural networks. In the later case, any new result will be different from the existing ABST or AEST ones in the literature. . Fig. 1 shows that all the positive half trajectories converge exponentially to the unique equilibrium from 40 uniformly distributed random initial points in the cube . In this case, it is easy to check that are not partially Lypschitz continuous and consequently, , so, the result in [13] cannot be used.
IV. CONCLUSION
In this paper, we have investigated AEST of a general class of continuous-time recurrent neural networks with locally Lipschitz continuous and monotone nondecreasing activation functions. We have proven that the additively diagonally stable connection weight matrices can guarantee AEST of the neural networks. The obtained AEST result actually improves upon the existing ABST and AEST results of the neural networks in the literature. [29] ): Let the matrix have nonpositive off-diagonal elements, then each of the following condition is equivalent to the statement "A is a nonsingular -matrix."
APPENDIX
( ) All principal minors of are positive.
( ) A has all positive diagonal elements and there exists a positive diagonal matrix diag such that is strictly diagonally dominant; that is,
The following Lemma directly comes from Theorem 5 and its proof in [33] .
Lemma 9: Let be a vector field on , a map from , and consider the dynamical system (15) This is the cascade of the two systems and , where is a parameter for the latter system. 1) System (15) is GAS if is GAS and is GAS for every parameter value . 2) System (15) is convergent if is convergent and is GAS for every parameter value .
Proof of Lemma 6: Since , we will focus on the equivalent model (4). The proof is divided by three steps.
Step 1) We show that is a locally stable equilibrium of model (4) . Let . Then, from Property B we have (6) . As a result, the linearized system of model (4) (4) become (21) Since , it can be seen that . By assumption, the following system: (22) is globally attractive. Based on Step 1, system (22) is actually GAS. As a result (23) is GAS for every parameter value . Hence, from Lemma 9 it follows that system (21) is convergent. Thus, , . This actually shows that the equilibrium of model (4) is globally attractive.
Step 3) By Steps 1) and 2), we know that model (4) 
On the other hand, based on and Lemma 5, we see that system (30) is GES and consequently (31) is GAS for every parameter value . Hence, from (1) of Lemma 9 it follows that the cascade of systems (27) and (28) (29) and (32)) (34) So, in view of Lemma 3, there exists positive constant such that . On the other hand, note the proof of Lemma 5, we similarly have (12) , . Hence, where . In view of (28), for we may obtain from Then, based on Lemma 3, there exists positive constant such that is GES at the convergence rate of at least where . So, (28) is GES. As a result, model (4) is GES at by recalling that (27) is also GES and model (4) is equivalent to (27) and (28) . Hence, the neural network (1) is GES at . This actually means that the neural network (1) with its activation function in is AEST. The proof of Lemma 7 is complete.
