Abstract-We consider the problem of transmitting packets over a randomly varying point to point channel with the objective of minimizing the expected power consumption subject to a constraint on the average packet delay. By casting it as a constrained Markov decision process in discrete time with time-averaged costs, we prove structural results about the dependence of the optimal policy on buffer occupancy, number of packet arrivals in the previous slot and the channel fading state for both i.i.d. and Markov arrivals and channel fading. The techniques we use to establish such results: convexity, stochastic dominance, decreasing-differences, are among the standard ones for the purpose. Our main contribution, however, is the passage to the average cost case, a notoriously difficult problem for which rather limited results are available. The novel proof techniques used here are likely to have utility in other stochastic control problems well beyond their immediate application considered here.
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I. INTRODUCTION AND RELATED WORK

P
OWER efficient communication has been an important design challenge for wireless communications. While there are avenues for power savings in transmitters at a variety of implementation stages including radio circuitry, communication protocols etc, in this paper we concern ourselves with the power savings that can be achieved through packet scheduling where the transmitter gains by transmitting packets at a more opportune time or in a more opportune fashion.
In wireless as well as in wired channels with additive white Gaussian noise (AWGN), at the physical layer, the transmission power required for reliable communication increases as a convex function of the transmission rate. The convex nature of the relationship between power and rate allows one to save energy by choosing the rate at various stages in transmission in an appropriate fashion. This, however, would lead to an increase in buffered data and hence the average delay.
The wireless channel being time varying offers another opportunity of power savings where the scheduler can simply defer the transmission of packets during "bad" channel states to "good" channel states. In this paper, we consider the problem of scheduling packets over a point to point channel. The objective is to minimize the average power consumption subject to a constraint on the average packet delay. The problem of energy efficient scheduling for a wireless channel has been considered in [1] - [10] .
In [7] , the authors have considered the problem of power efficient scheduling under average and absolute delay constraints. They have used a slotted system and considered an arbitrary independent and identically distributed (i.i.d.) packet arrival process. A characterization of the optimal scheduler has been provided in terms of a smaller class of deterministic schedulers. In [8] and [9] , the authors consider energy minimization over a given time interval in a wireless network. Both offline static optimization algorithms and online heuristics are considered. In [4] , the authors have dealt with energy efficient scheduling under an average delay constraint for time-varying channels. However, the authors have assumed a linear relationship between power ( ) and rate ( ), and thus do not take into account the gains that can be realized by varying the transmission rates.
In [2] and [3] , the tradeoff between the average delay and the average power in a fading channel has been analyzed. The delaypower tradeoff has also been quantified in the region of asymptotically large delays. In [10] also, the author has considered the problem of energy efficient scheduling taking into account both the fluctuating channel conditions and the convexrelationship. The structural results for a policy which minimizes the average delay subject to a constraint on the average power, in presence of channel fading, are provided in [5] . It is proved in [2] and [5] that there exists an optimal stationary policy which increases as the buffer occupancy increases, and decreases as the channel state goes from good to bad. What this means in physical terms is that the optimal decision is to transmit a certain number of packets (or, in our continuous model, the "fluid" approximation thereof) at any given instant, where this number is an increasing function of the current queue length and a decreasing function of the channel state. Thus for a fixed channel gain, the greater the queue length the more you transmit, and for a fixed queue length, the better the channel, the more you transmit. This interpretation will be used throughout when we talk of 'increasing' and 'decreasing' policies. See also [1] and [6] for some more results in this vein: these articles also derive explicit structural results for optimal policies under specific set of assumptions.
Our model is similar to that of [2] with a single transmitter and a single receiver on a point to point wireless link with fading. The only difference is that we assume fluid packet arrival and departure processes. We have also considered the arrival process to be both i.i.d. and first-order Markov. The channel state has also 0018-9286/$25.00 © 2008 IEEE been considered for both cases-i.i.d. and first-order Markov. The primary contribution of the paper is to derive structural results of an optimal policy that minimizes the average power subject to an average delay constraint. Specifically, we improve upon the results of [2] , [5] . The results not available in [2] , [5] are concerning Markovian packet arrivals. They are as follows:
1) in case of first-order stochastically dominant (FSD) Markov arrivals, the optimal policy is increasing in the number of packet arrivals in the previous slot; 2) the existence of a stationary policy for the average cost problem when the packet arrival process is Markovian. The existence of a stationary optimal policy for the average cost problem when the packet arrival process is i.i.d. has been proved in [5] , but the problem becomes much more difficult when the arrival process is Markovian. This is because the state of the arrival process is an additional state variable on which the policy must depend, and the dynamics of this state variable may not be as explicit as that of the queue length process. Also, [5] does not derive the average cost dynamic programming equation which characterizes the optimal policy.
In a recent work [11] , a discrete state-space version of this problem is analyzed. Our problem may be considered a time-discretized version of the so called fluid limit of the discrete problem. However, in practice, channel fading state will be continuous valued (discretization is usually an approximation). Even [11] has mentioned this see, e.g., their Example 2. This automatically makes the state space nondiscrete, as this is one component of the state space. Once the state space is continuous even in one component, the usual (easier) treatment of average cost dynamic programming equation does not apply. Denumerable or general state space problems involve in particular nontrivial stability considerations, involving, e.g., the choice of initial guess in policy iteration. See the work of Sean Meyn on this [12] .
It is true that the packet arrivals are likely to be discrete in practice but the 'fluid' approximations of arrivals such as ours are commonplace. Our treatment can also cover the discrete arrivals/queue length case-the only part that does not go through is the uniqueness of minimizer in the dynamic programming equation, implying that the optimal policy may be randomized. We believe that fluid limits have the advantage that a simple fluid limit often serves as a robust approximation to a wide class of discrete state models. The reason for this is that the limit theorems through which the fluid limits are arrived at depend on gross local characteristics like the conditional mean, and therefore suppress other details that are irrelevant in the limit. This allows for the same fluid limit to work for a class of models rather than a single model. Furthermore, for the same reason, the fluid limit usually offers a more compact description.
Our approach will be to begin with the finite horizon discounted problem and pass first to the infinite horizon limit, followed by the vanishing discount limit to obtain the average cost case. There is copious literature on structural results for optimal policies in Markov decision processes, see, e.g., [13] - [16] among others. Our main contribution is the passage from the infinite horizon discounted case to the average cost case, a notoriously difficult problem for which rather limited results are available. While the average cost problem for general state spaces has been extensively studied in stochastic control literature [17] , [18] , the results available use conditions either too restrictive or not easily verifiable for problems such as the one studied in this paper. The novel proof techniques used here are likely to have utility in other stochastic control problems well beyond their immediate application considered here. Specifically, the following are the highlights of our proof technique. 1) We combine "coupling at pseudo-atom" argument with a pathwise comparison argument based on stochastic dominance. While both these techniques exist separately (the former in fact is not so commonly known or used), this is the first time they are thus combined. The combination provides a more concise argument for the scalar case, which is also intuitively more appealing.
2) The passage to the vanishing discount limit for the general state space has to be based upon an equicontinuity-boundedness argument that invokes Arzela-Ascoli theorem (See [19, p. 214] ), as the simple argument based on BolzanoWeierstrass theorem (See [19, p. 77] ) in discrete framework does not work. The argument given by us which is based on showing that the renormalized discounted value attains its minimum in a prescribed bounded set independent of the discount factor is new in discrete time framework and is applicable more generally to all cost criteria that penalize large excursions of the state process. The rest of the paper is organized as follows. Section II discusses the model, problem formulation and the solution approach. We summarize our main contributions in Section III. The subsequent sections provide the proofs of the main results. Specifically, the unconstrained finite horizon discounted cost problem and the unconstrained infinite horizon discounted cost problem are considered in Sections IV and V. The unconstrained average cost problem is then addressed in Section VI. The paper concludes in Section VII.
II. MODEL, PROBLEM FORMULATION AND APPROACH
A. System Model
There is a point to point channel over which packets are being transmitted. Packets arrive at the transmitter with a queue of infinite size and get buffered. The system is discrete time, the dynamics of which is given by Here is the queue length or buffer occupancy at the beginning of slot , is the number of packets transmitted in this slot, and the number of new arrivals in this slot taking values in a finite interval where is the maximum number of arrivals in a slot.
, and are assumed to be fluid, i.e., continuous valued. The channel is time varying with fading. The state of the channel indicates the time varying channel gain. We assume flat fading model, i.e., the channel state is assumed to remain constant over the slot duration (See [2] for a detailed discussion on this). The packet arrival process and channel state evolution process are assumed to be stationary and independent. Let denote the channel state process taking values in . We shall consider both i.i.d. and Markovian arrivals with law (resp., transition kernel) (resp., ) and both i.i.d. and Markovian channel with law (resp., transition kernel) (resp., ). The energy required to transmit packets under channel state will be assumed to be for a convex and increasing . Let denote the stationary average of the number of packet arrivals in a slot. Let denote the maximum number of packets that can be transmitted in a slot.
. For the stability of the buffer, . The state of the above system can be completely characterized by the 3-tuple, , comprising of the buffer occupancy or queue length, the number of packet arrivals in the previous time slot and the channel state. In slot , the control (or scheduling) action corresponds to the number of packets transmitted, . The control policy is a sequence of functions where specifies the conditional law of given the past history of the system state and the past applied controls, i.e., given , .
B. Problem Formulation
Since the packets arrive and get queued in the buffer, they suffer a delay. By Little's theorem ( [20, Ch. 3] ), the average packet delay, , is related to the time-averaged queue length, , as
where denotes the average packet arrival rate. Hence, in the rest of the paper, we ignore the proportionality constant , and treat average delay as synonymous with average queue length. In our problem, can be written as (2) We thus define Definition 1 (Average Delay, ; Average Power, ):
Recall that the energy required to transmit packets is a convex function of the number of packets being transmitted (transmission rate). Thus, from an energy efficiency point of view, we would want to transmit packets in small chunks. Transmitting packets in small chunks leads to higher delay. Thus, we have the average cost optimal scheduling problem that can be stated as: Determine a scheduling policy that minimizes subject to a constraint on . It is a constrained Markov decision problem. To solve it, we first consider the corresponding unconstrained Markov decision problem.
Let be a positive real number. Let , where, and are defined in (3). The unconstrained average cost optimal scheduling problem can be stated as: Determine a scheduling policy that minimizes . Later on, we shall map the constrained problem to this unconstrained one by interpreting as the appropriate Lagrange multiplier.
Before we can solve this problem, we first address the corresponding infinite horizon discounted cost problem. Let be a real number. Define: Definition 2: Infinite Horizon Expected Discounted Delay:
Definition 3: Infinite Horizon Expected Discounted Power:
Define
. The infinite horizon unconstrained -discounted cost optimal scheduling problem can be stated as: Determine a scheduling policy that minimizes . This problem is addressed by first formulating the corresponding finite horizon problem. We then address the unconstrained average cost and finally the constrained average cost problem.
C. Mathematical Preliminaries and Assumptions
In this section, we review some mathematical preliminaries. We first define the notion of Lemma 1: Let be probability measures on . Let be an increasing function. Then Lemma 2: Let be probability measures on . Then there exist random variables and on a common probability space such that , , and almost surely.
We make the following assumptions for the incoming packet arrival distribution:
is continuous in in total variation norm: . The following more stringent conditions will be used in our analysis of the average cost problem. 1) satisfies:
for some constant .
2) The process is ergodic under any stable stationary policy.
3) Minorization Condition: Let . There exists a probability measure on and a real number such that for all , Borel,
Note 1: The minorization condition holds, for example, if there is a neighborhood of 0 such that for all , where is a constant. (Take the normalized uniform distribution on .) Intuitively, this means that there is a strictly positive probability of "close to" zero packet arrivals irrespective of the number of packet arrivals in the previous slot.
III. SUMMARY OF MAIN RESULTS AND PROOF OUTLINE
We first summarize our main results and give a sketch of the methodology adopted for the proofs. The details of the proofs are given in the subsequent sections. Our main results are for the infinite horizon average cost problems, both constrained and unconstrained. We first consider i.i.d. channel fading.
A. Channel Fading-i.i.d Theorem 1:
1) The average cost dynamic programming equation for the unconstrained problem (8) has a solution , where is uniquely characterized as the optimal cost and is unique up to an additive constant on the support of the stationary law under any optimal stationary policy. 2) is convex increasing in the buffer occupancy or queue length, increasing in the number of arrivals, and decreasing in the channel state. Also, it is supermodular in the first two arguments, i.e., queue length and the number of arrivals. 3) given by is an optimal stable stationary strategy and is increasing in the queue length and the number of arrivals and decreasing in the channel state. The proof strategy followed is presented.
1) Derive the dynamic programming equation for the finite horizon discounted cost control problem and establish the aforementioned monotonicity and supermodularity properties for the value function (Section IV). 2) Consider the infinite time limit of the above and justify the dynamic programming equation for the infinite horizon discounted cost problem. This involves verifying boundedness and equicontinuity of the finite horizon discounted value functions. The monotonicity and supermodularity properties for the infinite horizon discounted value function follow from the corresponding properties for the finite horizon problem. 3) Consider the vanishing discount limit of the dynamic programming equation for the infinite horizon discounted cost problem after suitable renormalization, which amounts to subtracting from the value function its value at a prescribed state. This yields the dynamic programming equation for the average cost problem. The proof involves boundedness and equicontinuity of the renormalized infinite horizon discounted value functions. This is done using a coupling argument based on the Athreya-Ney-Nummelin pseudoatom construction [22, Ch.r 5] , combined with a pathwise comparison that uses stochastic monotonicity (the latter distinguishes it from the few earlier uses of coupling at pseudo-atom in literature for similar purposes), and finally, a novel proof technique to prove that the renormalized infinite horizon discounted value functions and therefore the average cost value function are uniformly bounded from below, which in turn allows us to prove the first part of the theorem above (see Section VI). Note 2: Note that the use of Little's theorem to justify the particular cost function above is not valid for the finite and infinite horizon discounted cost problems. These, however, are merely intermediate steps to our average cost problem for which it is indeed justified.
Our main concern, however, is the constrained problem for which we have the following result. Assume that is strictly convex.
Theorem 2: There exists a unique stable stationary optimal policy increasing in buffer occupancy, and the number of arrivals, and decreasing in the channel state, .
By a standard "Lagrange multiplier" formulation (see, e.g., [23] ), it follows that the constrained problem has a stationary, though possibly randomized, optimal policy which is also optimal for the unconstrained problem considered in Theorem 1 for a particular choice of (say), the Lagrange multiplier for the problem. But the optimal stationary policies for the latter, randomized or not, must attain the minimum on the right hand side (r.h.s.) of the Bellman (8) for each . By the strict convexity of , this minimum is attained at a unique point, whence there is a unique optimal stationary policy with the stated properties, viz., increasing in , , and decreasing in . Note 3: While we do not consider computational issues here, it is worth making a few comments regarding these. The preferred computational technique for constrained Markov decision problems in the past has been the linear programming approach [24] . As the state space here is not discrete, it becomes an abstract infinite dimensional linear program, which needs an approximation step to reduce it to a finite linear program. While discretization methods have been proposed for this purpose in the past [25] , the more recent approach based on function approximation [26] holds great promise. An alternative is to use 'primal-dual' type methods which use a conventional iteration scheme for the value function and a dual ascent for the Lagrange multiplier [27] . (It may be recalled here that the standard iterative schemes for Markov decision processes have been extended to general state spaces, see, e.g., [12] .) These schemes can also be combined with a function approximation scheme for dimensionality reduction. In either, structural results such as the ones presented here aid greatly in the choice of basis functions ('features' in Artificial Intelligence parlance) in function approximation. Function approximation based approximate linear and dynamic programming is currently an active area of research. What is more, a typical situation is the one where the model is not known and an on-line learning scheme is warranted. Such schemes based on function approximation are no harder for continuous state space than for discrete state space.
B. Channel Fading-Markov
In case of Markov channel fading, by using exactly the same methods used for proving Theorem 1 and Theorem 2, it can be proved that there exists an optimal stationary policy which is increasing in buffer occupancy and the number of packet arrivals in the previous time slot. However, unlike the case of i.i.d. channel fading where the policy is decreasing in the channel fading state, nothing can be said in general when the channel fading is Markovian. We give an intuitive reason for this:
Let if . Intuitively, this means that if the channel fading in the current slot is high, it is expected that the channel fading in the next slot will be higher than what it would be if the channel fading in the current slot is low. Thus, even if the channel fading in the current slot is high, we might be better off transmitting a larger number of packets in anticipation of a very bad channel in the future, compared to when the channel fading in the current slot is low. For this reason, the number of transmissions in a bad channel state might be higher compared to the number of transmissions in a good channel state.
In the rest of the paper, we provide the proofs for Theorems 1 and 2 by first considering the unconstrained finite horizon discounted cost, infinite horizon discounted cost and finally the average cost problem.
IV. UNCONSTRAINED FINITE HORIZON DISCOUNTED COST PROBLEM
In this section, we consider the finite horizon discounted cost version of our problem as a first step to prove our main results as outlined in the previous section. In this section, we consider the channel fading to be i.i.d. We prove some properties like continuity and convexity of the optimal finite horizon -discounted cost function. We also prove that this function is increasing in queue length, number of packet arrivals in the previous slot, and decreasing in channel state.
Let denote the optimal -discounted -step cost when the initial state is , defined as the infimum over all possible admissible controls. Let denote the -discounted -step cost when the initial state is and the policy used is . In the rest of this section, will be a constant, and we do not explicitly show the superscript . Thus, will be denoted as and will be denoted as . , , the finite horizon value function, is given by the Bellman equation (9) with . Also define
Theorem 3: for each is convex continuous and increasing in , and satisfies
Proof: See Appendix A for the proof.
Theorem 4:
for each is continuous increasing in and satisfies
Proof: See Appendix B for the proof. Note that is the maximum number of packets that can be transmitted in a slot. Then we can easily prove the following theorem.
Theorem 5: for each is continuous increasing in and satisfies
We now state the following "supermodularity" property.
Theorem 6: Let and be arbitrary non-negative real numbers. Then, for each , satisfies,
Proof: The proof is outlined in Appendix C.
V. UNCONSTRAINED INFINITE HORIZON DISCOUNTED COST PROBLEM
In this section, we analyze the unconstrained infinite horizon discounted cost problem.
Let be a real number and denote the optimal infinite horizon -discounted cost when the initial state is . 
VI. UNCONSTRAINED AVERAGE COST PROBLEM
In this section, we prove the existence of an optimal stable stationary policy for the unconstrained average cost problem. We do so under the additional assumptions of Section III.
The proof technique considers a suitably renormalized infinite horizon discounted value function. We first prove the boundedness and equicontinuity of this renormalized value function. This is proved in Lemma 12. To prove this lemma, we develop the arguments in Lemmas 5-11. This follows Athreya-Ney-Nummelin pseudo-atom construction ([22, Ch. 5]) combined with a pathwise comparison. This is different from the earlier uses of pure "coupling at pseudo-atom" argument. We then use a novel proof technique to show that the renormalized infinite horizon value functions and thereby the average cost value functions are bounded from below. This is proved in subsequent Lemma 13 and Theorem 8 and 38. We can thus prove our main results, i.e., Theorems 1 and 2. We develop these arguments in this section.
Recall that a stationary policy is stable if the one dimensional marginals of the corresponding Markov process remain tight. If so, a stationary distribution exists. The process is ergodic if this stationary distribution is unique. Then the time averages of functions of the Markov process that are integrable w.r.t. the stationary distribution converge a.s. to their respective averages w.r.t. this distribution. Under our minorization condition, stationarity automatically implies ergodicity.
Theorem 7: There exists a stationary distribution for the Markov Chain . Also, there exists , such that (18) A proof can be found in [22] . The additional burden of verifying 'geometric ergodicity' therein is unnecessary here because we have a compact state space anyway. Next, we state a result which will be used to prove the subsequent lemma.
Lemma 5: For all ,
Proof: Let and where denotes the stationary expectation of the arrival sequence and denotes the maximum number of packets that can be transmitted in a slot.
is the arrival process with . Let be optimal for the process:
Let be the index of the first slot such that (recall that the slots are numbered starting with 0). Consider the process defined inductively as:
where if , otherwise.
The channel state process remains the same for both. It is easy to check that for , , and for , . Using the fact that need not be optimal for , and that, , it is easy to see that (20) where is the Lipschitz constant for , and . Here, is the maximum possible channel fading in a slot.
We . Also, and are functions of because is. The lemma follows. Now, we describe in brief the Athreya-Ney-Nummelin construction (see [22] ) of pseudo-atom to construct another Markov chain related to the Markov chain . The construction is as follows: Let , where, and are thought of as copies of , equipped with copies and of the Borel sigma field of . Let denote the smallest sigma field containing sets of the form , ;
. Let , , denote elements in and , , denote elements in . For each measure on , we define a measure on as follows:
We now define the Markov chain on by listing down the single step transition kernel , (25) That is, Note that these probabilities are well defined since the Minorization Condition, (7) holds. It is easy to prove (see [22, p. 104] for the second claim, the first follows easily by induction.) that (26) The Markov chain can be recovered from as follows: Let the initial distribution on be . Let the initial distribution on be . Then it is easy to prove by use of (26) that (27) Thus if is the smallest time at which the chain is in , the behavior of the chain from time ( ) onwards is independent of where the chain started. This is because, as can be checked from (25) , is independent of . This property about helps derive many useful properties about , and corresponding properties about can be proved by use of (26 , , where . This is easy to prove. Recall that our Markov chain is the packet arrival process. Since can be recovered from , we identify our packet arrival process with the chain . By using the structure on , we will relate different sample paths of the packet arrival process and derive useful results.
Let and be packet arrival processes with , , where stands for the Dirac measure at . For each sample path of the process , we associate a corresponding sample path of the process as follows: • Case I: is such that , . Assume, inductively, that , , and , . Now,
. By Lemma 8, we can have an association wherein , which also implies that .
• Case II: There exists such that , i.e., has hit the pseudo-atom before . In this case, associate, . Thus, to each path , we associate a corresponding sample path such that , and equality holds for , where is the smallest integer for which .
Definition 7 (Coupling Time, ):
The time when hits for the first time is called the coupling time, and is denoted by .
Note that by our construction, also hits at this time and this is the first time the two processes 'meet' at . The reason for this nomenclature is that and get "coupled" at this time in the sense that for all future time, . We will need the following two lemmas: This means that . This implies that .
Thus the claim is true in the case , , with .
Case 2:
The proof is similar to Case 1, and indeed, . Let the lemma be true for . We prove the lemma for .
Case 1:
Clearly, .
Thus, with , Case 1 follows.
Case 2:
A similar proof can be given, and indeed, is the same as in Case 1. The lemma follows by induction. Next, we estimate . Let be optimal for the process , defined inductively as Consider the process defined inductively, for as:
where, to each sample path of we have associated the sample path of as before. The channel fading process is the same for both. Since , the policy is admissible in the process . Note also, that need not be optimal for . Hence, for
Iterating over and taking expectations, as shown in (28) This follows by arguments similar to those used to prove the convergence of to in Section V, except that in place of the Monotone Convergence Theorem, we have to use the Dominated Convergence Theorem (see [19, p. 381] ). The applicability of the Dominated Convergence Theorem follows by use of (32). The uniform convergence on compact sets follows by equicontinuity. Equation (33) Note that is a stationary policy. Recall that we want to minimize , where and are defined in Definition 1.
Theorem 8: The in (33) equals the optimal , attained when policy is used. Proof: Let be the infimum of all achievable average costs. Since the chain is ergodic under , is independent of the initial state. Also, it is known that stable stationary policies suffice for optimality [23] . We will first prove that is bounded from below. We have where the expectation on the right is under some stable stationary policy and an arbitrary deterministic initial state. Averaging both sides w.r.t. the stationary distribution under and then taking infimum over all such , we obtain, in view of the above observation from [23] , that . It is easy to see that as and hence this infimum is a minimum attained at some . Let denote the optimal stationary policy for the -discounted (30) problem. In view of the dynamic programming (15) [23] . Even otherwise, one could argue with an ' -optimal stationary policy' instead with slight additional work.) Let be the stationary policy which attains the optimal average cost for the average cost problem. Now for a stationary policy (36) By the Tauberian theorem (see [30] ), and (36), it follows that for any stationary policy , (37) Now follows from the definitions of , and and from (37). This proves the theorem.
Theorem 9: i) Equation (33) uniquely specifies as . Also, if is another continuous solution to (33) satisfying , where is the stationary average under any optimal strategy, then differs from by at most an additive scalar on the support the stationary law of any optimal stationary policy. ii)
is continuous increasing in , and continuous convex increasing in . iii) For all , , , , and satisfies decreasing differences. By Theorem 10, the claim follows.
This completes the proofs of Theorems 1 and 2. By Theorem 2 and the discussion that follows it, the same holds for the constrained problem when is strictly convex.
VII. CONCLUSION
We have derived structural properties of the optimal transmission policy across a randomly varying channel for a single transmitter. By casting it as a constrained Markov decision process in discrete time with time-averaged costs, we prove structural results about the dependence of the optimal policy on buffer occupancy, number of packet arrivals in the previous slot and the channel fading for both i.i.d. and Markovian arrivals and channel states. When the packet arrival process is FSD Markovian and the channel fading is i.i.d., there exists an optimal stationary deterministic policy which is increasing in buffer occupancy and number of packet arrivals in the previous slot, and decreasing in the channel fading state. When the packet arrival process is FSD Markovian and the channel fading is Markovian, there exists an optimal stationary deterministic policy which is increasing in buffer occupancy and number of packet arrivals in the previous time slot. Nothing can, in general, be said about the nature of the optimal policy with respect to channel fading.
The main contribution is the methodology developed for the average cost criterion for continuous state spaces, which, while being the preferred one in communications applications, is notoriously difficult to handle rigorously. This methodology combines a pathwise comparison based on stochastic dominance with 'coupling at pseudo atom' to establish boundedness of the renormalized discounted value function, uniformly in the discounted factor as it tends to zero. It also uses a novel argument to show that the discounted value function itself attains its minimum on a bounded set independent of the discount factor, a fact that plays a key role in analyzing the dynamic programming equation for the ergodic problem. We expect the techniques developed here to have much broader implications.
APPENDIX A PROOF OF THEOREM 3
Let
. Let the arrival process be defined on some probability space . Let be optimal for given inductively by (47) In particular,
. Construct inductively, with the same channel fading process,
where is the process . Note that . It is easy to prove that . The channel state process is the same for both, with . "With the same channel fading process" means that we take the same realization of the random variable of channel fading for both and .
Thus
Next we prove the continuity of . Consider the same process with . Let be optimal for given by
Consider the process
It is easy to check that . Also, the transmission process is the same in both cases. By using the fact that , it is easy to see that
This proves the continuity of and derives the required bound. Convexity is proved by induction.
is a convex function. Assume that is convex . For , let the minimum in (9) Recall that is the maximum number of packet arrivals in a slot. Note that the transmission process is the same in both cases. It is easy to see by use of (57) and (58) follows since is convex. Thus, satisfies the assertion of the theorem, and satisfies the assertion of the theorem on the hypothesis that does. By induction, the theorem is proved.
