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Abstract 
 
I present a shape reconstruction method for multiple human bodies with occlusion. In this paper, I 
define occlusions as three types. First type is a mutual occlusion which occurs between multiple 
human. Second type is a self occlusion which occurs on single human body. Third type is a 
mutual-self occlusion which occurs in a case when the self occlusion which occurs in the mutual 
occlusion. In order to reconstruct shape of human bodies including these occlusions, I propose two 
methods. First method is a shape reconstruction based on a skeleton model for the mutual occlusion 
and the self occlusion. Second method is a shape reconstruction based on the human body parts 
matching and the human pose estimation by temporal pose data against the mutual-self occlusion.  
In the first method, I firstly estimate an approximated human body region from human surface 
data except mutual and self occlusion regions and generate a thinning data of the approximated 
human body region. I secondly generate a skeleton model of human body by estimating human joint 
positions on the thinning data by using rations of human body dimension determined from 
statistical data. I finally reconstruct human body shape in the mutual occlusion and the self 
occlusion scenes by reassigning human parts in the skeleton model.  
In the second method, I firstly match human body parts to human surface data except mutual and 
self occlusion regions by solving an optimization problem in a parts shape registration. I secondly 
estimate human parts poses in the mutual-self occlusion region by approximating its temporal pose 
data obtained from the human body parts matching with a linear least square method. I finally 
reconstruct human body shape by reassigning the estimated human parts in the mutual-self 
occlusion. 
 In order to evaluate effectiveness of our method, I evaluated shape reconstruction accuracy in 
simulation experiments and confirmed behavior in experiments with actual human bodies. As a 
result, I found that our method is effective against the occlusions.    
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Chapter 1 
Introduction 
1.1. Motivation 
With the development of the 3D measurement technology, a 3D shape reconstruction of real 
objects on computer has been studied frequently. In particular, studies on a shape reconstruction for 
human body have received attention because these studies are applicable to computer 
interface
[1][2][3]
, human-robot interaction
[4][5][6]
 and computer graphics animation
[7][8][9]
.  
As typical methods in the shape reconstruction for human body, the volumetric intersection 
method
[10][11][12]
 and the multi-view stereo method
[13][14][15]
 have been proposed. However, these 
methods are not able to reconstruct a human body shape in a scene where occlusion region occurs, 
because a surface facing the occlusion region in that human body is not able to be measured by any 
sensors.      
Therefore, since occlusion is the most important problem to solve, I achieve the shape 
reconstruction for human body in occlusion scenes.  
1.2. The purpose of this study and approach  
As shown in Figure 1.1, I define occlusions as three types in this study. The first type is a 
mutual occlusion which occurs between multiple human (Figure 1.1 first-line). The second type is a 
self occlusion which occurs on single human body (Figure 1.1 center-line). The third type is a 
mutual-self occlusion which occurs in a case when the self occlusion which occurs in the mutual 
occlusion (Figure 1.1 last-line). Thus, a purpose of this study is to achieve the shape reconstruction 
for human body in these occlusion scenes.  
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In order to reconstruct shape of human bodies including these occlusions, I propose two 
approaches. First approach is a shape reconstruction based on a skeleton model of human body 
Figure 1.1: Target scenes for this study 
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against the mutual occlusion scene. Second approach is a shape reconstruction based on human 
body parts matching and human pose estimation by temporal human pose data against, the mutual 
occlusion scene, the self occlusion scene and mutual-self occlusion scene.  
In the first approach, I firstly estimate an approximated human body region from human surface 
data except mutual and self occlusion regions and generate a thinning data of the approximated 
human body region. I secondly generate a skeleton model of human body by estimating human joint 
positions on the thinning data by using rations of the human body dimension determined from 
statistical data. I finally reconstruct human body shape in the mutual occlusion and the self 
occlusion scenes by reassigning human parts in the skeleton model.  
In the second approach, I firstly match human body parts to human surface data except mutual 
and self occlusion regions by solving an optimization problem in a parts shape registration. I 
secondly estimate human parts poses in the mutual-self occlusion region by approximating its 
temporal pose data obtained from the human body parts matching with a linear least square method. 
I finally reconstruct human body shape by reassigning the estimated human parts in the mutual-self 
occlusion. 
1.3. The overview of this Dissertation 
This dissertation consists of 4 chapters. The following terms present outlines of each chapter. 
Chapter 2: A shape reconstruction method based on a skeleton model of human 
body  
In the first approach, I firstly estimate an approximated human body region from human surface 
data except mutual and self occlusion regions and generate a thinning data of the approximated 
human body region. I secondly generate a skeleton model of human body by estimating human joint 
positions on the thinning data by using rations of the human body dimension determined from 
statistical data. I finally reconstruct human body shape in the mutual occlusion and the self 
occlusion scenes by reassigning human parts in the skeleton model.  
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Chapter 3: A shape reconstruction method based on human body parts 
matching and temporal pose data  
In the second approach, I firstly match human body parts to human surface data except mutual 
and self occlusion regions by solving an optimization problem in a parts shape registration. I 
secondly estimate human parts poses in the mutual-self occlusion region by approximating its 
temporal pose data obtained from the human body parts matching with a linear least square method.    
I finally reconstruct human body shape by reassigning the estimated human parts in the 
mutual-self occlusion. 
 
Chapter 4: Conclusion 
This chapter presents conclusions of this study. 
 
 
5 
 
Chapter 2 
A shape reconstruction method based on  
a skeleton model 
2.1. Introduction 
As a shape reconstruction method for multiple human bodies in the mutual occlusion scene, 
Iwashita et al, has proposed a method[16] (a conventional method) based on Fast Level 
Set Method(FLSM). FLSM is able to track and is able to reconstruct a surface of a target shape, 
which is obtained by 3D depth sensors such as Stereo Camera and Kinect, with a closed surface. By 
using the closed surface for tracking and reconstructing of the surface of the target shape, FLSM is 
able to easily obtain normal vectors and direction of that surface which are important features for 
applications [12]. As A problem of general FLSM, in case that the mutual occlusion occurs between 
multiple human bodies, FLSM is not able to do tracking and reconstructing because surfaces facing 
with the mutual occlusion region are not obtained by 3D depth sensor.  
To solve this problem in FLSM, the conventional method gives a constraint that FLSM slack off 
tracking in the mutual occlusion region between multiple human bodies. By giving this constraint, 
FLSM is able to make the closed surface maintain a state before the mutual occlusion occurs and 
achieves reconstructing multiple human body shapes.  
However, in case that pose of a human body changes in the mutual occlusion region, the 
conventional method makes the closed surface maintain a state before its pose changes by the 
constraint and the conventional method finally reconstructs different multiple human bodies shapes 
from actual these shapes.  
Therefore, to solve the problem of the conventional method, I propose a robust shape 
reconstruction method of human body with pose changing in the mutual occlusion region. Firstly, 
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the proposed method directly obtains an approximated human body region without the constraint of 
FLSM in the mutual occlusion scene. Secondly, the proposed method extracts pose data from the 
approximated human body shape. Finally, the proposed method reallocates human body parts 
obtained before the mutual occlusion occurs by using extracted pose data and achieves a precise 
reconstructing of a human body shape. 
2.2. Outline and a problem in the conventional method  
In this section, I mention details of outline and the problem in the conventional method [6] which 
was mentioned in the section 2.1. 
In a shape reconstruction of general FLSM, FLSM combines plural depth data of a target shape, 
which were obtained by 3D depth sensors, in a 3D voxel space. And then, FLSM tracks and 
reconstructs a surface of combined depth data with a closed surface. Figure 2.1 shows how FLSM 
tracks an object with the closed surface. Firstly, FLSM installs an initial closed surface enclosing 
the 3D voxel space. Secondly, FLSM makes that initial closed surface shrink in an exterior region 
of a target object, makes it expand in an interior region of the target object and makes it suspend 
shrinking and expanding in a boundary between the exterior region and the interior region of the 
target object. By doing these processes, FLSM is able to achieve a target object tracking even if the 
Figure 2.1: Object tracking by FLSM 
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target object deforms and transfers its position. To achieve the target object tracking by FLSM, the 
interior region of the target object needs to be a closed region because FLSM tracks the boundary 
between the exterior region and the interior region. 
However, in case that the mutual occlusion occurs between plural target objects, the closed region 
of these target object regions are connected as shown in Figure 2.2. In this case, plural closed 
surface tracking target objects by FLSM expand in the mutual occlusion region and are finally 
connected because each boundary of target object becomes indefinite by the mutual occlusion. To 
solve this problem, the conventional method gives a constraint that FLSM slack off tracking in the 
mutual occlusion region and achieves reconstructing each target shape from the closed region 
caused by the mutual occlusion region.  
As a problem of the conventional method, the conventional method is not able to precisely 
reconstruct in case that pose of target object changes in the mutual occlusion region. As an example 
of that problem, I show a scene (Figure 2.3(a)) that right arm of human A changes pose at time T 
and is in the mutual occlusion region at time T+1. In this scene, a part of a closed surface (Figure 
2.3(b)) tracking right arm of human A suspends tracking and maintains positon before the mutual 
occlusion occurs (time T). In the meantime, other part of the closed surface keeps tracking (Figure 
2.3(c)) and FLSM finally reconstructs a shape of human A of time T+1 adding right arm shape of 
time T (Figure 2.3(d)). Thus, the conventional method reconstructs different shape from actual 
human body because of a given constraint.    
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Figure 2.2: Behavior of FLSM in the mutual occlusion scene 
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Figure 2.3: A problem of the conventional method 
(a) (b) 
(c) (d) 
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2.3. The proposed method 
2.3.1 Outline of the proposed method  
Firstly, the proposed method directly obtains the approximated human body region in the mutual 
occlusion scene by using surface data obtained with 3D depth sensors and relation between these 
sensor positions. Secondly, the proposed method reconstructs an approximated human body shape 
from the approximated human body region by FLSM without the constraint used in the 
conventional method. And then, the proposed method extracts pose data from thinning data of the 
approximated human body shape. Finally, the proposed method achieves a precise reconstructing of 
human body shape by reallocating human body parts obtained before the mutual occlusion occurs. 
In following, I describe about processing of the proposed method.  
Figure 2.4: Obtaining human body parts 
11 
 
Firstly, in case that the mutual occlusion occurs, the proposed method obtains human body parts 
from a human body shape reconstructed before the mutual occlusion occurs. As shown in Figure 2.4, 
the proposed method processes thinning of a reconstructed human body shape without the mutual 
occlusion and generates an initial skeleton model by associating thinning data with joint position 
based on statistic data[7]. The proposed method is able to obtain human body parts based on the 
structure of the human body.  
Secondly, the proposed method generally eliminates the mutual occlusion region from a closed 
Figure 2.5: Obtaining approximated human body regions 
(a) (b) 
(c) (d) 
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region of human bodies and obtains the approximated human body region. Note that the proposed 
method obtains the closed region by using a voting processing in the same way as the conventional 
method. As shown in Figure 2.5(a), in case that the mutual occlusion occurs, its region is found to 
be present inside the closed region with a large thickness in the depth direction as viewed from the 
respective 3D depth sensors. Therefore, as shown in Figure 2.5(b) and (c), the proposed method 
obtains certain regions from obtained human body surfaces in the depth direction from respective 
3D depth sensors as temporal human body regions. And then, the proposed method combines these 
temporal human body regions and obtains approximated human body regions of which the mutual 
occlusion region was eliminated (Figure 2.5(d)). By applying FLSM to approximated human body 
regions, FLSM is able to generally track boundaries of human bodies and reconstructs shapes of 
approximated human body without the constraint even if the mutual occlusion occurs.  
However, a part of the approximated human body shape facing the mutual occlusion region is 
Figure 2.6: Reconstructing human body shape based on an estimated skeleton model 
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different from actual human body shape as shown in Figure 2.5(d).  
Therefore, the proposed method extracts pose data from thinning data of the approximated human 
body shape and reallocates human body parts obtained before the mutual occlusion occurs by using 
pose data to achieve the precise reconstructing of human body shape in the mutual occlusion scene. 
  Firstly, the proposed method generates an estimated skeleton model from the approximated 
human body shape in the same way as the initial skeleton model as shown in Figure 2.6. Secondly, 
the proposed method applies human body parts to the initial skeleton mode and reconstructs human 
body shape in the mutual occlusion scene.  
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2.3.2 Processing flow of the proposed method  
Fifure.2.7 shows processing flow of the proposed method. The proposed method generally 
consists of the following 4 processing as shown in Figure 2.7. 
• Detecting the mutual occlusion 
• Reconstructing human body shape by FLSM 
• Obtaining human body parts  
• Reconstructing human body shape in a mutual occlusion scene  
Firstly, the proposed method detects the presence or absence of the mutual occlusion between 
multiple human bodies. If there is no mutual occlusion, the proposed method processes general 
FLSM and reconstructs each human body shape. If there is the mutual occlusion, the proposed 
Figure 2.7: Processing flow of the proposed method 
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method obtains human body parts from each human body shape which was reconstructed before the 
mutual occlusion occurs. And then, the proposed method reconstructs each human body shape in a 
mutual occlusion scene by using obtained human body parts.  
From next section, I describe details about detecting the mutual occlusion, obtaining human body 
parts and reconstructing human body shape a mutual occlusion scene. Note that a process of 
reconstructing human body shape by FLSM in processing flow of the proposed method is the same 
as the conventional method[6] and I omit to describe a detail  about that process.  
2.3.3 Detecting the occlusion  
As mentioned in section 2.2, in case that the mutual occlusion occurs, closed regions of human 
bodies are connected each other through the mutual occlusion region in 3D voxel space. Therefore, 
the proposed method processes labeling to closed regions and counts number of these closed 
regions. And then, the proposed method is able to detect the mutual occlusion by change of number 
of closed regions. As an example, if number of closed regions is 1 in a scene where there are two 
target humans, the proposed method judges that the mutual occlusion occurs.     
2.3.4 Obtaining human body parts  
① Generating an initial skeleton model 
(ⅰ) Revising branches and distortions of thinning data   
  In this part, I describe about generating an initial skeleton model which is used for obtaining 
human body parts of human body shape reconstructed before the mutual occlusion occurs. Firstly, 
the proposed method processes thinning of human body shape by using a thinning method 
proposed
[17]
 by Saito et.al. As shown in Figure 2.8, branches and distortions of thinning data occur 
in most cases. Therefore, the proposed method revises branches and distortions of thinning data. To 
revise branches and distortions of thinning data, the proposed method firstly expands first thinning 
data spherically (Figure 2.9(a)) and processes thinning of expanded thinning data again (Figure 
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2.9(b)). Secondly, as shown in (Figure 2.9(c)) the proposed method spherically expands branch 
Figure 2.8: Branches and distortions of thinning data 
Figure 2.9: Correcting branches and distortions of thinning data 
(a) (b) 
(c) (d) 
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points of thinning data shown in Figure 2.9(b) and processes thinning of expanded thinning data a 
third time. By above processes, the proposed method is able to revises branches and distortions of 
thinning data as shown in Figure 2.9(d).       
(ⅱ) Linking joint points to thinning data based on statistic data 
  To generate the initial skeleton model, the proposed method links following joint points to 
thinning data. 
• Trunk part ⇒ chest, crotch  
• Limb part ⇒ shoulder, elbow, wrist, groin, knee, ankle 
Linking joint points to trunk part of thinning data is easy by finding junction points. On the other 
hand, linking joint points to limb part of thinning data which are straightly opened as shown in 
Figure 2.10 is difficult because there is no feature for joint points. Therefore, the proposed method 
uses a dimension ratio of human body based on statistic data
[18]
 to link joint points to limb part. The 
dimension ratio is ratio of length between joint points to length of arm and leg. Table.2.1 shows the 
dimension ratio of human body and Figure 2.11 shows correspondence of dimension ratio to 
thinning data.  
Figure 2.10: Linking joint points to thinning data 
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Figure 2.11: Correspondence of ratios and to thinning data 
Table 2.1:  A dimension ratio of human body 
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As show in Table.2.1, dimension ratios of length between joint points in arm part are defined on the basis of 
length between chest and hand. Therefore, the proposed method counts number of voxels between chest and hand 
on thinning data, and the proposed method obtains number of voxels between joint points. And then, the proposed 
method links joint points to thinning data by tracing thinning data based on obtained number of voxels between 
joint points. Linking joint points of leg part in thinning data is processed in the same way as arm part. 
(ⅲ) Determination of left and right attribute in limbs 
  In this section, I describe about a way to determine whether each limb of thinning data belongs to 
the left or right by using a case of arm part as an example. Firstly, the proposed method extracts a 
direction vector 𝒇 of human body by equation (2.1) as shown in Figure 2.12(a). 
 
𝒇 = 𝒍1 + 𝒍2                       (2.1) 
 
where 𝒍1 and 𝒍2 are vectors directed from ankles to toes. Secondly, as shown in Figure 2.12(b), 
the proposed method extracts vector 𝒂 from chest to a shoulder point 𝑺1 and determines whether 
the shoulder point 𝑺1 on thinning data belongs to the left or right from an exterior product of the 
two vectors 𝒂 and f which is calculated equation (2.2). Note that components of height of 𝒂 and 
𝒇 are not used in calculating the exterior product of these vectors by equation (2.2).   
 
𝐴 = 𝒇 × 𝒂                       (2.2) 
 
Since vectors 𝒂 and 𝒇 are 2D vectors because those components of height are not used, 𝐴 is a 
scalar. Therefore, if 𝐴 < 0, 𝑺1is right shoulder. On the other hand, if 𝐴 > 0, 𝑺1is left shoulder. 
And then, the proposed method is able to determine whether arm part of thinning data belongs to 
the left or right by using an attribute of each point as shown in Figure 2.12(c). Determining whether 
leg part of thinning data belongs to the left or right is processed with crotch and groin points by the 
same way as arm part. 
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Figure 2.12: Determination of left and right attribute in arm 
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② Parting human body shape by the initial skeleton model 
In this section, I describe about a way to obtain human body with the initial skeleton model by 
using a case of an upper arm part as an example. As shown in Figure 2.13(a), the proposed method 
installs a sphere region with radius 𝑅 at a shoulder point. And then, the proposed method shifts the 
sphere region position from the shoulder point to an elbow point on thinning data and sequentially 
obtains shape data within the sphere region as the upper arm part. By applying above process to 
between linked joint points, the proposed method is able to obtains human body parts of upper arm, 
forearm, thigh, lower thigh, trunk and head as shown in Figure 2.14. Note that trunk and head parts 
are obtained by obtaining remains after obtaining arm and leg parts. 
       
  
Figure 2.13: Obtaining upper arm part 
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2.3.5 Reconstructing human body shape  
① Obtaining the approximated human body region 
 In this section, I describe about a way to obtain the approximated human body region in the 
mutual occlusion scene. Figure 2.15(a) shows an example scene where the mutual occlusion occurs 
Figure 2.14: Obtained human body parts 
Figure 2.15: The mutual occlusion scene 
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between plural human bodies and Figure 2.15(b) shows the closed region of human body at this 
example scene in 3D voxel space. As mentioned in section 2.3.1, the proposed method obtains 
certain regions from obtained human body surfaces in the depth direction from respective 3D depth 
sensors as temporal human body regions and obtains the approximated human body region by 
combining these temporal human body regions from the closed region in the mutual occlusion scene. 
Figure 2.16(a) ~ (e) show flow of obtaining the approximated human body region. Details of 
obtaining the approximated human body region are described below.  
 
(a) The proposed method defines the closed region as 𝑤, other region as 𝑤. 
(b) The proposed method obtains a temporal human body region 1 which are within 𝐸 voxel from 
human surface in direction viewed from 3D depth sensor 1. 
(c) The proposed method obtains a temporal human body region 2 which are within 𝐸 voxel from 
human surface in direction viewed from 3D depth sensor 2. 
(d) The proposed method combines a combined temporal human body region by combining the 
temporal human body region 1 and the temporal human body region 2. 
(e) The proposed method obtains only a part of the combined human body region within 𝑤 as the 
approximated human body region.  
 
Firstly, the proposed method generally eliminates the mutual occlusion region by processes of (b) 
and (c). Secondly, the proposed method obtains the approximated human body region by process 
(d) and corrects excess of the approximated human body region by process (e). The proposed 
method is able to generally eliminate the mutual occlusion region and is able to directly obtain the 
approximated human body region by these processes. Then, the proposed method reconstructs 
general human body shape with FLSM without constraint in the mutual occlusion scene. As a 
parameter 𝐸, the proposed method uses a thickness of trunk part which obtained before the mutual 
occlusion occurs.  
24 
 
  
Figure 2.16: Obtaining approximated human body regions 
(e) 
(a) 
(b) 
(c) (d) 
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② Generating the estimated skeleton model  
The proposed method generates the estimated skeleton model from the approximated human 
body region in the same way as the initial skeleton model mentioned in section 2.3.4.①. 
 
③ Applying human body parts to the estimated skeleton model  
In this section, I describe about a way to apply human body part to the estimated skeleton model 
by using a case of left upper arm part as an example. Firstly, the proposed method extracts rotation 
axis 𝑽 and rotation amount 𝜃 by using equation (2.3). 
𝑽 = 𝒏1 × 𝒏2,   
𝜃 = 𝑐𝑜𝑠−1
𝒏1 ∙ 𝒏2
|𝒏1||𝒏2|
,                                      (2.3) 
where 𝒏1is a vector directed from left shoulder to left elbow in the initial skeleton model and 𝒏2is 
a vector directed from left shoulder to left elbow in the estimated skeleton model. By doing a rigid 
registration using 𝑽 and 𝜃, the proposed method is able to apply left upper arm part to the 
estimated skeleton model. Note that applying trunk part is processed by using a vector directed from 
right shoulder to left shoulder.  
Figure 2.17: Extracting rotation axis and rotation amount for applying upper arm part to 
the estimated skeleton model 
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2.4. Experiments 
2.4.1. Experiments in artificial human models 
To evaluate accuracy of the proposed method, I compared shape reconstruction errors of the 
proposed method and the conventional method in simulation experiment using artificial human pose 
models
[19]
. 
Figure 2.18 shows 5 patterns of artificial human pose models used in this experiment as targets for 
reconstruction. In these models, 𝑇0 is initial pose and 𝑇1~ 𝑇2 are stages of pose change of each 
model. Human models A, B and C are models whose arm poses were changed. Human models D 
and E are models whose leg poses were changed.  
In this experiment, I defined model pose at 𝑇0 as human body pose before the mutual occlusion 
occurs and generated virtual mutual occlusion region against model pose at 𝑇1 and 𝑇2. Then, the 
proposed method and the conventional method reconstructed human model shape at 𝑇1 and 𝑇2. 
Note that the proposed method obtained human model part from human model shape at 𝑇0. 
Figure 2.19 shows an example a closed region of human model which was virtually generated in 
3D voxel space. As shown in Figure 2.19, I generated the mutual occlusion scene by installing two 
virtual 3D depth sensors. Resolution of 3D voxel space is 200 ×200 × 200, radius 𝑅 mentioned in 
section 2.3.4.② was experimentally determined as 𝑅 = 9. 
Figure 2.20 shows shape reconstruction results of both methods. In Figure 2.20, first line shows 
human model in the mutual occlusion scene. Second line shows ground truth. Third line shows 
reconstructed model shape in the proposed method. Fourth line shows reconstructed model shape in 
the conventional method. Note that A − 𝑇1 in Figure 2.20 means model A at 𝑇1.  
As shown in Figure 2.20, reconstructed shapes of model A and D by the conventional method are 
different from actual shapes in parts facing the mutual occlusion region because the closed surface 
slightly expanded until the constraint affected to FLSM. In contrast with the conventional method, 
27 
 
  
Figure 2.18: Artificial human models 
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reconstructed shapes of model A and D by the proposed method are close to actual shapes in parts 
facing the mutual occlusion region because the proposed method used human body part obtained 
from human body shape obtained before the mutual occlusion occurs. In addition, reconstructed 
shapes of model B, C and E by the conventional method are quite different from actual shapes in 
parts of pose change because the closed surface within the mutual occlusion region maintained 
positon before the mutual occlusion occurs by the constraint. In contrast with the conventional 
method, reconstructed shapes of model B, C and E by the proposed method are close to actual 
shapes in parts of pose change because the proposed method directly estimated pose of targets. 
Figure 2.21 shows shape reconstruction errors in both methods. In this experiment, shape 
reconstruction errors are evaluated by equation (2.4). 
𝐸𝑟𝑟 =
1
𝑛
∑‖𝑃𝑖 − 𝑝‖
𝑛
𝑖
,                                                    (2.4) 
Figure 2.19: The closed region of artificial human models in the mutual occlusion scene 
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where 𝐸𝑟𝑟 is shape reconstruction error, 𝑃𝑖 is 𝑖 − 𝑡ℎ voxel in surface of an estimated model 
shape,  𝑝 is closet voxel in actual model surface from 𝑃𝑖, 𝑛 is voxel number of the estimated 
model shape. As shown in Figure 2.21, shape reconstruction errors of the proposed method in all 
models are about 1 voxel and are smaller than shape reconstruction errors of the conventional 
method. From these results, I confirmed that the proposed method is robust against pose change in 
Figure 2.20: Estimated shapes of artificial human models 
Figure 2.21: Shape reconstruction errors 
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the mutual occlusion region and is more effective than the conventional method.     
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2.4.2. Experiments in actual human bodies 
To evaluate effectiveness of the proposed method, I experimented with actual human body. In 
this experiment, I installed two Kinect sensors around target human bodies and combined human 
body surface obtained by Kinect sensors in 3D voxel space as shown in Figure 2.22. Distance 
between two Kinect sensors is 6.4m, resolution of 3D voxel space is 200 ×200 × 200, radius 𝑅 
mentioned in section 2.3.4.② was experimentally determined as 𝑅 = 7.  
Figure 2.22: Obtaining actual human body shape 
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Figure 2.23 shows appearance of pose change of target human and the closed region of target 
human body in 3D voxel space. Figure 2.23(a) shows appearance of pose change of target human 
viewed from one of Kinect sensors, Figure 2.23(b) shows appearance of pose change of target 
human viewed from upward, Figure 2.23(c) shows 3D voxel space. 
Figure 2.23: Experimental environment 
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Figure 2.24 shows reconstruction results by both methods. As shown in Figure 2.24, the proposed 
Figure 2.24: Estimated actual human body shape 
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method was able to precisely reconstruct more than the conventional method. From these results, I 
confirmed that the proposed method is effective in reconstructing human body with pose changing 
in the mutual occlusion region.      
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2.5. Summary 
I proposed the shape estimation method based on the skeleton model, which can precisely 
estimate shape of human body even if human pose changes in state of occurring of occlusion. I see 
that the proposed method is more effective for estimating shape of human body than the 
conventional method through the experiments in simulation, even if human pose changes in the 
mutual occlusion scene.  
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Chapter 3 
Shape reconstruction method based on human 
body parts matching and temporal pose data  
3.1. Introduction 
As a previous method, I proposed the shape reconstruction method for human body in the 
mutual occlusion (Figure 3.1) and self occlusion (Figure 3.1) scenes in chapter 2. In the previous 
method, I firstly extract an approximated human body region in occlusion scenes and reassign the 
human body parts based on estimated joint points on tinning data of the approximated human body 
region. 
However, if the thinning data is distorted, the previous method reconstructs a distorted human 
body shape. In additional, if the self occlusion occurs in the mutual occlusion (the mutual-self 
occlusion), the thinning data is not able to be generated in that region. Thus, a reassigning of human 
body parts is failed and the previous method is not able to achieve a shape reconstruction in the 
mutual-self occlusion scene. 
Therefore, I propose two approaches to tackle above problems. In first approach, I directly 
match human body parts to human body surface other than occluded region and precisely 
reconstruct a human body shape without a generating of thinning in the mutual occlusion and self 
occlusion scenes. In second approach, I estimate poses of human body in the mutual-self occlusion 
region by using temporal human pose data obtained before the mutual-self occlusion occurs. By 
assigning human body parts in these estimated poses, I achieve a shape reconstruct for the human 
body in the mutual-self occlusion scene.  
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Figure 3.1: Target scenes for this study 
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3.2. Outline and a problem in the previous method  
In this section, I describe about problems in the previous method mentioned in chapter 2. To 
reconstruct shapes for human body, the previous method firstly obtains a human body region in the 
occlusion scene by using a voting method proposed in a literature
[16]
. In this regard, a surface of the 
human body faced with the occlusion region is not able to be measured, and a boundary between the 
human region and the occlusion region are lost. Then, the obtained human body region 
conglutinates between multiple human bodies or on a single human body as shown in Figure 3.2 (b). 
To exclude the occluded region in the obtained human body, the previous method secondly extracts 
regions, that are within distance E of the human body surface in a direction toward sensor,   as the 
approximated human body region. The previous method thirdly estimates human joint points on the 
thinning data of the approximated human region. Then, the previous method finally reconstructs a 
human body shape by reassigning the human body parts to the thinning data based on the estimated 
joint points.      
However, if the parameter E which is used for a extracting of the approximated human region is 
not optimum value, the previous method reconstructs a distorted human body shape because the 
thinning data distorts. Given that the parameter E is the same as a thickness of human body facing 
with the occlusion region, the previous method is precisely able to reconstructs a human body shape 
in the occlusion scene. However, the thickness of human body is different in each part of human 
body and the parameter E is not able to be determined uniquely. Furthermore, in case that the 
mutual-self occlusion occurs, the approximated human region of human body part of which surface 
is wholly missing since the mutual-self occlusion is not able to be extracted as shown in Figure 3.4. 
Then, the thinning data in the mutual-self occlusion region is not able to be generated. Thus, the 
human body shape reconstruction by assigning human body part based on the thinning data is not to 
be achieved in the mutual-self occlusion scene. 
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(d) 
(e) (f) 
(a) (b) 
(c) 
Figure 3.2: Outline of the previous method 
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(a) The mutual occlusion 
(b) The self occlusion 
Figure 3.3: A problem in the mutual-occlusion and self-occlusion of the previous method  
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3.3. The proposed method 
3.3.1 Outline of the proposed method  
In this study, I firstly propose a shape reconstruction method for human body by matching 
human body parts to human body surface out of the occlusion region and achieve a precise human 
body shape reconstruction in the mutual occlusion and the self occlusion scene. This method 
directly matches the human body parts to human body surface out of the occlusion region. Thus, it 
is not needed to generate the thinning data and this method is precisely able to reconstruct the 
human body shape in the mutual occlusion and the self occlusion scene. In addition, I secondly 
propose a shape reconstruction method for human body by using temporal pose data and achieve a 
human body shape reconstruction in the mutual-self occlusion scene. This method estimates a pose 
of human body part in the mutual-self occlusion region from temporal pose data of that part which 
Figure 3.4: A problem in mutual-self occlusion of the previous method  
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obtained until just before the mutual-self occlusion occurs. Then, this method assigns the human 
body parts based on the estimated pose and reconstructs a human body shape in the mutual-self 
occlusion scene. As mentioned above, the proposed method consists of two methods as following.  
① A human body shape reconstruction method using a human body parts matching 
② A human body shape reconstruction method using temporal pose data 
Firstly, the first method achieves a shape reconstruction for human body in the mutual occlusion 
and the self occlusion scenes. As mentioned in chapter 1, in case of that the mutual occlusion or the 
self occlusion occurs in a scene, only human body surface data facing with the occlusion region is 
lost different from a case when the mutual-self occlusion scene. Therefore, the first method obtains 
a human body parts in advance of an occurring the occlusion, and matches that human body parts to 
human body surface out of the occlusion region.  By doing above steps, then first method directly 
reconstructs the human body shape as shown in Figure 3.5. 
Secondly, the second method achieves a shape reconstruction for human body in the mutual-self 
occlusion scene. In a case when a mutual-self occlusion region occurs, a part of human body in that 
mutual-self occlusion region is wholly lost (such as left forearm of a human in the left side in Figure 
3.6). Hence, the human body parts matching to that part is not able to be executed in the first 
method. Therefore, as shown in Figure 3.6, the second method firstly reconstructs a human body 
shape other than the mutual-self occlusion region by using the human body parts matching of the 
first method. However, if the human parts matching failed in a part of human body, it is predicated 
that that part is in the mutual-self occlusion region. Thus, the second method estimates a pose of 
that part by using temporal pose data obtained in until just before the mutual-self occlusion, and 
reconstructs a human body shape in the mutual-self occlusion scene by reassigning that part with 
the estimated pose.  
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Figure 3.5: The process of a human body parts matching 
Figure 3.6: Shape reconstruction by a human body parts estimation 
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3.3.2 Processing flow of the proposed method  
Figure 3.7 shows a processing flow of the proposed method including two methods mentioned 
in 3.3.1. Firstly, the proposed method obtains the human body parts as a preprocessing in advance 
by using a voting method in the literature
[16]
. Secondly, the proposed method matches the human 
body parts to human body surface obtained by Kinect sensor and reconstructs a human body shape 
in the mutual occlusion and the self occlusion. Then, a failed part in the human body parts matching 
is predicated that the failed part is in the mutual-self occlusion region. In that case, the proposed 
Figure 3.7: The processing flow of the proposed method 
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method estimates a pose of the failed part from temporal pose data of it, and reconstructs a human 
body shape by reassigning the failed part with the estimated pose. By doing this processing flow, 
the proposed method achieves a shape reconstruction for human body in the occlusion scenes. In the 
next section, I describe details of the proposed method along the processing flow in Figure 3.7. 
3.3.3 A human body shape reconstruction method using a 
human body parts matching    
This method achieves a human body shape reconstruction in the mutual occlusion and the self 
occlusion scene by matching human body parts obtained in advance to human body surface 
obtained by Kinect sensor. Figure 3.8 shows structure of the human body parts used in this method. 
In the human body parts, each part is linked with a joint point and has subordination as shown in 
Figure 3.8. For example, in a head part and a chest part, the head part is a parent part and the chest 
part is a child part. In the same way, the chest part is a parent part of an upper-arm part (right and 
left), and the upper-arm part is a parent part of a forearm part (right and left). As above, in a part of 
human body, another part linked in higher position through a joint point from the part is a parent 
Figure 3.8: Human body parts 
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part of the part. Conversely, another part linked in lower position through a joint point from the part 
is a child part of the part. Then, all parts of human body link each other in subordination. 
By using this subordination, when a parent part has been matched and then a joint position 
between the parent part and a child part is determined. Thus, that joint point is automatically able to 
be determined as an initial point for matching of the child part. In fact, as long as any part of the 
human body parts is able to be matched, all initial points for parts matching are determined and then 
the human body parts matching is achieved automatically. Therefore, this method firstly matches 
the head part in the beginning because the head part is in the highest position in human body and 
then matches trunk parts (chest and venter) and limb parts (upper-arms, forearms, thigh and crus) in 
sequence based on the subordination of the human body parts. In this method, each part is 
transformed to a local coordinate with that origin at a position of each joint point (only a origin 
point of the local coordinate for the head part is center of the head part) as shown in Figure 3.9 to 
matches in each part.   
In this method, it is needed that an initial point for matching of the head part is determined 
because this method firstly matches the head part as mentioned before. As shown in Figure 3.10, 
Figure 3.9: The human body parts in a local coordinate 
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this method firstly obtains a human body region in the occlusion scene by using the voting method 
of the literature
[16]
. In this regard, the human body region conglutinates through the occlusion region 
between multiple human bodies or on single human body because a human body surface facing 
with the occlusion region is lost. Therefore, this method extracts an approximated human body 
region from the conglutinated human body region by generally excluding the occlusion region and 
generates a thinning data of the approximated human body region. Then, this method obtains end 
points of the thinning data as candidate initial points for matching of the head part. As a way to 
extract the approximated human body region, this method installs a sphere region of radius r on 
each data point of human body surface (Figure 3.11(b)(c)) obtained by Kinect sensor and extracts a 
human body region within the sphere region as the approximated human body region (Figure 
3.11(d)). 
Figure 3.10: Candidate initial point extraction for a head part matching 
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In here, I describe about a method for a human body part matching. First, I prepare a rotated 
part data group 𝐺 in each part of human body. The rotated part data group 𝐺 is what a part of 
human body was full rotated about each axis of xyz with a resolution of 𝜑° (number of data in the 
rotated part data group: C= (360 ⁄ 𝜑)3). Next, I install a sphere region of radius 𝐷 at the initial 
point for matching of human body part as a margin region. And then, I select the optimum part from 
the rotated part data group by using equations (3.1), (3.2) and (3.3) with a position of the initial 
point shifting within the margin region. 
(d) 
(a) 
(b) 
(c) 
Figure 3.11: An extraction of approximated regions of human bodies 
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As shown in equation (3.1), the matching method defines an energy function 𝐸 which takes 
two functional arguments. First argument is 𝑖 th transformed part 𝐺𝑖 in the rotated part data group 
𝐺 (𝐺𝑖 ∈ 𝐺). Second argument is surface data 𝑀 of human body obtained by Kinect sensor. Then, 
the matching method selects a transformed part 𝐺𝑖, which maximizes the energy function 𝐸, as the 
optimum part. The energy function 𝐸 consists of a score function (equation (3.2)) and a weight 
function (equation (3.3)) and the energy function 𝐸 multiply the score function by the weight 
function. In above equations, 𝑙 is number of data points of the transformed part 𝐺𝑖, 𝑛 is number of 
data points of surface data 𝑀, 𝑔𝑗 is a position of each data point of the transformed part 𝐺𝑖 (𝑔𝑗 ∈
𝐺𝑖), 𝑚𝑘 is a position of each data point of surface data 𝑀(𝑚𝑘 ∈ 𝑀). As shown in equation (3.2), 
 
the score function outputs 1 if a surface data point of human body is within distance 𝑉 from 𝑔𝑗, or 
outputs 0 if a surface data point of a human body is not within distance 𝑉 from 𝑔𝑗, or outputs -1 if 
𝑔𝑗 is in a region ℎ where another part has been matched already. In fact, the more a surface shape 
of the transformed part 𝐺𝑖 is similar to surface data of human body obtained by Kinect sensor, the 
more a score from the score function is better. As shown in equation (3.3), the weight function 
outputs a value of a normal distribution as a weight value when a distance 𝑑 between a center 
position of the margin region and the shifted initial point for the part matching is inputted to the 
𝑎𝑟𝑔𝑚ax
1≤𝑖≤𝑐
 𝐸(𝐺𝑖, 𝑀) = ∑ ∑ 𝑆(𝑔𝑗, 𝑚𝑘)
𝑛
𝑘=1
𝑙
𝑗=1
∙ 𝑊 (𝑑),                    (3.1) 
𝑆(𝑔𝑗 , 𝑚𝑘) = {
1, ‖𝑔𝑗 − 𝑚𝑘‖ ≤ 𝑉 ∩ 𝑔𝑗 ∉ ℎ 
0, ‖𝑔𝑗 − 𝑚𝑘‖ > 𝑉 ∩ 𝑔𝑗 ∉ ℎ
−1, 𝑔𝑗 ∈ ℎ
             (3.2) 
𝑊(𝑑) =
1
√2𝜋𝜎
𝑒𝑥𝑝 (−
𝑑
2𝜎2
) ,                                    (3.3) 
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weight function. In fact, the more the shifted initial point for the part matching is near from the a 
center position of the margin region, the more the weight value is better.  
As an advantage point in the matching method, the matching method selects the optimum part 
without such as the gradient method. Thus, a local optimum problem is not occurred in the 
matching method.  
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3.3.4 Detecting of the mutual-self occlusion  
In this processing, the proposed method detects whether the mutual-self occlusion occurs in a 
scene or not by detecting a human body part which is failed in the human body parts matching 
mentioned in section 3.3.3. As mentioned in section 1.2, if the mutual-self occlusion occurs in a 
scene, surface of a human body part in the mutual-self occlusion region is lost wholly. In fact, it is 
quite unlikely that a part matching to surface of a human body part consisting mostly of occluded 
region is achieved with the optimized part of human body. Therefore, this processing judge that a 
part matching to a body part, of which a lost ratio of a lost surface to whole in that body part is high, 
was failed. This processing calculates the lost ratio from result of the human body parts matching 
by using equations (3.4) and (3.5) as following,          
 
in equation (3.4), 𝑈 is the lost ratio, 𝑙 is number of points data of a part matched by the human 
body parts matching method, 𝑔𝑗 is a position of each point data of that part. The function 𝑄 in 
equation (3.5) is outputs 1 if 𝑔𝑗 is not in region ℎ where other parts has been already matched and 
point data 𝑚 of human body surface is in within distance 𝑉 from, otherwise outputs 0. In fact, a 
ration of point data of the part, which was not matched because of the lost surface, is the lost ration 
of a human body part corresponding with that part. If the lost ratio of the human body part is greater 
than 0.7, this processing judges that the human body parts matching on that human body part was 
failed. 
 
   𝑈 =  1 −  
1
𝑙
∑ 𝑄(𝑔𝑗)
𝑙
𝑗=1
,                           (3.4) 
𝑄(𝑔𝑗) = {
1, ‖𝑔𝑗 − 𝑚‖ ≤ 𝑉 ∩  𝑔𝑗 ∉ ℎ 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,    (3.5) 
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3.3.5 A human body shape reconstruction method using 
temporal pose data  
This method estimates a pose of a part of human body, which was failed in the human body parts 
matching, from temporal pose data, then reconstructs a shape of human body in the mutual-self 
occlusion scene. Firstly, this method estimates a pose of a part of human body, which was failed in 
the human body parts matching, from temporal pose data of that part until just before the 
mutual-self occlusion occurs in a scene. Here, I describe about pose estimation by this method using 
an example that a part of left forearm was failed in the human body parts matching. As shown in 
Figure 3.12, if the mutual-self occlusion occurs on left forearm at time t, this method firstly 
transform parts of left forearm, which were matched at from time t-n (n is 3 in this example) until 
t-1,in global coordinate to local coordinate of which origin is a joint point of left elbow. Then this 
method secondly approximates position intergradations of left wrist from time t-n (n is 3 in this 
example) until t-1 by using equations (3.6) and (3.7).  
Figure 3.12: A pose estimation for a left forearm part 
53 
 
in equations (3.6) and (3.7), 𝐹  is an approximation function, 𝐚  is coefficient vector 
(𝑎0, 𝑎1, ⋯ , 𝑎𝑚) of the approximation function 𝐹, 𝑃𝑡 is left wrist position at time 𝑡, 𝑚 is order of 
the approximation function 𝐹. As shown in equations (3.6) and (3.7), this method calculates the 
approximation function 𝐹 by calculating the coefficient vector 𝐚 with the linear least-squares 
method. However, by the order of the approximation function, left wrist positions is approximated 
with over-fitting of the approximation function. Therefore, this method selects the optimum 
approximation function 𝐹𝑜𝑝𝑡 by using equations (3.8), (3.9) and (3.10). 
in equations (3.8), (3.9) and (3.10), 𝐹𝑚 is an approximated function with order 𝑚, 𝐴 is a function 
which outputs approximation error of the approximated function 𝐹𝑚 , 𝐵  is a function which 
outputs a value of exponent function, of which base is 𝛼 ,as a penalty value when the order 𝑚 was 
inputted. As shown in equations (3.8), (3.9) and (3.10), this method selects an approximated 
function, of which approximation error is lowest from approximated functions within order 1 to n-1 
𝐹 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝐚
∑ (𝑃𝑡 − 𝐹(𝐚, 𝑡))
2
−1
𝑡=−𝑛
,   (3.6) 
𝐹(𝐚, 𝑡) = ∑ 𝑎𝑖
𝑚
𝑖=0
𝑡𝑖 ,             (3.7) 
 
𝐹𝑜𝑝𝑡 = 𝑎𝑟𝑔𝑚𝑖𝑛 
0<𝑚<𝑛
𝐴(𝐹𝑚) ∙ 𝐵(𝑚),                  (3.8) 
𝐴(𝐹𝑚) = ∑ ‖𝑃𝑡 − 𝐹𝑚‖
−1
𝑡=−𝑛
,                       (3.9) 
𝐵(𝑚) = 𝛼𝑚 ,                     (3.10) 
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and of which order is lower, as the optimum approximation function 𝐹𝑜𝑝𝑡. By using this approach, 
this method is able to select the optimum approximation function against the over-fitting.  
Then, this method estimates the left wrist positon at time 𝑡 in the local coordinate and 
estimates the pose of left forearm by using a positional relation between the left elbow position and 
the left wrist positon. Finally, this method reassigns the left forearm part with the estimated pose at 
the left elbow in the global coordinate and achieves reconstructing a shape of human body in the 
mutual-self occlusion scene. If the left forearm part was estimated with an unnatural pose by the 
optimum approximation function 𝐹𝑚 (example: an angle between left upper-arm and left forearm 
is greater than 180 degree), this method uses a pose of the left forearm part, which was matched 
before the occlusion occurs (at time t-1 ), as the optimum pose.  
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3.4. Experiments 
3.4.1 Experiments in artificial human models  
In order to quantitatively evaluate accuracy of the proposed method, I experimented on shape 
reconstruction with artificial human models. In this experiment, I locate artificial human models in 
3D voxel space and generate the mutual occlusion, the self occlusion and the mutual-self occlusion 
based on positions of virtual Kinect sensors in the 3D voxel space (Figure 3.13). Then, an artificial 
human model (a model on left side in Figure 3.13) which is installed to generate occlusions is not a 
target for the shape reconstruction in this experiment.   
In this experiment, I reconstruct shape of artificial human models in the mutual occlusion, the 
self occlusion and the mutual-self occlusion by using a human model parts shown in Figure 3.14. as 
experimental conditions, a resolution of 3D voxel space is 100×100×100, the radius 𝑟 of the 
spherical region for the extracting of the approximated human body region is 10 voxel, the 
resolution 𝜑 of rotation for preparing of the rotated part data group is 1, the radius 𝐷 of the 
margin region is 10 voxel, the parameter 𝑉 is 1 voxel and a parameter 𝜎 is 4.0 which are used for 
the human body parts matching, the base 𝛼 of the normal distribution for the penalty value is 1.7. 
Figure 3.13: An example scene in experiment 
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Firstly, I compare shape reconstruction accuracies of the proposed method with that of the 
previous method, which was proposed in chapter 2, in the mutual occlusion and the self occlusion 
scenes. These accuracies are evaluated by equations (3.11) (3.12).  
 
in equations (3.11) and (3.12), 𝑁 is number of points data of a reconstructed part, 𝑝𝑖 is a position 
of each point data of the reconstructed part, 𝑚 is the nearest point data of surface of target human 
model from 𝑝𝑖. Figure 3.15 shows reconstructed human models by the proposed method and the 
previous method in the mutual occlusion scene, and then Figure 3.16 shows shape reconstruction 
accuracies of the proposed method and the previous method in the mutual occlusion scene. In 
Figure 3.15, first line shows a human model region obtained by the voting method, second line 
   𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1
𝑁
∑ 𝐿(𝑝𝑖)
𝑁
𝑖=1
,                         (3.11) 
𝐿(𝑝𝑖) = {
1, ‖𝑝𝑖 − 𝑚‖ ≤ 1 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,               (3.12) 
 
Figure 3.14: The human body parts for example  
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shows actual shape of target human models, third line shows reconstructed shape of target models 
by the previous method, last line shows reconstructed shape of target models by the proposed 
method. As shown in Figure 3.15, the proposed method and the previous method were able to 
reconstruct human model shapes which were similar to actual human models. However, in 
reconstructed shapes by the previous method, surface between each part was distorted because of 
the distorted thinning data, and then there are differences between poses of reconstructed shapes 
and poses of actual human models. In contrast, since the proposed method reconstructs human 
model shape by directly matching human body parts to human model surface which was able to be 
obtained by the virtual Kinect sensors, reconstructed shapes by the proposed method are more 
similar to actual human models than the reconstructed shape by the previous method. Additionally, 
the proposed method was able to reconstruct shape of human model without distortion between 
each part by the margin region and the weight function. Even in results of shape reconstruction 
Figure 3.15: Results of the shape reconstruction in the mutual occlusion scene  
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accuracies shown in Figure 3.16, it is found that the proposed method achieved a stable shape 
reconstruction with high accuracies greater than 0.8 from results compared to the previous method.   
  
Figure 3.16: Accuracy of shape reconstruction in the mutual occlusion scene  
(a) The proposed method 
(a) The previous method 
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Secondly, I show human models reconstructed by the proposed method and the previous method 
in the self occlusion scene in Figure 3.17 and shape reconstruction accuracies of the proposed 
method and the previous method in the self occlusion scene in Figure 3.18. In Figure 3.17, first line 
shows a human model region obtained by the voting method, second line shows actual shape of 
target human models, third line shows reconstructed shape of target models by the previous method, 
last line shows reconstructed shape of target models by the proposed method. As shown in Figure 
3.17, even in the self occlusion scenes, reconstructed shapes by the proposed method are more 
similar to actual human models than reconstructed shapes by the previous method. In addition, in 
results of shape reconstruction accuracies shown in Figure 3.18, it is found that the proposed 
method achieved a stable shape reconstruction with high accuracies greater than 0.9 from results 
compared to the previous method.   
Figure 3.17: Results of shape reconstruction in the self-occlusion scene 
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(a) The proposed method 
(b) The previous method 
Figure 3.18: Accuracy of shape reconstruction in the self-occlusion scene 
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Finally, I experimented on shape reconstruction by the proposed method in the mutual-self 
occlusion scenes which the previous method is not able to be applied in. In this experiment, I 
generated temporal data (from time 𝑡 − 4 to time 𝑡) of human models by rotating and translating 
human models and generated the mutual-self occlusion region at time 𝑡 as shown in Figure 3.19. 
Figure 3.20 shows human models reconstructed by the proposed method and Figure 3.21 shows 
shape reconstruction accuracy of the proposed method. In Figure 3.20, first line shows a human 
model region obtained by the voting method, second line shows human model surface obtained by 
the virtual Kinect sensors, third line shows actual shape of target human models, last line shows 
shape of target models reconstructed by the proposed method. As shown in Figure 3.20, the 
proposed method reconstructed a shape of human body part of which surface was wholly lost by the 
mutual-self occlusion and was able to achieve the shape reconstruction of human models similar to 
actual human models. In addition, in the shape reconstruction accuracy shown in Figure 3.21, while 
the shape reconstruction accuracy was lower than shape reconstruction accuracies in the mutual 
occlusion and the self occlusion scene because occlusion region was larger than these scenes, the 
Figure 3.19: Temporal data of a human model 
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proposed method was able to achieve the shape reconstruction of human models with high 
accuracies greater than 0.9.  
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Figure 3.20: Results of shape reconstruction in the mutual-self occlusion scene 
Figure 3.21: Accuracy of shape reconstruction in the mutual-self occlusion scene 
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3.4.2 Experiments in actual human bodies  
In order to evaluate effectiveness of the proposed method in actual human bodies, I 
experimented on shape reconstruction with actual human bodies. In this experiment, I obtained 
human body shape by two Kinect sensors installed around target human body and reconstruct shape 
of target human bodies in the mutual occlusion and the self occlusion and the mutual-self occlusion 
scenes by using actual parts of target human body shown in Figure 3.22. In the shape reconstruction 
in the mutual-self occlusion scenes, I used temporal data of actual human body from at time t-4 
until time t (Figure 3.23). as experimental conditions, the resolution of 3D voxel space is 200×200
×200, the radius 𝑟 of spherical region for the extracting of the approximated human body region 
is 10 voxel, the resolution 𝜑 of rotation for preparing of the rotated part data group is 1, the radius 
𝐷 of the margin region is 15 voxel, the parameter V is 1 voxel and the parameter 𝜎 is 4.0 which 
are used for the human body parts matching, the base 𝛼 of the normal distribution for the penalty 
value is 1.7. Figure 3.24 shows experimental results. In Figure 3.24, first and second vertical line 
show experiment scene images obtained by Kinect sensors, third vertical line shows a human body 
region obtained by the voting method in the mutual-self occlusion, fourth vertical line shows 
surface of human bodies obtained by Kinect sensors, last vertical line shows reconstructed shape of 
target human body. 
As shown in Figure 3.24, the proposed method was able to precisely reconstruct shape of actual 
human bodies in the mutual occlusion, the self occlusion and the mutual-self occlusion scene. From 
these results, it is found that the proposed method is effective for the shape reconstruction of human 
body in the occlusion scenes. 
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Figure 3.22: Actual human body parts for experiment  
Figure 3.23: Temporal data of actual human body 
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Figure 3.24: Experimental results using actual human bodies 
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3.5. Summary 
In this chapter, I proposed two methods. First method is a precisely shape reconstruction method 
for human body in the mutual occlusion and the self occlusion scenes by using the human body 
parts matching. Second method is a precisely shape reconstruction method for human body in the 
mutual-self occlusion scene by using temporal pose data of human body parts and estimating of 
parts pose in the mutual-self occlusion region. In first method, I proposed a new part matching 
method using the rotated part group and the margin region against the local minimum problem and 
the distortion between each part of human body. In second method, by using temporal pose data of 
human body parts, I achieved a shape reconstruction of human body part, of which surface was 
wholly lost, in the mutual-self occlusion. To evaluate effectiveness of the proposed method in 
quantitative and qualitative, I experimented on shape reconstruction with artificial human models 
and actual human bodies. From those results, I confirmed that the proposed method is effective for 
the shape reconstruction of human body in the occlusion scenes.  
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Chapter 4 
Conclusion 
In this study, I defined occlusions as three types. First type is a mutual occlusion occurred 
between multiple human. Second type is a self occlusion occurred on single human body. Third 
type is a mutual-self occlusion occurred in a case when the self occlusion occurred in the mutual 
occlusion. In order to reconstruct shape of human bodies including these occlusions, I proposed two 
approaches. First approach is a shape reconstruction based on the skeleton model of human body 
against the mutual occlusion and the self occlusion. Second approach is a shape reconstruction 
based on the human body parts matching and human pose estimation by temporal pose data against 
the mutual-self occlusion.  
In the first approach, I firstly estimated an approximated human body region from human 
surface data except mutual and self occlusion regions and generate a thinning data of the 
approximated human body region. I secondly generated a skeleton model of human body by 
estimating human joint position on the thinning data by using rations of human body dimension 
determined from statistical data. I finally reconstructed human body shape in the mutual occlusion 
and the self occlusion scenes by reassigning human parts in the skeleton model. In experimental 
results using artificial human models, I confirmed that the proposed method based on first approach 
was able to reconstruct human body shape even if human pose changes in the mutual occlusion 
region. 
In the second approach, I firstly matched human body parts to human surface data except 
mutual and self occlusion regions by solving an optimization problem in a parts shape registration. I 
secondly estimated human parts poses in the mutual-self occlusion region by approximating its 
temporal pose data obtained from the human body parts matching with a linear least square method. 
I finally reconstructed human body shape by reassigning the estimated human parts in the 
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mutual-self occlusion. In experimental results using artificial human models and actual human 
bodies, I confirmed that the proposed method based on second approach was able to reconstruct 
human body shape in all occlusion scene defined this study. From these results, I found that our 
method is effective against the occlusions. 
Future Work 
In this study, I defined occlusions as three types. First type is a mutual occlusion occurred 
between multiple human. Second type is a self occlusion occurred on single human body. Third 
type is a mutual-self occlusion occurred in a case when the self occlusion occurred in the mutual 
occlusion. In order to reconstruct shape of human bodies including these occlusions, I proposed two 
approaches. First approach is a shape reconstruction based on the skeleton model of human body 
against the mutual occlusion and the self occlusion. Second approach is a shape reconstruction 
based on the human body parts matching and human pose estimation by temporal pose data against 
the mutual-self occlusion.  
However, in a case that a human motion materially changed between before and after of an 
occurring mutual-self occlusion, the proposed method reconstructs wrong human shape because the 
proposed method uses temporal data of human pose which was obtained before the occurring 
mutual-self occlusion. 
Therefore, as future work, I proposed a method which estimates pose of human body parts in the 
mutual-self occlusion region by using other parts poses outside of the mutual-self occlusion region 
and achieve to precisely reconstruct a human body shape even if the human body motion materially 
changed before and after of an occurring mutual-self occlusion. 
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