• We propose models to simultaneously schedule map and reduce tasks in a MapReduce job.
Introduction
MapReduce [1] simplifies the programming for large-scale data-parallel applications and greatly reduces the development effort by sparing the programmer from complex issues such as parallel execution, fault tolerance, data management, task scheduling, etc. Hadoop [2] , an open source implementation of MapReduce, has been used in production environments of many big companies and is deployed on clusters that can scale up to tens of thousands https://doi.org/10.1016/j.future.2018.06.035 0167-739X/© 2018 Elsevier B.V. All rights reserved. of cores. Its generality, ease of use and scalability led to a wide acceptance and adoption in many fields.
A MapReduce job consists of map, shuffle and reduce phases which are carried out one after another by multiple parallel tasks that process data in parallel. The map tasks process the input data and emit ⟨key, value⟩ (KV) pairs. In the shuffle phase, the KV pairs are communicated and then they are sorted according to keys, thus grouping the values that belong to the same key. The reduce tasks then process the grouped values for keys and produce the final outputs belonging to keys. The tasks in a phase depend on the tasks in the preceding phase.
The performance of MapReduce jobs has been focus of interest in the literature. The studies that aim at improving the parallel performance of a MapReduce job generally either try to reduce data transfers during the shuffle phase [3] [4] [5] [6] [7] [8] or try to balance the loads in the map and/or reduce phases [5, 9] . Task scheduling studies usually focus on only the assignment of reduce tasks with the belief that map scheduling is determined by the initial data distribution of the file system hosted on the MapReduce compute nodes. However, in cloud or high performance computing deployments of MapReduce this assumption is not valid. The input data often resides in a remote shared file system such as Lustre [10] , or distributed object store such as Amazon S3 [11] . In such a setup, since all the data is loaded from a remote location, the scheduling of map tasks also becomes important.
In recent years, the MapReduce framework has attracted interest from the graph processing, machine learning, and scientific computing domains and there have been many studies towards parallelizing kernel operations in these fields using MapReduce. Examples include HAMA [12] , Apache Mahout [13] , MR-MPI [14] and [15] . In these domains, since the interactions among map and reduce tasks can be predetermined by a scan of the input datasets, and the applications often perform multiple iterations of MapReduce computations, intelligently scheduling map and reduce tasks can yield significant performance gains.
In this work we propose a task assignment mechanism that simultaneously schedules map and reduce tasks to improve the performance of applications. Our contributions in this work can summarized as follows:
• We propose models based on graph and hypergraph partitioning to achieve a static scheduling of map and reduce tasks in a MapReduce job. The aims of our models are to attain locality among map and reduce tasks, and to balance computations at each processor. The locality in task assignment reduces the amount of data transfer in the shuffle phase and balancing of computations leads to faster task execution.
• We show how our models can be utilized in a MapReduce framework. Our models' outputs are used as hash functions to distribute KV pairs to mappers and reducers, i.e., we make use of application-specific knowledge to schedule map and reduce tasks.
• We showcase the impact of our approach by improving the performance of two kernel operations: sparse matrixvector multiplication (SpMV) and generalized sparse matrix-matrix multiplication (SpGEMM). We present algorithms for implementing these two operations in a MapReduce framework and describe how to use our models within them. In that sense, our models can be seen as improvements to the existing algorithms.
• The models' success of exploiting domain-specific knowledge in assigning tasks are validated with comprehensive experiments. Compared to random scheduling, the models lead to tremendous savings in data transfer in the shuffle phase, which leads up to 2.6x and 4.2x speedup for SpMV and SpGEMM, respectively.
SpMV is a common primitive that is encountered widely in numerical algebra [16] and iterative computations such as PageRank [17] . SpGEMM occurs in multigrid interpolation and restriction [18] , linear programming [19] , multi-source breadth first search [20] , similarity join [21] and item-to-item collaborative filtering in recommendation systems [22] . The omnipresence of these kernel operations in machine learning, graph algorithms, and scientific computations make them attractive targets for performance optimization.
The rest of the paper is organized as follows. The related work and background are given in Section 2. MapReduce parallelizations of SpMV and SpGEMM operations are respectively investigated in Sections 5 and 6. Section 7 presents the experiments. Section 8 concludes.
Related work
Scheduling jobs and tasks for MapReduce programs has been an active area of research since the popularization of MapReduce paradigm. Job scheduling [23] [24] [25] [26] [27] [28] considers allocation and usage of the resources in case of multiple MapReduce jobs. Task scheduling, on the other hand, focuses on the assignment of map and reduce tasks regarding a single MapReduce job. Our work falls in the latter category, so we focus on the works in this category.
Task scheduling presents two challenges which are critical for parallel performance: balancing the load in map and reduce phases, and decreasing the communication in the shuffle phase. Both can be alleviated via various approaches depending on the environment and the application MapReduce is being realized. The approach proposed by [3] considers data locality for decreasing communication in the shuffle phase and schedules each reduce task to its center-of-gravity node. This node is determined by two main factors: network locations of this reduce task's feeders and the partitioning skew regarding this task. Similarly, the authors in [4] argue the overhead of the large network traffic and exploit data locality on both map and reduce phases to decrease the network traffic. Data locality is achieved by considering factors related to virtual machine placement, properties of the MapReduce job being run and the system load. [5] proposes a locality-aware approach based on a cost model that schedules reduce tasks in order to decrease the amount of data transferred in the shuffle phase. This approach is similar to our work in the sense that it also makes use of hash functions in order to decrease the data transferred in the shuffle phase and balance the load in reduce phase. Our work uses the hash functions in a static manner where they are determined from the patterns inherent in the input data, while in [5] they are determined on-the-fly according to the key frequencies. Another locality-aware approach is studied by [6] , in which a scheduler called LARTS makes use of the information about the network locations and partition sizes in the scheduling decisions. LARTS improves data locality by reduce task scheduling and hence is able to decrease the network traffic. In [7] , the authors propose a method that monitors the execution of MapReduce jobs and schedules map and reduce tasks according to the pattern deduced. By doing so they are able to schedule tasks preserving locality hence able to decrease the amount of transferred data in the shuffle phase. Recently, the authors of [8] propose an algorithm to improve the data locality and further overlap local reduce and shuffle phases of MapReduce jobs. Another study [9] aims to balance the load in the reduce phase by collecting the key distribution of intermediate pairs and running an algorithm that utilizes this data to further make the scheduling decisions. The works in [29] [30] [31] all aim at decreasing communication overheads: [29] by overlapping map and shuffle phases, [30] by overlapping shuffle and reduce phases, and [31] with a barrier-less MapReduce framework. These studies do not consider data locality.
Most of these works perform dynamic scheduling and do not focus on improving the performance of a specific operation. Our approach is static, i.e., in a preprocessing stage we determine hash functions to exploit the target operation realized within the MapReduce paradigm. Most of the dynamic scheduling techniques for the tasks in a MapReduce job rely on scheduling only the reduce tasks in order to reduce data transfer in the shuffle phase and less often in order to balance the loads of the processors in the reduce phase. They usually do not handle scheduling of map tasks, i.e., clustering of map tasks on to same machines that produce values for the same keys. They rightly do so since this information largely depends on the application and it is usually not possible to know it in advance without perhaps running the application beforehand to collect information, or using application-specific knowledge to infer relations among tasks -which is the case in our approach. This also constitutes the main difference between static and dynamic scheduling methods.
Although dynamic scheduling approaches are more general than ours and may lead to runtime improvements in a MapReduce job, it can be said that only scheduling reduce tasks and without proper scheduling of map tasks, the improvements in data transfer in the shuffle phase would be minuscule compared to the gains obtained with a static approach at the expense of a preprocessing stage (our methods are able to reduce the amount of data transfers from several hundreds of megabytes to a few megabytes). Moreover, as dynamic scheduling techniques do not aim at balancing the loads in the map phase and since the map phase is much more expensive than the reduce phase for the operations evaluated in this work, a dynamic scheduling approach is highly unlikely to yield a better computation time than the proposed static scheduling.
Background
We realized the subject operations using MR-MPI library [14] . This library uses MPI for handling communication between processors and in that sense it is fast and flexible. However, these come at the expense of fault tolerance and redundancy, both of which may prove vital in a commodity cluster but are not of prime concern on high performance computing systems. The high performance computing systems, sometimes called tier-0 systems, are characterized with very high availability and they allow access to full resources, without any virtualization or whatsoever. As our focus in this work is such a system, we preferred MR-MPI for implementation.
MR-MPI library supports two basic data types on which the functions operate: ⟨Key, Value⟩ (KV) and ⟨Key, Multivalue⟩ (KMV).
As the name suggests, a KMV pair stores all values related to a key while a KV pair stores a single one of them. The operations that are of interest to our work in this library are briefly described below:
• map(): Generates KV pairs.
• reduce(): Reduces KMV pairs to KV pairs.
• collate(): Communicates KV pairs and generates KMV pairs from them. Equivalent to MapReduce shuffle.
• aggregate(): Distributes KV pairs among processors. Necessitates communication.
• convert(): Creates KMV pairs from KV pairs in which the values belonging to the same key become a MultiValue.
• add(): Adds KV pairs of a MapReduce object to those of another.
These operations are used in our implementation. For more details on MR-MPI, see [14] .
Modeling MapReduce applications
The map and reduce tasks in a MapReduce job can be scheduled with certain considerations in mind if the relations between map and reduce tasks are known apriori. These relations may be inferred from the target application's computational structure on the input data or the MapReduce job can be run beforehand to infer them. The latter case is particularly useful if the same MapReduce job will be executed multiple times. In this section, we show how the map and reduce tasks can be scheduled via graph and hypergraph partitioning models to address important issues such as load balancing and communication reduction.
Consider a set M of map tasks and a set R of reduce tasks, where the time to execute a map task m i ∈ M and a reduce task r j ∈ R is respectively denoted with size(m i ) and size(r j ). A KV pair is denoted with the tuple ⟨key, val⟩. The set of KV pairs generated by m i is denoted by kvp(m i ) and the set of KV pairs destined for r j is denoted by kvp(r j ). Note that it is assumed that the relation between map and reduce tasks is known, i.e., it is known that which map task produces value(s) for a certain key. The left of Fig. 1 
Formation
In the bipartite graph generates the KV pairs ⟨k 3 , f ⟩, ⟨k 3 , g⟩, ⟨k 3 , h⟩, which are to be reduced by r 3 .
given MapReduce job is the same with G in terms of vertex sets and what they represent. The difference between H and G lies in representing the dependencies, which is achieved by nets in H as opposed to the edges in G. There exists a net n j ∈ N for each reduce task r j ∈ R and this net connects the vertex that represents the reduce task r j and the vertices corresponding to the map tasks that generate at least one KV pair for r j . The vertices connected by n j is denoted by
Compared to the edges, the nets are better means for capturing multi-way dependencies. The hypergraph in the right of Fig. 1 
The cost of net n j in H is assigned as 1, i.e., c(n j ) = 1, reasons of which will be clear shortly. are decoded as assigning the map tasks represented by these vertices to P k . The vertices in V R k are decoded as assigning the reduce tasks represented by these vertices to P k . In partitioning G and H, the partitioning objective of minimizing the cutsize corresponds to decreasing communication volume in the shuffle phase, whereas the partitioning constraint of balancing part weights corresponds to balancing loads in map and reduce phases.
Partitioning
The correct encapsulation of communication volume in the shuffle phase depends on the specifics of the implementation. A processor may choose to introduce an additional local reduction phase for further reduction of communication volume at the expense of more computation. The idea is that if a processor generates multiple values for a specific key whose reduce task belongs to another processor, it can either send them all or it can reduce them first and then send a single KV pair. The former incurs more communication and the latter incurs less communication at the expense of additional computation. In the example in Fig. 1 , assume that the map tasks m 2 and m 3 are both assigned to processor P k , whereas the reduce task r 3 is assigned to some other processor.
Regarding the values generated for key k 3 , P k has two options:
(i) sending them all to the processor responsible for r 3 ,
(ii) first reducing the values for k 3 and then sending a single KV pair to the target processor.
The graph model correctly encapsulates the communication volume incurred in the shuffle phase if local reduction is not performed (case (i)). This is because the graph model represents KV pair(s) produced by a certain map task for a specific key with a different edge. On the other hand, the hypergraph model correctly encapsulates the communication volume if local reduction is performed (case (ii)). This is because the locally reduced values for a specific key are represented with the pins of a single net and in the partitioning the connectivity metric [32] is utilized. Unit net costs are required here since for any key, a processor may contribute at most a single KV pair due to local reduction, i.e., uniform data size. An additional issue regarding the partitioning models and the optional local reduce is the computational load balance in the reduce phase. Recall that in both models, the vertex weights regarding the reduce phase were set to the number KV pairs generated for the respective reduce tasks. If local reduction is not performed, then these weights correctly represent the amount of computation in the reduce phase and balancing part weights in the partitioning process balances processors' computations in the reduce phase. If local reduction is performed, however, both models overestimate the computations in the reduce phase as some of the KV pairs will be reduced locally. It is not possible to infer the exact amount of computation in the reduce phase if the optional local reduce is performed as this information depends on the distribution of data -the goal of the partitioning models. Hence, it is not possible to utilize the correct vertex weights in the models for this case. Interestingly, however, the objective of minimizing cutsize in the graph model strongly correlates to the assigned vertex weights since the minimization of the cutsize translates to the maximization of the number of internal edges, which in turn implies the maximization of the number of KV pair reductions in the reduce phase, rather than in the local reduce. This correlation exists in the hypergraph model as well, but it is more loose.
Sparse matrix-vector multiplication
We first briefly review the parallel algorithm for sparse matrixvector multiplication (SpMV) and discuss the graph and hypergraph models in the context of MapReduce framework. Then, we describe the MapReduce implementation of SpMV and show how to use the partitions obtained by the graph/hypergraph models to assign map and reduce tasks to processors.
Parallel algorithm and MapReduce
We focus on one-dimensional columnwise parallelization of y = Ax, where A is permuted into a block structure as:
Here, K is the number of processors, A is a square n × n matrix, and
x and y are dense vectors of size n. The size of submatrix block A kℓ is n k × n ℓ . a i, * and a * ,j respectively denote row i and column j of A and a i,j denotes the nonzero element at row i and column j of A. To denote the number of nonzeros in a row, column, or a (sub)matrix, we use the function nnz(·).
In the columnwise partitioning, processor P k is held responsible for the computations related to kth column stripe [A
A, whose size is n × n k . This columnwise partitioning of A induces a partition on the input vector x as well, where P k stores the subvector x k . The parallel algorithm that results from the columnwise partitioning of A is called the column-parallel algorithm for SpMV and its basic steps for processor P k are as follows:
Here, it is assumed that the submatrix blocks are ordered in such a way that the resulting elements from the multiplication containing a specific submatrix block A ℓk belong to P ℓ . In other words, the sparse subvector y k ℓ contains the elements that are computed by P k , 3. In the final step, P k sums the partial results by
We assume there is no overlap of communication and computation in the above algorithm and the steps proceed in a similar manner to BSP model of computation. In addition, we retain the flexibility of having different partitions on input and output vectors in SpMV. In other words, it is not enforced for a processor to store the ith element of y if it stores the ith element of x. In the columnparallel algorithm, there is a single communication phase between two computational phases. Considering the two computational phases, the first computation phase is likely to be more expensive compared to the second one. However, there may be other linear vector operations that involve vectors x and y. For this reason, it is a good practice to balance the vector elements owned by the processors (i.e., number of x and/or y elements) besides the nonzeros of A owned by each processor. In this way, the processors' loads in each computational phase can be balanced.
In the parallel algorithm above, there are n map and n reduce tasks, i.e., |M| = |R| = n. A map task m j is defined as the multiplication of a * ,j with x j (performed in the first step of the column-parallel algorithm). In the rest of the paper, we use x i /y i to denote a single element of x/y, rather than the portion owned by the processor. For each nonzero in a * ,j , the map task m j generates a
A reduce task r i is defined as the summation of partial results generated for y i (performed in the third step of the column-parallel algorithm). The KV pairs destined for r i is given by kvp(r i ) = The formation and partitioning of the graph/hypergraph for efficient parallelization of column-parallel SpMV in MapReduce framework follow the methodology described in Sections 4.1 and 4.2, respectively. All edges in G have unit weights since m j generates a single KV pair for r i if a i,j ̸ = 0, and it does not generate anything, otherwise. All nets in H have unit costs as well. The Kway partitions Π M (G/H) and Π R (G/H) are used to schedule map and reduce tasks, details of which will be described in the following section. Fig. 2 shows an SpMV operation and its representation with the graph and hypergraph models.
Implementation
We describe the parallelization of the SpMV operation under MapReduce paradigm. The parallelization is realized using the MR-MPI library [14] . We first give the MapReduce-based parallelization, and then explain how to assign the tasks to the processors in order to decrease the communication overhead in the shuffle phase and balance the loads of the processors in both map and reduce phases.
Algorithm 1 presents the MapReduce-based parallelization of SpMV. The SpMV operation is assumed to be repeated in an application-specific context and it is highlighted in gray in the algorithm. We omit the application-specific details and focus solely on the SpMV operation itself. Note that a similar routine is also used in [14] without explicit usage of any hash function. In the algorithm, A and x are distributed among the processors via aggregate() operation prior to performing SpMV and they are keyed according to column index j (line 2 and 3). aggregate() operation can take a hash function as input (whose role is going to be clarified shortly). The keys regarding A and x are added to y and they are converted to the KMV pairs (lines 6-8). Then, the multiplication operations are performed via reduce(), in which the multiple values belonging to key j are reduced via multiplying value of each with x j . The results of this operation are the partial results for y that are keyed by index i. y j i denotes the partial value generated by column j for y i . The operations up to this point constitute the first computational phase of the column-parallel algorithm.
The first computational phase is followed by an optional local reduce in which the partial results are summed locally (note that these summations do not compute the final values of y yet). The partial results are then communicated and KMV pairs are created accordingly, producing possible multiple y j i values for y i (line 12). Notice that collate() also accepts a hash function as input.
Finally, the partial results are reduced and the final values of y are computed by simply summing them (line 13). The computation of final values constitutes the second computational phase of the column-parallel algorithm. Note that the first computational phase is the ''map'' phase even though a reduce call has been performed, as it emits KV pairs and is followed by a shuffle phase, which is in turn followed by a reduce operation to compute the final results. 
which allows distributing matrix columns, elements of x and the respective map tasks via aggregate() with h M as its input. Similarly,
which allows distributing elements of y and the respective reduce tasks on them via collate() 1 with h R as its input.
1 collate() is actually an aggregate() followed by a convert().
Sparse matrix-sparse matrix multiplication
The literature on parallelization of sparse matrix-sparse matrix multiplication of form C = AB (SpGEMM) is more recent compared to that on SpMV. One of the recent promising studies on this subject is based on parallelization with one-dimensional partitioning of input matrices (A and B) and outer product tasks via hypergraph models [33] . We first briefly review the parallel algorithm for SpGEMM and discuss the graph and hypergraph models in the context of MapReduce framework. Then, we describe the MapReduce implementation of SpGEMM and show how to use the partitions obtained by the graph/hypergraph models to assign map and reduce task to processors.
Parallel algorithm and MapReduce
We focus on one-dimensional partitioning of input matrices A and B, and two-dimensional partitioning of output matrix C . The matrices A and B are permuted into block structures as ⎡ ⎢ ⎣ a column x of A and the respective row x of B is denoted with a * ,x ⊗ b x, * It is assumed if P k stores a * ,x , it also stores b x, * in order to avoid redundant communication (i.e., a conformal partition of A and B). The described partitions of A and B do not induce a natural partition of C since the outer products performed by a processor may contribute to any nonzero in C . In other words, there is no locality in access to elements of C .
The parallel algorithm that results from the columnwise partitioning of A and the rowwise partitioning of B is called the outerproduct-parallel algorithm for SpGEMM and its basic steps for P k are as follows: x . There exists a complete partial result set for each such outer product. Observe that two such different partial result set C x and C y may contain at P k with the aim of computing the final result of this nonzero whose accumulation responsibility is given to P k . To do so, P k receives each such partial result c As in the column-parallel SpMV, we assume no overlap of communication and computation and the steps proceed in a similar manner to the BSP model. Notice the resemblance of outerproduct-parallel algorithm for SpGEMM to the column-parallel algorithm for SpMV. The outer-product-parallel SpGEMM has the same skeleton with the column-parallel SpMV, where there exists a single communication phase between two computational phases. Here too the first computational phase is likely to be more expensive compared to the second one.
In the parallel algorithm above, there are n map tasks and nnz(C ) reduce tasks, i.e., |M| = n and |R| = nnz(C ). A map task m x is defined as the outer product a * ,x ⊗ b x, * (performed in the first step of the outer-product-parallel algorithm). For each
task r i,j is defined as the summation of partial results generated for c i,j (performed in the third step of the outer-product-parallel algorithm). The KV pairs destined for r i,j is given by
The size of m x is proportional to the number of operations performed in the respective outer product, hence, size(m x ) = nnz(a * ,x ) × nnz(b x, * ), whereas the size of r i,j is proportional to the number of outer products that generate a partial result for c i,j , hence,
In the graph and hypergraph models used to parallelize the outer-product-parallel SpGEMM in the MapReduce framework, all edges and nets have unit costs, respectively. The K -way partitions Π M (G/H) and Π R (G/H) are used to schedule map and reduce tasks, details of which will be described in the following section. Fig. 3 shows an SpGEMM operation and its representation with the graph and hypergraph models. 3 Let C be an empty MapReduce object
Algorithm 2: Sparse matrix-sparse matrix multiplication

Input: A, B, h M
, h R 1 A.aggregate(h M ) ▷ Key x, Value (i, a i,x ,'c') 2 B.aggregate(h M ) ▷ Key x, Value (j, b x,j ,'r')
repeat
▷ other computations... 
Implementation
We describe the parallelization of the SpGEMM operation under MapReduce paradigm. We first give the MapReduce-based parallelization, and then explain how to assign the tasks to the processors in order to decrease the communication overhead in the shuffle phase and balance the loads of the processors in both map and reduce phases.
Algorithm 2 presents the MapReduce-based parallelization of SpGEMM. The algorithm solely focuses on parallelizing SpGEMM and ignores the application-specific issues. In the algorithm, the matrices A and B are distributed among the processors via aggregate() operation and matrix A is keyed according to column index x and matrix B is keyed according to row index x (lines 1 and 2). The values contained in these keys are the nonzero elements and additional information regarding row/column indices and identification of matrices. C is initially empty and it is filled with the KV pairs of A and B (lines 5 and 6). 
h M is used along with aggregate() to obtain a columnwise distribution of A, a rowwise distribution of B and a distribution of map tasks. h R , on the other hand, is used along with collate() to obtain a two-dimensional nonzero-based distribution of C and a distribution of reduce tasks.
Experiments
We test a total of six schemes in our experiments:
• RN: The tasks in the first and the second computation phases are distributed among the processors in a random manner and local reduce is not performed (i.e., lines 10 and 11 in Algorithm 1 and lines 9 and 10 in Algorithm 2 are not executed). This scheme is equivalent to using the default hash function in the MapReduce implementation in Algorithms 1 and 2 for aggregating data.
• RNr: Similar to RN, but with the optional local reduce.
• GR: The tasks in the first and the second computation phases are distributed among the processors with the graph models with the aim of decreasing communication overhead under the load balance constraint. Local reduce is not performed in this scheme.
• GRr: Similar to GR, but with the optional local reduce.
• HY: The tasks in the first and the second computation phases are distributed among the processors with the hypergraph models with the aim of decreasing communication overhead under the load balance constraint. Local reduce is not performed in this scheme.
• HYr: Similar to HY, but with the optional local reduce.
The experiments are performed on an IBM System x iDataPlex machine (dx360M4). A node on this machine consists of 16 cores (two 8-core Intel Xeon E5 processors) with 2.7 GHz clock frequency and 32 GB memory. The nodes are connected with an Infiniband non-blocking tree network topology. We tested for 32, 64, . . . , 1024 processors. Recall that these are also the number of parts in partitioning models.
All sparse matrix operations (SpMV, SpGEMM) are implemented using the MR-MPI library [14] . The partitions obtained by the graph/hypergraph models are fed to the aggregate() and collate() as hash functions. Each sparse matrix operation is repeated 10 times and the average is reported in the results in the upcoming sections. Metis [34] is used to partition the graphs and PaToH [32] is used to partition the hypergraphs, both in default settings. The maximum allowed imbalance in processors' loads in both computational phases is set to 10% for each of the two constraints. Recall that this imbalance determines the maximum allowed imbalance in both computational phases.
We evaluate the performance of all schemes for each operation with the matrices given in Table 1 , which are from the UFL Sparse Matrix Collection [35] . For each type of operation, we include 10 matrices. The maximum degree values presented in the table are the maximum of maximum number of nonzeros in rows and columns. For SpGEMM, we test the operation C = AA T , which is also listed as one of the key operations and included in the experiments of [33] .
SpMV
The results obtained for the SpMV operation are presented in Table 2 . We compare the schemes in terms of four metrics: computational imbalance in map and reduce phases in terms of KV pairs (indicated with imb-map and imb-reduce, respectively), communication volume (volume) and runtime (time). The volume is in terms of megabytes (Mb) and the time is in terms of seconds. The table is grouped under three basic column groups. The first column group presents the actual results obtained by the compared schemes. The second column group compares the schemes within themselves, i.e., with and without the optional local reduce. The last column group measures the performance of partitioning models against the baseline random assignment. Each value in the table is the geometric mean of the results obtained for the matrices used for SpMV on a specific number of processors. The last two column groups contain the normalized values in the format of A/B, which means scheme A is normalized with respect to scheme B.
When we compare the schemes that use partitioning models for task assignment (i.e., GR, GRr, HY, HYr) against the ones that do not (i.e., RN, RNr), the benefits of using a model are seen clearly. respectively. However, this may not always be the case, especially when the savings from communication are drastic with the execution of local reduce, which happens not to be the case for SpMV. Note that the imbalances in KV pairs in the first and second phases of computations are the same with or without the local reduce as their counts are independent of it.
Recall that without the local reduce, the graph model correctly encapsulates the total volume during the partitioning process.
From the volume results in Table 2 , when we compare GR and HY, it is seen that GR obtains lower volume for any K : for example on 512 processors the volume of GR is 4.5 Mb while it is 7.1 Mb for HY.
On the other hand, with the local reduce, the hypergraph model correctly encapsulates the total volume. When we compare GRr and HYr, it is seen that HYr obtains lower volume for any K : for example on 512 processors the volume of HYr is 2.6 Mb while it is 2.9 Mb for GRr. reduce, i.e., RN, GR, HY, the one in the center compares the schemes that contain local reduce, i.e., RNr, GRr, HYr, and the one in the right compares all. We display the plots for a single matrix only as the plots for other matrices exhibit similar behaviors. Both with and without local reduce, the task assignments realized by the partitioning models scale much better. Observe that the schemes without local reduce obtain lower runtimes compared to their counterparts, as also observed in Table 2 . Up to 256 processors, all schemes seem to scale, but after that point, the schemes relying on random assignment scale poorly while the schemes relying on partitioning models scale further by being able to decrease the runtime. The reason behind this is the increased importance of communication in overall runtime, which we investigate next. and yellow bars in the figure respectively represent the computation and communication times. When we compare the performance of different schemes (RNr, GRr, HYr) for a specific number of processors with local reduce, it is seen that the computation times are roughly the same, whereas the communication times vary drastically. This is also the case without local reduce. When we compare the communication performance of a scheme for a specific number of processors, it is observed that local reduce decreases the communication time significantly as expected. Although it is expected that the total amount of computation of a scheme for a specific number of processors should stay the same with or without local reduce, this does not seem to be the case due to the overhead of the convert() and reduce() operations involved in local reduce. As seen from both bar charts, the key to scalability is to address the communication bottlenecks, which is achieved by the partitioning models in a very successful manner.
SpGEMM
The results obtained for the SpGEMM operation are presented in Table 3 . The decoding of the table is the same with the one presented for SpMV (Table 2) . We experiment up to 512 processors for this operation.
As seen from Table 3 , the schemes that utilize a partitioning model decrease the communication volume drastically in the shuffle phase. For example on 128 processors, GRr and HYr incur a volume of 5-6 Mb, while RNr incurs a volume of 341.7 Mb. Similarly, on the same number of processors, GR and HY respectively incur a volume of 13.1 and 21.4 Mb, while RN incurs a volume of 356 Mb. The benefit of decreasing data transferred is seen as improvement in parallel SpGEMM runtime: the schemes relying on partitioning models obtain more than 2-4x speedup over the ones that do not so for any number of processors. The schemes exhibit close performance in computational balance in the map phase. However, RN and RNr obtain better balance in the reduce phase.
As also observed in the SpMV operation, performing the optional local reduce leads to reductions in data transfer in the shuffle phase. For random assignment schemes, the optional local reduce does not seem to work as RNr obtains higher parallel SpGEMM times than RN. This is because there is not much difference in the volumes incurred by these two schemes. On the other hand, for small number of processors, the optional local reduce pays off for the schemes that rely on partitioning models up to 256 processors. Comparing the volumes incurred by the graph and hypergraph models, when there is no local reduce GR always obtains lower volume than HY for any number of processors. In the existence of local reduce, HYr obtains lower volume than GRr for 128, 256 and 512 processors, while GRr obtains lower volume than HYr in 32 and 64 processors. Note that graph partitioners can perform close to hypergraph partitioners if the sparsity pattern of the underlying model accommodates uniformity. Fig. 6 presents the parallel SpGEMM runtimes obtained by the compared schemes for matrix kim1. The left plot compares the schemes that do not contain local reduce, i.e., RN, GR, HY, the center plot compares the schemes that contain local reduce, i.e., RNr, GRr, HYr, and the right plot compares all. With or without local reduce, the schemes relying on partitioning models exhibit better scalability. RN and RNr scale up to 128 processors, while GR, GRr, HY and HYr scale all the way up to 512 processors. As also observed in Table 3 , GRr and HYr perform slightly better than GR and HY on small number of processors, while the opposite situation is observed on 256 and 512 processors. as also was the case for SpMV, the schemes with local reduce have less communication overhead compared to the schemes without local reduce. The arguments made for SpMV are also valid for SpGEMM. Compared to SpMV, the improvements in the communication performance are more pronounced with the execution of the local reduce. This is due to the higher number of intermediate KV pairs produced in SpGEMM. Since all schemes achieve a good computational balance, the key to better parallel performance and scalability lies in the reduction of communication overheads.
Preprocessing and amortization
We evaluate the pre-processing overheads of the proposed models in Table 4 . We only consider the schemes based on graph partitioning, i.e., GR and GRr, in our analyses to compare with RN and RNr due to a number of reasons. First, graph partitioning is faster compared to hypergraph partitioning and when the close performance of graph and hypergraph models is taken into account, GR and GRr become more viable compared to HY and HYr in terms of pre-processing overhead. Second, while there exist several fast parallel partitioners for graphs, this is not the case for hypergraphs. Hence, the analyses in this section do not involve HY and HYr. In Table 4 , an entry signifies the number of SpMV or SpGEMM iterations required to amortize the partitioning overhead and is the geometric average of the matrices used for the respective operation and K value. For example, the value of 44 in the table indicates that compared to RNr, partitioning the graphs and running SpMV in parallel using GRr amortizes GRr's partitioning overhead in 44 SpMV iterations. We use ParMETIS [36] to partition the graphs.
From the values in Table 4 , it is clearly seen that the graph models for SpGEMM amortize much better than the graph models for SpMV. For example, for K = 128, while 44-107 iterations are required for SpMV to amortize, only 10-18 iterations are required for SpGEMM to amortize. This is simply because the graphs for SpGEMM are partitioned faster with ParMETIS compared to the graphs for SpMV.
Another important point is that the graph models amortize better in the existence of local reduce. The reason behind this does not lie in runtime differences between GR and GRr, which are very close, but between RN and RNr, which are quite distant especially at small processor counts. The high parallel runtimes of RNr compared to that of RN (see Tables 2 and 3) , for example, lead GRr to amortize in 44 and 10 SpMV and SpGEMM iterations, respectively, at K = 128, while, these values are 107 and 18 for GR.
The amortization tends to slow down with increasing number of processors. The reason behind this is that ParMETIS does not scale after a certain number of processors and actually further scales down, where this scaling down is seemingly sharper in SpMV than SpGEMM. This trend seems to evaporate when increasing number of processors from 256 to 512, especially for SpGEMM. This is not because ParMETIS miraculously starts scaling up after a certain point, but because RN and RNr starts to scale down around 256 processors, which in turn decreases the amortization overhead at 512 processors as GR and GRr scale successfully at any number of processors.
All in all, it can be said that the amortization happens somewhat fast, often not in the magnitudes of tens of hundreds or a few thousands of iterations as expected from an application arising from scientific computing. This is due to the BSP nature of the MapReduce implementation and the HPC nature of the graph partitioner ParMETIS, the former containing synchronization burdens once every a few operations for the ease of programming while the latter carries no such burdens at the expense of utilizing more complex algorithms.
Conclusions
In this work we focused on static scheduling of map and reduce tasks in a MapReduce job to achieve data locality and load balance, where the data locality usually translates into reduced data transfer in the shuffle phase and the load balance usually translates into faster task execution in the map and reduce phases. Our approach relies on exploiting the domain-specific knowledge with the help of the models based on graph and hypergraph partitioning. This knowledge is obtained through scanning the input data in a preprocessing stage to determine the interactions among map and reduce tasks. In order to utilize our models within MapReduce, the information produced by them are used as hash functions to schedule the tasks in map and reduce phases. Our models' capabilities are demonstrated on two key operations, sparse matrixvector multiplication (SpMV) and sparse matrix-sparse matrix multiplication (SpGEMM) -both of which are common operations in scientific computations and graph algorithms. Using our models in the experiments that contain up to 1024 processors, the amount of data transferred in the shuffle phase has been reduced from several hundreds of megabytes to only a few megabytes, resulting in up to 2.6x speedup for SpMV and 4.2x speedup for SpGEMM.
As future work, we plan to integrate our models into more common dialects of MapReduce such as Hadoop and test them on commodity clusters. Since our models completely ignore the important issues such as fault tolerance in MapReduce, we also plan to investigate methods that will render the proposed models fault-tolerant. Lastly, we consider validating the impact of static task scheduling in more realistic scenarios via models constructed on the fly while running a MapReduce job.
