In this paper we attack the problem of the classification, up to analytic isomorphism, of Artinian Gorenstein local k-algebras with a given Hilbert Function. We solve the problem in the case the square of the maximal ideal is minimally generated by two elements and the socle degree is high enough.
algebras of multiplicity at most 6, however, if the multiplicity is at least 7 there are examples with infinitely many isomorphism classes, see [3] and [4] and their reference lists for more results on the classification problem. The aim of this paper is to classify the family of almost stretched Gorenstein Artin algebras.
In [6] a local Artinian ring (A, m) is said to be stretched if the square of the maximal ideal m of A is a principal ideal. In that paper J. Sally gave a nice structure theorem for stretched Gorenstein local rings. Other interesting properties of stretched m-primary ideals can be found in [5] . Sally's result has been considerably extended in [2] , where the notion of almost stretched local rings has been introduced. A local Artinian ring (A, m) is said to be almost stretched if the minimal number of generators of m 2 is two. We know from the classical Theorem of Macaulay, concerning the possible Hilbert functions of standard graded algebras, that the Hilbert function of an almost stretched Gorenstein local ring A has the following shape (1, h, 2, ..., 2, 1, ..., 1), which means
for integers s and t such that s ≥ t + 1 ≥ 3 and h ≥ 2. If an algebra has this Hilbert Function we say that it is of type (s, t).
In [2] we gave a useful structure theorem for almost stretched Gorenstein local rings in the embedded case, namely when A = R/I with (R, n) a regular local ring of dimension h such that k := R/n is algebraically closed of characteristic 0.
The result reads as follows. Let I be an ideal of R; then A := R/I is almost stretched and Gorenstein of type (s, t) if and only if there exists a minimal basis y 1 , . . . , y h of n and an element b ∈ R, such that the ideal I is generated by the following h 2 + h − 1 elements: y i y j , with 1 ≤ i < j ≤ h, (i, j) = (1, 2), y In this paper, we assume R to be a power series ring of dimension h over an algebraically closed field k and we fix the integers s, t such that s ≥ t + 1 ≥ 3. We attack the problem of classifying, up to analytic isomorphism, the family of almost stretched Gorenstein Algebras A = R/I of type (s, t). We solve the problem in the case the socle degree is large enough with respect to t, namely when s ≥ 2t, see Theorem 4.3.
It turns out that for generic s and t we have exactly t isomorphism classes of Gorenstein almost stretched algebras. But if there exists an integer r with the properties 0 ≤ r ≤ t−2 and 2(r +1) = s−t+1, then one dimensional families of non isomorphic models arise. Notice that, as a particular case, we prove the existence of a codimension two complete intersection algebra of length 10 with infinitely many isomorphism classes.
Suitable examples at the end of the paper show that the case s ≤ 2t − 1 is far away from a solution.
The models.
Through the paper we are assuming that the basic field k is an algebraically closed field of characteristic zero.
We will also freely use the following result which is a straightforward application of Hensel lemma.
be an invertible formal power series with f (0, . . . , 0) = a 0 = 0. If there exists α ∈ k such that α j = a 0 , then there exists g ∈ R such that g j = f and g(0, . . . , 0) = α.
be the formal power series ring and n its maximal ideal. Given a set of generators y = {y 1 , . . . , y h } of n, we let ϕ y be the automorphism of R which is the result of substituting y i for x i in a power series f (x 1 , . . . , x h ) ∈ R. It is well known that given two ideals I and J in R there exists a k-algebras isomorphism α : R/I → R/J if and only if for some generators {y 1 , . . . , y h } of n we have I = ϕ y (J).
By abuse of notation, we will often say that I is isomorphic to J and we will write I ∼ J, with the meaning that R/I is isomorphic to R/J.
As we explained above, an ideal I of R is almost stretched and Gorenstein of type (s, t) if and only if for suitable formal power series y 1 , . . . , y h , b ∈ R we have n = (y 1 , . . . , y h ) and
If we let a := a(x 1 , . . . , x h ) be the formal power series such that a(y 1 , . . . , y h ) = b, we get I = ϕ y (I a ) where
Hence we can rephrase the main result in [2] as follows. An ideal I of R is almost stretched and Gorenstein of type (s, t) if and only if it is isomorphic to I a for some a ∈ R.
This implies that, in order to get a classification of the almost stretched Gorenstein Algebras A = R/I of type (s, t), we need to classify the algebras A = R/I a when a is running in R.
We will see that the order of the power series a(x 1 , 0, . . . , 0) plays a central role in the classification problem. Hence, first we study the case a(x 1 , 0, . . . , 0) = 0.
Given the integer p ≥ 0 and the power series z ∈ R, we introduce the ideal I p,z which is generated as follows:
These ideals will be crucial in the rest of the paper.
Proof. First we remark that
By Proposition 2.1 we can find a power series v ∈ R such that v
∈ n and we have
If we consider the change of variables
then we have n = (y 1 , . . . , y h ) and
The conclusion follows.
Next we study the case a(x 1 , 0, . . . , 0) = 0. Proposition 2.3. If a(x 1 , 0, . . . , 0) = 0, then I a ∼ I r,w , where w is a suitable invertible power series in R and r is the order of a(
Proof. Since r is the order of a(
If we let u := 1 − x 1 b 2 , then u / ∈ n and, by Proposition 2.1, we can find a power series z / ∈ n such that z r+1 = η/u. Then we get
By Proposition 2.1 we can find a power series τ ∈ R \ n such that τ 2 = z s ; now we consider the following change of variables
It is clear that
and we can find an invertible power series w := w(x 1 , . . . , x h ) such that w(y 1 , . . . , y h ) = 1 uz s−t+1 . Hence we get
, y
This proves I a ∼ I r,w and the first assertion.
As for the second one, let s ≥ 2t − 1. It is clear that wx
. By replacing w with w(x 1 , 0, . . . , 0) we get the conclusion.
From the above result we need to study the isomophism classes of the ideals I r,w where r is a non negative integer and w an invertible power series.
Proof. If r ≥ t − 1, then r + 1 ≥ t and we have
, so that v / ∈ n and
We consider the following change of variables
It is clear that n = (y 1 , . . . , y h ) and further
This proves the result.
We can also understand the isomorphism class of the ideal I r,w in the case r is general enough. More precisely we have the following result. Proof. Let n := 2(r + 1) − (s − t + 1) and choose a power series e ∈ R such that
In both cases we have e n w = 1. Further let us choose an element τ ∈ R such that τ 2 = e s . It is clear that both e and τ are not in n. We have
Now we remark that
).
We let
It is then clear that n = (y 1 , . . . , y h ) and
The result is proved.
From the above result it becomes relevant the following notation. We say that the couple (s, t) is regular if it does not exist an integer r with the properties 0 ≤ r ≤ t − 2 and 2(r + 1) = s − t + 1. It is easy to see that the couple (s, t) is not regular if and only if s − t is odd and s ≤ 3t − 3.
For a regular couple (s, t) we have at most t isomorphism classes with models the ideals I 0,1 , I 1,1 , . . . , I t−1,1 .
Unfortunately it is not true, even in the case of two variables, that for a regular couple (s, t) the above models are pairwise non isomorphic. At the end of the paper we will show that if h = 2 and we consider the couple s = 5, t = 3, which corresponds to the Hilbert Function 1, 2, 2, 1, 1, 1, then the couple (5, 3) is regular but
In the above example we have s < 2t. Namely we will prove that, if s ≥ 2t, then the ideals I 0,1 , I 1,1 , . . . , I t−1,1 are pairwise non isomorphic.
We need now to study the ideals I r,w , where 2(r + 1) = s − t + 1 and w is an invertible power series. We recall that, by Proposition 2.3, when s ≥ 2t − 1, we can further assume that
. Hence α is invertible and α d x d 1 = w−w 0 . As a consequence we can find an invertible power series β ∈ k[[x 1 ]] such that β 2 = α s . Let us consider the following change of variables
For every j ≥ 3 we have
where the last equality follows because
As a consequence we get that the ideal I r,w coincides with the ideal
Further, since α 0 = 1, the power series α + 1 is invertible. This implies α − 1 ∈ (x t−r−1 1
). It follows that for suitable β ∈ R we have
We change the variables as follows The conclusion follows.
Collecting the results of this section, we have the following Theorem. 3 Non isomorphic models.
We are going now to prove that if s ≥ 2t and however we choose w 0 , . . . , w t−1 in R \ n, two ideals in the following list are never isomorphic: I 0,w 0 , I 1,w 1 , . . . , I t−1,w t−1 .
We will need frequently in this section the following result proved in [2] , Lemma 4.5.
Let v 1 , . . . , v h be a minimal system of generators of the maximal ideal n of R and let I be the ideal
with a ∈ R and u ∈ R \ n. The elements v 1 j , v 1 j−1 v 2 ∈ R/I form a minimal basis of the ideal (n/I) j in the case 2 ≤ j ≤ t, while in the case t + 1 ≤ j ≤ s the ideal (n/I) j is a principal ideal generated by v 1 j . Further n s+1 ⊆ I. Of course this means that
Because of its relevance, it is perhaps useful to recall also the following notation already introduced in Section 2. If p ≥ 0 is an integer and z an invertible power series, we let 
Proof. We denote by ∼ = congruence modulo the ideal I + n 3 . We have
Since s ≥ t + 2, we get s − t + 1 ≥ 3 so that x As a consequence of this lemma, we can prove that in the case s ≥ t + 2 and however we choose the units z and w in R, the ideal I 0,w is not isomorphic to I p,z when p > 0. We have p ≥ 1 and s ≥ t + 2 so that p + 2 ≥ 3 and s − t + 1 ≥ 3. This implies y 2 2 ∈ I + n 3 . Further, for every j ≥ 3, y 2 j ∈ I + n s ⊆ I + n 3 , because s ≥ 3. By the above Lemma, we get for every j ≥ 2,
2 . Then we get
Let us consider the R/n-vector spaces
We have
On the other hand n
− 2. Since h ≥ 2 we get a contradiction.
We are going now to prove that if s ≥ 2t the ideals I 1,w 1 , I 2,w 2 , . . . , I t−1,w t−1 are pairwise non isomorphic. In order to do that, we need some preparatory result. ∈ I + n s . We denote by ∼ = congruence modulo the ideal I + n s . We have
∈ n s and, by induction, x j+1 1 x t−j 2 ∈ I + n s . The conclusion follows. For every j ≥ 3 we have y 2 j ∈ I + n s ⊆ I + n 3 , because s ≥ 3. Further y 2 2 ∈ I + n r+2 + n s−t+1 ⊆ I + n 3 , because r ≥ 1 and s ≥ t + 2. By Lemma 3.1 we have
a ji x i with a j1 ∈ n for every j ≥ 2.
Since y 1 , . . . , y h is a minimal system of generators for n, we must have y 1 = ex 1 +f with e / ∈ n and f ∈ (x 2 , . . . , x h ). We can also write y 2 = ax 2 1 + b with a ∈ R and b ∈ (x 2 , . . . , x h ). Now, if s = t + 2 we are done. Let s ≥ t + 3 and by induction let y 2 = ax j 1 + b with b ∈ (x 2 , . . . , x h ) and 2 ≤ j ≤ s − t − 1. We claim that a ∈ n and remark that this would imply the lemma.
We have y
By the above lemma we get e t ax t+j 1 ∈ I + n s and since e is a unit, ax
∈ n, the ideals I p,z and I r,w are never isomorphic.
Proof. Let us assume by contradiction that I := I p,z = ϕ y (I r,w ) where (y 1 , . . . , y h } = n. Then we have
, y + 2cdx
Since s ≥ 2t, we have s − t ≥ t which implies dx s−t 1 ∈ I. Since t ≥ r + 2, we get also
Now we remark that x 2 2 ∈ I + n p+2 + n s−t+1 ; since s ≥ 2t, t + 1 ≥ r + 3 and p ≥ r + 1, this implies x 2 2 ∈ I + n r+3 . Thus we get d 2 ∈ I + n r+3 + n s ⊆ I + n r+3 because r + 3 ≤ t + 1 ≤ s.
Putting all toghether, we get y 2 2 ∈ I + n r+3 ; from this we get
which implies y r+1 1 y 2 ∈ I + n r+3 because s − t + 1 ≥ r + 3. This is a contradiction because r + 2 ≤ t.
The case (s,t) is not regular
In this section we are dealing with the case when there exist an integer r such that 0 ≤ r ≤ t − 2 and 2(r + 1) = s − t + 1. If this is the case, we say that the couple (s, t) is not regular. We have seen in Section 2 that when (s, t) is not regular we have the sporadic models I 0,1 , I 1,1 , . . . , I r−1,1 , I r+1,1 . . . , I t−1,1 and the one dimensional families {I r,c } c∈k * , {I r,c+x 1 } c∈k * , . . . , {I r,c+x
We are going to prove that if s ≥ 2t all the above ideals are pairwise non isomorphic. We first remark that, if s ≥ 2t and 2(r+1) = s−t+1, then 2(r+1) ≥ t+1 so that 2r ≥ t − 1 ≥ 1. Hence in this section the integer r is a positive integer such that 1 ≤ r ≤ t − 2 and 2(r + 1) = s − t + 1.
We need the following easy remarks concerning properties of the ideal I r,w when 2(r + 1) = s − t + 1 and s ≥ 2t. 
Proof. For simplicity we denote by I the ideal I r,w . First we prove a). If j ≥ 3 we have x 2 j ∈ I + n s ⊆ I + n 3r+2 because, since t ≥ r + 1, we have s = 2(r + 1) + t − 1 ≥ 3r + 2. On the other hand, x i x j ∈ I for 1 ≤ i < j ≤ h and (i, j) = (1, 2). Hence we need only to consider the monomials x 2 . For every j = 0, . . . , r we have
because the second addendum is a monomial of degree s − t + 1 + r = 3r + 2, the first is a monomial of degree 2(r + 1) = s − t + 1 ≥ 2t − t + 1 = t + 1 and as such, by Lemma 3.3, is in n s ⊆ n 3r+2 . It is clear that b) is an easy consequence of a), while c) is trivial. So, let us prove d). We have 2(r + 1) = s − t + 1 ≥ t + 1, hence, by Lemma 3.3, all the addenda in
, except possibly for x 2(r+1) 1 , are in I + n s ⊆ I + n 3r+2 .
We finally prove e). Let's write a = cx
. . , x h ) and 0 ≤ j ≤ t − r − 2. Then we have (cx
Now, by part a), we have
From this it follows that cx r+1+j 1
x 2 ∈ I + n 3r+2 + n s−t+1 ⊆ I + n r+j+3 because r + j + 3 ≤ r + t − r − 2 + 3 = t + 1 ≤ s − t + 1 = 2r + 2 ≤ 3r + 2.
Since r + j + 2 ≤ t, by (1) this implies c ∈ n, so that we can write a = cx
Going on in this way, clearly we get the conclusion a ∈ (x t−r−1 1 ) + (x 2 , . . . , x h ). This enables us to write a = f x t−r−1 1 + g with g ∈ (x 2 , . . . , x h ). Then we have Hence hx s−t+1+j 1 ∈ I +n 3r+2 ⊆ I +n (s−t+1+j)+1 . Since s−t+1+j ≤ s−t+1+r −1 = s − t + r ≤ s, by (1) this implies h ∈ n. As before, going on in this way, we get the conclusion b ∈ (x r 1 ) + (x 2 , . . . , x h ). We are ready to prove the main result of this section. By Lemma 3.4 we have y 2 = ex s−t 1 + f with f ∈ (x 2 , . . . , x h ). On the other hand, for every j = 1, . . . , h we have y j = h i=1 a ji x i ; since n = (y 1 , . . . , y h ), the determinant of the matrix (a ij ) must be a unit in R. Now we have y 2 2 ∈ I + n r+2 + n s−t+1 ⊆ I + n 3 because, since r ≥ 1, we have r+2 ≥ 3 and s−t+1 = 2r+2 ≥ 4. Also, for every j ≥ 3, we have y 2 j ∈ I +n s ⊆ I +n 3 , because s ≥ 3. By Lemma 3.1 we have a j1 ∈ n for every j ≥ 2, so that a 11 / ∈ n. Hence, we can simply write:
so that x 2(s−t) 1 ∈ n 3r+2 . Also, since s − t ≥ t and f ∈ (x 2 , . . . , x h ), we have f x s−t 1 ∈ I. Finally s − t + r + 1 = 2r + 2 + r = 3r + 2, so that y
Let's write f = j≥2 b j x j ; using b) in the above Lemma we get
Using c) and d) we further get
It follows that
From this we get
and finally We are ready now to state and prove the classification result for Gorenstein almost stretched Artinian algebras of type (s, t) with the assumption s ≥ 2t. Proof. By Theorem 2.8 we need only to prove the "only one" part of the statements. By Proposition 3.2, the ideal I 0,1 is not isomorphic to any of the other ideals. By Theorem 3.5, the ideals I 1,1 , I 2,1 , . . . , I t−1,1 are pairwise non isomorphic. This proves the result in the case the couple (s, t) is regular.
Let us assume now that (s, t) is not regular and let r be the integer such that 1 ≤ r ≤ t − 2 and 2(r + 1) = s − t + 1. By Theorem 3.5, we need only to prove that however we choose two ideals in the list {I r,c } c∈k * , {I r,c+x 1 } c∈k * , . . . , {I r,c+x t−r−2 1 } c∈k * , they are never isomorphic.
Let z := c + x ) + (x 2 , . . . , x h ) which implies i = j because i ≤ j ≤ t − r − 2. Hence z = w as required.
In the same way we can prove that I r,c ≃ I r,d implies c = d and I r,c ≃ I r,d+x j 1 implies j = 0. The conclusion follows also in the case (s, t) is not a regular couple.
Examples and remarks

