Typically, fault detection using deep learning is performed based on the features extracted from only one well-trained deep model. However, our results show that large-scale data is complicated and originates from different schemas, which will cause great pressure on deep neural networks, furthermore, the quality of the extracted features will be affected, and the training complexity and time will also be increased. Conversely, deep models would feel comfortable to extract features from raw data that contain less complex relationships and the quality of extracted features are higher and more representative. Hence, variables from large-scale industrial processes in this study are reasonably divided into various schemas with simple relationships by mutual information. Then, the corresponding deep belief network (DBN) models are established under a lighter pressure state to sufficiently extract the abstract and high-order information from data in each schema. Experimental analysis shows that the training efficiency, the accuracy of extracted features and the monitoring performance based on the proposed model system are all better than using only one DBN. What's more, a comparison with those of representative and state-of-the-art methods on numerical and Tennessee Eastman processes also demonstrates the high performance of the proposal called M-DBN.
I. INTRODUCTION
Industrial production processes have become complicated with the increase in the quality requirements of products, and many sensors and data gathering equipment have been introduced. The increased number of sensors and equipment has enriched the amount of process data. Under such an environment, data-based process monitoring methods have significantly improved in the past decade. Specifically, the multivariable statistical process monitoring (MSPM) method has achieved tremendous success and gained significant attention in industrial and academic fields [1] - [6] . However, the features extracted by MSPM are shallow and not The associate editor coordinating the review of this manuscript and approving it for publication was Noel Crespi . optimal [7] and many artificial intelligence techniques, such as deep learning, have been introduced to the process monitoring field recently and achieved impressive performance.
Deep learning, which is an important branch of artificial intelligence, has attracted considerable attention in various fields, especially in image recognition, text categorization, natural language understanding, and feature learning [8] - [12] . Recently, the deep learning techniques have been utilized in the process monitoring field and have elicited much interest and extensive concern from scholars, indicating the great potential of deep learning in this field [13] - [15] . Chen and Jahanshahi proposed a new deep framework, called NB-CNN, which was used to detect crack patches and overcome the shortcomings of traditional methods [16] . Pan et al. ameliorated the structure of convolutional VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ neural network and proposed a new deep network named LiftingNet. The extracted features were used to classify faults [17] . De et al. used long-short term memory recurrent neural network to detect and identify the faults and utilized the t-distributed stochastic neighbor embedding to show the powerful extraction capability of the proposal [14] . On the other hand, Clustering the original variables and extracting the local feature information and monitoring the blocks have also elicited much attention [18] - [23] . However, these proposed methods are based on the local information in the data and using the blocking technique and MSPM method for feature extraction. which results in that the extracted features are shallow and not optimal. Motivated by this situation and the problems of time-consuming and accuracy in deep model training, this study partition the process variables into multiple schemas based on the mutual information (MI) between variables to simplify the complexity of the relationship between variables. Herein, the MI technique is a type of information entropy that considers different relationships between variables, such as linear, nonlinear, and high-order relationships, and divides the related variables in the same schema. Under the relatively simple relationship of variables in each schema, the corresponding structure of DBN will be established with faster speed and higher precision. Based on the features with higher quality, support vector data description (SVDD), which is a classical method of data classification is employed to integrated them and kernel density estimation (KDE) is utilized to determine the control limit.
There have been many Deep Learning techniques, such as Generative Adversarial Networks, Recurrent Neural Networks and Long Short-Term Memory [7] , and DBN is one of the most fundamental one. As an enlightening and exploratory study, the utilization of DBN in this study is of universal application and representative. The primary advantages of the proposed novel method that utilizes multiple DBNs (M-DBN) to extract the features of each schema of the measurement variables can be summarized as follows:
1) The MI technique is a measurement index based on information entropy and considers various relationships among the variables to partition all variables into various schemas, thus making the partition result highly objective.
2) As a feature learning network, it would be more stressful for deep learning network to learn the features from the raw data that contain many complex relationships and different schemas, furtherly causing the relatively poor performance and quality of the extracted features. Thus, dividing the variables with complex relationships and learning the features of each schema is necessary. Using the higher quality features to detect the fault can improve the monitoring results.
3) In addition, under the same times of training iteration, the average error produced by multiple DBN models after dividing data into multiple schemas is less than the error produced by modeling with only one DBN, which indicates that the feature accuracy of multiple DBNs is better than that of only one DBN model. 4) Moreover, at the offline-modeling phrase, the average training time required for multiple DBNs is less than the training time required for only one DBN, which is also justified by algorithmic complexity (time complexity and space complexity). The average training time for multiple DBNs is the average value of each DBN when they are trained in parallel. Time-consuming is always the drawback for the deep learning methods, and this is much crucial for off-line modeling of deep learning.
The rest of this paper is organized as follows. Section II briefly introduces the methods used in this study, namely, MI, DBN, SVDD, and KDE. Section III presents a novel monitoring method (M-DBN) that employs multiple DBNs, the model is based on previous methods. This section also describes the monitoring procedure in detail. In Section IV, the comparison with those of widely used and state-of-art methods on numerical and Tennessee Eastman processes prove the reliability and high performance of M-DBN. Section V provides the conclusions.
II. INVOLVED WORK A. DBN COMPOSED BY GAUSSIAN RBM
Restricted Boltzmann machine, RBM [24] is a bipartite structure that contains visible and hidden layers. RBM is different from the Boltzmann machine, RM because it only has connections between two adjacent layers and no connections in any single layer. The structure of RBM is shown in Fig. 1 , where visible layer v contains visible neural cells v i , b i (i = 1, 2, . . . , n) is the bias of the corresponding visible cell, hidden layer h contains hidden neural cells h j , and c j (j = 1, 2, . . . , m) is the bias of the corresponding hidden cell. W is the weight matrix that links v and h, and w nm is the weight to connect v n and h m . Contractive divergence (CD) is a fast and efficient training algorithm proposed by Hinton [25] to determine the state of each cell and the RBM parameters. To avoid the gradient exploding and vanishing, and accelerate the training process, the momentum and weight-decay method is employed in this study, which can be found detailedly in [24] .
With the wide application of RBM, the binary neuron cells of typical RBM have many limitations because they cannot train continuous data. A Gaussian RBM (GRBM) has been developed to train continuous data, in which the binary cells are replaced by linear neuron cells with Gaussian noise. The energy function of GRBM is replaced by [24] , [26] . (1) where σ i denotes the standard deviation of Gaussian noise for v i . A CD training algorithm is utilized to train GRBM. The DBN proposed by Hinton [26] is composed of multilayer RBM. The output of the preceding RBM acts as the input of the following RBM and extracts the high-order and abstract features of the original data layer by layer. The structure of DBN is drawn in the right side of Fig. 2 , where RBMn represents the n th layer RBM, m is the number of visible neuron cells, and i, j, and k represent the number of neuron cells in the first, second, and n th hidden layers, respectively. The two-step (pre-training and fine-tuning) training algorithm proposed by Hinton has been proven successful in training DBN. First, the CD method is utilized to train each RBM n times after inputting the data to the first layer RBM, and the parameters serve as the initial value for the next step. Second, the same weight and bias are utilized to reconstruct the original data, and a neuron network training algorithm, such as backpropagation (BP), is employed to fine tune the entire DBN auto-encoder based on the sum of the square errors for reconstruction, which can be expressed as:
An unsupervised training algorithm constitutes DBN as a type of an ''auto-encoder,'' as shown in Fig. 2 , where the code layer is the final hidden layer of DBN. Moreover, a classifier, such as soft max, is added to the end of DBN to train the labeled data in a supervised manner.
B. MUTUAL INFORMATION
In probability and information theory, MI reveals and quantifies the degree of interdependence between two variables. On the basis of communication entropy, MI considers various relationships, such as linear, nonlinear, cross, and high-order correlations, among variables.
In terms of computability, an MI value between x 1 and x 2 can be expressed as:
where p(x 1 , x 2 ) denotes the joint probability density function of x 1 and x 2 , p(x 1 ) and p(x 2 ) are the marginal probability density functions of x 1 and x 2 , respectively. From the aspect of communication entropy theory, equation (3) can be converted into:
where H (x 1 ) and H (x 2 ) represent the marginal entropies of x 1 and x 2 , respectively. H (x 1 , x 2 ) represents the joint entropy of x 1 and x 2 . The expression of H (x) and H (x 1 , x 2 ) can be calculated as:
According to the related formula, the closer x 1 and x 2 are, the larger the I (x 1 , x 2 ) value is. When x 1 and x 2 are mutually independent, the I (x 1 , x 2 ) value is zero. Moreover, given a threshold I xl , if the I (x 1 , x 2 ) > I xl , the variable x 1 and x 2 would be partitioned into the same schema, and vice versa.
C. SUPPORT VECTOR DATA DESCRIPTION
SVDD, which is a classical classification approach, has been used in process monitoring domain [27] . The SVDD algorithm searches for a hypersphere that can contain as many sample points as possible with the minimum volume. In other words, SVDD is a multi-objective optimization problem and can be expressed as:
where a is the center of the hypersphere which is determined by the algorithm and C is the tradeoff factor that balance the importance of R 2 and n i=1 ξ i . In this study, the two factors are regarded as equally important and C is set 1. R 2 represents the squared radius of the hypersphere, and ξ i represents the slack variable. The preceding optimization problem can be transformed into:
> is a kernel function used to map the raw data to a high-dimensional space and α i is a Lagrange multiplier. With respect to the problem at hand, when α i and y i are given, the squared radius R 2 can be calculated:
KDE, which was proposed by Parzen [28] , is a nonparametric method that estimates the density of unknown functions. We suppose the existence of a vector x 1 , x 2 , · · ·, x n with n independent identical distribution elements, and f is the probability density function that can be represented through KDE as:
where n represents the number of elements in the vector to be estimated; h is a smooth parameter, which denotes the bandwidth, and K is the kernel function that has many forms. Gaussian kernel is employed in this study, and equation (10) can also be expressed as:
In this study, as for the value of h: ''the default is optimal for estimating normal densities'' said in MATLAB toolbox. Then, the appropriate threshold of process monitoring can be calculated by setting a certain confidence level of KDE in MATLAB tool toolbox, and the confidence level is set as 0.95 in this study.
III. FAULT DETECTION BASED ON THE FEATURES OF EACH SCHEMA
In this section, the novel monitoring method, M-DBN, is developed based on previous methods, and the monitoring process of M-DBN is described in detail.
A. DATA PARTITIONING BASED ON MI
Given a set of normalized training matrix X ∈ R n×m , where n is the number of samples and m is the number of measurement variables. Usually, the dimension of X is large, and the relationships between variables are intricate, which is a situation that is not conducive for feature extraction of deep learning. Therefore, we utilize the MI technique to partition the variables automatically. After the standardization of X, the MI value I x i ,x j between x i and x j can be calculated according to section II-B.
where i = 1, 2, · · ·, m and j = 1, 2, · · ·, m. A sufficient quantity of samples is conducive to quantify the MI between variables. According to equation (12), a relatively large MI value would be obtained between two closely related variables, and two variables with a large MI value should be divided into the same schema. In this manner, the MI value between every two variables is calculated and given a certain control limit I xl which is an experience value, the j th variable should be divided in the same schema with the i th variable when I x i ,x j > I xl . Finally, the result of schema can be expressed as:
where X is the original dataset, X i (i = 1, 2, · · ·, k) belongs to the i th schema, k is the number of schemas, X i ∈ R n×m i , and m i is the number of variables of the i th schema.
B. FEATURE LEARNING OF MULTIPLE DBNS FOR EACH SCHEMA
For each schema X i ∈ R n×m i ⊆ [X 1 , X 2 , · · ·, X k ], k applicable DBN systems should be established to extract the abstract, compact, and high-order features from the variables of each schema. The variables of each schema are inputted into the visible layer of the corresponding DBN system by pre-training and fine-tuning. A proper DBN system is established for each schema based on the number of variables in each schema and numerous experiments. Considering the lack of strict rules for determining the structure of the deep learning model, the parameters of DBN are experience values determined through many experiments. The feature information of training set X = [X 1 , X 2 , · · · , X k ] should be collected as:
where F i ∈ R n×s i is the feature matrix of the i th schema, s i is the number of features of the i th schema, and i = [1, 2, · · ·, k] and F = [F 1 , F 2 , · · ·, F k ] are used to calculate the control limit in the next fault detection process.
C. FAULT DETECTION BASED ON THE INTEGRATED FEATURES
The schema of variables can be automatically divided according to equation (13) when a real time x ∈ R 1×m is collected from the industrial process, and it can be expressed as:
where x i ∈ R 1×m i , i = [1, 2, · · ·, k], and the feature information of each schema after the extraction of the corresponding DBN system can be expressed asčž
where
The SVDD technique is used to integrate the features extracted from multiple DBNs. At the offline phase, the feature matrix is extracted from the n training samples based on the established deep model. n radius values can be obtained by using SVDD based on the feature matrix. Based on the n radius values and the given confidence level, the KDE is employed to calculate the control limit R cl of the SVDD radius for the normal status. At online phase, a real-time data is measured from the process, the real-time data should be normalized, partitioned and feature extracted firstly. Then a real-time radius value R i can be calculated from the real-time features by utilizing the SVDD technique, and it is compared with the control limit. If R i > R cl the current working status is abnormal, otherwise, the current working status is normal.
D. THE PROPOSED METHODOLOGY M-DBN
The previous fault detection process can be divided into two steps, namely, offline modeling and online monitoring. The steps can be concluded as follows:
Offline Modeling: (1) Training set X ∈ R n×m is collected from the normal operating state of the industrial process and should be normalized.
(2) The MI technique is employed for the normalized set X. According to the MI value between every two variables, and given a certain I cl , the training set can be divided as X = [X 1 , X 2 , · · ·, X k ], and the schema results should be recorded.
(3) On the basis of X 1 , X 2 , · · ·, X k , k DBN systems can be established by utilizing the CD algorithm, BP algorithm, and the sum of square errors for reconstruction.
(4) High-order and abstract feature information can be obtained from the training data of each schema as F = [F 1 , F 2 , · · ·, F k ].
(5) Utilized the SVDD technique, F could be integrated as n radius values and a control limit R cl can be calculated by KDE based on a certain confidence level.
Online Monitoring: (1) Real-time data x ∈ R 1×m are obtained from the process.
(2) Based on the mean value and variance of the offline modeling, x is normalized and automatically divided as
(3) The feature information of each schema is obtained as f = [f 1 , f 2 , · · ·, f k ] by utilizing the corresponding DBN system.
(4) The real-time feature information of each schema f = [f 1 , f 2 , · · ·, f k ] can be translated into a real-time radius value R i by employing SVDD.
(5) On the basis of the numerical relationship between R i and R cl , the working state of the current process is determined in real time.
The monitoring process of M-DBN is presented in Fig. 3 .
IV. EXPERIMENT AND ANALYSIS
In this section, M-DBN is applied to a numerical process and the Tennessee Eastman (TE) process, the comparison of monitoring results for all faults with other widely used and state-of-the-art monitoring methods show the effectiveness and superiority of M-DBN. Moreover, the performance comparison of utilizing multiple DBNs and only one DBN shows that M-DBN can extract better quality features and shorten time on off-line modeling.
A. EXPERIMENTAL STUDY ON A NUMERICAL PROCESS
To verify the effectiveness of M-DBN, a complex numerical simulation that simulates the practical industrial process is established as equation (17), where (s 1 , s 2 , s 3 , s 4 , s 5 ) represent the data sources in the practical industrial process and they all follow a Gaussian distribution with a mean value of 0 and standard deviation of 0.1. (e 1 , e 2 , · · ·, e 12 ) represent the Gaussian noise of the industrial process, and they are with a mean value of 0 and standard deviation of 0.02. (x 1 , x 2 , · · ·, x 12 ) represent the measurement variables that can be obtained from the process. 
Based on the distribution information described above and (17) , given one sample to (s 1 , s 2 , s 3 , s 4 , s 5 ), and (e 1 , e 2 , · · · , e 12 ), a set of measurement variables can be collected. In this manner, 400 samples are produced and given to (s 1 , s 2 , s 3 , s 4 , s 5 ) and (e 1 , e 2 , · · ·, e 12 ), then the collected data matrix X n ∈ R 400×12 is collected and served as the normal training data set for building the DBN model. As for the introduction of faults, the two most typical types of faults in the practical process are introduced into the simulation: a step fault and a ramp fault. The production of fault samples is the same as that of the training sample. As for the step fault, from the 201 th to 400 th sample point, an amplitude of 0.4 is introduced to the source variable s 1 , then the fault sample X 1 n ∈ R 400×12 is produced, namely fault 1. As for the ramp fault, a ramp change of 0.01 is introduced to the source variable s 5 from the 201 th sample point, where i = 1,2,. . . 400.
Then the fault sample X 2 n ∈ R 400×12 is developed, namely fault 2.
Through calculating the MI value between each variable and x 1 , and set I cl as 0.45, the variables can be divided into two schemas, where schema 1 includes x 1 , x 2 , x 3 , x 4 , x 9 , x 10 , and schema 2 includes x 5 , x 6 , x 7 , x 8 , x 11 , x 12 . This coincides with the actual situation and the MI value between each variable and x 1 is shown in Fig. 4 . A 6-15-8-4 DBN system is established for each schema variables, and the number of iterations for the pre-training is set to 1,000, the number of iterations for fine-tuning is set to 40,000. Because there is no precise and accurate rule to determine the structure and the training times of the deep learning model, always the hyper-parameters (the number of hidden layers and number of cells in each hidden layer) are determined based on the experience and experiments, and the hyper-parameters with the best performance would be selected in the end [13] - [15] .
According to the researches such as [15] , [25] and [26] , the number of neurons in the first hidden layer would always be larger than that of in the visible layer, and then the number of the neurons will be reduced layer-by-layer, the condensed high-order features can be extracted finally. Several different structures such as, 6-10-5-3, 6-20-10-5-3, 6-20-15-8-4 (the number of visible cells-number of cells in the 1 st hidden layer -number of cells in the 2 nd hidden layer-. . . -number of cells in the code layer) and different training times such as, 30,000, 40,000, 50,000 and 60,000 are employed in this study. Finally, parameters with the relatively better moitoring performance are adopted. The parameters of deep learning used in this paper are determined through these comparative experiments and experience. On the basis of the monitoring process in Section III, the monitoring result of fault 1 is shown in Fig. 5 . The monitoring results of principal component analysis (PCA) method, kernel principal component analysis (KPCA), and SVDD are also shown in Fig. 5 for comparison.
With respect to the monitoring results of fault 1, part of the fault points cannot be detected by KPCA and SVDD after the step fault occurs, and the detection performance by the monitoring method PCA is slightly improved. For the monitoring result by M-DBN, monitoring performance is significantly enhanced, and nearly all of the fault points can be detected accurately. The false detection rate (FDR) under the normal condition and the fault detection rate (DR) under the abnormal condition of PCA, KPCA, SVDD, and M-DBN for faults 1 and 2 are listed in TABLE 1. Remarks: Given R cl is the control limit of the fault detection, FDR and DR could be calculated as:
where R i denotes the sample point under the normal circumstances, R j denotes the sample point under the abnormal circumstances, and n() denotes the number of samples that meet the conditions in parentheses. The bold font represents the best performance among all the methods.
To ensure that the running environment variables are the same, each DBN (DBN 1 and DBN 2) is run in parallel after partitioning at the same time, and the same is applied to two complete DBN systems. Under the same time of training iteration, the sums of the square errors for the reconstruction of each DBN (DBN 1 and DBN 2) and two complete DBN models are listed in Table 2 What's more, the computation complexity (time complexity and space complexity) is also listed in the TABLE 2. The time complexity of network can be calculated as follows: Herein, l represents the hidden layer and nh represents the number of hidden layer. M represents the number of the elements in the weight matrix that connect two adjacent layers, K l represents the number of neurons of the l th hidden layer. The space complexity of network can be calculated as:
What's more, the time complexity and space complexity of MI can be calculated as:
Herein, n is the number of variables that is to calculate the MI value. Hence, the average time complexity of M-DBN can be represented as:
The total space complexity of M-DBN can be represented as:
The contrastive results are listed in the TABLE 2 and the comparison performance of DBN1, DBN2 and DBN are shown in Fig. 6 , where the performance index of DBNm is (DBN1+DBN2)/2, which means the performance of multiple DBNs. It can be seen from the comparison that M-DBN can achieve higher training precision in a faster time, and it also can be proved from algorithmic perspective that the proposal has a lower time complexity and space complexity.
Remarks: (1) The running environment of our code can be described:
Central Processing Unit (CPU): Intel Xeon Sliver 4110 CPU @ 2. The DBN 1 and DBN 2 were be trained in parallel on CPU which is a quad-core processor.
(2)With the high quality of today's hardware, the consuming time of partition by MI is small enough to be ignored.
(3) The reconstruction error and training time of all DBN1, DBN2 and DBN are the average results of 15 training sessions.
(4) The cumulative percent variance (CPV) of PCA, and KPCA is set as 0.85.
B. EXPERIMENTAL STUDY ON TENNESSE EASTMAN PROCESS
The TE process is a simulation of a practical chemical process, was developed by Downs and Vogel [29] , [30] , which is a benchmark simulation process for process control, optimization, and monitoring, and many studies have used it to verify the effectiveness of the fault detection method. The entire process has 52 variables and 21 different types of fault. The simulation code for the open loop can be downloaded from http://web.mit.edu/braatzgroup/links.html. This study employs 33 variables (22 continuous process measurement variables and 11 manipulated variables, except for agitation because it is not manipulated) for detecting the 21 faults.
Based on the MI value between 33 variables, and set I cl as 0.18, the variables are divided into two schemata. The first schema contains x 2 , x 3 , x 7 , x 13 , x 16 , x 19 , x 20 , and other variables belong to the second schema. On the basis of the number of variables in each block, a 7-15-10-5 DBN model and a 26-50-30-15 model are established for the first and second schemas, respectively. Subsequently, three typical types of fault are enumerated to demonstrate the efficiency of M-DBN.
Fault 5 is the step change in the internal temperature of condenser cooling water, which also leads to a step change in the flow rate of condenser cooling water. The monitoring results of PCA, KPCA, SVDD, and M-DBN are shown in Fig. 7 . In terms of the monitoring performance, the detection effect of M-DBN is better than that of the other monitoring methods. Meanwhile, utilizing SVDD to detect the fault based on the feature of each DBN system is superior to the monitoring method that only utilizes SVDD, which indicates the superiority of M-DBN. Fault 19 is an unknown type of fault in the TE process. The monitoring results of PCA, KPCA, SVDD, and M-DBN are shown in Fig. 8 . PCA, KPCA, and SVDD can hardly detect this type of fault, but M-DBN can detect it.
All of the monitoring results (FDR/DR or DR) on 21 types of fault by M-DBN are listed in Table 3 . Moreover, the monitoring results on the most widely used MSPM and machine learning methods, namely, PCA, KPCA, SVDD, and only utilized one DBN (33-50-30-15) to perform fault detection which called DBN+SVDD, DBN T2 and DBN SPE in this study, are listed in Table 3 for comparison. Moreover, the monitoring results of the variants of DBN, AF-DBN [31] , LE-DBN [13] are also listed in the Table 3 , the results of AF-DBN and LE-DBN are extracted from the paper [31] and [13] . Respecting FDR, 0-0.05 is generally acceptable and satisfactory in practical application. Hence, under the acceptable FDR, the method with the higher DR should be considered to have the better monitoring performance. In TABLE 3, the bold font represents the best detection performance among all the methods, and the faults of 3, 9, and 15 do not require comparison due to the low DR of all state-of-theart monitoring methods. As for T 2 statistic and SPE statistic, it is generally considered that: there are some abnormal problems in the internal element of the process when T 2 detects the fault. There are some problems on the measured variables when SPE detects the fault, and usually the fault happens in the sensors [32] , which can explain the bad performance of the fault 1 monitored by KPCA. As shown in the result in TABLE 3, the proposed monitoring method, M-DBN, is efficient and superior, and the comparison between DBN+SVDD and M-DBN could verify the veracity of the proposal. TABLE 4 lists the sum of the square errors for reconstruction and the time consumed for the training of each DBN (DBN 1 and DBN 2) after partitioning and for only one DBN model under 1,000 times of pre-training and 40,000 times of fine-tuning. The bold font represents the best performance, and the average reconstruction error and average training time indicate the high quality and efficiency of M-DBN. From the comparison of computation complexity, the average time complexity of M-DBN is superior to that of using only one DBN. The total space complexity of M-DBN is larger than that of utilizing only one DBN, but this is acceptable for hardware, which could also demonstrate the efficiency of the proposal. What's more, the high efficiency and the high precision of M-DBN also can be shown in the Fig. 9 . 
V. CONCLUSION
In this study, a novel process monitoring method called M-DBN was proposed based on MI, DBN, KDE, and SVDD. MI automatically considers many relations between variables and divides the variables accurately. Therefore, the feature extracted by a specific DBN is comprehensive. Moreover, the strong, high-order feature information extracted by DBN enhances the monitoring performance. The feature information of each schema is integrated by SVDD and the monitoring control limit is determined by KDE. Finally, the monitoring performance is enhanced, and the fault can be detected timely and accurately.
This study provides a new monitoring concept that integrates the multi-schema statistical method and deep learning. This work can be extended by improving the data schema method and deep learning, which is the direction of our future study.
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