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Multi-Agent Deep Reinforcement Learning Based
Trajectory Planning for Multi-UAV Assisted Mobile
Edge Computing
Liang Wang, Kezhi Wang, Cunhua Pan, Wei Xu, Nauman Aslam and Lajos Hanzo, Fellow, IEEE
Abstract—An unmanned aerial vehicle (UAV)-aided mobile
edge computing (MEC) framework is proposed, where several
UAVs having different trajectories fly over the target area and
support the user equipments (UEs) on the ground. We aim to
jointly optimize the geographical fairness among all the UEs,
the fairness of each UAV’ UE-load and the overall energy
consumption of UEs. The above optimization problem includes
both integer and continues variables and it is challenging to solve.
To address the above problem, a multi-agent deep reinforcement
learning based trajectory control algorithm is proposed for
managing the trajectory of each UAV independently, where
the popular Multi-Agent Deep Deterministic Policy Gradient
(MADDPG) method is applied. Given the UAVs’ trajectories,
a low-complexity approach is introduced for optimizing the
offloading decisions of UEs. We show that our proposed solution
has considerable performance over other traditional algorithms,
both in terms of the fairness for serving UEs, fairness of UE-load
at each UAV and energy consumption for all the UEs.
Index Terms—Multi-Agent Deep Reinforcement Learning,
MADDPG, Mobile Edge Computing, UAV, Trajectory Control.
I. INTRODUCTION
A
S a benefit of their compelling features, unmanned aerial
vehicles (UAVs) are expected to play a vital role in
wireless communication systems. To elaborate a little further,
UAVs are capable of providing wireless connectivity even
without network infrastructure, or complement the conven-
tional base stations (BSs), whose coverage may suffer from
severe blockage due to tall buildings or by the damage
caused by natural disasters [1]. In order to support reliable
communication links, UAVs can promptly adjust their loca-
tions according to the dynamic communication environment.
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Furthermore, since UAVs can be deployed freely and flexibly
in three-dimensional (3D) space, direct line-of-sight (LoS)
communication with ground-UEs can be readily established,
which can potentially boost the throughput in practical sce-
narios [2]. As a benefit of the above appealing features,
in [3] and [4], both fixed-wing UAVs and rotary-wing UAVs
were considered as the relaying nodes, for providing seamless
connectivity. In [5], Wang et al. investigated a fixed-wing
UAV-to-UAV communication system, and they proposed a path
planning algorithm for minimizing the latency of information
transmission, under the constraints of accelerations, location
uncertainties and throughput. In [6], Cui et al. studied the
problem of maximizing the average data rate among UEs
in mobile-UAV-enabled networks both in orthogonal multiple
access (OMA) and non-orthogonal multiple access (NOMA)
modes. Furthermore, in agricultural applications, as well as in
weather monitoring and wildfire management, UAV can be uti-
lized as a mobile data collector [7]. As a future development,
in [8], the authors deployed the UAV as the mobile energy
transmitter (ET) in a wireless power transfer (WPT) system.
In order to fully exploit the potential of UAVs in wireless
communication systems, it is important to investigate their path
planning, hovering altitude and trajectory control [9], [10],
[11]. In [11], Wang et al. creatively proposed a joint UAV
altitude and power allocation optimization method, which
beneficially alleviated the inter-cell interference of each UAV
network. In [12], Al-Hourani et al. optimized the latitude of
UAVs in order to provide the maximum radio coverage area
on the ground. In [13], both static and mobile UAVs were
considered in device-to-device (D2D) networks. Additionally,
the UAV’s altitude was optimized for maximizing the system’s
sum-rate and coverage probability. To tackle the throughput
maximization problem of UAV-aided mobile relaying systems,
Zeng et al. [14] proposed an iterative algorithm to optimize
the UAV’s trajectory and power allocation. In the content
of multi-UAV enabled multiuser systems, Wu et al. [15]
maximized the minimum throughput over all ground users by
jointly optimizing the user scheduling, power control and UAV
trajectories. In order to meet the different quality-of-service
(QoS) requirement of users, Alzenad et al. [16] investigated
coverage-placement problem of UAV-BSs and proposed an
optimal placement algorithm for maximizing the number of
users supported.
In recent years, mobile edge computing (MEC) has been
shown to dramatically improve the user experience [17], [18].
By providing both computing and storage hardware at the
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network edges, namely at the BSs or access points (APs),
the resource-limited UEs have the option of offloading their
computation-intensive and latency-critical applications to the
MEC servers [19]. Due to the mobility of UAVs, recent years
have seen research progress on the integration of UAVs with
MEC [20], [21]. In [22], Motlagh et al., were amongst the
first who proposed UAV-enabled MEC, in which UEs can
significantly reduce the energy consumption via offloading. In
order to minimize the overall energy dissipation of UEs while
meeting their QoS requirement, Jeong et al. [23] proposed
an efficient successive convex approximation-based algorithm
for jointly optimizing the bit allocation and UAV’s trajectory.
Considering a multi-UAV system, Hua et al. [24] investigated
the multi-UAV scenario, and they optimized the UAVs’ trajec-
tories, transmit power and user scheduling.
Given the recent advances in machine learning [25], the
combination of deep neural networks (DNNs) [26] and rein-
forcement learning (RL) [27], i.e., deep reinforcement learning
(DRL) has become a hot research topic. In DRL, an agent is as-
sumed to interact with the environment for learning the optimal
policy with the aid of exploration. Compared to traditional RL,
DRL facilitates more accurate convergence and approximation
by exploiting the power of DNNs for estimating the associated
functions in RL [28]. The great potential of DRL in solving
complex control problems has also been demonstrated in [29],
[30], [31], [32], [33]. In [29], Mnih et al. introduced the
deep Q network (DQN) philosophy, which ignited the field of
DRL. For instance, Wang et al.[30] systematically investigated
the problem of distributed Q-learning aided heterogeneous
network association in the content of energy-efficient Internet
of things (IoT). In order to improve the training procedure,
DQN relies on a pair of techniques namely, experience replay
and target networks. For the sake of tackling the typical over-
estimation problem of RL, a double DQN (D-DQN) was
proposed by Van Hasselt et al. [31]. However, DQN may suffer
from the curse of high-dimensional action spaces and cannot
be readily applied to continuous domains. Thus, motivated by
this, Lillicrap et al. [32] proposed a deep deterministic policy
gradient (DDPG) technique based on the so-called actor-critic
architecture, which can be readily applied for a range of
challenging problems. A comprehensive survey of multi-agent
RL, have also been provided by Bu et al [33].
Against the above background, we conceive a multi-UAV
assisted MEC framework, where each UAV is controlled
by a dedicated agent. We aim for jointly maximizing the
geographical fairness1 among the UEs covered, the fairness of
UE-load of each UAV2, while minimizing the overall energy
consumption of UEs by optimizing each UAV’s trajectory
and offloading decisions. This is a complex problem which
includes both integer and continuous variables. Hence it is
challenging to address it by traditional algorithms, such as
convex optimization and dynamic programming. Therefore,
we conceive a multi-agent deep reinforcement learning based
solution, with the help of the popular Multi-Agent Deep
1The geographical fairness reflects the QoS level of UEs served by UAVs
from the initial time slot to the current time slot.
2The UE-load of UAV is defined in (18).
Deterministic Policy Gradient (MADDPG) [34] for solving
it. Given the UAVs’ trajectories, a low-complexity approach
is introduced for optimizing the offloading decisions of UEs.
Our simulation results will show that the proposed DRL
based algorithm outperforms the benchmark algorithms. We
summarize the difference between our work and the existing
literature in Table I.
The rest of the paper is organized as follows. In Section
II, we introduce the system model and the optimization
problem. In Section III, our multi-agent based DRL algorithm
is proposed. Our experimental results are shown in Section IV.
Finally, our conclusions are drawn in Section V.
The main notations used in this paper are summarized in
Table II.
II. SYSTEM MODEL
In this section, we describe the system model. As shown in
Fig. 1, we assume that there are N UEs randomly distributed
in a square-shaped area with side length lmax , and the set of
UEs is denoted as N , {n = 1, 2, ...N}. There are M UAVs
flying at a fixed altitude H over the target area to serve the
ground UEs, and the set of UAVs is denoted as M , {m =
1, 2, ...,M}. We also assume that UAVs can be deployed and
easily charged on the building roof when UAVs run out of
their energy. Assume that each UE has a computational task
to be executed at each time slot (TS) over T consecutive TSs,
T , {t = 1, 2, ...,T }. Each of the tasks can be executed either
by the UE or offloaded to one of the UAVs. We define a
new set m ∈ M ′ , {0, 1, ...,M} to denote the possible places
where the tasks can be executed, with m = 0 representing local
execution. Then, we define the offloading decision variable
zn,m,t as
zn,m,t = {0, 1},∀n ∈ N,m ∈ M
′, t ∈ T , (1)
where zn,m,t = 1,m , 0 means that UE n decides to offload
the task to UAV m in TS t, while zn,m,t = 1,m = 0 represents
that UE n carries out the task itself in TS t, and otherwise
zn,m,t = 0. Furthermore, we assume that each task can only
be executed at a single place. Thus, we have
M∑
m=0
zn,m,t = 1,∀n ∈ N, t ∈ T . (2)
Similarly to [35], in the TS t, we assume that UE n has a
computationally intensive task Sn,t to be executed, which is
defined as
Sn,t = {Dn,t , Fn,t }, ∀n ∈ N, t ∈ T , (3)
where Dn,t denotes the data volume to be processed, while
Fn,t describes the total number of the CPU cycles required for
executing this task. Both Dn,t and Fn,t can be characterized
as in [36].
Furthermore, in TS t, each of UAV flies in a direction
determined by the angle of αm,t ∈ [0, 2π), distance of
dm,t ∈ [0, d
max], and cannot go beyond the border of the
target area. We assume that the initial coordinates of UAV m
are set as [Xm,0,Ym,0,H]. Then, the coordinates of UAV m in
TS t can be calculated as [Xm,t,Ym,t,H], where Xm,t = Xm,0 +
3
TABLE I: Comparison between our work and the existing literature.
Reference
Single
UAV
Multi
UAV
Mobile edge
computing (incl.)
Path
planning
Offloading
decision
Reinforcement learning
(e.g., Q-learning)
Multi
agent learning DNN
[2] X X
[4] X X
[5] X X
[6] X X
[7] X X
[8] X X
[9] X X X
[10] X X X X
[11] X X
[13] X X
[14] X X
[15] X X
[16] X X
[20] X X X X
[21] X X X
[23] X X X
[24] X X
[30] X X
[34] X X X
Our work X X X X X X X
X
Z
Y
(Xm,0, Ym,0, H)
(Xm,t, Ym,t, H)
(xn, yn, 0) lmax
lmax
Fig. 1: Overall System Architecture
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TABLE II: List of main notations
Notation Description
n, N, N The index, number and the set of UEs
m, M, M The index, number and the set of UAVs
t, T, T The index, number and the set of TSs
zn,m, t Offloading decision of UE n
Sn, t Computation task of UE n in TS t
Dn, t Data volume of task Sn, t
Fn, t Overall CPU cycles required for task Sn, t
fn,m, t Computation capacity of UAV m allocated to UE n
TCn,m, t Execution time of UAV m to UE n in TS t
TTrn,m, t Transmission time of UE n to UAV m in TS t
Tmax Maximal time duration of each TS
αm, t, dm, t Flying angle and distance of UAV m in TS t
dmax Maximal flying distance of UAV in each TS
[Xm, t,Ym, t, H] Coordinates of UAV m in TS t
[xn, yn] Coordinates of UE n
Rn,m, t Horizontal distance between UAV m and UE n
Rm,m′, t Horizontal distance between UAV m and UAV m
′
Rmax Maximal horizontal coverage radius of UAV
rn,m, t Transmitting data rate of UE n to UAV m
ECn,m, t Energy consumption for task execution
ET rn,m, t Energy consumption for offloading
cm, t Relative UE-load of UAV m in TS t
f ut Fairness index of UE-load of each UAV in TS t
f et Fairness index of UEs in TS t
∑t
t′=1 dm,t′cos(αm,t′) and Ym,t = Ym,0 +
∑t
t′=1 dm,t′sin(αm,t′).
Thus, we have
0 ≤ Xm,t ≤ l
max, ∀m ∈ M, t ∈ T , (4)
and
0 ≤ Ym,t ≤ l
max, ∀m ∈ M, t ∈ T . (5)
Additionally, we denote the distance between UAV m and
UAV m′ in TS t as Rm,m′,t , which can be expressed as
Rm,m′,t =
√
(Xm,t − Xm′,t )2 + (Ym,t − Ym′,t )2. (6)
We assume that the UAVs should keep a minimal distance of
Ru for avoiding their collision in each TS. Then, we have
Rm,m′,t ≥ R
u, ∀m,m′ ∈ M,m , m′. (7)
The horizontal distance between UE n and UAV m in TS t
is calculated as
Rn,m,t =
√
(Xm,t − xn)2 + (Ym,t − yn)2,
∀n ∈ N,m ∈ M, t ∈ T ,
(8)
where [xn, yn] is assumed to be the coordinate of UE n. Note
that if UE n decides to offload a task to UAV m in TS t, it
must be in the coverage of UAV m. Then, we have
zn,m,t Rn,m,t ≤ R
max, ∀n ∈ N,m ∈ M, t ∈ T , (9)
where Rmax is the maximal horizontal coverage radius of the
UAVs.
Then, the offloading data rate can be expressed by
rn,m,t =Blog2
(
1 +
ρPn
H2 + R2n,m,t
)
,
∀n ∈ N,m ∈ M, t ∈ T ,
(10)
where B is the channel’s bandwidth, Pn is the transmission
power of UE n, ρ = g0G0/σ
2, G0 ≈ 2.2846, g0 is the channel’s
power gain at the reference distance of 1 m and σ2 is the noise
power [37]. Here we do not consider any particular modulation
and coding scheme.
Thus, if UE n decides for offloading its task to UAV m in
TS t, the time required for offloading the data is given by
TTrn,m,t =
Dn,t
rn,m,t
, ∀n ∈ N,m ∈ M, t ∈ T , (11)
and the execution time of the task can be expressed as
TCn,m,t =
Fn,t
fn,m,t
,∀n ∈ N,m ∈ M ′, t ∈ T , (12)
where fn,m,t represents the computational capability of UAV
m that can be allocated to UE n, and m = 0 indicates local
execution. Thus, the overall time required for executing the
task can be described as
Tn,m,t =
{
TCn,m,t, if local execution,
TTrn,m,t + T
C
n,m,t, if offloading.
(13)
We also assume that all tasks should be executed within the
maximal time duration Tmax of TS. Then, we have
zn,m,tTn,m,t ≤ T
max, ∀n ∈ N,m ∈ M ′, t ∈ T . (14)
According to [38], if the UE n decides to execute a task
locally, the energy consumption is given by
ECn,m,t = kn( fn,m,t )
vnTCn,m,t, ∀n ∈ N, t ∈ T , (15)
where kn ≥ 0, vn ≥ 1 are positive coefficients.
If UE n decides to offload a task, the energy consumption
of offloading is
ETrn,m,t = PnT
Tr
n,m,t, ∀n ∈ N,m ∈ M, t ∈ T . (16)
Thus, the energy consumption at UE n can be expressed as
En,m,t =
{
ECn,m,t, if local execution,
ETrn,m,t, if offloading.
(17)
Then, we define cm,t ∈ [0, 1] as the relative UE-load of UAV
m in TS t, as:
cm,t =
∑N
n=1 zn,m,t
N
, ∀m ∈ M, t ∈ T . (18)
In this paper, our first objective is to minimize the total
energy consumption of UEs via optimizing both the offloading
decisions and the UAVs’ trajectories. However, this may lead
to an unfair process since some UAVs may serve more UEs
than others. To address this issue, we define a fairness index
f ut as
f ut =
( ∑M
m=1
∑t
t′=1 cm,t′
)2
M
∑M
m=1
( ∑t
t′=1 cm,t′
)2 , (19)
where f ut reflects the level of fairness among the UAVs phys-
ically, if all the UAVs have a similar UE-load commencing
from the initial TS up to TS t, the value of f ut is closer to 1.
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Then, to avoid the situation that some UEs are served during
many TSs, while others are never served at all, we define
another geographical fairness f et as follows
f et =
( ∑N
n=1
∑t
t′=1 zn,m,t′
)2
N
∑N
n=1
( ∑t
t′=1 zn,m,t′
)2 , (20)
where f et reflects the level of fairness among the UEs, ex-
plicitly, if all UEs are served for a similar number of TSs
commencing from the initial TS to the TS t, the value of f et
is closer to 1.
Then, we formulate our optimization problem as follows
P1 : max
P ,Z
T∑
t=1
f ut · f
e
t∑N
n=1
∑M
m=0 zn,m,tEn,m,t
(21a)
subject to:
zn,m,t = {0, 1},∀n ∈ N,m ∈ M
′, t ∈ T , (21b)
M∑
m=0
zn,m,t = 1,∀n ∈ N, t ∈ T , (21c)
0 ≤ Xm,t ≤ l
max, ∀m ∈ M, t ∈ T , (21d)
0 ≤ Ym,t ≤ l
max, ∀m ∈ M, t ∈ T , (21e)
0 ≤ αm,t < 2π, ∀m ∈ M, t ∈ T , (21f)
0 ≤ dm,t ≤ d
max, ∀m ∈ M, t ∈ T , (21g)
Rm,m′,t ≥ R
u, ∀m,m′ ∈ M,m , m′, (21h)
zn,m,t Rn,m,t ≤ R
max, ∀n ∈ N,m ∈ M, t ∈ T , (21i)
zn,m,tTn,m,t ≤ T
max, ∀n ∈ N,m ∈ M ′, t ∈ T . (21j)
where P = {αm,t, dm,t,∀m ∈ M, t ∈ T } and Z = {zn,m,t ,∀n ∈
N,m ∈ M ′, t ∈ T }. Our objectives are to maximize the
fairness of UE-load of each UAV and the fairness of the
number of times that each UE is served by UAVs over all
the TSs, while minimizing the overall energy consumption
of UEs. It is readily observed that the optimization problem
cannot be solved by traditional approaches, since it involves
both the continuous variables P and the discrete variables Z.
Thus, in this paper, a Multi-Agent deep reinforcement learning
based Trajectory control algorithm (MAT) is proposed.
III. THE PROPOSED ALGORITHM
In this section, we present our proposed algorithm. First,
some background knowledge on deep reinforcement learning
is provided, followed by our MAT conceived for solving
Problem (21).
A. Background Knowledge
In the traditional reinforcement learning setup, a Markov
decision process (MDP) [39] is employed with the state space
of S = {st = s1, s2, ..., sT } and the action space of A =
{at = a1, a2, ..., aT }. In the MDP, a decision agent interacts
with the environment in discrete TSs. More specifically, the
decision agent observes the current state st of the environment
and takes the action at that is allowed in that state. As a
benefit, the agent will obtain a reward rt and traverses to a
new state st+1. In [32], a policy at = π(st ) is introduced that
maps the state to a legitimate action. During the process of
interacting with the environment, the agent aims for selecting
the beneficial policy that maximizes the accumulated reward
Rt =
∑T
i=t γ
i−tri , where γ ∈ (0, 1) is the discount factor and T
is the number of TSs. Additionally, as a beneficial combination
of DNN and RL, the philosophy of DQN [29] was proposed,
which uses an action-value function Q(·) for approximately
evaluating Rt by applying at , st and following π(·):
Q(st, at ) = Eπ
[
Rt |st, at
]
, (22)
which is known as the Q-function, and can be obtained by a
DNN. Then, the DNN can be trained with the aid of the loss
function L(·) defined as:
L(θQ) = E
[
yt −Q(st, at |θ
Q)2
]
, (23)
where θQ denotes the network parameter of the DNN and yt
is formulated by
yt = rt + γQ(st+1, at+1 |θ
Q). (24)
where at+1 denotes the action of the agent in the next TS,
which is generated by the DNN, given the state st+1.
Furthermore, in order to make the network more stable, a
pair of techniques, namely the experience replay and the target
network are utilized. The experience replay employs a buffer
for storing transitions for the sake of mitigating the corre-
lations between consecutive transitions and hence increasing
their independence. Compared to the original RL training
procedure, the DQN relies on a mini-batch for randomly
sampling the transitions from the experience replay buffer,
rather than only selecting a single transition. Furthermore, the
target network that has the same network structure as Q(st, at )
is employed for reducing the correlations. Note that the target
network is only updated at certain intervals.
However, it is proved in [32] that DQN cannot be directly
used for solving continuous-valued control problems. Thus,
the popular actor-critic method at DDPG of [32] is resorted
to. Specifically, DDPG consists of a DNN turned as actor and
a DQN referred to as the critic network. The actor carries
our the mapping function π(st |θ
π ) while the critic performs
the function Q(st, at |θ
Q). The actor can generate the optimal
action at based on the state st and it can be trained by applying
the policy gradient method of [40] defined as
∇θπ J ≈ E
[
∇θπ Q(s, a|θ
Q)|s=st ,a=π(st |θπ )
]
= E
[
∇aQ(s, a|θ
Q)|s=st ,a=π(st )∇πθ π(s |θ
π ) |s=st
]
,
(25)
while the critic network can be updated by using the loss
function of (23).
B. MAT
In this section, by applying the popular MADDPG [34], we
conceive a multi-agent MDP, namely an observable Markov
game [41]. It is assumed that there are M agents interact-
ing with the environment characterized by a set of states
S , {st, t ∈ T } and a set of actions A , {at, t ∈ T }.
The state st consists of the private observation om,t and some
other extra information known by each agent. Additionally,
each UAV is controlled by its dedicated agent. In each TS,
each agent obtains its private observation om,t and takes its
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own action am,t as well as receives a reward rm,t . Then,
the environment updates the state and traverses to a new
state. Note that each agent is equipped with an actor network
am,t = π
m(om,t ), a critic network Q
m(st, at ), their target
networks am,t+1 = π
m′(om,t+1) and Q
m′(st+1, at+1), as well as
an experience replay buffer Bm.
The proposed algorithm is based on the framework of
centralized training combined with decentralized execution.
During the training process, each agent sends its own private
observation om,t and action am,t to the environment, and then
the states st which consist of the observations of all the
agents and actions are sent back to each agent. Here, all the
agents can exchange their private information simultaneously
with each other, including coordinates. Furthermore, the critic
network of each agent is trained with the states and actions
that includes all the agents’ observations and actions. Then,
during the testing process, each agent can execute its action
by only receiving its own private observations om,t , which can
potentially maximize the accumulated rewards.
Thus, we define the observation, action and reward function
for each agent in TS t as follows:
1) Observation om,t : we first add the coordinates
[Xm,t,Ym,t ] of UAV m in TS t into the observation
of agent m. For avoiding collisions between each pair
of UAVs, we define the set of relative UAV distances
{Rm,m′,t, m
′ ∈ M,m′ , m} as part of the observation.
Additionally, for better exploration, we also add the set
of accumulated times of UEs served by UAVs and UE-
load of UAVs commencing from the initial TS up to TS
t, i.e., {
∑t
t′=1 zn,m,t′, ∀n ∈ N}, {
∑t
t′=1 cm,t′, ∀m ∈ M},
respectively into the observation set.
2) Action am,t : we define the UAV’s flying direction and
distance as the action am,t = {αm,t, dm,t } of the m-th
UAV in the t-th TS.
3) Reward Function rm,t : we define the reward function as:
rm,t =
f ut · f
e
t
1
N
∑N
n=1
∑M
m=0 zn,m,t · En,m,t
− pm, (26)
where pm is the penalty incurred if UAV m flies out of
the target area or UAV m is collided with another UAV
(i.e., the relative distance is under the defined limit).
Then, we define the entire state st , and action at as follows
1) State st : the state consists of the observations of all the
agents, which is expressed as st = {om,t, ∀m ∈ M}.
2) Action at : the action consists of the actions of all the
agents, which is at = {am,t, ∀m ∈ M}.
We show the structure of agent m in Fig. 2. During its
interaction with the environment 1©, each UAV (controlled
by agent) 2© selects the optimal action associated with its
actor network πm(·) 6©, and then obtains the Q value from
the critic network Qm(·) 8© as well as its target action and
target Q value from πm
′
7© and Qm
′
(·) 9© respectively. The
profile of observation, action and reward, which determine
the transition are defined as em,t , {st, at, rm,t, st+1} that are
stored in the experience replay buffer 4©. However, during the
training procedure, randomly sampling the mini-batch 5© may
have unpredictable effects, since some transitions associated
with poor attempts may lead to the termination of the training
procedure or may not converge. As a result, Schaul et al. [42]
pointed out that transitions having high Temporal Difference
(TD)-error often indicate successful attempts. The TD-error
δm of agent m can be defined as follows
δm =rm,t + γQ
m′(st+1, at+1 |θ
Qm
′
)
− Qm(st, at |θ
Qm ), ∀m ∈ M, t ∈ T .
(27)
Additionally, motivated by [42], we utilize a prioritized
experience replay scheme, in which the absolute TD-error
|δm,k | was used for evaluating the probability of the k-th
sampled transition in the mini-batch. Then, the probability of
sampling the k-th transition is expressed as
Pm,k =
(|δm,k | + ε)
β
∑K
k′=1(|δm,k | + ε)
β
, ∀m ∈ M, (28)
where K is the size of mini-batch, ε is a positive constant
value, and β is 0.6. Thus, the loss function 10© of the agent m
is defined as
L(θQ
m
) = E
[ 1
(K · Pm,k)µ
(δm)
2
]
, (29)
where µ is given as 0.4.
Then, the critic network 8© of agent m can be updated by
the loss function 10© provided in (29). Furthermore, the actor
network 6© of agent m can be trained by the policy gradient
11© defined as
∇θπm J =E
[
∇θπm π
m(om,t |θ
πm )
∇am, t Q
m(st, at )|θ
Qm
]
, ∀m ∈ M, t ∈ T .
(30)
Given the UAVs’ trajectories, we introduce a low-
complexity approach for optimizing the offloading decisions of
UEs. Here, we do not consider the constraint of the maximal
available computing resource in each UAV. This can be readily
extended to more practical scenarios, where each UAV can
only have a certain amount of the computing resources, with
the introduction of the matching algorithm. We will leave this
idea for our future work. For each UE in TS t, we select the
offloading decision based on the following expression
zn,m,t =



1, m = argmin
m′∈M′
{En,m′,t },
0, otherwise.
(31)
Specifically, after the movement of UAVs, each UE can select
the most suitable UAV for offloading, which consumes the
least energy. Otherwise, the UE may execute the task itself. If
UE n decides to offload a task to UAV m, the computational
capacity allocated to UE from the UAV is expressed as
fn,m,t =
Fn,t
Tmax − TTrn,m,t
. (32)
We provide the pseudo code of proposed procedure in Algo-
rithm 1. Specifically, we carry out the initialization between
Line 1 and 5 at the beginning, where each UAV initializes
its actor, critic and two target networks. Then, the training
procedure starts from Line 6, where each UAV first obtains
its observation from the environment 1©. Note that each UAV
is controlled by its dedicated agent 2©. Then, based on the
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Fig. 2: Structure of UAV m (i.e., controlled by Agent m)
achieved observation, each UAV selects the action am,t , which
is generated by its actor network 6©. In order to achieve a
better exploration, we add a noise parameter ǫ , which follows
a normal distribution with zero mean and a variance of 1. The
exploration noise decays with the rate of 0.9995. Then, the
UAV executes the action. Note that the UAV will stay at the
current location and obtains a penalty pm, if the next location
is obtained outside the target area or the UAV is collided with
other UAVs. Then, UE selects the UAV which consumes the
least energy according to (31). Next, we obtain the reward rm,t
and the next observation om,t+1. Then, each UAV stores the
transition 3© into its experience replay buffer Bm 4©. From
Line 28 to 34, when the learning procedure starts, the mini-
batch 5© with prioritized experience replay 12© scheme samples
K transitions from Bm. Furthermore, the critic network 8© is
updated by the loss function 10© provided in (29), and the actor
network 6© is also updated by the policy gradient 11© provided
in (30). After that, the pair of target networks are updated at
a rate of τ. Finally, we update the priorities of the K sampled
transitions.
IV. SIMULATION RESULTS
In this section, we rely on our simulations for evaluating
the performance of the proposed MAT algorithm. The sim-
ulations are conducted by using Python 3.7 and Tensorflow
1.15.0. We employ four fully-connected hidden layers having
[400,300, 200, 200] neurons in both the actor and critic net-
works. The actor network is trained at the learning rate of
3 × 10−5, while the critic network is trained at the learning
rate of 10−4. The AdamOptimizer [43] is used for updating
the actor and critic networks. We set the target region to be a
square-shaped area with side length of lmax = 100 m, where
50 UEs are randomly and uniformly distributed. We set the
initial coordinates of UAVs to [10, 10], [90, 90], [10, 90] and
[90, 10] m. Additionally, each UE generates a single task in
each TS. The rest of the parameters can be found in Table III.
Firstly, we depict the training curve of MAT in Fig. 3,
where 3 UAVs are deployed. Observe from Fig. 3 that the
accumulated reward achieved by MAT remains under 50 at
the beginning and starts increasing from the 1000-th episode.
After about 2000 training episodes, the curve reaches about
300 and then convergence is achieved.
Then, we increase the number of UAV to 4 and in Fig. 4,
we depict the accumulated reward achieved by MAT during
the training process. Similarly, the curve remains below 200
at the beginning and then increases after the 1000-th episode.
It finally saturates around 450. Observe that the accumulated
reward seen in Fig. 4 is higher than that in Fig. 3. This is
because deploying more UAVs can serve more UEs at the
same time, hence resulting in increased accumulated rewards.
After the training stage, both the model and the network
parameters are saved for testing. Next, we compare our algo-
rithm in the cases of 3 and 4 UAVs to the following benchmark
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Algorithm 1 MAT
1: for UAV m in M do
2: Initialize actor network πm(·), critic network Qm(·) with parameters θπ
m
and
θQ
m
;
3: Initialize target networks πm
′
(·) and Qm
′
(·) with parameters θπ
m′
= θπ
m
and θQ
m′
= θQ
m
;
4: Initialize experience replay buffer Bm ;
5: end for
6: for Episode = 1,2,...,emax do
7: for UAV m in M do
8: Initialize observation om, t ;
9: end for
10: for TS t in T do
11: Obtain st ;
12: for UAV m in M do
13: Obtain action am, t = π
m(om, t |θ
πm ) + ǫ ;
14: Execute am, t . Note that the UAV will stay at the current location if it
flies out of the target area or it is collided with another UAV;
15: end for
16: Obtain at ;
17: for UE n in N do
18: Obtain the available offloading decision zn,m, t that consumes the least
energy according to (31);
19: Calculate En,m, t ;
20: end for
21: for UAV m in M do
22: Obtain rm, t according to (26) ;
23: Obtain om, t+1 ;
24: end for
25: Obtain st+1 ;
26: for UAV m in M do
27: Store transition {st, at , rm, t , st+1 } into experience replay buffer Bm
with priority |δm | + ε;
28: if learning process starts then
29: Sample a mini-batch of K transitions from Bm with probability
Pm,k ;
30: Update critic network according to (29);
31: Update actor network according to (30);
32: Update target networks with updating rate τ:
θπ
m′
← τθπ
m
+ (1 − τ)θπ
m′
;
θQ
m′
← τθQ
m
+ (1 − τ)θQ
m′
;
33: Update priorities of K transitions;
34: end if
35: end for
36: end for
37: end for
TABLE III: Simulation parameters
Notation Description
N 50
T 20
lmax 100 m
Dn, t [10, 14] Kb
Fn, t [1800, 2000] cycles/bit
Tmax 1 s
dmax 20 m
Rmax 20 m
Ru 1 m
H 50 m
B 10 MHz
Pn 0.1 Watt
σ2 -90 dBm
kn 10
−28
vn 3
g0 1.42 × 10
−4
γ 0.95
K 256
τ 0.01
ε 0.001
Bm 10
5
emax 3000
pm 10
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Fig. 3: Accumulated reward versus training episodes (with 3
UAVs).
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Fig. 4: Accumulated reward versus training episodes (with 4
UAVs).
solutions:
• RANDOM: In this setup, each UAV randomly selects a
flying direction within αm,t ∈ [0, 2π), and a flying dis-
tance dm,t ∈ [0, d
max]. Note that the UAVs are restricted
to the target area.
• CIRCLE: We group all the UEs into a single cluster
according to the UEs’ coordinates and then all the UAVs
fly in a circle twice around the center of the cluster having
a radius of Rmax .
Note that the MAT, RANDOM, and CIRCLE benchmarks have
the same starting points for the UAVs and their offloading
decisions are described in Eq. (31).
We first depict the UAV trajectories in Fig. 5, where 3 UAVs
are deployed. In this figure, dots represent the location of UEs.
We apply a heat map to show the number of times that each UE
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is served by the UAV commencing from the initial TS to the
final TS. The darker the dots, the less amount of time that the
UE is spent by the UAV serving. Observe from this figure that
all the UAVs move around certain areas, since their coverage
range is limited and they have to move for the sake of serving
more UEs to increase the fairness index. Additionally, we can
see that each UAV covers the particular area in a cooperative
manner, so as to maximize the reward defined. For instance,
’UAV2’ moves to the lower right corner from its initial location
for serving more UEs, while ’UAV3’ moves to the upper right
corner to help users in this region.
Then, we increase the number of UAVs to 4 and depict the
trajectories in Fig. 6. Observe that more UAVs result in better
coverage. Again, the UAVs cooperate for serving more UEs
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Fig. 7: The performance of MAT, CIRCLE and RANDOM
versus different number of TSs, in terms of (a) fairness index
f et , (b) fairness index f
u
t and (c) overall energy consumption
of all the UEs (with 3 UAVs).
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Fig. 8: The performance of MAT, CIRCLE and RANDOM
versus different number of TSs, in terms of (a) fairness index
f et , (b) fairness index f
u
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of all the UEs (with 4 UAVs).
within the required number of TSs. Furthermore, compared to
the heat map shown in Fig. 5, 4 UAVs can serve each UE
more times than 3. More specially, 4 UAVs can increase the
minimum number of serving occurrences from about 2.5 TSs
in Fig. 5 to about 6 TSs in Fig. 6.
In Fig. 7, we show the fairness attained by 3 UAVs while
serving all UEs, the fairness of each UAV’s UE-load and the
overall energy consumption of all the UEs. Observe from
Fig. 7a that the average fairness f et among all the served
UEs achieved by the MAT, CIRCLE and RANDOM regimes
increases with the increase of the number of TSs, as expected.
Specifically, MAT increases from 0.53 to 0.85, while CIRCLE
increases from about 0.5 to 0.6. Finally, RANDOM remains
under 0.4.
Then, we show the fairness f ut of each UAV’s UE-load
achieved by the MAT, CIRCLE and RANDOM regimes in
Fig. 7b. Observe that both MAT and CIRCLE approach the
fairness of 1, because both solutions can control the UAVs to
serve a similar number of UEs. However, RANDOM can only
achieve a fairness of 0.75.
Next, in Fig. 7c, we analyse the energy consumed by
UEs. We can see that our proposed MAT achieves the best
performance, followed by CIRCLE and RANDOM. This is
because after training, MAT assists the UAVs in a cooperative
way serving the UEs. Hence, more UEs can offload their tasks
to UAVs, which results in reduced energy consumption for all
the UEs.
Next, in Fig. 8, we increase the number of UAVs to 4 and
evaluate the performance of three compared solutions. One can
see from Fig. 8a that the average fairness f et increases with the
increase of TSs, as expected. Our proposed MAT can achieve
the best performance, reaching at 0.9, whereas the RANDOM
performs the worst, which can only achieve about 0.5.
Then, in Fig. 8b, we draw the fairness of each UAV’s UE-
load f ut achieved by MAT, CIRCLE and RANDOM. One sees
that MAT outperforms CIRCLE and RANDOM, as expected.
CIRCLE performs worse than MAT but has much better
performance than RANDOM.
Additionally, we show the performance of energy consumed
by UEs in Fig. 8c. Similar with before, one can observe that
MAT can always achieve the best performance and help UEs
to save the energy consumption, while CIRCLE performs the
second, followed by RANDOM. This further proves that with
proper training, MAT can control the UAVs to provide better
service to UEs.
V. CONCLUSIONS
In this paper, we have proposed a multi-agent deep re-
inforcement learning based trajectory control algorithm for
jointly maximizing the fairness among all the UEs and the
fairness of UE-load of each UAV, as well as minimizing the
energy consumption of all the UEs by optimizing each UAV’
trajectory and offloading decision from all the UEs. Simulation
results show that the proposed MAT has the considerable
performance gain over the compared benchmark algorithms.
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