The assumption of separability is a simplifying and very popular assumption in the analysis of spatio-temporal or hypersurface data structures. It is often made in situations where the covariance structure cannot be easily estimated, for example because of a small sample size or because of computational storage problems. In this paper we propose a new and very simple test to validate this assumption. Our approach is based on a measure of separability which is zero in the case of separability and positive otherwise. The measure can be estimated without calculating the full non-separable covariance operator. We prove asymptotic normality of the corresponding statistic with a limiting variance, which can easily be estimated from the available data. As a consequence quantiles of the standard normal distribution can be used to obtain critical values and the new test of separability is very easy to implement. In particular, our approach does neither require projections on subspaces generated by the eigenfunctions of the covariance operator, nor resampling procedures to obtain critical values nor distributional assumptions as recently used by Aston et al. (2017) and Constantinou et al. (2017) to construct tests for separability. We investigate the finite sample performance by means of a simulation study and also provide a comparison with the currently available methodology. Finally, the new procedure is illustrated analyzing wind speed and temperature data.
Introduction
Data, which is functional and multidimensional is usually called surface data and arises in areas such as medical imaging [see Skup (2010) ; Worsley et al. (1996) ], spectrograms derived from audio signals or geolocalized data [see Bar-Hen et al. (2008) ; Rabiner and Schafer (1978) ]. In many of these ultra high-dimensional problems a completely nonparametric estimation of the covariance operator is not possible as the number of available observations is small compared to the dimension. A common approach to obtain reasonable estimates in this context are structural assumptions on the covariance of the underlying process, and in recent years the assumption of separability has become very popular, for example in the analysis of geostatistical space-time models [see Genton (2007) ; Gneiting et al. (2007) , among others]. Roughly speaking, this assumption allows to write the covariance c(s, t , s , t ) = E[X (s, t )X (s , t )] of a (real valued) space-time process {X (s, t )} (s,t )∈S×T as a product of the space and time covariance function, that is c(s, t , s , t ) = c 1 (s, s )c 2 (t , t ).
(1.1)
It was pointed out by many authors that the assumption of separability yields a substantial simplification of the estimation problem and thus reduces computational costs in the estimation of the covariance in high dimensional problems [see for example Huizenga et al. (2002) ; Rougier (2017) ]. Despite of its importance, there exist only a few tools to validate the assumption of separability for surface data.
Many authors developed tests for spatio-temporal data. For example, Fuentes (2006) proposed a test based on the spectral representation, and Lu and Zimmerman (2005) ; Mitchell et al. (2005 Mitchell et al. ( , 2006 investigated likelihood ratio tests under the assumption of a normal distribution. Recently, Constantinou et al. (2017) derived the joint distribution of the three statistics appearing in the likelihood ratio test and used this result to derive the asymptotic distribution of the (log) likelihood ratio. These authors also proposed alternative tests which are based on distances between an estimator of the covariance under the assumption of separability and an estimator which does not use this assumption. Aston et al. (2017) considered the problem of testing for separability in the context of hypersurface data. These authors pointed out that many available methods require the estimation of the full multidimensional covariance structure, which can become infeasible for high dimensional data. In order to address this issue they developed a bootstrap test for applications, where replicates from the underlying random process are available.
To avoid estimation and storage of the full covariance finite-dimensional projections of the difference between the covariance operator and a nonparametric separable approximation are proposed. In particular they suggest to project onto subspaces generated by the eigenfunctions of the covariance operator estimated under the assumption of separability. However, as pointed in the same references the choice of the number of eigenfunctions onto which one should project is not trivial and the test might be sensitive with respect to this choice.
In this paper we present an alternative and very simple test for the hypothesis of separability in hypersurface data. We consider a similar setup as in Aston et al. (2017) and proceed in two steps. First we derive an explicit expression for the minimal distance between the covariance operator and its approximation by a separable covariance operator, where the minimum is taken with respect to the second factor of the tensor product. It turns out that this minimum vanishes if and only if the covariance operator is separable. Secondly, we directly estimate the minimal distance (and not the covariance operator itself ) from the available data. As a consequence the calculation of the test statistic does neither use an estimate of the full non-separable covariance operator nor requires the specification of subspaces used for a projection. In the main result of this paper we derive the asymptotic distribution of the test statistic, which is normal (after appropriate standardization) under the null hypothesis and alternative. The limiting variance under the null hypothesis can easily be estimated and as consequence we obtain a very simple test for the hypothesis of separability, which only requires the quantiles of the normal distribution. Moreover, in contrast to the work of Aston et al. (2017) , the test proposed here does not require resampling and -from a theoretical perspective -the limiting theorems are valid under more general and easier to verify moment assumptions.
In Section 2 we review some basic terminology and minimize the distance between the covariance operator and separable covariance operators with respect to the second factor of the tensor product. This minimum distance could also be interpreted as a measure of deviation from separability (it is zero in the case of separability and positive otherwise). In Section 3 we propose an estimator of the minimum distance and prove asymptotic normality of a standardised version of this statistic. We also provide a simple estimate of the limiting variance under the null hypothesis and prove its consistency. Section 4 is devoted to an investigation of the finite sample properties of the new test and a comparison with two alternative tests for this problem, which have recently been proposed by Aston et al. (2017) and Constantinou et al. (2017) . In particular we demonstrate that -despite of its simplicity -the new procedure has very competitive properties compared to the currently available methodology. Finally, some technical details are deferred to the Appendix A.
Hilbert spaces and a measure of separability
We begin introducing some basic facts about Hilbert spaces, Hilbert-Schmidt operators and tensor products. For more details we refer to the monographs of Weidmann (1980) , Dunford and Schwartz (1988) or Gohberg et al. (1990) . Let H be a real separable Hilbert space with inner-product 〈·, ·〉 and norm · . The space of bounded linear operators on H is denoted by S ∞ (H ) with operator norm
A bounded linear operator T is said to be compact if it can be written as
where {e j : j ≥ 1} and { f j : j ≥ 1} are orthonormal sets of H , {s j (T ) : j ≥ 1} are the singular values of T and the series converges in the operator norm. We say that a compact operator T belongs to the Schatten class of order p ≥ 1 and write T ∈ S p (H ) if
The Schatten class of order p ≥ 1 is a Banach space with norm . p and with the property 
under the inner product 〈u ⊗ v, w ⊗ z〉 = 〈u, w〉〈v, z〉, for u, w ∈ H 1 and v, z ∈ H 2 . For C 1 ∈ S ∞ (H 1 ) and C 2 ∈ S ∞ (H 2 ), the tensor product C 1⊗ C 2 is defined as the unique linear operator on H 1 ⊗ H 2 satisfying 
Measuring separability
We consider random elements X in the Hilbert space H with E X 4 < ∞. (See Chapter 7 from Hsing and Eubank (2015) ) Then the covariance operator of X is defined as C :=
Under the assumption E X 4 < ∞ we have C ∈ S 2 (H ). We also assume C 2 = 0, which essentially means the random variable X is not degenerate. To test separability we consider the hypothesis
Our approach is based on a approximation of the operator C by a separable operator C 1⊗ C 2 with respect to the norm · 2 . Ideally, we are looking for
such that the hypothesis of separability in (2.1) can be rewritten in terms of the distance
D, that is
However, it turns out that it is difficult to express D explicitly in terms of the covariance operator C . For this reason we proceed in a slightly different way in two steps. First we fix C 1 and determine
that is we are minimizing C − C 1⊗ C 2 2 2 with respect to second factor C 2 of the tensor product. In particular we will show that the infimum is in fact a minimum and derive an explicit expression for D(C 1 ) and its minimizer. Next we shows that the resulting minimum, D(C 1 ) vanishes if and only if the hypothesis of separability holds.
For this purpose we have to introduce additional notation and have to prove several auxiliary results. The main statement is given in Theorem 2.1 (whose formulation also requires the new notation). First, consider the bounded linear operator T 1 :
for all C 1 ∈ S 2 (H 1 ). Similarly, let T 2 : S 2 (H ) × S 2 (H 2 ) → S 2 (H 1 ) be the bounded linear operator defined by
Proposition 2.1. The operators T 1 and T 2 are well-defined, bi-linear and continuous with
Proof. By Lemma A.1 in Appendix A the space
is a dense subset of S 2 (H 1 ⊗ H 2 ) (note that a similar result for the space S 1 (H 1 ⊗ H 2 ) has been established in Lemma 1.6 of the supplementary material in Aston et al. (2017) ). For all B ∈ S 2 (H 2 ), E ∈ D 0 and C 1 ∈ S 2 (H 1 ), we have
Using the fact that
(2.10) and the Cauchy Schwarz inequality it follows that
Therefore, for each C 1 ∈ S 2 (H 1 ), we can extend T 1 (.,C 1 ) continuously on S 2 (H ).
Furthermore as (2.7) holds for all C ∈ D 0 and the maps C → 〈B, T 1 (C ,C 1 )〉 S 2 (H 1 ) and C → 〈C ,C 1⊗ B 〉 H S are continuous for all B ∈ S 2 (H 2 ) and C 1 ∈ S 2 (H 1 ), we can conclude that (2.7) holds for all C ∈ S 2 (H ).
Corollary 2.1. For all C ∈ S 2 (H ), C 1 ∈ S 2 (H 1 ) and C 2 ∈ S 2 (H 2 ) we have
Proposition 2.2. For any C ∈ S 2 (H ) and C 1 ∈ S 2 (H 1 ), we have
Proof. Recall the definition of the set D 0 in (2.9) and let C = N n=1 A n⊗ B n ∈ D 0 , where A n ∈ S 2 (H 1 ), B n ∈ S 2 (H 2 ). We write
On the other hand,
Therefore, for all C 1 ∈ S 2 (H 1 ), the functions f , g :
are continuous and coincide on the dense subset D 0 of S 2 (H ). So f (C ) = g (C ) for all C ∈ S 2 (H ) and hence the result follows.
Theorem 2.1. For each C ∈ S 2 (H ) and C 1 ∈ S 2 (H 1 ) the distance
is minimized at
(2.14)
Moreover, for C 1 ∈ S 2 (H 1 ) the minimum distance in (2.13) is given by
In particular D(C 1 ) is zero if and only if C
Proof. We write
For the last term we obtain from (2.14)
which is zero by (2.7) and Proposition 2.2. Therefore for all C 2 ∈ S 2 (H 2 ) we have
which proves the first assertion of Theorem 2.1.
For a proof of the representation (2.15) we substitute the operator C 2 defined in (2.14)
for C 2 in the expression of D(C 1 ,C 2 ) and obtain
Then the second assertion follows from Proposition 2.2.
Now assume that C = C 1⊗ C 2 for some C 2 ∈ S(H 2 ), then (2.5) implies
and therefore
C 2 by Corollary 2.1.
Hilbert-Schmidt integral operators
An important case for applications consists is the set
sets. If the covariance operator C of the random variable X is a Hilbert-Schmidt operator it follows from Theorem 6.11 in Weidmann (1980) that there exists a kernel c ∈
almost everywhere on S × T . Moreover the kernel is given by the covariance kernel of
, and the space H can be identified with the tensor product of
Similarly, if C 1 and C 2 are Hilbert-Schmidt operators on L 2 (S, R) and L 2 (T, R) respec-
almost everywhere on S and T , respectively. The following result shows that in this case the operators T 1 and T 2 defined by (2.5) and (2.6), respectively, are also Hilbert-Schmidt (or equivalently integral) operators.
Proposition 2.3. If C and C 1 are integral operators with kernels c ∈ L
is a an integral operator with kernel given by
An analog result is true for the operator T 2 .
Proof. By Lemma A.2 in Appendix A for a given > 0 there exists an integral operator C with kernel c such that
where C = N n=1 A n⊗ B n , and A n and B n are finite rank operators with continuous kernels a n and b n . Note that N n=1 a n b n is the kernel of the operator C . Let K be the integral operator with the kernel defined in (2.16) and K be the integral operator with kernel
By (2.12) the first term is bounded by C 1 2 C − C 1 2 < /2. To handle the second term note that for any f ∈ H 2 ,
Therefore, the second term in (2.17) is zero. If |S| and |T | denote the Lebesgue measure of the set S and T , respectively, the third term can be written as
which is bounded by c 1 2 |S| 2 |T | /2. Since the choice of > 0 is arbitrary, this proves the assertion of Proposition 2.3.
Using the explicit formula for T 1 described in Proposition 2.3 the minimum distance can be expressed in terms of the corresponding kernels of the operators, that is
Estimation and asymptotic properties
We estimate the minimum distance given in (2.15) by plugging in estimators for C and C 1 based on a sample X 1 , X 2 , . . . , X N . The covariance operator C is estimated by
For the estimation of the operator C 1 we first note that it is sufficient to estimate C 1 up to a multiplicative constant, due to the self-normalizing form of the second term of the minimum distance D(C 1 ). Let ∆ be any fixed element of S 2 (H 2 ), note that under the null hypothesis of separability H 0 : C = C 1 ⊗C 2 we have T 2 (C , ∆) = 〈C 2 , ∆〉 S 2 (H 2 ) C 1 , and for this choice the minimum distance in (2.15) is given by
Therefore, we propose to estimate (a multiple of) the operator C 1 by
and obtain the test statistiĉ
(3.4)
Weak convergence
The main result of this section provides the asymptotic properties of the statisticD N . Proof. Observing (3.2) and (3.4) we write 
respectively. Therefore, we first investigate the weak convergence of the vector N (G N − G). For this purpose we note that for A and B in S 2 (H ), the identity 
Using the linearity of T 1 andT 2 we further write
and obtain the representation
where the last equations define the functions F 1 and F 2 in an obvious manner. Note that
is composition of continuous functions and hence continuous. By Proposition 5 in Dauxois et al. (1982) the random variable N ( C N − C ) converges in distribution to a centered Gaussian random element G with variance
in S 2 (H ) with respect to Hilbert-Schmidt topology. Therefore, using continuous mapping arguments we have
and consequently
We write
which can be further simplified as
(3.7)
By Proposition 2.1 T 2 (G , ∆) is a Gaussian Process in S 2 (H 2 ). This fact along with Lemma
A.3 in Appendix A imply that F 2 (G ,C ) is a normal distributed random vector with mean zero and covariance matrix, say Σ. By (3.5),
where the function f : R 3 → R is defined by f (x, y, z) = x − y/z. Therefore, using the delta method and the fact that
as C 2 = 0, we finally obtain
T denotes the gradient of the function f .
Remark 3.1. A sufficient condition for Theorem 3.1 to hold is E X 4 2 < ∞. This is weaker than Condition 2.1 in Aston et al. (2017) , as indicated in Remark 2.2 (1) of their paper.
These authors used this assumption to prove weak convergence under the trace-norm topology, which is required to establish Theorem 2.3 in Aston et al. (2017) . In contrast the proof of Theorem 3.1 here only requires weak convergence under the Hilbert-Schmidt topology, which defines a weaker topology.
The following result specializes Theorem 3.1 to the null hypothesis of separability, where a simple expression for the asymptotic variance is available. as N → ∞, where the asymptotic variance is given by
and the operator Γ is defined in (3.6).
Proof. Under the null hypothesis of separability, we have
and as a consequence we obtain
Therefore, the convergence to a zero mean normal distribution follows from Theorem 3.1. To calculate the asymptotic variance, note that under the null hypothesis of separability the second coordinate of F 2 (G ,C ) in (3.7) can be simplified using Proposition 2.1 and (3.10) as follows,
The elements in the covariance matrix Σ = (Σ i j ) of F 2 (G ,C ) are therefore given by
Using this the asymptotic variance ν
can be simplified by a straightforward but tedious calculation to
, which proves our assertion.
Let u 1−α denote the (1 − α) quantile of the standard normal distribution and letν 2 N be a consistent estimate of the limiting variance (3.9). Then it follows from Theorem 3.1 and Corollary 3.1 that the test which rejects the null hypothesis of separability, whenever
is an asymptotic level α test. The following result shows that this test is also consistent. Proof. By the third part of Theorem 2.1 we can write
As in the proof of Theorem 2.1, the last quantity can be shown to be equal to C − T 2 (C , ∆)⊗T 1 (C , T 2 (C , ∆)) 2 2 . Note that T 2 (C , ∆) ∈ S 2 (H 1 ) and T 1 (C , T 2 (C , ∆)) ∈ S 2 (H 2 ), therefore D 0 is positive if H 0 is not true. Hence the result follows from Theorem 3.1.
Hilbert-Schmidt integral operators
In the remaining part of this section we concentrate on the case, where X is a random
, where S and T are bounded intervals. In this particular scenario, we choose ∆ to be an integral operator generated by a kernel ψ(t , t ). With this choice, using the explicit formula for the operator T 1 described in Proposition 2.3 the minimum distance can be expressed in terms of the corresponding kernels, that is
wherec 1 denote the kernel corresponding to the operator T 2 (C , ∆), that is
In this case the estimator C N defined in (3.1) is induced by the kernel
and the estimator C 1N = T 2 ( C N , ∆) defined in (3.3) is induced by the kernel By Proposition 5 of Dauxois et al. (1982) if E X 8 2 < ∞ the 4-th order kernel k defined in (3.14) can be consistently estimated bŷ
i.e.,k N converges in probability to k as an element of L 2 (S × T ) 4 , R . A consistent estimator of the limiting covariance kernel γ is obtained by replacing k and c byk N andĉ N , respectively in (3.13), i.e.,
Indeed a consistent estimator of the variance in (3.9) is given bŷ (3.16) where Γ N is the operator induced byγ N by right integration. Aston et al. (2017) ; M3: the test of Constantinou et al. (2017) .
The data are generated from model (4.1), where the case β = 0 corresponds to the null hypothesis of separability. Remark 3.2. Although the proposed estimator is based on the norm of the complete covariance kernel c, numerically we do not need to store the complete covariance kernel.
For example, we obtain for the first term of the statisticD N the representation
All other terms of the estimator in (3.4) and the variance estimator (3.16) can be represented similarly using simple matrix operations on the data matrix without storing the full or marginal covariance kernels. Aston et al. (2017) ; M3: the test of Constantinou et al. (2017) . 
Finite Sample Properties
In this section we study the finite sample properties of the test for the hypothesis of separability defined by (3.11) by means of a small simulation study. We also compare the new test with the tests proposed by Aston et al. (2017) and Constantinou et al. (2017) and illustrate potential applications with a data example. For this purpose we have implemented the new method proposed in this paper as well as the bootstrap test described in Aston et al. (2017) and the weighted χ 2 test based on the test statistic T F as described in Theorem 3 of Constantinou et al. (2017) . The new test (3.11) depends on the choice of the operator ∆ and we demonstrate in a simulation study that the test is not very sensitive with respect to this choice. For this purpose we consider four integral operators with the following kernels
The test due to Aston et al. (2017) requires specification of eigen-subspace I , which was taken to be {(1, 1)} as in their simulation studies and p-values were obtained by empirical non-studentized bootstrap. We used the R package "covsep" (Tavakoli (2016) ) to implement their method. For the tests proposed by Constantinou et al. (2017) we choose the procedure based on the statistic T F as in a simulation study it turned out to be the most powerful procedure among the four methods proposed in this paper. The test requires the specifications of the number of spatial and temporal principle components, which were both taken to be 2.
Simulation Studies
The data were generated from a zero mean Gaussian process with two different covariance kernels. The first is the spatio-temporal covariance kernel As a second example we consider covariance structure
, which was introduced by Cressie and Huang (1999) . Aston et al. (2017) and the test (3.11) proposed in this paper. On the other hand we do not observe substantial differences between the test proposed in this paper and the bootstrap test suggested by Aston et al. (2017) . In particular the test (3.11) seems to be very robust with respect to different choices for the kernel ψ. The constant kernel ψ 1 yields slightly less power, but computationally it is a little faster than the other choices. 
Application to Real Data

Irish Wind Data
We finally apply the new method to the Irish wind data of Haslett and Raftery (1989) .
The data is available at http://lib.stat.cmu.edu/datasets/wind.data and consists of daily average wind-speed at 12 meteorological stations in Ireland during the period 1961-1978. The locations of the stations can be found in Table 3 of Gneiting (2002) .
We treat the data as functional observations X n (s, t ), for each month n, with N = 216. A plot of the data for January 1961 is presented in Figure 1 . The data has a seasonal component. We deseasonalize the data by subtracting the monthly mean from each curve as in Constantinou et al. (2017) . The new test (3.11) is applied to the deseasonalized data with four choices of kernels as mentioned in Section 4.1. The p-values are presented in Table 3 . This suggests departure from separability, which agrees with the findings of both Gneiting (2002) and Constantinou et al. (2017) . located at different provinces covering 6 coastal and 9 inland areas of Spain. As before we treat them as functional data X n (s, t ), for each month n with N = 360. The temperature of January 1971 is presented in Figure 2 . As indicated by Cuesta-Albertos and Febrero-Bande (2010), the data from inland and coastal region behave quite differently, the coastal area being more stable. This is also evident from Figure 3 , showing temperature curve for these two regions separately.
The data is deseasonalized before analysis by subtracting the monthly means from each curve. The new test (3.11) is then applied to both the whole data and to the data restricted to the two regions with four choices of kernel as before. All the tests yield p-values very close to 0 (< 0.001). This indicates a strong non-separability in the data.
Note that Cuesta-Albertos and Febrero-Bande (2010) also found strong space-time interaction, even after considering the effect of the regions. Therefore the violation of separability assumption is expected in this scenario.
where Finally, as C N ,M is indeed a finite sum of tensor products of finite rank integral operators, we have the desired result.
We conclude this section with a simple result about Gaussian processes on a Hilbert space. For this purpose recall that a random element G on a real separable Hilbert space H is said to be Gaussian with mean µ ∈ H and covariance operator Γ : H → H if for all x ∈ H , the random variable 〈G , x〉 has a normal distribution with mean 〈µ, x〉 and variance 〈Γx, x〉. (See Section 1.3 of Lifshits (2012) Proof. We will show for any T ∈ S 2 (H 1 ⊗ H 2 ), the random variable 〈T, A⊗G 〉 has a normal distribution. By Lemma A.1 and continuity of inner-product it is enough to show the result for T ∈ D 0 . Therefore let T = which is sum of normal random variables and hence normal.
A.2 Proof of Lemma 3.1:
Proof. Without loss of generality we assume E(X ) = µ = 0. To obtain the kernel γ, we need to calculate the limit of N Cov (ĉ N (s 1 , t 1 , s 2 , t 2 ),ĉ N (s 3 , t 3 , s 4 , t 4 )) .
To this end we write E(ĉ N (s 1 , t 1 , s 2 , t 2 )ĉ N (s 3 , t 3 , s 4 , t 4 )) = 1 N 2 E((H X (s 1 , t 1 )) T (H X (s 2 , t 2 ))(H X (s 3 , t 3 )) T (H X (s 4 , t 4 ))) with X (s, t ) = (X 1 (s, t ), X 2 (s, t ), · · · , X N (s, t )) T and H = I − and taking the limit of the last expression as N → ∞, gives the desired result.
