Asymptotic distribution of nodal intersections for arithmetic random waves by Rossi, Maurizia & Wigman, Igor
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
King’s Research Portal 
 
DOI:
10.1088/1361-6544/aaced4
Document Version
Peer reviewed version
Link to publication record in King's Research Portal
Citation for published version (APA):
Rossi, M., & Wigman, I. (2018). Asymptotic distribution of nodal intersections for arithmetic random waves.
NONLINEARITY, 31(10). https://doi.org/10.1088/1361-6544/aaced4
Citing this paper
Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may
differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version for pagination,
volume/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are
again advised to check the publisher's website for any subsequent corrections.
General rights
Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.
•Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
•You may not further distribute the material or use it for any profit-making activity or commercial gain
•You may freely distribute the URL identifying the publication in the Research Portal
Take down policy
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to
the work immediately and investigate your claim.
Download date: 05. Apr. 2019
ASYMPTOTIC DISTRIBUTION OF NODAL INTERSECTIONS FOR
ARITHMETIC RANDOM WAVES
MAURIZIA ROSSI AND IGOR WIGMAN
Abstract. We study the nodal intersections number of random Gaussian toral Laplace
eigenfunctions (“arithmetic random waves”) against a fixed smooth reference curve. The
expected intersection number is proportional to the the square root of the eigenvalue
times the length of curve, independent of its geometry. The asymptotic behaviour of the
variance was addressed by Rudnick-Wigman; they found a precise asymptotic law for
“generic” curves with nowhere vanishing curvature, depending on both its geometry and
the angular distribution of lattice points lying on circles corresponding to the Laplace
eigenvalue. They also discovered that there exist peculiar “static” curves, with variance of
smaller order of magnitude, though did not prescribe what the true asymptotic behaviour
is in this case.
In this paper we study the finer aspects of the limit distribution of the nodal intersec-
tions number. For “generic” curves we prove the Central Limit Theorem (at least, for
“most” of the energies). For the aforementioned static curves we establish a non-Gaussian
limit theorem for the distribution of nodal intersections, and on the way find the true
asymptotic behaviour of their fluctuations, under the well-separatedness assumption on
the corresponding lattice points, satisfied by most of the eigenvalues.
Keywords and Phrases: Arithmetic random waves, nodal intersections,
limit theorems, lattice points.
AMS Classification: 60G60, 60B10, 60D05, 35P20, 58J50
1. Introduction and main results
1.1. Toral nodal intersections. Let T = R2/Z2 be the two-dimensional standard torus
and ∆ the Laplacian on T. It is well-known that the eigenvalues of −∆ (“energy levels”)
are all the number of the form En = 4pi
2n where n is an integer expressible as a sum of
two squares
n ∈ S := {a2 + b2 : a, b ∈ Z}.
Given a number n ∈ S we denote
Λn = {λ = (λ1, λ2) ∈ Z2 : ‖λ‖2 := λ21 + λ22 = n}
to be the collection of lattice points lying on the radius-
√
n centred circle in R2, and
Nn = |Λn| to be their number; the eigenspace of −∆ corresponding to En then admits
the orthonormal basis {
eλ(x) := e
i2pi〈λ,x〉}
λ∈Λn ,
x = (x1, x2) ∈ T. Equivalently, we may express every (complex-valued) function Tn
satisfying
∆Tn + EnTn = 0
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as a linear combination
(1.1) Tn(x) :=
1√Nn
∑
λ∈Λn
aλeλ(x)
(the meaning of the normalizing constant on the r.h.s. of (1.1) will clear in §1.2); Tn is
real-valued if and only if for every λ ∈ Λn we have
(1.2) a−λ = aλ.
From now on, we assume Tn in (1.1) to be real-valued. The nodal line of Tn is the zero set
T−1n (0); under some generic assumptions T
−1
n (0) is a smooth curve. Given a fixed reference
curve C ⊂ T one is interested in the number ZC(Tn) of nodal intersection, i.e. the number
of intersections of T−1n (0) with C; one expects that for n sufficiently big ZC(Tn) is finite,
and it is believed that their number should be commensurable with
√
n. That it is indeed
so was verified by Bourgain and Rudnick [BR12] for C with nowhere vanishing curvature;
they showed that in this case
(1.3) n1/2−o(1)  ZC(Tn)
√
n,
and got rid [BR15] of the o(1) in the exponent of the lower bound for “most” n.
1.2. Nodal intersections for arithmetic random waves. We endow the linear space
(1.1) with a Gaussian probability measure by taking the coefficients aλ in (1.1) random
variables. Namely, we assume that the aλ are standard complex-Gaussian i.i.d. save to
(1.2), all defined on the same probability space; equivalently, Tn is a real-valued centered
Gaussian field on T with covariance function
(1.4) rn(x, y) := E[Tn(x) · Tn(y)] = 1Nn
∑
λ∈Λn
cos(2pi〈λ, x− y〉).
The random fields Tn are the “arithmetic random waves” [ORW08, KKW13, MPRW16];
by (1.4) above, Tn are unit variance and stationary, and by the standard abuse of notation
we may denote
rn(x− y) := rn(x, y).
Given a smooth (finite) length-L curve C ⊂ T2 we define Zn = ZC(Tn) to be the
number of nodal intersections of Tn against C; it is a (a.s. finite [RW16]) random variable
whose distribution is the primary focus of this paper. Rudnick and Wigman [RW16] have
computed its expected number to be
(1.5) E[Zn] =
√
En
pi
√
2
L
independent of the geometry of C, and also studied the asymptotic behaviour of the
variance of Zn for large values of n; in order to be able to exhibit their results we require
some number theoretic preliminaries. First, denote Nn = |Λn| to be the number of lattice
points lying on the radius-
√
n circle. While on one hand, along n ∈ S the number Nn
grows [Lan08] on average as cRL ·
√
log n with cRL > 0 the Ramanujan-Landau constant,
on the other hand Nn is subject to large and erratic fluctuations; for example for the
(thin) sequence of primes p ≡ 1 mod 4 the corresponding Np = 8 does not grow at all.
From this point on we will assume that
Nn →∞
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(also holding for a density-1 sequence {n} ⊂ S); it is also easy to derive [MV07, p. 130]
the bound
(1.6) Nn = O(no(1)).
We will also need to consider the angular distribution of Λn; to this end we define the
probability measures
(1.7) µn :=
1
Nn
∑
λ∈Λn
δλ/√n,
n ∈ S, on the unit circle S1 ⊂ R2. It is well-known that for a density-1 subsequence
{nj} ⊂ S the corresponding lattice points Λnj are asymptotically equidistributed in the
sense that the corresponding measures are weak-∗ convergent to the uniform measure on
S1, usually denoted
(1.8) µnj ⇒
dθ
2pi
.
To the other extreme, there exists [Cil93] a (thin) sequence {nj} ⊂ S with angles all
concentrated around ±1,±i
(1.9) µnj ⇒ τ0 :=
1
4
(δ±1 + δ±i)
(thinking of S1 ⊂ C), and the other partial weak-∗ limits of {µn}n∈S were partially clas-
sified [KKW13, KW17] (“attainable measures”). The measure τ0 (“Cilleruelo measure”)
together with its rotation by pi
4
(“tilted Cilleruelo”) are the two uniques measures sup-
ported on 4 points only, that are invariant w.r.t. rotation by pi
2
; both τ0 and its
pi
4
-tilt are
weak-∗ partial limits of {µn}n∈S.
Back to the variance of Zn, let
γ = (γ1, γ2) : [0, L]→ T
be the arc-length parametrization of C. Rudnick and Wigman [RW16, Theorem 1.1] found
that1
(1.10) Var(Zn) = (4BC(Λn)− L2) · nNn +O
(
n
N 3/2n
)
,
where
BC(Λn) :=
∫ L
0
∫ L
0
1
Nn
∑
λ∈Λn
〈
λ
|λ| , γ˙(t1)
〉2
·
〈
λ
|λ| , γ˙(t2)
〉2
dt1dt2
=
∫ L
0
∫ L
0
∫
S1
〈θ, γ˙(t1)〉2 · 〈θ, γ˙(t2)〉2 dµn(θ)dt1dt2.
(1.11)
The leading term
4BC(Λn)− L2
fluctuates [RW16, §7] in the interval [0, L2] depending on both the angular distribution of
the lattice points Λn and the geometry of C. One may also define BC(µ) for any probability
measure µ on S1, invariant w.r.t. rotation by pi
2
, with µ in place of µn on the r.h.s. of
(1.11).
1Initially under another technical assumption, subsequently lifted in [RWY16].
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In general, BC(µ) depends both on the geometry of γ, and µ. One might invert the
integration order in (1.11) to write
(1.12) BC(µ) =
∫
S1
E(γ; θ)2dµ,
where
E(γ; θ) =
∫
C
〈θ, γ˙(t)〉2 dt,
is the “L2-energy of γ along direction θ”, satisfying
(1.13) E(γ; θ) + E(γ; θ⊥) = L
for θ⊥ the rotation of θ by pi
2
. Hence, under the constraint (1.13), for every θ ∈ S1 we
have
(1.14)
L2
2
≤ E(γ; θ)2 + E(γ; θ⊥)2 ≤ L2.
Upon substituting (1.14) into (1.12), and using the pi
2
-invariance of µ, we may deduce that
L2
4
≤ BC(µ) ≤ L
2
2
,
so that the leading term in (1.10) satisfies
(1.15) 0 ≤ 4BC(µ)− L2 ≤ L2.
In order for the variance (1.10) to observe an asymptotic law we need to split S into
sequences {nj} ⊂ S with corresponding Λnj admitting limit angular law. That is, µnj ⇒ µ
for some µ probability measure on S1; in this case
BC(Λnj) = BC(µnj)→ BC(µ),
so that if BC(µ) > L2/4, in this case (1.10) is
Var(Znj) ∼ (4BC(µ)− L2)
nj
Nnj
.
Rudnick and Wigman [RW16] observed that there exist “special” curves (see Definition
1 in §1.3) for which
BC(µ) ≡ L
2
4
for all µ probability measures on S1 invariant w.r.t. rotation by pi
2
so that the leading
term vanishes irrespective of the limit measure (though, given C the equality
BC(µ) =
L2
4
might still hold for some µ without holding identically, very restrictive in terms of µ); for
these (1.10) gives no clue as of what is the true behaviour of Var(Zn) other than that it
is of lower order of magnitude than the “typical” n/Nn.
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1.3. Statement of main results: limiting laws for Zn. Our two principal results
below concern the limit laws for Zn. Theorem 1.1 asserts the Central Limit Theorem
for Zn, under the “generic” scenario, where the leading terms of the variance in (1.10)
are bounded away from zero (cf. §1.4 for more details on how generic this situation
is). Indeed, if we assume that the lattice points Λn are equidistributed (i.e. the generic
assumption (1.8) on the energy levels), then the assumptions of Theorem 1.1 hold for
generic curves [RW16, Corollary 7.2], also see the discussion in §1.4 below. Theorem 1.3
investigates the peculiar alternative situation (the slightly more restrictive aforementioned
“static” curves) with a non-Gaussian limit law, and among other things determines the
true (lower order) asymptotic law of the variance (1.10) in the latter case.
Conventions. The notation →d means convergence in distribution of random variables,
=d denotes equality in law between two random variables or random fields, and N (m,σ2)
is the Gaussian distribution with mean m and variance σ2. Throughout this manuscript
we will assume that C ⊂ T is a given (fixed) curve of length L, and γ : [0, L] → T an
arc-length parametrization of C.
First we formulate the Central Limit Theorem holding under “generic” assumptions.
Theorem 1.1. Let C ⊂ T be a smooth curve on the torus with nowhere zero curvature of
total length L, and {n} ⊂ S such that Nn → +∞, and {4BC(µn)− L2} is bounded away
from zero. Then the limiting distribution of the nodal intersections number is Gaussian,
i.e.
Zn − E[Zn]√
Var(Zn)
d→Z,
where Z ∼ N (0, 1).
Next investigate the (non-generic) situation when the variance is of lower order. In
order to formulate Theorem 1.3 we will have to restrict C to be static (Definition 1), and
the sequence {n} ⊂ S to be δ-separated (Definition 2).
Definition 1 (Static curves). A smooth curve C ⊂ T with nowhere zero curvature is called
static if for every probability measure µ on S1
(1.16) 4BC(µ)− L2 = 0.
For example, any semi-circle or circle are static [RW16, §7.2]. In Appendix G we
show that any smooth curve with nowhere vanishing curvature and invariant under some
nontrivial rotation of finite order, is static. We thank D. Panov for pointing this out.
Definition 2 (δ-separated sequences). Let δ > 0. A sequence {n} ⊂ S of energy levels
is δ-separated if
(1.17) min
λ 6=λ′∈Λn
‖λ− λ′‖  n1/4+δ.
Bourgain and Rudnick [BR11, Lemma 5] showed that “most” n satisfy the δ-separatedness
property for every 0 < δ < 1
4
. In fact they have a strong quantitative estimate on the num-
ber of the exceptions; a precise estimate on these was established more recently [GW17].
Now we introduce some more notation.
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Notation 1.2. (1) For t ∈ [0, L] set
f(t) := γ˙1(t)
2 − 1
L
∫ L
0
γ˙1(u)
2 du = −γ˙2(t)2 + 1
L
∫ L
0
γ˙2(u)
2 du,
g(t) := γ˙1(t)γ˙2(t)− 1
L
∫ L
0
γ˙1(u)γ˙2(u) du.
(1.18)
(2) For a probability measure µ on S1 define
(1.19) AC(µ) :=
∫
S1
∫
S1
(∫ L
0
〈θ, γ˙(t)〉2 · 〈θ′, γ˙(t)〉2 dt
)2
dµ(θ)dµ(θ′).
(3) Also define the random variable
(1.20) M(µ) := 1√
16AC(µ)− L2
(
a1(µ)(Z
2
1 − 1) + a2(µ)(Z22 − 1) + a3(µ)Z1Z2
)
,
with Z1, Z2 i.i.d. standard Gaussian random variables and
a1(µ) := 2(1 + µ̂(4))
∫ L
0
f(t)2 dt, a2(µ) := 2(1− µ̂(4))
∫ L
0
f(t)2 dt,
a3(µ) := 4
√
1− µ̂(4)2
∫ L
0
f(t)g(t) dt,
(1.21)
where
µ̂(4) :=
∫
S1
z−4 dµ(z)
is the 4th Fourier coefficient of µ; µ̂(4) is the first nontrivial Fourier coefficient,
as µ̂(0) = 1, and, by the pi
2
-invariance of µ, we have µ̂(k) = 0 unless k is divisible
by 4.
Alternatively we can define the quantities in (1.18) in the following way. For every
t ∈ [0, L] let φ(t) ∈ [0, 2pi] be the argument of γ˙(t), where γ˙(t) is viewed as a (unit
modulus) complex number, i.e.
(1.22) γ˙(t) =: eiφ(t),
then
f(t) = cos2 φ(t)− 1
L
∫ L
0
cos2 φ(u) du = − sin2 φ(t) + 1
L
∫ L
0
sin2 φ(u) du,
g(t) = cosφ(t) sinφ(t)− 1
L
∫ L
0
cosφ(u) sinφ(u) du.
We are now in a position to formulate our second principal theorem.
Theorem 1.3. Let C ⊂ T be a static curve of length L, and {n} ⊂ S a δ-separated
sequence of energies such that Nn → +∞.
(1) The variance of Zn is asymptotic to
(1.23) Var(Zn) = n
4N 2n
(
16AC(µn)− L2
) · (1 + o(1)),
with the leading term 16AC(µn) − L2 bounded away from zero under the sole as-
sumption that C is static.
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(2) There exists a coupling of the random variables Zn andM(µn) (defined in (1.20)),
such that
E
[∣∣∣∣∣Zn − E[Zn]√Var(Zn) −M(µn)
∣∣∣∣∣
]
→ 0,
and
Zn − E[Zn]√
Var(Zn)
−M(µn)→ 0, a.s.
The second part of Theorem 1.3 establishes that the distribution law of the normalised
intersections number
Zn − E[Zn]√
Var(Zn)
is asymptotic to that ofM(µn), both in L1-sense and a.s. The quantity AC(µn) (and also
16AC(µn) − L2) depend on both the geometry of C and µn in a nontrivial way. In the
particular case of C a full circle, and µn ⇒ dθ/2pi, Theorem 1.3 yields the following via a
routine computation:
Example 1.4. Let C ⊂ T be a full circle of total length L, let {n} ⊂ S be a δ-separated se-
quence such that Nn → +∞ and µn ⇒ dθ2pi , then for the variance of the nodal intersections
number we have
Var (Zn) ∼ L
2
32
· nN 2n
,
and the limiting distribution is
(1.24)
Zn − E[Zn]√
Var(Zn)
d→ 1− Z
2
1 + Z
2
2
2
,
where Z1, Z2 are i.i.d. standard Gaussian random variables. Note that the r.h.s. of (1.24)
is bounded above by 1; to our best knowledge the l.h.s. of (1.24) might be bigger than 1,
so, in light of the above, bounded above by 1 with high probability as n→∞.
1.4. Discussion. Given a length-L toral curve C and its arc-length parametrization
γ : [0, L]→ T
we may [RW16, §7.3] associate a complex number I(γ) ∈ C in the following way. Let us
keep in mind (1.22): for every t ∈ [0, L] let φ(t) ∈ [0, 2pi] be the argument of γ˙(t), where
γ˙(t) is viewed as a (unit modulus) complex number, i.e. γ˙(t) = eiφ(t), we then set
I(γ) :=
L∫
0
e2iφ(t)dt.
[RW16, Corollary 7.2] asserts that:
(1) The curve C is static if and only if I(γ) = 0.
(2) If I(γ) 6= 0 and <(I(γ)) = 0 (resp. =(I(γ)) = 0), then for all µ measures on S1
invariant w.r.t. rotation by pi
2
and complex conjugation, 4BC(µ) − L2 = 0 if and
only if µ = τ0 is the Cilleruelo measure on the r.h.s. of (1.9) (resp. 4BC(µ)−L2 = 0
if and only if µ is the pi
4
-tilt of τ0 on the r.h.s. of (1.9)).
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It follows from above that if both the imaginary and real parts
(1.25) =(I(γ)),<(I(γ)) 6= 0
of I(γ) do not vanish, then [RW16, Corollary 7.2] show that 4BC(µ)−L2 is bounded away
from zero for all probability measures µ on S1 invariant w.r.t. rotation by pi
2
and complex
conjugation. Hence in this case (1.25), the assumptions of Theorem 1.1 are satisfied for
the full sequence n ∈ S of energy levels (still assuming Nn → +∞). The condition (1.25)
is a generic condition on C, understood, for example, in the sense of prevalence, see2
e.g. [OY05, §6] (in particular Example 3.6) and references therein. Hence the scenario
described by Theorem 1.1 is “generic”: it holds for both “generic” curves for all energy
levels, and also the non-generic curves with I(γ) ∈ R, iR either real or purely imaginary,
for generic energy levels. Note that the condition 1.25 is not invariant under rotations of
γ, so neither is the distribution of Zn, nor its variance.
The two only cases not covered by theorems 1.1 and 1.3 are then:
(1) We have <(I(γ)) = 0, =(I(γ)) 6= 0 and the lattice points corresponding to the
subsequence {n} ⊆ S converge to
µn ⇒ 1
4
(δ±1 + δ±i)
the Cilleruelo measure.
(2) We have <(I(γ)) 6= 0, =(I(γ)) = 0 and the lattice points corresponding to the
subsequence {n} ⊆ S converge to
µn ⇒ 1
4
δpi/4 ? (δ±1 + δ±i)
the tilted Cilleruelo measure, i.e. Cilleruelo measure rotated by pi
4
.
In order to analyse either of the scenarios (1) and (2) one needs to understand which of
the terms
n
Nn · (4BC − L
2)
(leading term of the 2nd chaotic projection, see (4.6)) or nN 2n (the order of magnitude of
the next term) is dominant by order of magnitude, knowing that in either case (1) or (2),
leading coefficient 4BC − L2 vanishes asymptotically, at least under the δ-separatedness
assumption. Equivalently, whether 4BC − L2 vanishes more rapidly than 1Nn ; this would
most certainly involve the rate of convergence of µn, and it is plausible that one can
construct sequences {n} observing both kinds of behaviour.
Towards the end of the introduction we would like to discuss the possibility of extending
the presented results to higher dimensional tori (that is, the distribution of the nodal
intersections number of higher dimensional arithmetic random waves against a smooth
curve). In this case the associated lattice points problems are significantly more delicate,
and we are not aware of precise asymptotic results concerning the variance, let alone the
more subtle question of the limit law, with only a few partial results published [RWY16,
Ma17], for non-vanishing curvature curves and straight segments respectively. Finally
we use this opportunity to point out the recent work [CNNV17] on the universality of
various statistics related to the nodal intersections number (such as its mean and higher
moments) w.r.t. the law of random coefficients aλ in (1.1).
2We wish to thank Michael Benedicks for pointing out [OY05] to us.
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2. Outline of the paper
2.1. On the proof of the main results. The proofs of theorems 1.1 and 1.3 are based
on the chaotic expansion for the nodal intersections number (see §2.2 and Appendix A).
We first consider a unit speed parametrization of the curve γ : [0, L]→ C, and set
(2.1) fn : [0, L]→ R; t 7→ Tn(γ(t)).
The map fn in (2.1) defines a (non-stationary) centered Gaussian process on [0, L] with
covariance function
(2.2) rn(t1, t2) := Cov(fn(t1), fn(t2)) =
1
Nn
∑
λ∈Λn
cos(2pi〈λ, γ(t1)−γ(t2)〉), t1, t2 ∈ [0, L],
see (1.4). The number Zn of nodal intersections of Tn against C equals to the number of
zero crossings of fn in the interval [0, L], and we can formally write
(2.3) Zn =
∫ L
0
δ0(fn(t))|f ′n(t)| dt,
where δ0 is the Dirac delta function.
The random variable Zn in (2.3) admits the Wiener-ˆIto chaotic expansion (see §2.2 and
Appendix A) of the form
(2.4) Zn =
∑
q=0
Zn[2q],
where the above series converges in the space L2(P) of random variables with finite vari-
ance. In particular, the random variables Zn[2q], Zn[2q′] are orthogonal (uncorrelated)
for q 6= q′, and Zn[0] = E[Zn].
Evaluating the second chaotic projection Zn[2] yields that, under the assumptions in
Theorem 1.1, the variance of the total number Zn of nodal intersections is asymptotic to
the variance of Zn[2], both being asymptotic to (1.10). The latter and the orthogonality
of the Wiener chaoses imply that the distribution of Zn[2] dominates the series on the
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r.h.s. of (2.4), and a Central Limit Theorem result for Zn[2] allows to infer the statement
of Theorem 1.1.
Assume now that the curve C is static (Definition 1). The leading term in (1.10)
vanishes, and we are left only with an upper bound for the variance of Zn. To obtain its
precise asymptotics we need to inspect the proof of the approximate Kac-Rice formula
[RW16, Proposition 1.3], and obtain one extra term in the Taylor expansion of the two-
point correlation function (see (5.1) in §5). The main difficulty is how to control “off-
diagonal” terms coming from the fourth moment of the covariance function rn in (1.4),
and specifically the quantity
(2.5)
1
N 2n
∑
λ1,λ2,λ3,λ4∈Λn
λ1+λ2+λ3+λ4 6=0
1
‖λ1 + λ2 + λ3 + λ4‖ ,
required to be evaluated in order to control the fourth moment of rn. We will use some
properties of the δ-separated sequences of energy levels (Definition 2) to show that the
expression in (2.5) is o(1) (see Lemma 5.2), and then prove (1.23).
It turns out that the leading term in the chaotic expansion (2.4) is no longer the
projection onto the second chaos, but the projection Zn[4] onto the fourth chaos. A
precise analysis of the latter allows to get its asymptotic (non-Gaussian) distribution in
(1.20), thus concluding the proof of Theorem 1.3 by a standard application of [Dud02,
Theorem 11.7.1].
2.2. Chaos expansion. In this section we compute the chaotic expansion (2.4) for the
nodal intersections number Zn. The reader can refer to Appendix A, where the discussion
is focussed on our particular situation, or [NP12], for a complete discussion on Wiener-ˆIto
chaos expansions. Recall the definition (2.1) of the random process fn and the formal
expression (2.3). Note that for every t ∈ [0, L]
f ′n(t) = 〈∇Tn(γ(t)), γ˙(t)〉,
where ∇Tn denotes the gradient of Tn and γ˙ the first derivative of γ. We have [RW16,
Lemma 1.1] that
(2.6) Var(f ′n(t)) = 2pi
2n =: α.
We can then rewrite (2.3) as
(2.7) Zn =
√
2pi2n
∫ L
0
δ0(fn(t))|f˜ ′n(t)| dt,
where
f˜ ′n(t) :=
f ′n(t)√
2pi2n
, t ∈ [0, L].
As fn is a unit variance process, differentiating the equality r(t, t) ≡ 1 yields that for
every t ∈ [0, L], fn(t) and f ′n(t) are independent (see e.g. [RW16, Lemma 2.2]), and so are
fn(t) and f˜
′
n(t). Heuristically, in order to find the chaotic expansion for Zn in (2.7) we
first compute the chaotic decompositions3 for δ0(Z) and |W |, where (Z,W ) is a standard
Gaussian random vector. Since both the Dirac mass at 0 and the absolute value are even
3Note that the chaotic decomposition of δ0(Z) is just a formal expansion
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functions, in these expansions only terms corresponding to even order Wiener chaoses
appear:
(2.8) δ0(Z) =
+∞∑
q=0
b2qH2q(Z), |W | =
+∞∑
`=0
a2`H2`(W ),
where {Hk, k = 0, 1, . . . } denotes the Hermite polynomials (see [Sze75, §5.5] and Appendix
A) and the coefficients b2k, a2k, k = 0, 1, 2, . . . are given by (see e.g. [KL97]):
(2.9) b2q :=
1
(2q)!
√
2pi
H2q(0), q ≥ 0,
and
(2.10) a2` :=
√
2
pi
(−1)`+1
2``!(2`− 1) , ` ≥ 0.
In order to obtain the (formal) chaotic expansion of δ0(Z)|W |, the random variables Z
and W being independent, it suffices to “multiply” the two series in (2.8): the 2q-th
chaotic component is given by the sum of all terms of the form b2ma2nH2m(Z)H2n(W ) for
m + n = q (see the so-called product formula [NP12, Theorem 2.7.10]). To obtain the
chaotic expansion for Zn in (2.7), on heuristic level, we replace (Z,W ) by (fn(t), f˜ ′n(t))
and then integrate over t ∈ [0, L] the (formal) series expansion for δ0(fn(t))|f˜ ′n(t)|.
To be more precise, from [KL97, Lemma 2] we have the chaotic expansion (2.4) for the
nodal intersection number (2.7)
(2.11) Zn =
+∞∑
q=0
Zn[2q] =
√
2pi2n
+∞∑
q=0
q∑
`=0
b2q−2`a2`
∫ L
0
H2q−2`(fn(t))H2`(f˜ ′n(t)) dt;
in particular from (2.11) we have for q ≥ 0
(2.12) Zn[2q] =
√
2pi2n
q∑
`=0
b2q−2`a2`
∫ L
0
H2q−2`(fn(t))H2`(f˜ ′n(t)) dt.
2.3. Plan of the paper. In §3 we will state a few key propositions instrumental in
proving theorems 1.1 and 1.3, in particular, concerning Zn[2] in (2.12) for “generic” curves
(for Theorem 1.1), and Zn[4], and also the “approximate Kac-Rice formula” (5.1) for static
curves (for Theorem 1.3). In §4 we will then investigate the second chaotic component for
“generic” curves, whereas in §6 the fourth one in the case of static curves. The proof of
the approximate Kac-Rice formula for the variance of the number of nodal intersections
against static curves will be given in §5.
In the Appendix we will collect some background and several technical results (con-
cerning chaotic components, approximate Kac-Rice formula and bounds for certain sum-
mations over lattice points such as (2.5)) and, in particular, in §G a family of static curves
will be constructed.
3. Proofs of the main results
The zeroth term in the chaos expansion (2.11) of Zn is the orthogonal projection of
Zn onto the zeroth Wiener chaos (i.e., onto R), hence it coincides with the mean of the
random variable itself, consistently with the following lemma (cf. (1.5)).
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Lemma 3.1. For every n ∈ S,
(3.1) Zn[0] =
√
En
pi
√
2
L.
Proof. From (2.9), (2.10) and (2.12) we have, for q = 0,
Zn[0] =
√
2pi2n b0 a0 L =
√
2pi2n
1√
2pi
√
2
pi
L =
√
2nL =
√
En
pi
√
2
L.

3.1. Proof of Theorem 1.1. To prove Theorem 1.1, we first need to study the asymp-
totic variance of the second chaotic component Zn[2]. It turns our that, under the scenario
covered by Theorem 1.1, the second chaotic component Zn[2] dominates the distribution
of Zn (a by-product of Proposition 3.2 below and the orthogonality of the Wiener chaos
spaces), and the convergence in distribution of Zn[2] to Gaussian (Proposition 3.3) will
allow us to deduce the same for Zn.
Proposition 3.2. Let C ⊂ T be a smooth curve on the torus with nowhere zero curvature,
of total length L, and {n} ⊂ S such that Nn → +∞, and {4BC(µn)−L2} is bounded away
from zero. Then
Var(Zn) ∼ Var(Zn[2]),
i.e. the variance of Zn[2] is asymptotic to the variance (1.10) of the nodal intersections
Zn.
In light of Proposition 3.2 to be proven in §4, we are to study the asymptotic distribution
of the second chaotic component.
Proposition 3.3. Let C ⊂ T be a smooth curve on the torus with nowhere zero curvature,
of total length L, and {n} ⊂ S such that Nn → +∞, and {4BC(µn)−L2} is bounded away
from zero. Then
Zn[2]√
Var(Zn[2])
d→Z,
where Z ∼ N (0, 1).
Proposition 3.3 will be proven in §4. We are in a position to prove our first main result.
Proof of Theorem 1.1 assuming propositions 3.2 and 3.3. By (2.11) we write
Zn − E[Zn]√
Var(Zn)
=
+∞∑
q=1
Zn[2q]√
Var(Zn)
.
Thanks to Proposition 3.2 and the orthogonality of Wiener chaoses we have, as Nn →∞,
Zn − E[Zn]√
Var(Zn)
=
Zn[2]√
Var(Zn[2])
+ oP(1),
where oP(1) denotes a sequence of random variables converging to zero in probability.
In particular, the distribution of the normalized total number of nodal intersections is
asymptotic to the distribution of Zn[2]√
Var(Zn[2])
. The latter and Proposition 3.3 imply the
statement of Theorem 1.1.

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3.2. Proof of Theorem 1.3. It turns our that, under the scenario covered by Theorem
1.3, the 4th chaotic component Zn[4] dominates the distribution of Zn (a by-product
of propositions 3.4 and 3.5 below, and the orthogonality of the Wiener chaos spaces).
The distribution law of Zn is then asymptotic to the one of Zn[4] in Proposition 3.6.
Though in this scenario, the 2nd chaotic component Zn[2] does not vanish precisely, it
does not contribute to the asymptotic law of Zn (also follows from Proposition 3.4).
Unlike propositions 3.2-3.3, to prove the more delicate propositions 3.4-3.5 we will invoke
both the assumptions on C and {n}, i.e. C is static and {n} is δ-separated. Our first
proposition asserts the variance part (1.23) of Theorem 1.3, to be proven in §5.
Proposition 3.4. Let C ⊂ T be a static curve of length L, and {n} ⊂ S be a δ-separated
sequence such that Nn → +∞. Then
(3.2) Var(Zn) = n
4N 2n
(
16AC(µn)− L2
)
(1 + o(1)),
where AC(µn) is given in (1.19) with µ = µn. Moreover, the leading term 16AC(µn)− L2
in (3.2) is bounded away from zero.
Next we assert that, under the assumptions of Theorem 1.3, the fourth term in the
chaotic series (2.11) dominates.
Proposition 3.5. Let C ⊂ T be a static curve of length L, and {n} ⊂ S a δ-separated
sequence such that Nn → +∞. Then
(3.3) Var(Zn[2]) = o
(
n
N 2n
)
,
and
(3.4) Var(Zn[4]) ∼ n
4N 2n
(
16AC(µn)− L2
)
.
The above implies that it suffices to study the asymptotic distribution of the fourth
chaotic projection.
Proposition 3.6. Let C ⊂ T be a static curve of length L, and {n} ⊂ S a δ-separated
sequence such that Nn → +∞, and µn ⇒ µ. Then
(3.5)
Zn[4]√
Var(Zn[4])
d→M(µ),
where M(µ) is given by (1.20).
Proof of Theorem 1.3 assuming propositions 3.4-3.6. By (2.11) we write
Zn − E[Zn]√
Var(Zn)
=
+∞∑
q=1
Zn[2q]√
Var(Zn)
.
Thanks to Proposition 3.4, Proposition 3.5 and the orthogonality of Wiener chaoses we
have, as Nn →∞,
Zn − E[Zn]√
Var(Zn)
=
Zn[4]√
Var(Zn[4])
+ oP(1),
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where oP(1) denotes convergence to zero in probability. In particular, the distribution of
the normalized total number of nodal intersections is asymptotic to the one of
Zn[4]√
Var(Zn[4])
.
Therefore (3.5) also holds with Zn in place of Zn[4]. In particular, this implies
d
(
Zn − E[Zn]√
Var(Zn)
,M(µn)
)
→ 0,
where d is any metric which metrizes convergence in distribution of random variables,
or the Kolmogorov distance (see e.g. [NP12, §C]), since M(µ) in (1.20) has abso-
lutely continuous distribution for arbitrary probability measure µ. Theorem 1.3 is then
a direct consequence of [Dud02, Theorem 11.7.1] and of the fact that the sequence{
(Zn − E[Zn]) /
√
Var(Zn)
}
is bounded in L2(P).

4. Proofs of Proposition 3.2 and Proposition 3.3
In this section we investigate the asymptotic behaviour of the second chaotic component
Zn[2] of Zn. Our starting point is the decomposition of Zn[2] into “diagonal” and “off-
diagonal” terms: we define the diagonal term
Zan[2] :=
√
2pi2n
2pi
1
Nn 2
∑
λ∈Λ+n
(|aλ|2 − 1)
(
2
∫ L
0
〈
λ
|λ| , γ˙(t)
〉2
dt− L
)
,(4.1)
where if
√
n is not an integer Λ+n := {λ ∈ Λn : λ2 > 0}, otherwise
Λ+n := {λ ∈ Λn : λ2 > 0} ∪ {(
√
n, 0)}.
The off-diagonal term is
Zbn[2] :=
√
2pi2n
2pi
1
Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
(
2
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
− 1
)
ei2pi〈λ−λ
′,γ(t)〉 dt.(4.2)
Recall that, by construction, Zn[2], Z
a
n[2] and Z
b
n[2] are all mean zero, so their variances
are equal to their respective second moments.
Lemma 4.1. For every n ∈ S we have
(4.3) Zn[2] = Zan[2] + Zbn[2].
The proof of Lemma 4.1 will be given in Appendix B. We are now in a position to give
a proof for Proposition 3.2; first it is useful to recall the following identity:
Lemma 4.2 ([RW08, Lemma 2.3]). For every z ∈ R2 we have the following equality:
(4.4)
1
Nn
∑
λ∈Λn
〈
z,
λ
|λ|
〉
=
1
2
|z|2.
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Proof of Proposition 3.2 assuming Lemma 4.1. Lemma 4.1 yields
(4.5) Var(Zn[2]) = Var(Zan[2]) + Var(Zbn[2]) + 2Cov(Zan[2],Zbn[2]).
Let us first study Var(Zan[2]). By the definition (4.1) of Zan[2] we may compute its variance
to be
Var(Zan[2]) = 2
n
N 2n
∑
λ∈Λ+n
(
2
∫ L
0
〈
λ
|λ| , γ˙(t)
〉2
dt− L
)2
=
n
N 2n
∑
λ∈Λn
(
2
∫ L
0
〈
λ
|λ| , γ˙(t)
〉2
dt− L
)2
=
n
Nn
(
4
∫ L
0
∫ L
0
1
Nn
∑
λ∈Λn
〈
λ
|λ| , γ˙(t1)
〉2〈
λ
|λ| , γ˙(t2)
〉2
dt1dt2
−4L
∫ L
0
1
Nn
∑
λ∈Λn
〈
λ
|λ| , γ˙(t)
〉2
dt+ L2
)
=
n
Nn (4BC(µn)− 2L
2 + L2) =
n
Nn (4BC(µn)− L
2),
(4.6)
where we used (4.4) with z = γ˙(t) to get from the 4th to the 5th line of (4.6). Next we
evaluate the variance of Zbn[2]: by (4.2) it is given by
Var(Zbn[2]) =
n
2N 2n
∑
λ 6=λ′,λ′′ 6=λ′′′
E[aλaλ′aλ′′aλ′′′ ]×
×
∫ L
0
(
2
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
− 1
)
ei2pi〈λ−λ
′,γ(t)〉 dt×
×
∫ L
0
(
2
〈
λ′′
|λ′′| , γ˙(t)
〉〈
λ′′′
|λ′′′| , γ˙(t)
〉
− 1
)
ei2pi〈λ
′′−λ′′′,γ(t)〉 dt
≤ C n
2N 2n
∑
λ 6=λ′
∣∣∣∣∫ L
0
(
2
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
− 1
)
ei2pi〈λ−λ
′,γ(t)〉 dt
∣∣∣∣2,
(4.7)
for some C > 0.
Using the non-vanishing curvature assumption on C, Van der Corput’s Lemma (see e.g.
[RW16, Lemma 5.2]) implies that for λ 6= λ′ the inner oscillatory integral on the r.h.s. of
(4.7) may be bounded as∣∣∣∣∫ L
0
(
2
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
− 1
)
ei2pi〈λ−λ
′,γ(t)〉 dt
∣∣∣∣ 1|λ− λ′|1/2 ;
this together with (4.7) yield
(4.8) Var(Zbn[2])
n
N 2n
∑
λ 6=λ′
1
|λ− λ′| .
Using the bound ∑
λ 6=λ′
1
|λ− λ′|  N

n
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for every  > 0 from [RW16, Proposition 5.3] to bound the r.h.s. of (4.8), and comparing
the result with (4.6) we have
(4.9) Var(Zbn[2]) = o(Var(Zan[2])).
Now substituting (4.6), (4.9) into (4.5), and using Cauchy-Schwarz to bound the covari-
ance term in (4.5), finally yield
Var(Zn[2]) ∼ Var(Zn[2]a) = nNn (4BC(µn)− L
2).
This taking into account (1.10), concludes the proof of Proposition 3.2.

Proof of Proposition 3.3 assuming Lemma 4.1. Thanks to (4.9), it suffices to investigate
the asymptotic distribution of Zan[2] as in (4.1). We have
Zan[2]√
Var(Zan[2])
=
1√Nn/2
∑
λ∈Λ+n
(|aλ|2 − 1)
2
∫ L
0
〈
λ
|λ| , γ˙(t)
〉2
dt− L√
4BC(µn)− L2
.(4.10)
Now we can apply Lindeberg’s criterion (see e.g. [NP12, Remark 11.1.2]): since, as
Nn → +∞, we have
max
λ∈Λ+n
1√Nn/2
∣∣∣∣∣∣∣
2
∫ L
0
〈
λ
|λ| , γ˙(t)
〉2
dt− L√
4BC(µn)− L2
∣∣∣∣∣∣∣→ 0,
then
Zan[2]√
Var(Zan[2])
d→Z,
where Z ∼ N (0, 1).

5. Proof of Proposition 3.4
The proof of Proposition 3.4 is inspired by the proof of Theorem 1.2 in [RW16], we refer
the reader to [RW16, §1.3] and [RWY16, §1.5] for a complete discussion. We will need
to inspect the proof of the approximate Kac-Rice formula [RW16, Proposition 1.3], which
gives the asymptotic variance of the nodal intersections number in terms of an explicit
integral that involves the covariance function r = rn in (2.2) and a couple of its derivatives
r1 :=
∂
∂t1
r, r2 :=
∂
∂t2
r, r12 :=
∂2
∂t1∂t2
r,
and then study higher order terms.
5.1. Auxiliary lemmas. The following lemma, proved in §5.3 below, referred to as “Ap-
proximate Kac-Rice formula” (due to the existence of the error term on the r.h.s. of 5.1),
and valid for static curves only, is a refined version of [RW16, Proposition 1.3], with more
terms in the main expansion, and a smaller error term. Recall that α is given by (2.6).
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Lemma 5.1 (“Approximate Kac-Rice”). Let C ⊂ T be a static curve of total length L,
and {n} ⊂ S a δ-separated sequence such that Nn → +∞. Then the intersection number
variance is asymptotic to
Var(Zn) = n
∫ L
0
∫ L
0
(3
4
r4 +
1
12
(r12/α)
4 − (r2/
√
α)4
4
− (r1/
√
α)4
4
+ 2(r12/α)r(r1/
√
α)(r2/
√
α) +
(r1/
√
α)2(r2/
√
α)2
2
− 3
2
r2(r2/
√
α)2
− 3
2
r2(r1/
√
α)2 +
1
2
(r12/α)
2r2 +
1
2
(r2/
√
α)2(r12/α)
2
+
1
2
(r1/
√
α)2(r12/α)
2
)
dt1dt2 + o
(
n
N 2n
)
.
(5.1)
To find the asymptotics of the moments of r and its derivatives appearing in the r.h.s.
of (5.1), in particular to bound the contribution of “off-diagonal” terms, we will need the
following lemma whose proof is given in Appendix E.
Lemma 5.2. Assume that {n} ⊂ S is a δ-separated sequence, then
min
λ1,λ2,λ3,λ4∈Λn
λ1+λ2+λ3+λ4 6=0
‖λ1 + λ2 + λ3 + λ4‖  n2δ,
where the constant involved in the “ ” notation is absolute. In particular,
(5.2)
1
N 2n
∑
λ1,λ2,λ3,λ4∈Λn
λ1+λ2+λ3+λ4 6=0
1
‖λ1 + λ2 + λ3 + λ4‖ = o(1).
Let us also introduce some more notation:
FC(µn) :=
∫ L
0
∫ L
0
1
N 2n
∑
λ,λ′
〈
λ
|λ| , γ˙(t1)
〉〈
λ
|λ| , γ˙(t2)
〉〈
λ′
|λ′| , γ˙(t1)
〉〈
λ′
|λ′| , γ˙(t2)
〉
dt1dt2.
(5.3)
We can now state the following lemma, whose proof will be given in Appendix D below.
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Lemma 5.3. If C ⊂ T is a smooth curve with nowhere vanishing curvature, then for
δ-separated sequences {n} such that Nn → +∞, we have
1)
∫
C
∫
C
r(t1, t2)
4 dt1dt2 = 3L
2 1
N 2n
+ o
(N−2n ) ,
2)
∫
C
∫
C
(
1√
α
r1(t1, t2)
)4
dt1dt2 = 3L
2 1
N 2n
+ o(N−2n ),
3)
∫
C
∫
C
(
1
α
r12(t1, t2)
)4
dt1dt2 = 2
4 · 3AC(µn) 1N 2n
+ o(N−2n ),
4)
∫
C
∫
C
(r12/α)r(r1/
√
α)(r2/
√
α) dt1dt2 = −4FC(µn) 1N 2n
+ o(N−2n ),
5)
∫
C
∫
C
(r1/
√
α)2(r2/
√
α)2 dt1dt2 = L
2 1
N 2n
+ 4 · 2 1N 2n
FC(µn) + o(N−2n ),
6)
∫
C
∫
C
r2(r2/
√
α)2 dt1dt2 =
1
N 2n
L2 + o(N−2n ),
7)
∫
C
∫
C
r2(r12/α)
2 dt1dt2 = 4
1
N 2n
BC(µn) + 8
1
N 2n
FC(µn) + o(N−2n ),
8)
∫
C
∫
C
(r1/
√
α)2(r12/α)
2 dt1dt2 = 4
1
N 2n
BC(µn) + o(N−2n ),
(5.4)
where BC(µn), AC(µn) are given in (1.11) and (1.19) with µ = µn, respectively, and FC(µn)
in (5.3).
5.2. Proof of Proposition 3.4.
Proof. Upon substituting (5.4) into (5.1), we obtain
(5.5) Var(Zn) = n
4N 2n
(
16AC(µn) + 24BC(µn)− 7L2
)
+ o
(
n
N 2n
)
after some straightforward manipulations. Since C is static, 4BC(µn) = L2 so that (5.5) is
Var(Zn) = n
4N 2n
(
16AC(µn)− L2
)
+ o
(
n
N 2n
)
,
which is (3.2).
Now we prove that the leading term 16AC(µn)−L2 is bounded away from zero, assuming
that C is static. In what follows, we show that if C is static, then 16AC(µ) − L2 > 0 is
strictly positive for every probability measure on S1 invariant w.r.t. rotation by pi
2
; by the
compactness of pi
2
-invariant probability measures this is sufficient for our purposes.
By denoting the inner integral in (1.19)
B(θ1, θ2) :=
∫ L
0
〈θ1, γ˙(t)〉2〈θ2, γ˙(t)〉2 dt,
we may rewrite the definition (1.19) of AC(µ) as
AC(µ) =
∫
S1
∫
S1
B(θ1, θ2)
2dµ(θ1)dµ(θ2),
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For θ ∈ S1 we denote θ⊥ to be its rotation by pi
2
. Then, for every θ1, θ2 ∈ S1, we have
(5.6) B(θ1, θ2) +B(θ
⊥
1 , θ2) +B(θ1, θ
⊥
2 ) +B(θ
⊥
1 , θ
⊥
2 ) = L.
Upon maximizing and minimizing the function B(θ1, θ2)
2 + B(θ⊥1 , θ2)
2 + B(θ1, θ
⊥
2 )
2 +
B(θ⊥1 , θ
⊥
2 )
2 under the constraint (5.6), we get that
(5.7)
L2
4
≤ B(θ1, θ2)2 +B(θ⊥1 , θ2)2 +B(θ1, θ⊥2 )2 +B(θ⊥1 , θ⊥2 )2 ≤ L2, ∀θ1, θ2 ∈ S1.
We can exploit the invariance property of the probability measure µ and of B(·, ·) w.r.t.
sign changes, to rewrite (5.2) as
AC(µ) =
∫
S1/i
∫
S1/i
4
(
B(θ1, θ2)
2 +B(θ⊥1 , θ2)
2 +B(θ1, θ
⊥
2 )
2 +B(θ⊥1 , θ
⊥
2 )
2
)
dµ(θ1)dµ(θ2),
where S1/i is a quarter of the circle of measure µ(S1/i) = 1/4. By (5.7) we have
L2
16
≤ AC(µ) ≤ L
2
4
,
which implies
0 ≤ 16AC(µ)− L2 ≤ 3L2,
and moreover, that
AC(µ) =
L2
16
,
if and only if for every θ1, θ2 ∈ suppµ in the support of µ, we have
B(θ1, θ2)
2 +B(θ⊥1 , θ2)
2 +B(θ1, θ
⊥
2 )
2 +B(θ⊥1 , θ
⊥
2 )
2 =
L2
4
.
Further, given θ1, θ2 ∈ S1, the minimum in (5.7) is attained, i.e.
B(θ1, θ2)
2 +B(θ⊥1 , θ2)
2 +B(θ1, θ
⊥
2 )
2 +B(θ⊥1 , θ
⊥
2 )
2 =
L2
4
,
if and only if
B(θ1, θ2) = B(θ
⊥
1 , θ2) = B(θ1, θ
⊥
2 ) = B(θ
⊥
1 , θ
⊥
2 ) =
L
4
.
Now assume that for some µ invariant w.r.t. pi
2
-rotation, we have
AC(µ) =
L2
16
,
so that, by the above, we have B(θ0, θ0) =
L
4
for some θ0 ∈ S1 (any θ0 ∈ suppµ would do).
For a unit speed parametrization γ : [0, L] → C we have γ˙(t) = eiφ(t), where φ(t) is the
angle of the derivative γ˙(t) w.r.t. the coordinate axis. Recalling standard trigonometric
identities, we may write
L
4
= B(θ0, θ0) =
∫ L
0
cos4(φ(t)− θ0) dt
=
3
8
L+
1
2
∫ L
0
cos(2(φ(t)− θ0)) dt+ 1
8
∫ L
0
cos(4(φ(t)− θ0)) dt.
(5.8)
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From [RW16, Corollary 7.2] for static curves C we have
(5.9)
∫ L
0
cos(2(φ(t)− θ0)) dt = 0,
and substituting (5.9) into (5.8), we obtain
(5.10)
∫ L
0
cos(4(φ(t)− θ0)) dt = −L.
The equality (5.10) holds true if and only if for every t ∈ [0, L]
cos(4(φ(t)− θ0)) = −1,
which certainly implies that C is a straight line segment, which, by our conventions (Def-
inition 1), is a contradiction to our assumption that C is static.

The rest of this section is dedicated to proving Lemma 5.1.
5.3. Proof of Lemma 5.1. Our proof follows along the same path of thought as [RW16,
Proposition 1.3], except that we add one more term in the expansion of the 2-point
correlation function (5.16), and need to control the error terms using the more difficult
to evaluate higher moments. Thereupon we are going to bring the essence of the proof,
highlighting the differences, sometimes omitting some details identical to both cases.
5.3.1. Preliminaries. The main idea is to divide the square [0, L]2 into small sub-squares
and apply the usual Kac-Rice formula to “most” of them, bounding the contribution of
the remaining terms (for an extensive discussion see [RW16, §1.3] and [RWY16, §1.5]).
Let us divide the interval [0, L] into small sub-intervals of length roughly 1/
√
En. To
be more precise, let c0 > 0 (chosen as in Lemma C.1) and set k := bL
√
En/c0c + 1 and
δ0 := L/k; consider the sub-intervals, for i = 1, . . . , k, defined as
Ii := [(i− 1)δ0, iδ0].
Let us now denote by Zi the number of zeros of fn in Ii, so that
Zn =
∑
i
Zi,
and therefore
(5.11) Var(Zn) =
∑
i,j
Cov(Zi,Zj).
Let us define, for i, j = 1, . . . , k the squares
(5.12) Si,j := Ii × Ij = [(i− 1)δ0, iδ0]× [(j − 1)δ0, jδ0],
so that
[0, L]2 =
⋃
i,j
Si,j.
Definition 3. (cf. [RW16, Definition 4.5] and [RWY16, Definition 2.7]) We say that
Si,j ⊂ [0, L]2 in (5.12) is singular if there exists (t1, t2) ∈ Si,j such that
|r(t1, t2)| > 1/2.
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For example, all diagonal squares Si,i are singular, because r(t, t) ≡ 1. Since r/
√
En is
a Lipschitz function with absolute constant, if Si,j is singular, then
|r(t1, t2)| > 1/4
for every (t1, t2) ∈ Si,j, provided that c0 is chosen sufficiently small. Upon invoking (5.11)
we may write
(5.13) Var(Zn) =
∑
i,j:Si,j non-sing.
Cov(Zi,Zj) +
∑
i,j:Si,j sing.
Cov(Zi,Zj).
We apply the Kac-Rice formula on the non-singular squares and bound the contribution
corresponding to the singular part as follows.
Lemma 5.4. For a δ-separated sequence {n} ⊂ S such that Nn → +∞, we have
(5.14)
∣∣∣∣∣∣
∑
i,j:Si,j sing.
Cov(Zi,Zj)
∣∣∣∣∣∣ = o
(
n
N 2n
)
.
Lemma 5.4 will be proved in §C.1. Let us now deal with the non-singular part. If
Si,j is non-singular (Definition 3), then r(t1, t2) 6= ±1 for every (t1, t2) ∈ Si,j (note that
necessarily i 6= j). We can apply Kac-Rice formula ([AW09], [RW16, Equality (3.2)]) to
write
(5.15) Cov(Zi,Zj) =
∫
Ii
∫
Ij
(K2(t1, t2)−K1(t1)K1(t2)) dt1dt2,
where ([RW16, Lemma 2.1])
K1(t) := φt(0) · E[f ′n(t)|fn(t) = 0] =
√
2
√
n,
φt being the density of the Gaussian random variable fn(t).
The function K2(t1, t2) is the 2-point correlation function of zeros of the process fn (see
[RW16, §3.2]), defined as follows: for t1 6= t2
K2(t1, t2) = φt1,t2(0, 0) · E [|f ′n(t1)| · |f ′n(t2)||fn(t1) = fn(t2) = 0] ,
φt1,t2 being the probability density of the Gaussian vector (fn(t1), fn(t2)). The function K2
admits a continuation to a smooth function on the whole of [0, L]2 (see [RW16]), though
its values at the diagonal are of no significance for our purposes.
5.3.2. Proof of Lemma 5.1. First we need to Taylor expand the 2-point correlation func-
tion, which will be proven in §C.2. The following is a refinement of [RW16, Proposition
3.2], valid for any curve.
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Lemma 5.5. For every ε > 0, the two-point correlation function K2 satisfies, uniformly
for |r| < 1− ε,
K2(t1, t2) =
α
pi2
(
1 +
1
2
(r12/α)
2 +
1
2
r2 − (r2/
√
α)2
2
− (r1/
√
α)2
2
+
3
8
r4 +
1
24
(r12/α)
4
− (r2/
√
α)4
8
− (r1/
√
α)4
8
+ (r12/α)r(r1/
√
α)(r2/
√
α)
+
(r1/
√
α)2(r2/
√
α)2
4
− 3
4
r2(r2/
√
α)2 − 3
4
r2(r1/
√
α)2 +
1
4
(r12/α)
2r2
+
1
4
(r2/
√
α)2(r12/α)
2 +
1
4
(r1/
√
α)2(r12/α)
2
)
+ αO
(
r6 + (r1/
√
α)6 + (r2/
√
α)6 + (r12/α)
6
)
,
(5.16)
where the constants involved in the “O”-notation depend only on ε.
We can now prove Lemma 5.1.
Proof of Lemma 5.1. Substituting (5.15) and (5.14) into (5.13), valid for non-singular sets,
we may write
Var(Zn) =
∫
[0,L]2\B
(K2(t1, t2)−K1(t1)K1(t2)) dt1dt2 + o
(
nN−2n
)
,
where B denotes the union of all singular sets Si,j (see (C.2)). Outside of B, we can use
Lemma 5.5 together with Lemma E.2 to bound the error term. Lemma D.1 under the
assumption 4BC(µ) = L2 (and α given by (2.6)) gives∫ L
0
∫ L
0
(
(r12/α)
2 + r2 − (r2/
√
α)2 − (r1/
√
α)2
)
dt1dt2 = o(N−2n ),
and the uniform boundedness of the integrand on the r.h.s. of (5.1) allows to conclude
the proof.

6. Proof of propositions 3.5 and 3.6
The following lemma is (3.3) of Proposition 3.5.
Lemma 6.1. Let C ⊂ T be a static curve on the torus, of total length L. Let {n} ⊂ S be
a δ-separated sequence such that Nn → +∞, then
Var(Zn[2]) = o
(
n
N 2n
)
.
Proof. First, since C is static, Zan[2] ≡ 0 by (4.6). Hence we have
Zn[2] = Zbn[2],
by Lemma 4.1. Concerning Zbn we invoke (4.8) to bound
Var
(Zbn[2]) nN 2n
∑
λ 6=λ′
1
|λ− λ′| 
n
N 2n
· N
2
n
n1/4+δ
= o
(
n
N 2n
)
,
since our sequence of energy levels is assumed to be δ-separated (1.17).

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In what follows we study the limiting distribution of Zn[4]. We have the following
explicit formula for the fourth chaotic component Zn[4] upon substituting q = 2 in (2.12):
Zn[4] =
√
2pi2n
(
b4a0
∫ L
0
H4(fn(t)) dt
+ b2a2
∫ L
0
H2(fn(t))H2(f˜
′
n(t)) dt+ b0a4
∫ L
0
H4(f˜
′
n(t)) dt
)
.
(6.1)
6.1. Preliminaries. Let us define the random variables (n ∈ S)
(6.2) W1(n) :=
1√Nn/2
∑
λ∈Λ+n
(|aλ|2 − 1),
and the random processes
(6.3) W t2(n) :=
1√Nn/2
∑
λ∈Λ+n
(|aλ|2 − 1) 2
〈
λ
|λ| , γ˙(t)
〉2
.
on t ∈ [0, L]. In Lemma 6.3 below we will find an explicit formula for Zn[4] in terms of the
W1(n) and W2(n) and their by-products. To this end we first express each of the three
terms in (6.1) in terms of W1(n) and W2(n) (proven in Appendix F).
Lemma 6.2. For a δ-separated sequence {n} ⊂ S such that Nn → +∞, we have∫ L
0
H4(fn(t)) dt = X
a
n +X
b
n,∫ L
0
H4(f
′
n(t)) dt = Y
a
n + Y
b
n ,∫ L
0
H2(fn(t))H2(f
′
n(t)) dt = Z
a
n + Z
b
n,
where for n ∈ S
Xan :=
6L
Nn (W1(n)
2 − 1),
Y an :=
6L
Nn
(∫ L
0
W t2(n)
2 dt− 4 1Nn
∑
λ
∫ L
0
〈
λ
|λ| , γ˙(t)
〉4
dt
)
,
Zan :=
2
Nn
(
W1(n)
∫ L
0
W t2(n) dt− L
)
,
(6.4)
and as Nn → +∞
(6.5) Var(Xbn) = o
(
1
N 2n
)
,Var(Y bn ) = o
(
1
N 2n
)
,Var(Zbn) = o
(
1
N 2n
)
.
(Note that the random variables Xan, Y
a
n , Z
a
n defined in (6.4) are centered.) We then
have the following result.
Lemma 6.3. For a δ-separated sequence {n} ⊂ S such that Nn → +∞, we have
Zn[4] = Zan[4] + Zbn[4],(6.6)
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with
Zan[4] =
√
2n
24
(
3Xan − Y an − 6Zan
)
,(6.7)
where Xan, Y
a
n and Z
a
n are as in (6.4),
(6.8) Var(Zan[4]) ∼
n
4N 2n
(
16AC(µn) + 24BC(µn)− 7L2
)
,
and
(6.9) Var(Zbn[4]) = o
(
n
N 2n
)
.
Proof of Lemma 6.3 assuming Lemma 6.2. We have the explicit values
a0 =
√
2
pi
, a2 =
√
2
pi
1
2
, a4 =
√
2
pi
−1
2 · 22 · 3 ,
b0 =
1√
2pi
, b2 =
−1
2
√
2pi
, b4 =
3
4!
√
2pi
(6.10)
by (2.9) and (2.10). Substituting (6.10) into (6.1), we have
Zn[4] =
√
2pi2n
pi
( 3
4!
∫ L
0
H4(fn(t)) dt− 1
4
∫ L
0
H2(fn(t))H2(f˜
′
n(t)) dt−
1
4!
∫ L
0
H4(f˜
′
n(t)) dt
)
=
√
2n
24
(
3Xan − Y an − 6Zan + 3Xbn − Y bn − 6Zbn
)
,
by Lemma 6.2; the latter is (6.6) with
Zbn[4] :=
√
2n
24
(
3Xbn − Y bn − 6Zbn
)
,
and (6.9) follows from (6.5).
Let us now prove (6.8). First, observe that we can write
3Xan − Y an − 6Zan =
6
Nn
[ 1
Nn/2
∑
λ,λ′∈Λ+n
(|aλ|2 − 1)(|a′λ|2 − 1)×
×
∫ L
0
(
3− 4
〈
λ
|λ| , γ˙(t)
〉2
− 4
〈
λ
|λ| , γ˙(t)
〉2〈
λ′
|λ′| , γ˙(t)
〉2)
dt
− L+ 4 1Nn
∑
λ∈Λn
∫ L
0
〈λ, γ˙(t)〉4 dt
]
.
(6.11)
Equality (6.11) and some straightforward computations yield
(6.12) Var(3Xan − Y an − 6Zan) =
36
N 2n
(An +Bn + 24Cn),
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where
An =
1
N 2n/4
∑
λ,λ′∈Λ+n
∣∣∣∣∣
∫ L
0
(
3− 4
〈
λ
|λ| , γ˙(t)
〉2
− 4〈 λ|λ| , γ˙(t)〉
2
〈
λ′
|λ′| , γ˙(t)
〉2)
dt
∣∣∣∣∣
2
,
Bn =
1
N 2n/4
∑
λ,λ′∈Λ+n
∫ L
0
(
3− 4
〈
λ
|λ| , γ˙(t)
〉2
− 4
〈
λ
|λ| , γ˙(t)
〉2〈
λ′
|λ′| , γ˙(t)
〉2)
dt
×
∫ L
0
(
3− 4
〈
λ′
|λ′| , γ˙(s)
〉2
− 4
〈
λ′
|λ′| , γ˙(s)
〉2〈
λ
|λ| , γ˙(s)
〉2)
ds,
Cn =
1
N 2n/4
∑
λ∈Λ+n
∣∣∣∣∣
∫ L
0
(
3− 4
〈
λ
|λ| , γ˙(t)
〉2
− 4
〈
λ
|λ| , γ˙(t)
〉4)
dt
∣∣∣∣∣
2
.
(6.13)
Now, squaring out the respective terms on the r.h.s. of (6.13), with some straightforward
computations we obtain
An = −9L2 + 32BC(µn) + 16AC(µn),(6.14)
Bn = −5L2 + 16BC(µn) + 16AC(µn),(6.15)
and that
Cn = O
(
1
Nn
)
.(6.16)
Substituting (6.14), (6.15) and (6.16) into (6.12) we obtain
Var(3Xan − Y an − 6Zan) =
36
N 2n
(−14L2 + 48BC(µn) + 32AC(µn) + o(1)),(6.17)
which, in turn, yields (6.8), bearing in mind (6.7) with (6.17).

Proof of Proposition 3.5. First, (3.3) is the statement Lemma 6.1, and the leading term
16AC(µn)− L2 was shown to be bounded away from zero as part of Proposition 3.4.
We now turn to proving (3.4). Since the curve is assumed to be static, we have
4BC(µn) = L2. From (6.8) we have
Var(Zn[4]) = n
4N 2n
(
16AC(µn)− L2
)
+ o
(
n
N 2n
)
,
which is (3.4).

6.2. Proof of Proposition 3.6.
6.2.1. Auxiliary results. Lemma 6.3 implies that for δ-separated sequences {n} such that
Nn → +∞,
(6.18)
Zn[4]√
Var(Zn[4])
=
Zan[4]√
Var(Zan[4])
+ oP(1),
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where Zan[4] is defined in (6.7) and oP(1) denotes a sequence of random variables converging
to 0 in probability. We may then infer results on the limit distribution of Zn[4] from the
corresponding results on Zan[4] for static curves.
Lemma 6.4. If 4BC(µn)− L2 = 0, then for W1(n) and W2(n) defined in (6.2) and (6.3)
respectively we have the identity
(6.19)
1
L
∫ L
0
W t2(n) dt = W1(n).
Proof. The covariance matrix Σ(n) of the Gaussian random vector
(
W1(n),
∫ L
0
W t2(n) dt
)
Σ(n) =
(
1 L
L 4BC(µn)
)
satisfies
det Σ(n) = 4BC(µn)− L2 = 0.
Therefore W1(n) is a multiple of
∫ L
0
W t2(n) dt, which one may evaluate as given by (6.19).

Remark 1. Lemma 6.4 can be alternatively proved as follows. First note that for C a
static curve, for every θ ∈ [0, 2pi], from (5.9) it holds that
(6.20)
2
L
∫ L
0
cos2(φ(t)− θ) dt = 1,
where γ : [0, L] → T is a unit speed parameterization of C and γ˙(t) = eiφ(t) as in (1.22).
Keeping in mind the definition (6.3) of W2 and the definition (6.2) of W1 we write
1
L
∫ L
0
W t2(n) dt =
1√Nn/2
∑
λ∈Λ+n
(|aλ|2 − 1) 2
L
∫ L
0
cos2(φ(t)− θλ) dt
=
1√Nn/2
∑
λ∈Λ+n
(|aλ|2 − 1) = W1(n),
with θλ denoting the argument of λ/|λ| viewed as a complex number (λ/|λ| =: eiθλ), and
where we used (6.20).
Lemma 6.5. For a static curve C ⊂ T we have
Zan[4] =
√
2n
4Nn
(
−
∫ L
0
(
W t2(n)−
1
L
∫ L
0
W u2 (n) du
)2
dt
+ 4
1
Nn
∑
λ∈Λn
∫ L
0
〈
λ
|λ| , γ˙(t)
〉4
dt− L
)
.
(6.21)
Lemma 6.5 follows directly from (6.7) and Lemma 6.4 and its proof is omitted here.
In order to study the asymptotic distribution of the r.h.s. of (6.21), we need to study
the asymptotic behavior of the sequence of stochastic processes {W2(n)}n, when µn ⇒ µ.
The natural candidate to be the limiting process is the centred Gaussian process W2(µ) =
{W t2(µ)}t on [0, L] uniquely defined by the covariance function
(6.22) kµ(s, t) := E[W s2 (µ) ·W t2(µ)] = 4
∫
S1
〈θ, γ˙(t)〉2〈θ, γ˙(s)〉2 dµ(θ), s, t ∈ [0, L].
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The kernel kµ above is positive-definite, hence the existence of such a W2(µ) is guaranteed
by the virtue of Kolmogorov’s Theorem.
Proposition 6.6. Let C ⊂ T be a static curve of length L, and {n} ⊂ S a δ-separated
sequence such that Nn → +∞, and µn ⇒ µ. Then
(6.23)
Zan[4]√
Var(Zan[4])
d→I(µ),
where
(6.24) I(µ) :=
− ∫ L
0
(
W t2(µ)− 1L
∫ L
0
W u2 (µ) du
)2
dt+
(
4
∫
S1
∫ L
0
〈θ, γ˙(t)〉4 dtdµ(θ)− L
)
√
16AC(µ)− L2
,
and AC(µ) is as in (1.19).
Proof. Thanks to Lemma 6.5 and (6.8) for static curves, it suffices to prove that the
stochastic processes W2(n) weakly converge to W2(µ). Lindeberg’s criterion (see [NP12,
Remark 11.1.2]) again, and [NP12, Theorem 6.2.3] ensure that the finite dimensional
distributions of W2(n) converge to those of W2(µ), so that a standard application of
Prokhorov’s Theorem (see e.g. [Dud02]) allows to conclude the proof.

6.2.2. Proof of Proposition 3.6. Before giving a proof for Proposition 3.6, we need to
introduce some more notation. Let us think of a probability measure µ on S1 as a
probability measure on [0, 2pi]. There exists a centered Gaussian process B˜ = B˜(µ)
indexed by [0, 2pi] such that
(6.25) Cov
(∫ 2pi
0
1A(a) dB˜a,
∫ 2pi
0
1B(a) dB˜a
)
= µ(A ∩B),
for any A,B ∈ B([0, 2pi]) – the Borel σ-field on the interval [0, 2pi], 1E denoting the
indicator function of the set E ∈ B([0, 2pi]).
Let us also introduce the following three centred, jointly Gaussian, random variables
N1 :=
∫ 2pi
0
(cos a)2 dB˜a, N2 :=
∫ 2pi
0
(sin a)2 dB˜a, N3 :=
∫ 2pi
0
cos a · sin a dB˜a,(6.26)
defined as stochastic integrals on [0, 2pi] with respect to B˜.
Proof of Proposition 3.6. First, let us denote by G(dµ) a Gaussian measure on S1 with
control µ (see e.g. [NP12]), i.e. a centered Gaussian family
G = {G(A) : A ∈ B(S1)}
such that
E[G(A) ·G(B)] = µ(A ∩B).
We have the following equality in law of stochastic processes
(6.27) W t2 = 2
∫
S1
G(µ(dθ))〈θ, γ˙(t)〉2,
where the l.h.s. of (6.27) is the centered Gaussian process W2 = W2(µ) on [0, L] defined
by (6.22) and the r.h.s. of (6.27) denotes the Wiener-Itoˆ integral on the unit circle with
respect to the Gaussian measure G(dµ).
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From (6.27) we deduce that
(6.28) W t2 −
1
L
∫ L
0
W u2 du = 2
∫
S1
G(µ(dθ))
(
〈θ, γ˙(t)〉2 − 1
L
∫ L
0
〈θ, γ˙(u)〉2 du
)
,
again equality in law. We parameterize the unit circle as
[0, 2pi] 3 a 7→ (cos a, sin a) ∈ S1.
Recalling (6.25) and (6.26), we have by (6.28)
W t2 −
1
L
∫ L
0
W u2 du
d
= 2
∫ 2pi
0
dB˜a
(
(cos a · γ˙1(t) + sin a · γ˙2(t))2 − 1
L
∫ L
0
(cos a · γ˙1(u) + sin a · γ˙2(u))2 du
)
= 2
∫ 2pi
0
dB˜a(cos a)
2
(
γ˙1(t)
2 − 1
L
∫ L
0
γ˙1(u)
2 du
)
+ 2
∫ 2pi
0
dB˜a(sin a)
2
(
γ˙2(t)
2 − 1
L
∫ L
0
γ˙2(u)
2 du
)
+ 4
∫ 2pi
0
dB˜a cos a · sin a
(
γ˙1(t)γ˙2(t)− 1
L
∫ L
0
γ˙1(u)γ˙2(u) du
)
= 2N1f(t)− 2N2f(t) + 4N3g(t),
(6.29)
where f and g are as in (1.18). The covariance matrix of N := (N1, N2, N3) is
ΣN :=
 3+µ̂(4)8 1−µ̂(4)8 01−µ̂(4)
8
3+µ̂(4)
8
0
0 0 1−µ̂(4)
8
 .
Note that N3 is independent of N1 and N2.
The eigenvalues of ΣN are
1+µ̂(4)
4
, 1
2
and 1−µ̂(4)
8
, it is then immediate that
(6.30)
 N1N2
N3
 d=

1
2
Z1 +
1√
2
√
1+µ̂(4)
4
Z2
1
2
Z1 − 1√2
√
1+µ̂(4)
4
Z2√
1−µ̂(4)
8
Z3
 ,
where Z1, Z2, Z3 are i.i.d. standard Gaussian random variables. Substituting (6.30) into
(6.29), thanks to Proposition 6.6, we can conclude the proof.

Appendix A. On Wiener-ˆIto chaotic decompositions
In this section we give some background on Wiener-ˆIto chaotic decompositions, for
more details see e.g. [NP12]. The main idea of this decomposition relies on properties of
Hermite polynomials Hk, k = 0, 1, 2, . . . [Sze75, §5.5]. The latter are defined recursively
as follows: H0 ≡ 1, and, for k ≥ 1,
Hk(t) = tHk−1(t)−H ′k−1(t), t ∈ R.
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For instance H1(t) = t,H2(t) = t
2−1, H3(t) = t3−3t,H4(t) = t4−6t2 +3. The normalized
sequence of Hermite polynomials
(A.1) {Hk/
√
k!, k ≥ 0} =: H
is a complete orthonormal basis for the space L2(R,B(R), ϕ(t) dt) =: L2(ϕ) of square inte-
grable functions on the real line w.r.t. the Gaussian standard density ϕ(t) := e−t
2/2/
√
2pi.
The arithmetic random waves Tn defined in §1.2, and consequently their restriction to
the curve C ⊂ T, i.e. the random process fn := Tn ◦γ given in (2.1), are a by-product of a
family of complex Gaussian random variables {aλ : λ ∈ Z2} – defined on some probability
space (Ω,F ,P) – such that
(1) aλ = xλ + iyλ, where xλ and yλ are two independent (real) Gaussian random
variables with mean zero and variance 1/2;
(2) aλ and aλ′ are independent whenever λ /∈ {λ′,−λ′};
(3) aλ = a−λ.
Let us now define the space A to be the closure in L2(P) of all real finite linear combina-
tions of random variables ξ of the form ξ = z aλ + z a−λ, where λ ∈ Z2 and z ∈ C. The
space A is a real centered Gaussian Hilbert subspace ⊆ L2(P).
We are now in a position to recall the definition of Wiener chaoses. Let q ≥ 0 be an
integer, the q-th Wiener chaos Cq associated with A is the closure (in L
2(P)) of all real
finite linear combinations of random variables of the form
Hp1(ξ1) ·Hp2(ξ2) · · ·Hpk(ξk)
for k ≥ 1, where p1, ..., pk ≥ 0 are integers satisfying
p1 + · · ·+ pk = q,
and (ξ1, ..., ξk) is a standard real Gaussian vector extracted from A (in particular C0 = R
since H0 ≡ 1).
Taking advantage of the orthonormality and completeness properties of H (A.1) in
L2(ϕ), together with a standard monotone class argument (see e.g. [NP12, Theorem
2.2.4]), we can show that
Cq⊥Cm, q 6= m,
where the orthogonality holds in the sense of L2(P), and
(A.2) L2(Ω, σ(A),P) =
∞⊕
q=0
Cq.
The orthogonal decomposition of L2(Ω, σ(A),P) in (A.2) is equivalent to the following:
every square-summable real-valued functional F on A can be (uniquely) represented in
the form
(A.3) F =
∞∑
q=0
proj(F |Cq) =
∞∑
q=0
F [q],
where F [q] := proj(F |Cq) is the orthogonal projection onto the q-th Wiener chaos Cq,
and the series converges in L2(P). In particular, F [0] = proj(F |C0) = E[F ].
In this work we are interested in the decomposition (A.3) for F = Zn, the nodal
intersection number given in §1.2, and formally represented as an explicit functional of
the underlying Gaussian field Tn in (2.3). Keeping in mind the latter formula, it is worth
30 MAURIZIA ROSSI AND IGOR WIGMAN
noting that the random processes fn(t) and f
′
n(t) = 〈∇Tn(γ(t)), γ˙(t)〉 viewed as collections
of random variables indexed by t ∈ [0, L], are all lying in A. We decide to not give all the
technical details to find the chaotic expansion of Zn. For a more complete discussion on
the decomposition (A.3), including all the technical details omitted in this manuscript,
the interested reader might refer to [KL97]; a brief account is given in §2.2 above.
Appendix B. Computations for the 2nd chaotic component
Proof of Lemma 4.1. From (2.12) with q = 1 we have
(B.1) Zn[2] =
√
2pi2n
(
b2a0
∫ L
0
H2(fn(t)) dt+ b0a2
∫ L
0
H2(f˜
′
n(t)) dt
)
.
We evaluate the first summand in the r.h.s. of (B.1) to be∫ L
0
H2(fn(t)) dt =
∫ L
0
(fn(t)
2 − 1) dt =
∫ L
0
(Tn(γ(t))
2 − 1) dt
=
1
Nn
∑
λ,λ′∈Λn
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt− L.
(B.2)
Now we are left to simplify the second summand in the right-hand side of (B.1). We get
∫ L
0
H2(f˜
′
n(t)) dt =
∫ L
0
((
f˜ ′n(t)
)2
− 1
)
dt =
1
2pi2n
∫ L
0
〈∇Tn(γ(t)), γ˙(t)〉2 dt− L
=
1
2pi2n
∫ L
0
4pi2
Nn
∑
λ,λ′∈Λn
aλaλ′〈λ, γ˙(t)〉〈λ′, γ˙(t)〉ei2pi〈λ−λ′,γ(t)〉 dt− L
= 2
1
Nn
∑
λ,λ′∈Λn
aλaλ′
∫ L
0
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
ei2pi〈λ−λ
′,γ(t)〉 dt− L.
(B.3)
Using (B.2) and (B.3) in (B.1) we obtain, taking into account that
b2a0 = −1/(2pi) = −b0a2,
Zn[2] =
√
2pi2n
(
b2a0
∫ L
0
H2(fn(t)) dt+ b0a2
∫ L
0
H2(f˜
′
n(t)) dt
)
=
√
2pi2n
2pi
(
− 1Nn
∑
λ,λ′∈Λn
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt+ L
)
+
√
2pi2n
2pi
(
2
1
Nn
∑
λ,λ′∈Λn
aλaλ′
∫ L
0
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
ei2pi〈λ−λ
′,γ(t)〉 dt− L
)
=
√
2pi2n
2pi
(
−L 1Nn
∑
λ∈Λn
|aλ|2 + L+ 2 1Nn
∑
λ∈Λn
|aλ|2
∫ L
0
〈
λ
|λ| , γ˙(t)
〉2
dt− L
)
+
√
2pi2n
2pi
1
Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
(
2
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
− 1
)
ei2pi〈λ−λ
′,γ(t)〉 dt.
(B.4)
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Now, thanks to Lemma 4.2, we can write (B.4) as
Zn[2] =
√
2pi2n
2pi
1
Nn
∑
λ∈Λn
(|aλ|2 − 1)
(
2
∫ L
0
〈
λ
|λ| , γ˙(t)
〉2
dt− L
)
+
√
2pi2n
2pi
1
Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
(
2
〈
λ
|λ| , γ˙(t)
〉〈
λ′
|λ| , γ˙(t)
〉
− 1
)
ei2pi〈λ−λ
′,γ(t)〉 dt,
which equals (4.3).

Appendix C. Auxiliary results for the approximate Kac-Rice formula
C.1. Contribution of singular squares. In this section we prove Lemma 5.4, following
[RW16, §4]. We first need the following result, whose proof is similar to the proof of
Lemma 2.4 in [RWY16] and hence omitted.
Lemma C.1. There exists a constant c0 > 0 sufficiently small such that for every t1, t2 ∈
[0, L] with
0 < |t1 − t2| < c0/
√
En,
we have
r(t1, t2) 6= ±1.
Proposition 4.4 in [RW16] also asserts that for t1 ∈ [0, L] and 0 < |t2− t1| < c0/
√
n one
has the uniform estimate
(C.1) K2(t1, t2) = O(n).
Lemma C.1 and (C.1) allows to prove the following as in the proof of [RW16, Proposition
4.1].
Lemma C.2. We have
Var(Zi) = O(1),
uniformly for i ≤ k, where the constants involved in the “O”-notation depend only on c0.
The following follows upon applying Cauchy-Schwarz with Lemma C.2.
Corollary C.3. We have
Cov(Zi,Zj) = O(1),
uniformly for i, j ≤ k, where the constants involved in the “O”-notation depend only on
c0.
Let us now denote by B the union of all singular cubes
(C.2) B =
⋃
Si,j singular
Si,j.
The proof of the following is similar to the proof of Lemma 4.7 in [RW16].
Lemma C.4. The total area of the singular set is, for a δ-separated sequence {n} ⊂ S
such that Nn → +∞,
meas(B) = o
(N−2n ) .
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Proof. We apply Chebyshev-Markov inequality to the measure of B to get
meas(B)
∫ L
0
r(t1, t2)
6 dt1dt2.
Hence bounding the measure of the singular set B is reduced to bounding the 6th moment
and its derivatives. An application of Lemma D.2 below then concludes the proof of
Lemma C.4.

We are now in a position to prove Lemma 5.4.
Proof of Lemma 5.4. Since the number of singular cubes is O (Enmeas(B)), Corollary C.3
bounds the contribution of singular cubes in (5.13) as
(C.3)
∣∣∣∣∣∣
∑
i,j:Si,j sing.
Cov(Zi,Zj)
∣∣∣∣∣∣ = O (En ·meas(B)) ;
The statement of Lemma 5.4 then follows upon an application of Lemma C.4.

C.2. Taylor expansion for the two-point correlation function.
Proof of Lemma 5.5. Recall that α = 2pi2n as in (2.6). Lemma 3.2 in [RW16] asserts that
(C.4) K2 =
1
pi2(1− r2)3/2 · µ · (
√
1− ρ2 + ρ arcsin ρ),
where
µ =
√
α(1− r2)− r21 ·
√
α(1− r2)− r22,
ρ =
r12(1− r2) + rr1r2√
α(1− r2)− r21 ·
√
α(1− r2)− r22
.
We now set
G(ρ) :=
2
pi
(√
1− ρ2 + ρ arcsin ρ
)
,
then, as ρ→ 0,
(C.5) G(ρ) =
2
pi
(
1 +
ρ2
2
+
ρ4
24
+O(ρ6)
)
.
Let us now expand µ around 0.
µ = α
(
1− r2 − (r2/
√
α)2
2
− (r1/
√
α)2
2
− (r2/
√
α)4
8
− (r1/
√
α)4
8
+
(r1/
√
α)2(r2/
√
α)2
4
+O((r2 + (r2/
√
α)2)3)
)
.
(C.6)
Moreover,
(C.7)
1
(1− r2)3/2 = 1 +
3
2
r2 +
15
8
r4 +O(r6).
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Let us now Taylor expand ρ.
ρ =(r12/α) + (r12/α)
(r2/
√
α)2
2
+ (r12/α)
(r1/
√
α)2
2
+ r(r1/
√
α)(r2/
√
α)
+O(r12(r
2 + (r2/
√
α)2)2).
(C.8)
Substituting (C.8) into (C.5) we obtain
G(ρ) =
2
pi
(
1 +
1
2
(
(r12/α)
2 + (r12/α)
2(r2/
√
α)2) + (r12/α)
2(r1/
√
α)2)
)
+ 2(r12/α)r(r1/
√
α)(r2/
√
α) +
1
24
(r12/α)
4 +O(r212(r
2 + (r2/
√
α)2)2)
)
.
(C.9)
Finally, using (C.7), (C.6) and (C.9) in (C.4) we get
K =
α
pi2
(
1 +
1
2
(r12/α)
2 +
1
2
r2 − (r2/
√
α)2
2
− (r1/
√
α)2
2
+
3
8
r4 +
1
24
(r12/α)
4 − (r2/
√
α)4
8
− (r1/
√
α)4
8
+ (r12/α)r(r1/
√
α)(r2/
√
α) +
(r1/
√
α)2(r2/
√
α)2
4
− 3
2
r2
(r2/
√
α)2
2
− 3
2
r2
(r1/
√
α)2
2
+
1
2
(r12/α)
2 1
2
r2
+
1
4
(r2/
√
α)2(r12/α)
2 +
1
4
(r1/
√
α)2(r12/α)
2
+O(r6 + (r1/
√
α)6 + (r2/
√
α)6 + (r12/α)
6)
)
,
which is (5.16).

Appendix D. Moments of r and its derivatives
Lemma D.1. If C ⊂ T is a smooth curve with nowhere vanishing curvature, then for a
δ-separated sequence {n} such that Nn → +∞, we have
1)
∫ L
0
∫ L
0
r(t1, t2)
2 dt1dt2 =
L2
Nn + o
(
1
N 2n
)
,
2)
∫ L
0
∫ L
0
∣∣∣∣ 1√4pi2nr1(t1, t2)
∣∣∣∣2 dt1dt2 = L22Nn + o
(
1
N 2n
)
,
3)
∫ L
0
∫ L
0
∣∣∣∣ 14pi2nr12(t1, t2)
∣∣∣∣2 dt1dt2 = BC(µn)Nn + o
(
1
N 2n
)
,
where BC(µn) is given in (1.11).
Proof. Let us start with 1). Squaring out, we have (on separating the diagonal λ = λ′)∫ L
0
∫ L
0
r(t1, t2)
2 dt1dt2 =
L2
Nn +
1
N 2n
∑
λ 6=λ′
∣∣∣∣∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
∣∣∣∣2 .(D.1)
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Lemma 5.2 in [RW16] yields∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt 1|λ− λ′|1/2 ,
therefore the contribution of the off-diagonal pairs in (D.1) is
1
N 2n
∑
λ 6=λ′
∣∣∣∣∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
∣∣∣∣2  1N 2n
∑
λ 6=λ′
1
|λ− λ′| .
Condition (1.17) then allows to conclude part 1). The remaining terms can be dealt in a
similar way to the proof of [RW16, Proposition 5.1], taking into account (1.17) to control
the contribution of the “off-diagonal terms”.

Proof of Lemma 5.3. Let us prove 1). We can write∫
C
∫
C
r(t1, t2)
4 dt1dt2 =
∫
C
∫
C
(
1
Nn
∑
λ
ei2pi〈λ,γ(t1)−γ(t2)〉
)4
dt1dt2
=
∫
C
∫
C
1
N 4n
∑
λ1,...,λ4
ei2pi〈λ1−λ2+λ3−λ4,γ(t1)−γ(t2)〉 dt1dt2
(D.2)
Now let us split the summation on the r.h.s. of (D.2) into two sums: one over quadruples
(λ1, . . . , λ4) such that λ1 + · · · + λ4 = 0 and the other one over quadruples (λ1, . . . , λ4)
such that λ1 + · · ·+ λ4 6= 0:
∫
C
∫
C
r(t1, t2)
4 dt1dt2 = L
2 |S4(n)|
N 4n
+
∫
C
∫
C
1
N 4n
∑
λ1−λ2+λ3−λ4 6=0
ei2pi〈λ1−λ2+λ3−λ4,γ(t1)−γ(t2)〉 dt1dt2
= L2
|S4(n)|
N 4n
+
1
N 4n
∑
λ1−λ2+λ3−λ4 6=0
∣∣∣∣∫C ei2pi〈λ1−λ2+λ3−λ4,γ(t1)〉 dt1
∣∣∣∣2 ,
(D.3)
where
S4(n) := {(λ1, . . . , λ4) ∈ Λ4n : λ1 + · · ·+ λ4 = 0}.
Recall that [KKW13]
(D.4) |S4(n)| = 3Nn(Nn − 1),
and moreover [RW16, Lemma 5.2]
(D.5)
1
N 4n
∑
λ1−λ2+λ3−λ4 6=0
∣∣∣∣∫ L
0
ei2pi〈λ1−λ2+λ3−λ4,γ(t1)〉 dt1
∣∣∣∣2  1N 4n
∑
λ1−λ2+λ3−λ4 6=0
1
|λ1 + · · ·+ λ4| .
Substituting (D.4) and (D.5) into (D.3) we get∫
C
∫
C
r(t1, t2)
4 dt1dt2 = 3L
2 1
N 2n
+O
(
1
N 4n
∑
λ1−λ2+λ3−λ4 6=0
1
|λ1 + · · ·+ λ4|
)
.(D.6)
Lemma 5.2, in particular (2.5), then allows to estimate the error on the r.h.s. of (D.6),
thus concluding the proof of 1).
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Let us now deal with 4).
∫
C
∫
C
(r12/α)r(r1/
√
α)(r2/
√
α) dt1dt2
= 4 ·
∫
C
∫
C
1
N 4n
∑
λ1,...,λ4
〈
λ1
|λ1| , γ˙(t1)
〉〈
λ1
|λ1| , γ˙(t2)
〉〈
λ3
|λ3| , γ˙(t1)
〉〈
λ4
|λ4| , γ˙(t2)
〉
×
× ei2pi〈λ1+λ2+λ3+λ4,γ(t1)−γ(t2)〉 dt1dt2
= −4 ·
∫
C
∫
C
1
N 4n
∑
λ,λ′
〈
λ
|λ| , γ˙(t1)
〉〈
λ
|λ| , γ˙(t2)
〉〈
λ′
|λ′| , γ˙(t1)
〉〈
λ′
|λ′| , γ˙(t2)
〉
dt1dt2
− 8 ·
∫
C
∫
C
1
N 4n
∑
λ,λ′
〈
λ
|λ| , γ˙(t1)
〉2〈
λ
|λ| , γ˙(t2)
〉〈
λ′
|λ′| , γ˙(t2)
〉
︸ ︷︷ ︸
=0
dt1dt2
+ 4 ·
∫
C
∫
C
1
N 4n
∑
λ1+···+λ4 6=0
〈
λ1
|λ1| , γ˙(t1)
〉〈
λ1
|λ1| , γ˙(t2)
〉〈
λ3
|λ3| , γ˙(t1)
〉〈
λ4
|λ4| , γ˙(t2)
〉
×
× ei2pi〈λ1+λ2+λ3+λ4,γ(t1)−γ(t2)〉 dt1dt2
= −4FC(µn) 1N 2n
+ o(N−2n ),
(D.7)
where in the last step we used (1.18), and Cauchy-Schwarz inequality and again (5.2) to
bound the contribution of “off-diagonal” terms. Let us now study 5).
∫
C
∫
C
(r1/
√
α)2(r2/
√
α)2 dt1dt2
= 4 ·
∫
C
∫
C
1
N 4n
∑
λ1,...,λ4
〈
λ1
|λ1| , γ˙(t1)
〉〈
λ2
|λ2| , γ˙(t1)
〉〈
λ3
|λ3| , γ˙(t2)
〉〈
λ4
|λ4| , γ˙(t2)
〉
×
× ei2pi〈λ1−λ2+λ3−λ4,γ(t1)−γ(t2)〉 dt1dt2
= 4 ·
∫
C
∫
C
1
N 4n
∑
λ,λ′
〈
λ
|λ| , γ˙(t1)
〉2〈
λ′
|λ′| , γ˙(t2)
〉2
dt1dt2
+ 4 · 2
∫
C
∫
C
1
N 4n
∑
λ,λ′
〈
λ
|λ| , γ˙(t1)
〉〈
λ′
|λ′| , γ˙(t1)
〉〈
λ
|λ| , γ˙(t2)
〉〈
λ′
|λ′| , γ˙(t2)
〉
dt1dt2
+ 4 ·
∫
C
∫
C
1
N 4n
∑
λ1+···+λ4 6=0
〈
λ1
|λ1| , γ˙(t1)
〉〈
λ2
|λ2| , γ˙(t1)
〉〈
λ3
|λ3| , γ˙(t2)
〉〈
λ4
|λ4| , γ˙(t2)
〉
×
× ei2pi〈λ1−λ2+λ3−λ4,γ(t1)−γ(t2)〉 dt1dt2
= L2
1
N 2n
+ 4 · 2 1N 2n
Fn + o(N−2n ),
(D.8)
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where for the last step we used the well-known equality 1Nn
∑
λ
〈
λ
|λ| , v
〉2
= 1
2
which holds
for every unit vector v, and still Cauchy-Schwarz inequality and then (5.2) to bound the
contribution of “off-diagonal” terms.
The proof of 2) is analogous to that of 1), whereas the proofs of 3), 6)-8) are analogous
to that of 5) above, and hence omitted. 
Lemma D.2. If C ⊂ T is a smooth curve with nowhere vanishing curvature, then for
δ-separated sequences {n} such that Nn → +∞, we have
1)
∫
C
∫
C
r(t1, t2)
6 dt1dt2 = o(N−2n ),
2)
∫
C
∫
C
(r1/
√
α)6 dt1dt2 = o(N−2n ),
3)
∫
C
∫
C
(r12/α)
6 dt1dt2 = o(N−2n ).
(D.9)
Proof. Let us prove 1).∫
C
∫
C
r(t1, t2)
6 dt1dt2 =
∫
C
∫
C
(
1
Nn
∑
λ∈Λn
eλ(γ(t1)− γ(t2))
)6
dt1dt2
=
∫
C
∫
C
1
N 6n
∑
λ1,...,λ6∈Λn
eλ1+···+λ6(γ(t1)− γ(t2)) dt1dt2
=
1
N 6n
∑
λ1,...,λ6∈Λn
∣∣∣∣∫C eλ1+···+λ6(γ(t)) dt
∣∣∣∣2
= L2
|S6(n)|
N 6n
+
1
N 6n
∑
λ1+···+λ6 6=0
∣∣∣∣∫C eλ1+···+λ6(γ(t)) dt
∣∣∣∣2
 |S6(n)|N 6n
+
1
N 6n
∑
λ1+···+λ6 6=0
1
|λ1 + · · ·+ λ6| ,
(D.10)
where
S6(n) := {(λ1, . . . , λ6) ∈ Λ6n : λ1 + · · ·+ λ6 = 0},
and for the last step we used Lemma 5.2 in [RW16]. Recall now that [BB15]
|S6(n)| = O
(N 7/2n ) .
Using the latter together with Lemma E.2 (just below) in (D.10), we can conclude the
proof of 1). The proofs of the remaining cases 2), 3) are similar to that of 1) and hence
omitted.

Appendix E. Contribution of “off-diagonal” terms
E.1. Proof of Lemma 5.2. Let us start with the following simple lemma.
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Lemma E.1. Let A,B,C,D be four points on S1 such that the segment AC intersects
the segment BD, and O be the centre of the circle. Then the angle between AC and BD
equals
∠AOB + ∠COD
2
.
Proof. Let E be the intersection point of AC with BD and α the corresponding angle.
Then, as α is the external angle in the triangle AED we have that
(E.1) α = ∠ADE + ∠EAD = ∠AOB + ∠COD
2
,
since for any chordXY on the circle, the angle ∠XOY is twice the angle ∠XZY subtended
by another point Z on the circle.

We are now in a position to prove Lemma 5.2.
Proof of Lemma 5.2. First suppose that the segment λ1λ3 intersects the segment λ2λ4.
For u = λ3 − λ1 and w = λ4 − λ2, v := u−w, and α the angle between u and w we have
‖v‖2 = ‖u‖2 + ‖w‖2 − 2‖u‖ · ‖w‖ cosα = (‖u‖ − ‖w‖)2 + 2‖u‖ · ‖w‖(1− cosα)
≥ 2‖u‖‖w‖(1− cosα) 2‖u‖ · ‖w‖ · α2,
provided that α ∈ [0, pi] (say). Since ‖u‖ · ‖w‖  n1/2+2δ by assumption (1.17), and
α n−1/4+δ
by Lemma E.1, we have
‖v‖  n1+2δ · n−1/2+2δ = n4δ,
which, in case λ1λ3 intersects λ2λ4, is stronger than claimed.
Otherwise, let us assume that λ1λ3 does not intersect λ2λ4. That means that both
λ1, λ3 are lying on the same arc
_
λ2λ4 (one of two choices) and either the arcs
_
λ2λ1,
_
λ1λ3,
_
λ3λ4 are pairwise disjoint or the arcs
_
λ4λ1,
_
λ1λ3 and
_
λ3λ2 are pairwise disjoint; we assume
w.l.o.g that the former holds. Since
λ3 − λ1 = (−λ1)− (−λ3),
and upon replacing (λ1, λ3) by (−λ3,−λ1) if necessary, we may assume that λ1, λ3 are
lying in the smaller of the arcs
_
λ2λ4, i.e. the angle λ2Oλ4 < pi.
Denote as before u = λ3 − λ1 and w = λ4 − λ2, v := u − w. Here we claim that
|‖u‖ − ‖w‖| is not too small, and then, by the triangle inequality, so is
‖v‖ ≥ |‖u‖ − ‖w‖|.
Let α be the angle α = ∠λ2Oλ4, and the angle β = λ1Oλ3 < α. We have ‖u‖ =
2
√
n sin (α/2), ‖w‖ = 2√n sin (β/2), so that
‖u‖ − ‖w‖ = 2√n sin
(
α− β
4
)
cos
(
α + β
4
)
.
However, by the assumption (1.17) we have that both α−β  n−1/4+δ and 2pi−(α+β)
n−1/4+δ as at least one of α or β falls short of pi by at least  n−1/4+δ. Hence
‖u‖ − ‖w‖  √n · n−1/4+δ · n−1/4+δ = n2δ
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which yields the statement of Lemma 5.2 in this case.

E.2. Contribution of the higher order chaoses.
Lemma E.2. For δ-separated sequences {n} ⊂ S we have the bound
(E.2)
1
N 4n
∑
λ1+···+λ6 6=0
1
‖λ1 + · · ·+ λ6‖ = oNn→∞ (1) .
Proof. Let  > 0 be positive number, and set A := 1
2
N 2+n (say). We distinguish between
two cases:
i) ‖λ1 + · · · + λ6‖ ≥ A, ii) ‖λ1 + · · · + λ6‖ < A. The contribution of all summands with
i) holding is
 1
A
 1N n
,
hence we are only to bound the contribution of summands satisfying ii).
Assume here that ii) indeed holds. We claim that for fixed λ1, . . . , λ4 such that λ1 +
. . . + λ4 6= 0, there exist O(1)-choices for λ5, λ6. Indeed, if we assume that both ‖λ1 +
· · ·+λ4 +λ5 +λ6‖ < A and ‖λ1 + · · ·+λ4 +λ′5 +λ′6‖ < A, then, by the triangle inequality,
we obtain
(E.3) ‖λ5 + λ6 − λ′5 − λ′6‖ < 2A.
By Lemma 5.2 and in light of (1.6), (E.3) is valid only if λ5 + λ6 − λ′5 − λ′6 = 0. This
in turn implies that either λ5 = −λ6 or λ5 = λ′5 or λ5 = λ′6). The possibility λ5 = −λ6
is not valid, since then λ1 + · · · + λ6 = λ1 + · · · + λ4, and therefore given λ1, . . . λ4 there
could be at most two choices for λ5, λ6 such that ii) holds.
Let B > 0 be a large (but fixed) parameter, and assume that ii) holds. We distinguish
between further two cases: a) ‖λ1 + · · · + λ6‖ ≥ B, or b) ‖λ1 + · · · + λ6‖ < B. By the
above, the contribution of summands satisfying a) to the l.h.s. of (E.2) is O
(
1
B
)
.
To treat terms that satisfy b) we recall that [KKW13, Theorem 2.2] shows that the
number of 6-tuples (λ1, . . . , λ6) ∈ Λ6n satisfying λ1 + . . . + λ6 = 0 is o(N 4n). A slight
modification4 of the proof of [KKW13, Theorem 2.2] yields that the same holds for an
arbitrary fixed v ∈ Z2 in place of 0, i.e. the number of tuples such 6-tuples satisfying
λ1 + . . .+ λ6 = v
is o(N 4n). Therefore the total contribution to (E.2) of summands satisfying b) is oB(1).
Consolidating the various bounds we encountered, we have that
1
N 4n
∑
λ1+···+λ6 6=0
1
‖λ1 + · · ·+ λ6‖ 
1
N n
+
1
B
+ oB(1),
which certainly implies (E.2). 
4In Eq. 59, consider y1 + y2 ∈ A + v and in Eq. 60, consider y1 + y2 ∈ A + v so that we have
〈1A ? 1A, 1A+v〉
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Appendix F. Auxiliary computations for the fourth chaos
Proof of Lemma 6.2. Let us start with 1). Recall the expression for the fourth Hermite
polynomial: H4(t) = t
4 − 6t2 + 3.
1)
∫ L
0
H4(fn(t)) dt =
∫ L
0
(
fn(t)
4 − 6fn(t)2 + 3
)
dt
=
1
N 2n
∑
λ,λ′,λ′′,λ′′′
aλaλ′aλ′′aλ′′′
∫ L
0
ei2pi〈λ−λ
′+λ′′−λ′′′,γ(t)〉 dt
− 6 1Nn
∑
λ,λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt+ 3L.
(F.1)
Let us divide the first term on the r.h.s. of (F.1) into two summation, one over the
quadruples in S4(n) and the other one over the quadruples not belonging to S4(n).
∫ L
0
H4(fn(t)) dt = 3L
1
N 2n
∑
λ,λ′
|aλ|2|aλ′|2 − 3L 1N 2n
∑
λ
|aλ|4
+
1
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
ei2pi〈λ−λ
′+λ′′−λ′′′,γ(t)〉 dt
− 6 1Nn
∑
λ,λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt+ 3L.
(F.2)
Now let us divide the fourth term on the r.h.s. of (F.2) into two sums, one for the diagonal
terms and the other one for the off-diagonal terms. That is,
∫ L
0
H4(fn(t)) dt = 3L
1
N 2n
∑
λ,λ′
|aλ|2|aλ′|2 − 6L 1Nn
∑
λ
|aλ|2 + 3L
− 6 1Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt− 3L 1N 2n
∑
λ
|aλ|4
+
1
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
ei2pi〈λ−λ
′+λ′′−λ′′′,γ(t)〉 dt.
(F.3)
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Note that the first three terms on the r.h.s. of (F.3) can be rewritten as∫ L
0
H4(fn(t)) dt = 3 · 2 · L 1Nn
 1√Nn/2
∑
λ∈Λ+n
(|aλ|2 − 1)
2
− 3L 1N 2n
∑
λ
|aλ|4 − 6 1Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
+
1
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
ei2pi〈λ−λ
′+λ′′−λ′′′,γ(t)〉 dt
= 6 · L 1NnW1(n)
2 − 3L 1N 2n
∑
λ
|aλ|4 − 6 1Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
+
1
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
ei2pi〈λ−λ
′+λ′′−λ′′′,γ(t)〉 dt
= Xan +X
b
n,
where W1(n) is defined as in (6.2), X
a
n is given in (6.4) and
Xbn :=− 3L
1
N 2n
∑
λ
(|aλ|4 − 2)− 6 1Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
+
1
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
ei2pi〈λ−λ
′+λ′′−λ′′′,γ(t)〉 dt.
(F.4)
Let us prove that, as Nn → +∞,
(F.5) Var(Xbn) = o
(
1
N 2n
)
.
For the first term on the r.h.s. of (F.4) we have
(F.6) Var
(
1
N 2n
∑
λ
(|aλ|4 − 2)
)
= O(N−3n )
whereas for the second one [RW16, (5.18)] and (1.17) give
(F.7) Var
(
1
Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉
)
= o
(
1
N 2n
)
.
For the last term
(F.8) Var
 1
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
ei2pi〈λ−λ
′+λ′′−λ′′′,γ(t)〉
 = o( 1N 2n
)
.
follows from [RW16, (5.18)] and Lemma 5.2. This concludes the proof of 1).
Let us now study the second summand in (6.1). The argument given below is similar
to the one above concerning the first summand in (6.1); accordingly we will omit some
NODAL INTERSECTIONS 41
technical details.
∫ L
0
H4(f
′
n(t)) dt =
∫ L
0
(
f ′n(t)
4 − 6f ′n(t)2 + 3
)
dt
=
1
(2pi2n)2
∫ L
0
(2pi)4
N 2n
∑
λ,λ′,λ′′,λ′′′
aλaλ′aλ′′aλ′′′×
× 〈λ, γ˙(t)〉〈λ′, γ˙(t)〉〈λ′′, γ˙(t)〉〈λ′′′, γ˙(t)〉ei2pi〈λ−λ′+λ′′−λ′′′,γ(t)〉 dt
− 6 1
2pi2n
∫ L
0
(2pi)2
Nn
∑
λ,λ′
aλaλ′〈λ, γ˙(t)〉〈λ′, γ˙(t)〉ei2pi〈λ−λ′,γ(t)〉 dt+ 3L.
(F.9)
Dealing with (F.9) as in (F.3) we obtain
∫ L
0
H4(f
′
n(t)) dt = 3
∫ L
0
(
2
1
Nn
∑
λ
(|aλ|2 − 1)
〈
λ
|λ| , γ˙(t)
〉2)2
dt
− 3 1
(2pi2n)2
(2pi)4
N 2n
∑
λ
|aλ|4
∫ L
0
〈λ, γ˙(t)〉4 dt
+
1
(2pi2n)2
∫ L
0
(2pi)4
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′×
× 〈λ, γ˙(t)〉〈λ′, γ˙(t)〉〈λ′′, γ˙(t)〉〈λ′′′, γ˙(t)〉ei2pi〈λ−λ′+λ′′−λ′′′,γ(t)〉 dt
− 6 1
2pi2n
∫ L
0
(2pi)2
Nn
∑
λ6=λ′
aλaλ′〈λ, γ˙(t)〉〈λ′, γ˙(t)〉ei2pi〈λ−λ′,γ(t)〉 dt
= Y an + Y
b
n ,
where Y an is defined as in (6.4) and
Y bn :=− 3
1
(2pi2n)2
(2pi)4
N 2n
∑
λ
(|aλ|4 − 2)
∫ L
0
〈λ, γ˙(t)〉4 dt
+
1
(2pi2n)2
∫ L
0
(2pi)4
N 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′×
× 〈λ, γ˙(t)〉〈λ′, γ˙(t)〉〈λ′′, γ˙(t)〉〈λ′′′, γ˙(t)〉ei2pi〈λ−λ′+λ′′−λ′′′,γ(t)〉 dt
− 6 1
2pi2n
∫ L
0
(2pi)2
Nn
∑
λ 6=λ′
aλaλ′〈λ, γ˙(t)〉〈λ′, γ˙(t)〉ei2pi〈λ−λ′,γ(t)〉 dt.
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We are now left with the third summand in (6.1).
∫ L
0
H2(fn(t))H2(f
′
n(t)) dt =
∫ L
0
(fn(t)
2 − 1)(f ′n(t)2 − 1) dt
=
(2pi)2
2pi2nN 2n
∫ L
0
∑
λ,λ′,λ′′,λ′′′
aλaλ′aλ′′aλ′′′×
× 〈λ′′, γ˙(t)〉〈λ′′′, γ˙(t)〉ei2pi〈λ−λ′+λ′′−λ′′′,γ(t)〉 dt
− 1Nn
∑
λ,λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
− 1
2pi2n
∫ L
0
(2pi)2
Nn
∑
λ,λ′
aλaλ′〈λ, γ˙(t)〉〈λ′, γ˙(t)〉ei2pi〈λ−λ′,γ(t)〉 dt+ L
(F.10)
Finally, we can rewrite (F.10) as∫ L
0
H2(fn(t))H2(f
′
n(t)) dt
=
(
1
Nn
∑
λ
(|aλ|2 − 1)
)(
1
Nn
∑
λ′
(|a′λ|2 − 1)
∫ L
0
2
〈
λ′
|λ′| , γ˙(t)
〉2
dt
)
− (2pi)
2
2pi2nN 2n
∑
λ
|aλ|4
∫ L
0
〈λ, γ˙(t)〉2 dt
+
(2pi)2
2pi2nN 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
〈λ′′, γ˙(t)〉〈λ′′′, γ˙(t)〉×
× ei2pi〈λ−λ′+λ′′−λ′′′,γ(t)〉 dt− 1Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
− 1
2pi2n
∫ L
0
(2pi)2
Nn
∑
λ 6=λ′
aλaλ′〈λ, γ˙(t)〉〈λ′, γ˙(t)〉ei2pi〈λ−λ′,γ(t)〉 dt
= Zan + Z
b
n,
where Zan is defined as in (6.4) and
Zbn :=−
(2pi)2
2pi2nN 2n
∑
λ
(|aλ|4 − 2)
∫ L
0
〈λ, γ˙(t)〉2 dt
+
(2pi)2
2pi2nN 2n
∑
λ,λ′,λ′′,λ′′′ /∈Sn(4)
aλaλ′aλ′′aλ′′′
∫ L
0
〈λ′′, γ˙(t)〉〈λ′′′, γ˙(t)〉ei2pi〈λ−λ′+λ′′−λ′′′,γ(t)〉 dt
− 1Nn
∑
λ 6=λ′
aλaλ′
∫ L
0
ei2pi〈λ−λ
′,γ(t)〉 dt
− 1
2pi2n
∫ L
0
(2pi)2
Nn
∑
λ 6=λ′
aλaλ′〈λ, γ˙(t)〉〈λ′, γ˙(t)〉ei2pi〈λ−λ′,γ(t)〉 dt.
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
Appendix G. A family of static curves
Proposition G.1. Let C ⊂ T be a smooth closed curve with nowhere vanishing curvature,
invariant w.r.t. rotation by 2pi/k for some k ≥ 3. Then C is static.
Proof. To show that C is static it is sufficient [RW16, Corollary 7.2] to see that
(G.1) BC
(
dθ
2pi
)
=
L2
4
,
i.e. check the condition (1.16) with µ = dθ
2pi
only. By inverting the order of integration in
(1.11) we have that (G.1) is equivalent to
(G.2)
2pi∫
0
 L∫
0
〈θ, γ˙(t)〉2dt
2 dθ
2pi
=
L2
4
.
We claim that for every θ ∈ [0, 2pi] the integrand above is
(G.3)
L∫
0
〈θ, γ˙(t)〉2dt = L
2
,
which is certainly sufficient for (G.2).
To prove it we denote γ˙(t) =: eiφ(t) so that the integrand on the l.h.s. of (G.3) is
〈θ, γ˙(t)〉2 = cos(θ − φ(t))2,
and by the assumed invariance of C w.r.t. rotations by 2pi/k we have that
(G.4)
L∫
0
cos(θ − φ(t))2dt =
L/k∫
0
(
k−1∑
j=0
cos
(
θ − φ(t) + j · 2pi
k
)2)
dt.
Now, since, by assumption, k ≥ 3, we have that
k−1∑
j=0
cos
(
θ − φ(t) + j · 2pi
k
)2
=
k
2
+
k−1∑
j=0
cos
(
2
(
θ − φ(t) + 2pi
k
))
=
k
2
,
which we substitute into (G.4) to obtain
L∫
0
cos(θ − φ(t))2dt = k
2
· L
k
=
L
2
,
that is, we obtain (G.3), which, as it was mentioned above, is sufficient to yield the
statement of Proposition G.1.

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