The need to numerically simulate stochastic processes arises in many elds. Frequently this is done by discretizing the process into small time steps and applying pseudo-random sequences to simulate the randomness. This paper address the question of how to use quasi-Monte Carlo methods to improve this simulation. Special techniques must be applied to avoid the problem of high dimensionality which arises when a large number of time steps are required. Two such techniques, the generalized Brownian bridge and particle reordering, are described here. These methods are applied to a problem from nance, the valuation of a 30 year bond with monthly coupon payments assuming a mean reverting stochastic interest rate. When expressed as an integral, this problem is nominally 360 dimensional. The analysis of the integrand presented here explains the e ectiveness of the quasi-random sequences on this high dimensional problem and suggests methods of variance reduction which can be used in conjunction with the quasi-random sequences.
Introduction
In many applications ranging from nance to uid dynamics it is necessary to evaluate the expectation of a function of a random path generated by a stochastic process. For a continuous time process this expectation may often be expressed as a Feynman-Kac type integral over Brownian motion. For numerical simulation, the continuous process is often modeled as a discreet process such that the expectation reduces to a standard integral weighted by the distribution function associated with each step of the discrete process. The time discretization often has physical relevance to the problem, as in the example presented below in which the time step of one month corresponds to monthly cash ows.
An important question is how to e ectively numerically evaluate the integrals which arise in stochastic simulations. Because the time discretization often requires using a large number of small steps, the resulting expected value integrals are often very high dimensional (see 20, 1, 17, 21] for examples of such integrals in nance). This high dimensionality is generally dealt with by using Monte Carlo simulation, whereby N \random" paths associated with the stochastic process are generated from a pseudo-random number sequence and the desired integral is approximated by the average of the integrand evaluated along all the paths. The standard Monte Carlo method can be quite slow, however, because its convergence rate is only O(N ?1=2 ).
We consider here improvements to this method by generating the \random" paths with deterministic, quasi-random sequences. The resulting paths are in fact not random, but have superior distribution properties in the space of all paths associated with the given process, and thus lead to lower integration error. Such quasi-Monte Carlo methods can be much faster with errors approaching size O(N ?1 ) in optimal cases. This dramatic improvement in convergence rate has the potential for signi cant gains both in computational time and in range of application of Monte Carlo methods.
The e ectiveness of quasi-Monte Carlo methods does have some important limitations. First, quasi-Monte Carlo methods are valid for integration problems, but may not be directly applicable to simulations, due to the correlations between the points of a quasi-random sequence. This problem can be overcome in many cases by writing the desired result of a simulation as an integral, as was mentioned above. However, as the resulting integral is often of very high dimension (e.g. dimension 360 for the example below), this leads to a second limitation: the improved accuracy of quasi-Monte Carlo methods is generally lost for problems of high dimension or problems in which the integrand is not smooth. This loss of e ectiveness has been documented for a series of test problems in 12, 13, 14] . Several researchers in computational nance have recently reported great success with quasi-Monte Carlo computation of problems of very high dimension 1, 17, 21] . One purpose of this paper is to introduce techniques which e ectively recast such nominally high dimensional problems into more moderate dimensional forms. These techniques allow for the range of application of quasi-Monte Carlo methods to be signi cantly extended, in particular when combined with other variance reduction methods.
The paper is organized as follows. First a brief review of quasi-random sequences in presented in Section 2. This is followed by the description of a general technique, the generalized Brownian bridge, for generating quasi-random paths for standard Brownian motion in Section 3. An alternate approach for generating paths involving only a one dimensional sequence is described in Section 4. An example involving a 30 year coupon bond is presented and analyzed in Section 5, while Section 6 gives the numerical results for the various techniques. This is followed by conclusions.
Review of Quasi-Random Sequences
Quasi-Monte Carlo methods are based on the idea that random Monte Carlo techniques can often be improved by replacing the underlying source of random numbers with a more uniformly distributed deterministic sequence. QuasiMonte Carlo methods often include standard approaches of variance reduction, although such techniques do not necessarily directly translate. Other approaches, such as described in Sections 3 and 4, are unique to quasi-Monte Carlo and have no e ect when used with random sequences. The fundamental feature underlying all quasi-Monte Carlo methods, however, is the use of a quasi-random sequence. Therefore we now present a brief review of certain properties of such sequences.
Quasi-random sequences are often referred to as low discrepancy sequences. This term refers a measure of the uniformity of a sequence, the discrepancy, which is de ned as follows. Consider a set of N points in the d dimensional unit cube fx i g. The discrepancy of this set is
Here E is a sub-rectangle of the unit cube, m(E) is the volume of E, and the sup is taken over all such sub-rectangles. This de nition is based on the idea that for any given rectangle, the percentage of points from a uniformly distributed set which lie in the rectangle should be close to the volume of the rectangle. Thus the more uniformly distributed, the smaller the discrepancy of a set.
A uniformly distributed in nite sequence of points in the d dimensional unit cube can them be de ned 8] as a sequence for which lim sup
Here the discrepancy is take to be the discrepancy (2.1) of the rst N terms of the sequence. There are many sequences which have this property. For example, a uniform random sequence satis es (2.2) almost surely. In fact, by the law of iterated logarithms, we have that for a random sequence the expected value of the discrepancy satis es E(D N ) log log N p N : ( 
2.3)
A quasi-random, or low discrepancy, sequence is one which satis es the condition that
For a given function f(x) de ned on the unit cube and a set of N integration nodes fx i g, the simple Monte Carlo integration error is de ned as
For functions of bounded variation, the Koksma-Hwalka inequality 16] states that V (f) D N ; (2.6) where V (f) is the variation of the function and D N is the discrepancy of the set.
This may be contrasted with the mean square error for random Monte Carlo
where 2 is the variance of the integrand, de ned as
Inequalities (2.3) and (2.4) then suggest that low discrepancy sequences will lead to smaller integration error, at least for large enough N.
A substantial body of work has been devoted to developing low discrepancy sequences, much of which is described in Niederreiter's monograph 16]. Numerous other papers have focused on the applications of quasi-Monte Carlo methods 6, 5, 9, 12, 23, 18, 20] . In the present paper, we work with the Sobol' sequence 22, 24] . This is a sequence for which each individual dimension is a permutation (at every 2 k points, k = 1; 2; : : :) of the Van 
This is a very uniform one dimensional sequence, so that the one dimensional projections of the Sobol sequence are also quite uniform. The choice of permutations is crucial to ensure that higher dimensional projections, as well as the entire d dimensional sequence, are also uniformly distributed. As the dimension grows large, it becomes increasingly di cult to guarantee that all projections are well distributed, at least for relatively small N. This di culty is re ected in the discrepancy bound (2.4) 3 The Generalized Brownian Bridge
We now consider a class of methods for generating random walks associated with stochastic processes of the form dx = (a(t) + b(t)x)dt + (t)dz ; (3.1) where dz is the derivative of standard Brownian motion and a; b and are integrable in time. These methods may lead to substantial error reduction when combined with quasi-random sequences. The presentation here deals with standard Brownian motion with no drift and constant variance. The extension to include the drift term of a mean reverting process is addressed in Section 5.
Since Brownian motion is a Markov process, it is most natural to generate a discrete time Brownian motion random walk x n+1 = b(t n+1 ) at time t n+1 = t n + t as a random jump from its value x n = b(t n ) through the formula x n+1 = x n + p t z (3.2) in which z is sampled from N(0; 1). More generally, any future point x m , (m > n) may be generated by
Any point of the walk in the middle can then be generated from knowledge of the past, x n , and the future x m according to the Brownian bridge formula 7] x k = (1 ? )x n + x m + p (1 ? )(m ? n) t z (3.4) where n k m and = k ? n m ? n :
We remark that this formula is valid only for generating one step k between steps n and m, as any subsequently generated steps must be correlated with x k . Equation (3.4) may continue to be used, however, by simply replacing one of the endpoints with the most recently generated point x k . Note that variance of the random part of the Brownian bridge formula (3.4) for generating x k is reduced by a factor 1=(1? ) compared with the variance for generating x k with formula (3.3).
The standard method of generating a random walk x k is based on the updating formula (3.2). The initial value is x 0 = 0. Each subsequent value x k+1 is generated from the previous value x k using formula (3.2) with independent normal variables z k .
Another method, which we refer to as the Brownian bridge discretization can be based on (3.4). Suppose we wish to determine the path x 0 ; x 1 ; : : : ; x D , and for convenience assume that D is a power of 2. The initial value is x 0 = 0. The next value generated is x D = p D t z 1 . Then the value at the mid point x D=2
is determined from the Brownian bridge formula (3.4) with = 1=2. Subsequent values are found at the successive mid-points; i.e. x D=4 ; x 3D=4 ; x D=8 ; : : :, sweeping along the breadth of the domain at each level of re nement.
Although the total variance associated with each x k in this representation is the same as in the standard discretization, the variance associated with the z k is no longer constant. It has been redistributed so that much more of the variance is contained in the rst few steps of the Brownian bridge discretization, while the later steps have signi cantly smaller variance due to the factor of 2 reduction in the variance arising in formula (3.4) . This reduces the e ective dimension of the random walk simulation, which increases the accuracy of quasi-Monte Carlo. Moskowitz and Ca isch 15] applied this method to the evaluation of Feynman-Kac integrals and showed the error to be substantially reduced when the number of time steps, which is equal to the dimension of the corresponding integral, is large.
The Brownian bridge approach allows for a great deal of generalization. Another possibility involves a rearrangement of the breadth-rst discretization described above in a depth-rst fashion, such that the x k are generated in the following order:
x 0 ; x D ; x D=2 ; x D=4 ; x D=8 ; : : : ; x 1 ; x 3D=4 ; x 3D=8 ; : : : ; x 3 ; : : : x (D? 1) In fact, formula (3.4) provides the means for generating the steps of the random walk in any order desired. Moreover, the number of terms in the walk D, representing the dimension of the problem, need not be a power of two.
To formalize these extensions, we introduce now the generalized Brownian bridge discretization. The path of the random walk may be expressed as a vector The Brownian bridge discretization described above can also be seen as a linear combination of the z, so that there exist a matrix B such that x = B z. We de ne now the generalized Brownian bridge discretization to be any matrix B such that the paths B z correspond to the same stochastic process as the paths A z. Because a Gaussian process is completely speci ed by its covariance, if the paths B z and A z have the same covariance, they will necessarily be sampled from the same process It is important to remember that random Monte Carlo methods will not be a ected by how the random walk path is generated. From the integration point of view, this follows from the fact that for any function f(x), under the change of variables z 0 = B ?1 Az, we have that
for any B satisfying (3.9). In particular, the variance of a given function of the path, which is expressed as an integral, is independent of the path generating matrix, so the random Monte Carlo error is also not a ected. As demonstrated in 15, 2], the combination of quasi-random sequences and the Brownian bridge discrectization can lead to signi cant error reduction. One can imagine that if the last step of the walk is more uniformly distributed, then the set of paths so generated is necessarily more uniformly chosen from the space of all possible paths, leading to smaller integration errors. More generally, properties of the integrand may be used to construct paths that more uniformly sample the space which has the greatest in uence on the integrand. This idea is explored more in Section 5.
The rst Brownian bridge discretization described above is an example of an important sub-class of the generalized discretizations, namely those that concern generating the steps of the walk sequentially according to a speci ed permutation = ( 1 ; : : : ; D ) T of the rst D integers. The unique Brownian bridge matrix B corresponding to this permutation may be generated as follows. Let P be the permutation matrix de ned by = P (1; : : : ; D) T . Then B = P R (3.11) where R is the unique lower triangular matrix obtained from the Cholesky decomposition R R T = P T A A T P (3.12) where again A is given by (3.6). It is easily checked that B satis es (3.9).
The Brownian bridge formula (3.4) shows that each term of a permutation de ned discretization may be express as a linear combination of exactly two previously determined steps of the path. Thus the path x may be generated recursively in O(D) steps. On the other hand, the matrix R will in general be a dense lower triangular matrix, so that generating x = B z will be an O(D 2 ) operation. This may lead to a signi cant increase in the computation time necessary to generate the paths x. We prove now in this matrix formulation that the vector x may in fact be generated recursively in O(D) operations, and thereby indicate how to generate the necessary coe cients.
We observe rst that the relationship x = B z may be rewritten with the help of (3.11) as R ?1 (P T x) = z :
We may easily obtain x from P T x in O(D) steps, and the following lemma shows that system (3.13) may also be solved in O(D) operations.
Lemma 3.1 Let the matrix A be de ned by (3.6), P be a permutation matrix, and R be the unique lower triangular matrix satisfying the Cholesky decomposition in (3.12). Then R ?1 is a lower triangular matrix with at most three non-zero entries in each row.
Proof: That R ?1 exists and is lower triangular follows from A being invertible and the fact that the inverse of a triangular matrix is triangular. Inverting Equation Therefore S D is a symmetric matrix for which each row and column has at most three non-zero entries, and that one of these three occurs at the diagonal element.
We contains at most three non-zero elements. This process may be repeated until the matrix M 3 is reached, as which point the statement of at most three non-zero elements follows by de nition.
This proves that each column of M D has at most three non-zero elements, and therefore the same is true of each row of R ?1 .
The proof suggests an e cient algorithm for generating the recursion coefcients stored in R ?1 given the permutation vector . The non-zero entries of R ?1 may be stored in a D 3 array, while the indices of the non-zero odiagonal elements may be stored in a D 2 array. Once generated, these arrays are easily applied to solve the systems R ?1 y = z ; x = P y : (3.22) A permutation based Brownian bridge discretization has the interpretation that the individual steps of the random walk x are generated is a speci c order. Equation (3.9) allows, however, for a more general interpretation. Using the fact that B satis es (3.9) if and only if B = A Q for some orthogonal matrix Q, we see that generating the random walk as B z is equivalent to applying A to an orthogonal transformation of z. Such a transformation may lead to a diagonalization of the integrand, concentrating much of the variance of the problem into a few principle directions, and thereby reducing the e ective dimension. This is discussed further in the Section 5. There is a computational price to be paid for this approach in that, for a general orthogonal matrix Q, it will not be possible to generate the corresponding random walk B z by recursion, but will require an O(D 2 ) procedure.
Reordering
For many problems associated with a stochastic process, there is a natural underlying time discretization. For example, for the bond described in the next section, monthly coupon payments suggest that monthly time steps are the most convenient to work with (leading to a 360 dimensional integral). However, this division and the corresponding dimension of the expected value integral are somewhat arbitrary. For example, daily time steps could be taken (representing the daily uctuations of interest rates), which would lead to an integral of with dimension close to 11000. There would be little noticeable di erence in the value of these integrals as long as the discretization error for the stochastic process is small. It is often the case that the acceptable error of the Monte Carlo computation is much larger than the time discretization error. While a minimum of 360 random variables are required to simulate the bond cash ows, it may be more correct to consider this as a one dimensional problem (corresponding to the use of a one interest rate model) which evolves in time.
With this in mind, we now describe an alternate approach to generating random walk paths. We consider a collection of N \simulation particles" x j .
The position of particle j (j = 1; : : : ; N) at time step n + 1 is determined by sampling from the distribution generated by the stochastic process with initial data x n j . The approach is described here for standard Brownian motion, but is easily adapted to all stochastic processes, making it a more general approach than the Brownian bridge discretization. The particle positions at time n + 1 may be expressed as In light of the fact that the problem is \spatially" one dimensional, it is possible to use the same one dimensional quasi-random sequence to generate each time step. Because the terms of the sequence are not independent, however, it is necessary to take special measures to insure that correlations across time steps are controlled and to make optimal use of the greater uniformity associated with one dimensional quasi-random sequences. These goals are achieved through the additional step of reordering the particles at each time step. This approach was developed by Lecot 9, 10, 11] for use in the simulation of kinetic equations, and has been applied to the periodic one dimensional heat equation, for which convergence close to O(1=N) was proved 12].
This method proceeds as follows for a one dimensional stochastic process. The particles are assigned positions according to the initial distribution function at time 0 such that x 0 1 x 0 2 : : : x 0 N : (4. 2) The particles may all start from the same initial value (as in the bond example of the next section), or these initials values may be generated using a uniform cell centered discretization of (0; 1) with N points. The positions of the particles after the rst time step are generated according to Equation (4.1) whereby the N numbers z j correspond to the rst N terms of a one dimensional quasi-random sequence (the Van der Corput sequence is a natural choice). The results is that the particles positions are no longer ordered according to (4.2) . The nal step is to reorder the particles by sorting and relabeling them, such that the particle labeled with index 1 is always furthest to the left, and the particle labeled with index N is always furthest to the right. The next time step is then carried out by assigning the next N terms of the quasi-random sequence in order to the particles x 1 1 ; : : : ; x 1 N . It is easily seen that for a random sequence, this method will have no e ect and will lead to the same results as the standard Monte Carlo random walk.
The reordering procedure has two e ects. First it breaks correlations associated with the low discrepancy sequence. If no relabeling were done, the rst particle would be assigned the terms (1; N + 1; 2N + 1; : : :) from the sequence. If the Van der Corput sequence is used and N is even, this particle would always received a z 1 0 (assuming a direct mapping of (0; 1) to (?1; 1) is used obtain normally distributed numbers) to generate it's next position, with the result that the path for the rst particle would always be increasing. The other particles would have similar problems. Reordering e ectively decouples the generating value a particle receives from its position in the sequence. For this reason, it is also advisable to avoid using N equal to a power of two (assuming a base 2 quasi-random sequence is used) to further minimize structural correlations of the sequence.
The second e ect helps explain the advantage this procedure o ers. If the distribution function at time step n is well represented by the N particle positions, then in general there will be many particles in intervals which are relatively small compared with changes in the distribution function. Thus those particles in a given interval are essentially alike. Reordering groups these particles together and ensures that these like particles receive a contiguous subsequence of the quasi-random sequence, which itself is uniformly distributed. The e ect is to obtain a more uniform sampling from the distribution function at time step n + 1 than would have been obtained from a random process.
There are several limitations to this quasi-Monte Carlo method. First, it does not immediately generalize to higher dimensional stochastic process because there is no absolute ordering of two or more variables. Partial orderings are feasible in two or three dimensions, but become less e ective as dimension increases. A decomposition of the stochastic process into principal components could however be used to identify two or three \directions" to which this procedure could be applied, while the other components are simulated with a random sequence.
A second requirement for the success of this method is that there be enough particles to adequately represent the distribution function in the sense described above. If the particles become separated so that their paths do not cross, then the reordering will have no e ect. For Brownian motion this will eventually happen, but on time scales such that the di usion is small in relation to the number of particles, this is not a problem. Processes with mean reversion help contain this e ect.
Finally, based on the computational results present in Section 6, this method appears to only exhibit superior convergence properties compared with random Monte Carlo for functions which are predominantly the sum of univariate functions. A detailed discussion of the decomposition of functions into lower dimensional components and e ective dimensionality for quasi-Monte Carlo in- where the z i are the independent increments, will exhibit low integration error and convergence close to O(1=N) when reordering is used. However, the introduction of cross terms (e.g., f(x) = x D ) results in much larger error and a signi cant reduction in the convergence rate. For appropriate stochastic processes, particle reordering may be combined with a permutation based Brownian bridge discretization. The e ectiveness of this combination depends on how well the Brownian bridge discretization, when viewed as a change of variables, diagonalizes the integrand into the sum of univariate functions of the underlying independent normal variates. In the example above, the function f(x) = x D can be easily mapped to a single univariate function by using a permutation with 1 
Application to a Mean Reverting Process

Bond Valuation for a Stochastic Interest Rate
We now investigate the e ectiveness of the quasi-Monte Carlo techniques outlined here by applying them to a problem from nance involving a mean reverting stochastic process. The problem is to nd the fair price of a 30 year bond with a face value of $100. which pays a monthly coupon of 1% (i.e., $1). This question is closely related to pricing more complicated nancial instruments such as mortgage backed securities to which quasi-Monte Carlo methods have also been applied 20, 1, 17, 21]. The simpler bond has been chosen here to help clarify the exposition.
For our purposes, all months will be considered of equal length, so that the 30 year bond has 360 payments of $1 which are equally spaced in time. There is an additional payment of the face value of the bond, $100, which occurs at month 360. The present value PV of the bond is simply the sum of all future cash ows discounted back to the present to account for interest accrual:
Here p k and Z k are the payment and discount factor at month k, respectively. For the bond, p k = 1 for 1 k 359 and p 360 = 101. Z k is the price of a $1 zero-coupon bond which expires at month k; in other words, Z k is the value today of $1 paid at month k. This is directly related to the annualized k-month continuously compound interest rate R k by the formula Z k = exp(?R k T k ) T k = k=12 :
2) The question thus becomes how to model and compute the discount factors.
In previous studies of quasi-Monte Carlo methods, interest rates have generally been modeled as following geometric Brownian motion. This has the advantage of ensuring that the rates never go negative, but it does not capture the fact that interest rates tend to vary over a limited range and never drift o to large values. A(t) = exp(b(B(t) ? t) ? 2 (aB 2 (t) + 2B(t) ? 2t)=(4a 2 )) :
A Monte Carlo evaluation of the present value of the bond price would involve simulating interest rate paths according to the process (5.3). For a given path realizationr(t), the discount factor for that path could be computed at any time t by evaluatingẐ (t) = exp(? Z t 0r (s)ds) :
The bond price conditioned on that realization could then be computed from Equation 5.1. The true bond price is then the expectation of the present value, which is approximated in Monte Carlo by
when N interest paths with present values PV i have been simulated.
In order to evaluate the integral 5.6 it is necessary to discretize time. (For a general stochastic process, integration of the stochastic di erential equation to obtain a pathr(t) will also require a time discretization approximation. However, for the Vasicek model, as well as for geometric Brownian motion, this may be done analytically.) The natural discretization is to choose time steps equal to one month, so that the discount factor at month k is related to the sum of interest rates at the previous months.
As the purpose of the current work is to study the e ectiveness of various Monte Carlo techniques, we wish to separate the Monte Carlo error from the time discretization error. We will therefore take as the exact solution not corresponding to the yield, is 128 months, or 10.7 years. This is the average time to maturity weighted by the present values of the cash ows, and it functions as a measure of the bond price's sensitivity to changes in the yield.
Analysis of the Integrand
When random walk processes are used to value functions which smoothly depend on the path, a useful approach for understanding the e ectiveness of quasiMonte Carlo, as well as for providing control variates and indications for selecting a generalized Brownian bridge, is to compute a Taylor series expansion. It is natural (particularly for mean reverting processes) to expand the integrand as a function of independent normal increments about the expected mean, which corresponds to the point z = (0; 0; : : : ; 0). As long as the variance of the process is not too large, the Gaussian weights in the expectation integral will cause a sharp drop o in the weighting of paths away from the mean, so that the Taylor expansion is likely to be a good approximation.
The choice of the integrand to be expanded depends of how the random walk is generated. As the default, we take the function v A (z) = PV (z) which corresponds to the standard random walk generated by (5.12), with A given by These results suggest that a method which accurately evaluates the linear and quadratic terms of the Taylor expansion will produce small relative error. We consider now how to deal with these terms.
The linear term integrates to zero. This may be computed with no error by using antithetic random (or quasi-random) variables. This requires that when a point z is sampled from the distribution and used to evaluate v(z), the point ?z is also taken. This is equivalent to replacing the integrand by If antithetic variables are used (so that the sample size is 2N), then = 0. If a quasi-random sequence is used without antithetic variables, the dimensions decouple according to (5.23) such that the errors are the sum of the one dimensional errors of (5.24). These errors will in general be O(1=N), with the constant roughly like jjrv 0 A jj. For small values of N, the error from the linear term will tend to dominate the other errors and convergence close to O(1=N) may appear. For the current problem, however, the cross over from the dominant linear term error to the dominant higher order term error occurs fairly soon. If, for example, the second order terms come in as random errors with the antithetic variance describing the error size, these errors would begin to dominate around N = 200. Particle reordering is appropriate for such linear functions, as they are the sum of univariate functions. However, the relatively large contribution of the second order terms may limit the e ectiveness.
We now consider the quadratic term of the Taylor expansion. It is clear that the use of antithetic variables will not lead to any error reduction for this term.
It is possible to imagine constructing a set of antithetic points in D dimensions re ecting symmetries across all coordinate axes. In this way, the cross terms of the quadratic could be eliminated; however, the diagonal terms would remain. Moreover, this would require evaluating the function at 2 D points, as opposed to just two (z and ?z).
An alternative approach to diagonalizing the quadratic term, and thereby decoupling the dimensions to produce a set of one dimensional integrals, is o ered by the Brownian bridge discretization of the random walk. Let Q A be the orthogonal matrix which diagonalizes the Hessian matrix H A such that the elements of the resulting diagonal matrix appearing in order of decreasing absolute value. We have that When the random walk is generated with Bz, the e ect is to diagonalize the quadratic term. The largest eigenvalue is around 0.893; however, they drop o rapidly, with the 14 th being less that 0.0001. Only the rst 24 are greater than 0.00001. Thus the e ective dimension of the problem is reduced, and the decoupling of dimensions allows for the superior performance of quasi-random sequences on one dimensional problems to be exploited. Again we remark that no advantage arises if this technique is applied in conjunction with random sequences as this decoupling does not alter the total variance of the integrand.
There is a substantial additional computational cost of generating paths with
Bz when B is a full matrix such that no recursive generation is possible. It may be more e ective to choose a permutation based Brownian bridge discretization matrix for which the associated change of variables Q = A ?1 B leads to a significant (although not complete) diagonalization of the Hessian. Experimentation with various permutations indicates that almost any choice for such a B will be superior in this regard to using the standard random walk generating matrix A.
For the price of the matrix vector multiple which, as just described, could diagonalize the quadratic term, this term may in fact be eliminated by using the Taylor 
Computational Results
We now describe the accuracy of various integration methods for computing the present value of the bond. The results are presented as a function of N, the number of paths, and as a function of the approximate computational time required for the methods. For each case, we present the root-mean-square of the error over 25 independent computations. Moreover, the computations for di erent values of N are all independent. For the Sobol' sequence calculations, independence means that non-overlapping subsequences were used. Here the error is computed with respect to the exact solution.
The present value of the bond was computed with ten methods. The rst was straight forward Monte Carlo using a random sequence (MC). Next, this calculation was repeated using a 360 dimensional Sobol' sequence (QMC) (generated with part of the code FINDER obtained from Columbia University). Both of these computations were then performed using antithetic variates (MCanti and QMC-anti). The Sobol' sequence was then used with the Brownian bridge discretization and antithetic variates to generate the interest rate paths (QMC-BB-anti). Next the one-dimensional Van der Corput sequence was used in the reordering method (REO), and then used with antithetic variates (REOanti). Reordering was also used with the Brownian bridge representation and antithetic variates (REO-BB-anti). Finally, the Taylor series control variate approach was used rst with random samples (MC-Tay), and then with the Sobol' sequence combined with the Brownian bridge (QMC-BB-Tay).
For all but the reordering calculation, the number of sample paths ranged from N = 256 to N = 131072, with N being chosen as powers of two. For the reordering calculation, in order to avoid possible correlations within the base two sequence, N was chosen for the rst two calculations as powers of three, ranging from N = 243 to N = 59049. For the REO-BB-anti calculation, primes close to powers of two were used. In all cases, the rms error of the 25 runs was computed at each N, and a line was t to the log-log data to estimate the convergence rate. This assumes that over this range of N, the error may be modeled as cN ? . For random Monte Carlo, the constant c is the standard deviation, and = :5. Table 1 summarizes the results. For each method, the estimated size of the error at N = 10000 (based on the linear t), the convergence rate , and the approximate computation time for one run with this N are given. All the computation times grow linear with N except for the reordering calculations, which grow as N log N due to the sort. The results are plotted in Figures 1 and   2 . Figure 1 shows a log-log plot (base 10) of the relative error as a function of N. Figure 2 shows the same data, but now plotted as a function of time, based on the estimates of computation time per sample.
The results for QMC-anti have not been plotted because as a function of N, the errors in this case are essentially the same as for simple QMC. This indicates that there is no advantage in using antithetic variates with the simple quasi-random sequence for this problem. However, the errors for the MC-anti calculation are signi cantly smaller than those of QMC and QMC-anti. This result may be interpreted in terms of the Taylor series expansion. The use of antithetic variates will eliminate the error from the linear term, but has no e ect on the quadratic term. The fact that QMC and QMC-anti give the same error indicates that when quasi-random sequence is used, the errors from the quadratic term dominate the linear term (which may be converging like O(1=N)). This is not true for the random case as there is a substantial error reduction from MC to MC-anti. QMC (with and without the antithetic variates) indicates that quasi-random sequence introduces larger errors in computing the quadratic term than the random sequence. The reason for this lies in the high dimensional nature of the problem when the standard discretization of the random walk is used. The quadratic term is the sum over all possible two dimensional projections of the 360 dimensional sequence. As has been previously demonstrated 13, 2], the Sobol' sequence has good one dimensional projections in all dimensions; however, some of the two (and higher) dimensional projections can su er from clumping of points together. The corresponding holes are eventually lled in for large enough N, but this may occur on a scale much larger than the number of points of practical interest. As the dimension of the sequence increases, length of these clumping cycles may increase.
Of the reordering methods, only the simple REO is plotted. The combination of reordering with antithetic variates and the Brownian bridge discretization did not result in any improvement. In fact, the results for REO-BB-anti were slightly worse. This is attributable to the use of a di erent set of N (powers of 3 for REO and primes close to powers of 2 for REO-BB-anti), which illustrates the sensitivity of reordering to the choice of N. When powers of 2 are used, substantially greater errors appear. For bond valuation problem, reordering shows random-like convergence 1= p N, and gives errors which are slightly smaller than MC-anti. This indicates that reordering is handling the univariate linear terms well (leading to errors smaller than the dominant quadratic term error), and handling the quadratic term only slightly better than the random sequence. This suggests that the two dimensional projections for the reordering process have essentially random properties, while the diagonal, univariate quadratic terms are integrated more accurately. The dominance of the quadratic error explains why the use of antithetic variates does not improve the error. The fact that the Brownian bridge discretization also does not help stems from the dominance of the random like errors associated with the two dimensional projections. These are still important because this discretization only leads to a partial diagonlization of the quadratic term.
A major improvement over random Monte Carlo is achieved when the quasirandom sequence is used in the Brownian bridge discretization with antithetic variates. In terms of the Taylor series, the number of quadratic cross terms which signi cantly contribute to the error has been greatly reduced by the partial diagonlization, and those cross terms which are important occur in relatively low dimensions. For low dimensions, the two dimensional projections of the Sobol' sequence are very uniformly distributed. This results in substantially lower integration errors and faster convergence than with antithetic random Monte Carlo.
The validity of the Taylor series analysis of this problem is borne out by the considerable error reduction achieved when the rst terms are used as a control variate. In the random case, this leads to a variance of 0.000039, compared with 80.3 for MC and 0.415 for MC-anti. Even greater gains are made by using the quasi-random sequence in the Brownian bridge discretization. Again a kind of partial diagonalization of the fourth order term is achieved and the greater uniformity of the early four dimensional projections is exploited. Figure 2 displays these results in terms of the estimated computation time. In Table 1 it can be seen that there is in fact a computational advantage to using quasi-random sequences over random for this problem. This is due to the time required for sequence generation. The Sobol' sequence, which may be generated using bit-wise operations 22], is faster to generate than the 48 bit random generator used (drand48). The use of the Brownian bridge discretization comes at a relatively low computational price, and in fact, QMC-BB-anti was faster than simple MC. It should be noted that for more complicated integrands, the importance of sequence generation time will fade and the cost of antithetic variates may increase. A much larger computational e ort was required to use the Taylor series control variate, due to the matrix vector multiply associated with the Hessian term. However, the results in Figure 2 still show that the Taylor series control variate leads to the lowest error, even when time is taken into account. This is related to the fact that for random Monte Carlo, it is necessary to compute 100 times longer to reduce the error by a factor of 10.
Conclusions
In this paper two general procedures have been developed for generating discrete sample paths associated with a stochastic process using quasi-random sequences. The properties of these methods have been illustrated by applying them to an example from nance, the valuation of a coupon bond with a mean reverting stochastic interest rate.
The main conclusions are that even for nominally high dimensional integration problems arising from discrete stochastic processes, quasi-Monte Carlo methods can be extremely e ective. The best method and the degree of success depends, of course, on the nature of the integrand.
For functions which may be decomposed into the sum of dominant univariate functions, straightforward application of quasi-random sequences should result in improved accuracy over random Monte Carlo. For these cases, however, the use of the particle reordering method allows this to be done using the one dimensional Van der Corput sequence, which avoid the need to generate very high dimensional sequences. Moreover, particle reordering appears to avoid the problem of poor two dimensional projections associated with high dimensional sequences.
For functions with strong multi-variate components, the Brownian bridge discretization of the random walk can lead to a substantial reduction in the e ective dimension of the integrand. If special knowledge of the integrand is available, it may be possible to construct a generalized Brownian bridge repre-sentation tailored to the integrand which results in optimal dimension reduction.
Finally it has been shown that in some circumstances that quasi-Monte Carlo methods may be e ectively combined with standard variance reduction techniques such as antithetic sampling and control variates. In particular for smooth functions of a random walk, the use of a Taylor series expansion about the expected mean path as a control variate has been shown to o er superior results when combined with quasi-random paths generated in a Brownian bridge discretization.
