ABSTRACT. We numerically solve parabolic problems
INTRODUCTION
Parabolic, possibly degenerate, evolution problems arise as Fokker-Planck equations for moments of Markovian diffusion processes [15] . We mention here only micro models of polymers [27] and asset pricing problems in mathematical finance: the celebrated BlackScholes equation is a degenerate diffusion equation.
If the Markov process is not a diffusion, but a jump process, then the infinitesimal generator of the process appearing in the Fokker-Planck equation is in general nonlocal. More precisely, if the jump process is of infinite intensity, the associated infinitesimal generators are pseudo-differential operators of order @ B A D CE G F I H Q P ; see e.g. [16, 17] . The discretization of such operators with standard, Galerkin type schemes, entails densely populated, ill-conditioned stiffness matrices which unduly increase the computational complexity of an implicit time stepping scheme.
Often, the infinitesimal generators of the Markov processes generate analytic evolution semi-groups, even in the case of degenerate spatial operators, so that the solutions are analytic functions of time in the open interval R E S F U T V P ([16, Chapter 4] ). This (nonuniform) time analyticity of the solution is not exploited in the classical, low order schemes such as backward differencing or implicit Runge-Kutta methods of fixed order.
In the present paper, we analyze and implement a numerical scheme for the efficient numerical solution of Fokker-Planck equations for Markov processes with jumps. The scheme is based on W Y X -discontinuous Galerkin (dG, for short) time-stepping to exploit the time analyticity of the solution forba & E and to cope with the loss of this analyticity at d c e E , and on piecewise polynomial functions (of fixed degree) in space. As in [34] , the matrices corresponding to the nonlocal infinitesimal generators are compressed by means of a wavelet basis, thereby reducing complexity of a matrix vector multiplication from
, where denotes the number of spatial degrees of freedom. At the same time, the condition numbers of the matrices are shown to be bounded independently of the spatial mesh width and of the time step. We prove that this algorithm allows to compute the whole price vector for European Vanillas on Lévy (and even certain classes of Markov) processes to a mean square accuracy of operations. We discuss in detail some aspects of the implementation, based in part on [33] , and numerical examples from the pricing of European contracts.
The outline of the paper is as follows: In Section 2, we introduce the parabolic problems under consideration. In Section 3, our applications to finance are given. Section 4 deals with the dG and wavelet discretizations in time and space, respectively. The solution of the linear systems is studied in Section 5. Section 6 contains the numerical experiments. Finally, in Section 7, we summarize our work with some concluding remarks.
ABSTRACT PARABOLIC EVOLUTION PROBLEMS
In this section, the parabolic problems studied in this paper are introduced. Moreover, an appropriate functional setting is established.
Let is a pure jump process, we assume that it is of infinite activity, i.e. . In addition, we mention here the model proposed by Kou [20] 
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, we consider weighted Sobolev spaces accounting for the growth of solutions at infinity in order to obtain an appropriate variational formulation of (3.6), (3.7) . To this end, denote, for . Then there holds , it is important to remove the 'drift' term so that the transformed equation satisfies the Gårding inequality (2. . Then, there exist constants
We have seen that the presence of the drift term 
We note that the numerical scheme proposed in this paper exploits the parabolic nature of (3.6) and, furthermore, that a dominant first order term may be a source of instabilities even in the case Y c E . Therefore, the removal of the 'drift' is also of interest from the point of view of numerical approximation.
Due to our previous considerations,
where the order @ is given by , we need to assume that we can transform the problem such that '© satisfies (2.3).
NUMERICAL SOLUTION
The aim of this part is to discretize the parabolic equation (2.1), (2.2) in time and space using a discontinuous Galerkin (dG) scheme on the matrices corresponding to these linear systems are typically fully populated. Therefore, matrix compression techniques, transforming the dense matrices into sparse ones, have to be employed. The compressed systems may then be manipulated in linear complexity.
Using an appropriate basis for the finite dimensional space B ¥ , we will be able to represent the bilinear form ' R r qF s q as a matrix whose entries are mostly negligible, thereby allowing for matrix compression techniques.
More precisely, we consider so-called biorthogonal wavelets ; see [29] . 
Discontinuous Galerkin Time Discretization.
We discretize (4.13), (4.14) in time using a discontinuous Galerkin method following [31] . For r becomes analytic with respect to`for`a E . However, due to the nonsmoothness of the initial data, singularities may arise at`c E . In this section, we show how, by the use of so-called geometric time partitions and linearly increasing polynomial degrees in the time discretization, the low regularity of the solution at`c E can be resolved. We have the following a priori error estimate on the fully discrete dG method. Its proof is worked out in the Appendix. 
SOLUTION ALGORITHM
We will now study the linear systems resulting from the dG method (4.16). We show that they may be solved iteratively, without causing a loss in the rates of convergence in the error estimate (4.23) , by the use of an incomplete GMRES method. Furthermore, we prove, that the overall complexity of the fully discrete dG method is linear (up to some logarithmic terms). Since these matters have already been studied in [33, Section 5], we restrict ourselves to a brief presentation of the results there. , we obtain its solution by solving . This implies the desired result.
NUMERICAL EXAMPLES
In this section, we study the performance of the dG time-stepping scheme. Our wavelet spatial discretization is based on the biorthogonal spline wavelets (see Remark 4.1) with wavelet compression according to (4.6) . The bandwidth of the lower-right block in the compressed wavelet matrix is 5 and the growth factor is taken to be 0. 
