A hierarchical Bayesian approach is developed to estimate parameters at both the individual and the population level in a HIV model, with the implementation carried out by Markov Chain Monte Carlo (MCMC) techniques. Sample numerical simulations and statistical results are provided to demonstrate the feasibility of this approach.
Introduction
Human immunodeficiency virus (HIV) is a retrovirus that targets the CD4+ T-cells in the immune system. Once the virus has taken control of a sufficiently large proportion of CD4+ T-cells, an individual is said to have AIDS. While there is still no cure or vaccine for AIDS, significant progress has been made in the treatment of HIV infected patients. Currently the most prevalent treatment strategy for acutely HIV infected patients is highly anti-retroviral therapy (HAART) which uses two or more drugs. Typically these drug cocktails consist of one or more reverse transcriptase inhibitors (RTI) as well as a protease inhibitor (PI). It was reported in [22] that this multi-drug regimen can lead to the rapid decay of the viral load in a relatively short term. However, it was also reported in [17] that this rapid decay can sometimes be followed by a resurgence of virus within a few months. The resurgence may be caused by two main factors in the long-term use of drugs. One is poor patient adherence which is promoted by high drug cost and/or grave pharmaceutical side effects. The other is increasing drug resistance due to virus mutations. Hence, instead of adopting a continuous combination therapy strategy, a number of researchers have suggested that one needs to seek a strategy that can decrease the negative side effects and medication burden placed on the patients and perhaps slow mutation rates while maintaining some control over HIV replication through an individual's immune response.
A set schedule for doing this involving on-off treatment segments is called a structured treatment interruption (STI). STI therapy has received a great deal of attention since a patient known as the "Berlin patient" in [19] was eventually successful in removing himself from medication permanently and still maintain HIV replication control after starting and stopping treatment several times. Since then a number of research efforts have focused on how to stimulate the immune system while maintaining control over HIV replication. One such study (see [27] ) reported that a sustained HIV-specific Cytotoxic T Lymphocyte (CTL) response was increased during one, two, and three periods of treatment interruption. It was observed that control of the viremia in all test patients occurred after the CTL response was established. These examples document the importance of including the immune response in any model of HIV infection when studying STI. We should also note that realistically the HIV-specific immune response may be either strong or almost nonexistent as one considers different patients.
There have been a large number of mathematical models proposed by researchers at both the cellular level and the population level in the last decade (for example, see [1, 7, 16, 20, 22, 23, 24, 28, 29] ) that attempt to understand the pathogenesis of HIV infection or similar biological processes in antiviral activities. While a number of these models have not included the immune response system in an effector role, recent efforts related to STI (e.g., [7, 28] ) often include such a compartment (see [1] for discussions of such models). More importantly to our efforts here, even simple simulation studies with most of these models require some type of parameter estimation procedure since almost all models contain some parameters which can not be measured directly. In this paper we investigate an inverse problem methodology to estimate not only parameter values but also to provide some measures of the uncertainty (i.e., reliability or lack thereof) associated with the parameter values and their estimation. This will be done in the context of patients undergoing STI therapies as well as patients who are untreated (i.e., HIV progression without HAART). The model we chose is sufficiently complex so as to demonstrate applicability of the methodology for a wide class of HIV models.
In order to capture a number of the desired features noted above that are important in STI therapies, the authors in [1] proposed and investigated the following model:
Type 1 target: For our study of the proposed estimation methodology, we adopt model (1.1) as a reasonable approximation to the dynamics for any specific individual, but hypothesis that the dynamics may vary across subjects. In fact, clinical data clearly exhibits a great deal of variability among patients and their response to therapy, which may be attributed to individual mechanistic variability in both viral transcription and production, and in immune response. As illustrated in [2] , if the infectivity rates k 1 and k 2 in (1.1) are changed, stable equilibria associated with the parameters may be changed from a dangerously high viral load related equilibrium point to one corresponding to levels of low viral load. Hence, the dynamics (and thus the response to therapy) for different individuals may differ because of the difference of several crucial parameters. With this in mind, an approach employing hierarchical nonlinear mixed-effects (NLME) models [9] appears to be reasonable for modelling HIV dynamics. While hierarchical NLME models have enjoyed wide spread use for some time with physiologically based pharmacokinetic (PBPK) studies (see, e.g., [9, 21] and the references therein), use of such models in HIV pathogenesis studies is more recent [14, 15, 16, 24, 29, 30] . Early uses [14, 15, 30] involved simplification of the models to obtain closed form solutions for viral loads. With the recent progress in MCMC, it is possible to entertain much more complex mathematical models. In particular, the authors of [24] consider a system of nonlinear differential equations with constant drug efficacy but use only short-term viral load data to estimate parameters. In [30] , the authors consider a system of nonlinear differential equations with variability in drug resistance and adherence in the presence of antiretroviral therapy. But to our knowledge, none of these previous efforts have included the immune response effector in the HIV model.
In this paper, we report on our investigation of how MCMC based methods will perform on estimation in complex models for HIV progression in untreated patients as well as in patients undergoing STI therapy. Our studies were designed to assist in efforts with clinical data sets which pose several specific challenges. In particular, one needs to estimate parameters from limited amounts of data differing from patient to patient both in duration and sampling frequency. Moreover, the typical HIV data set involves partial observations, measurements from combined compartments, and heavily censored viral load measurements.
We treat for, to our knowledge, the first time such data sets for complex models. We will use a Bayesian approach to estimate the parameters at both individual and population levels in a framework of a hierarchical NLME model along the lines described in [9] . Our goal is to develop methodology to assist in understanding the distribution of the individual-specific parameters across the population of patients with the eventual aim of using the knowledge to predict the future patterns of the response at each individual level. Ideally, this will allow one to select different individual treatment interruption therapy regimes and to develop "best" performance strategies for the individual, where the performance is measured by some specific cost criterion (see [2] for related work).
The paper is organized as follows. In section 2, a hierarchical Bayesian approach is adopted to estimate the dynamic system parameters for the model (1.1), with the implementation carried out using MCMC techniques. In sections 3 and 4, some simulation studies are presented to assess the performance of and illustrate use of the proposed methodologies in the cases that there is no treatment and that one adopts an STI strategy for the patient treatment, respectively. Finally, in section 5, some conclusions and remarks are made.
Before proceeding with our presentation, we note that in our considerations here the methodology investigated is parametric in nature (i.e., we assume functional parameterized forms for various prior distributions) as opposed to the nonparametric approaches developed and discussed in [2, 3, 4, 5, 6 ].
A Hierarchical Bayesian Approach for Parameter Estimation
We formulate our estimation problems in the context of typical HIV clinical data sets such as those described in [1] . These data sets include individual longitudinal measurements for a population of patients with the number of observations varying from individual to individual.
As mentioned above, the viral load measurements (V ) are censored (above and below)due to assay limitations. Moreover, typical data sets usually include CD4 + T cell counts (essentially
in the model (1.1)) and CD8 cell counts as a rough indication of the immune effector E levels (see [1] ).
Suppose that we have M patients and the number of measurements on the ith subject is n i . Letθ i ∈ R p denote the individual-specific parameters for subject i. We will use θ i = ln(θ i ) as parameters in all subsequent discussions and computations. As noted, we usually have measurements of the viral load (V ), the uninfected Type 1 cell (T 1 ) (or actually the sum (T 1 + T * 1 ) of the uninfected and infected Type 1 cell), and the immune response (E) and hence we only consider the observations on these three components in our inverse problem calculations. For notational convenience, let
, log(Ỹ ij3 )) with the three components assumed to be independent, and ε ij = (ε ij1 , ε ij2 , ε ij3 ) is assumed to be normal with mean zero and an unknown diagonal covariance matrix Σ e (i.e., theỸ ijk are lognormal). However, in our clinical data, the measurements of the viral load data are censored, i.e., they are confined to a certain range [Υ L , Υ R ], because the assay can accurately detect only down to the Υ L limit, and the same for the upper limit Υ R . Therefore, instead of assuming a normal error for Y ij1 , one should assume a truncated normal error model for Y ij1 with a censor window
Hence, the intra-individual error model summarizing the first stage of hierarchical model is given by
where
denotes a truncated normal distribution with left limits Υ L and right limits Υ R , and N denotes a normal distribution. We will use this notation throughout the paper.
Having noted the censored aspects of viral load data which motivates special distributional assumptions, we proceed to formulate a hierarchical Bayesian estimation problem [9] with standard distributional assumptions except where appropriate modifications are necessary. After one establishes the individual level model, one seeks a population level understanding of HIV progression with and without therapy. The NLME Bayesian approach allows one to do this while also enhancing the parameter estimation procedure on each individual by borrowing information from other individuals in the population. Thus, one views θ 1 , · · · , θ M as M independent realizations of a population level random vector that follows a certain probability distribution. In our case, we assume a truncated normal distribution
with unknown mean γ and unknown variance Σ. This is based on an assumption of prior information (physical and/or biological) about the upper γ R and lower γ L bounds on components of the rate parameters in the p-dimensional vector θ. Hence, the inter-individual variation model summarizing the second stage of the hierarchical model is assumed to be given by
Thus, under the current model assumptions, the parameters we are interested in estimating are θ i (i = 1, 2, . . . , M ), γ, Σ and Σ e . In order to do this, a third stage for the hyperprior distribution is required at which prior distributions are specified for the parameters defining the second stage distributional form and the intra-individual variance parameters. We therefore assume: •
), where γ L and γ R are known constants, and the hyperparameters η, Λ are also known.
•
), where the hyperparameters ν and Ω are known.
Here D and De denote the corresponding precision matrices of Σ and Σ e , respectively, ) represents the probability density function of a Wishart distribution with parameters ν and Ω
) represents the probability density function of a Normal distribution with mean F (t ij , ζ i , θ i ) and variance matrix De After we obtain the posterior distribution, we can make the prediction of the parameter θ M +1 for a new patient using the Bayesian posterior prediction in the following formula:
where 
We note that there is no closed form solution for the model (1.1), and this prevents an easy implementation of standard statistics software such as SAS, Splus or even the popular Bayesian software BUGS. Although the MCMC software MCSim can treat such situations, we are still unable to readily use it since we have a heavily censored data involving the measurements on the viral load. Current versions of MCSim do not incorporate censored data in its formulation. Therefore, we coded the algorithm independently. Since we do not have a closed form posterior distribution, we adopt the MCMC approach to approximate it.
To do this, we first need to rewrite the terms in (2.3) contributed by the censored data as a truncated normal distribution using characteristic or indicator functions I to obtain
We ignore the integration (hence treat the corresponding measurement Y ij1 as a parameter of interest as well), and then the posterior distribution (2.3) can be rewritten as
where only the Y ij1 's whose corresponding c ij = 0 are treated as parameters and hence appear on the left side of (2.4). We also can argue that the conditional posterior distribution for the censored Y ij1 still follows the truncated normal distribution. By collecting all the terms with De ll (l = 1, 2, 3) and making some routine calculations, we find that the conditional posterior distribution of De ll is a Gamma distribution:
Similarly, we obtain that the full conditional posterior distribution of γ is a truncated Normal distribution:
and that the full conditional posterior distribution of D is a Wishart distribution:
The full conditional distribution of θ i , given the remaining parameters and the data in (2.4),
can not be written explicitly. To generate a sample for each θ i , we again follow standard practice and choose a Metropolis-Hastings algorithm with the proposal distribution from a random walk chain.
The resulting MCMC algorithm is outlined as follows:
Step 1: Select the values for hyperparameters α l , β l for l = 1, 2, 3, η, Λ, ν and Ω. Pick the candidate variance ∆ for θ i . Select the starting values for θ
Step 2: Calculate
Step 3: Generate a sample De k ll (l = 1, 2, 3) from the following distribution:
Step 4: Generate a sample γ k from the following distribution by Gibbs sampling(see [9] , p.222-) method:
Step
Step 6: Generate a sample
Step 7: Generate a sampleθ i from N (θ
.
Generate a sample u from a uniform distribution U(0, 1). Set
Step 8: Set k = k + 1 and return to Step 2 until convergence is reached.
To test the algorithm presented above, it is necessary to draw samples from several different probability distributions. The random number samples required in the algorithm drawn from the Gamma distribution and Wishart distribution can be generated by the random generators gamrnd and wishrnd in MATLAB, respectively. However, there is no random number generator in MATLAB that can generate the random number samples from the truncated multivariate normal distributions. Instead, there are two common methods to draw samples from a truncated norm distribution (see [13] ). One is the rejection method, which is straightforward and easy to implement but tends to be wasteful and very slow (see [12, 13] ). The other method is Gibbs sampling which exploits the fact that if a random variable follows a truncated multivariate normal distribution, then the distribution of each element of this random variable conditional on all of its other elements is a truncated univariate normal. It was shown in [11] that the rate of convergence is geometric in the L 1 norm. Hence, we adopt the Gibbs sampling in Step 4 to generate a sample γ, and the random number sample from the truncated univariate normal distribution is generated by the inverse cumulative distribution function method introduced in [10] . Note that, in our implementation, the proposal distribution forθ i is chosen to be a multivariate normal distribution centered at the current value of θ i , as it can be easily sampled and is symmetric. A critical issue here is how to choose the value for the proposal variance. As illustrated in [8, 26] , if the proposal variance is too large, the moves are large but are often unaccepted. This may lead to high autocorrelation and poor mixing, and may require a much longer chain. If the proposal variance is too small, the moves are generally accepted but will move around the parameter space slowly which again leads to high autocorrelation and poor mixing. Hence, we need to adjust the value of the proposal variance to stabilize the posterior distribution faster.
In our implementation, we use trace plots to monitor the convergence because it is a simple and effective tool. Note that the initial simulations usually do not come from the stationary distribution targeted by the Markov chain. We need to discard a number of initial burn-in simulations. So we prefer to use the trace plot of a single long-run sequence in all of our simulations below. In order to test the mixing behavior of a Markov chain, we use autocorrelation plots.
We tested the proposed algorithm with simulated data for "patients" undergoing no therapy (Section 3) and "patients" undergoing STI therapy (Section 4). Simulated data was prepared in both cases in a similar manner. For all the simulations used in this paper, the initial values of , 1, 10, respectively. In order to solve (1.1), we also need to specify all the parameter values. The default values of these parameters are given as (see [1, 2] for motivation for some of the values):
, c = 13.
When some of the parameters are to be estimated, we treat them as random effects, i.e., the parameter values vary across the population, and we will specify how to generate these values in its corresponding simulation. All the other parameters are treated as fixed effects, i.e., all the patients take the same values as the default values listed above.
In the case of simulated data for patients undergoing therapy, the dosage mechanism ζ i is generated computationally as follows: we divide the patients into 5 groups, and we assume that patients in the same group have the same treatment schedules. The number of treatment cycles for group 1, group 2, group 3, group 4 and group 5 are 1, 2, 3, 4 and 5, respectively. In order to clearly state how we generate the dosage schedule, we explain group 2 as an example. We first generate 4 numbers uniformly from day 0 to day 1460 (4 years range). For example, [7, 428, 558, 1147] are the 4 numbers we generated, then we add 2 to each number to get another 4 numbers. Thus we have 8 numbers [7, 9, The data that we used is generated computationally as follows:
• Use the ODE solver to obtain the values for F (t ij , ζ i , θ i ). In the results reported here, we used a custom-compiled Fortran 77 code for a Backward Difference Formula (BDF) method (Gear type method) to solve the stiff system (1.1). This was done by employing the Livermore Solver for Ordinary Differential Equations (LSODE) [25] in double precision. In this routine, the Jacobian matrix is treated either as a dense or a banded matrix and is supplied by the user. The error tolerances for the data generation ODE solver in Section 3 and Section 4 are {1e − 9, 1e − 24} and {1e − 3, 1e − 3}, respectively.
• Generate the data Y ij = F (t ij , ζ i , θ i )+ε ij , where ε ij is a random sample generated from a multivariate norm random number generator mvnrnd in MATLAB with mean zero and some diagonal covariance matrix Σ e .
• If Y ij1 < Υ L , then we set c ij = −1. In this case, we need to update its value. The starting value for Y ij1 is chosen as Υ L , and its subsequent value is generated as the same process as in MCMC algorithm Step 6.
If Y ij1 > Υ R , then we set c ij = 1. In this case, we also need to update its value. The starting value for Y ij1 is chosen as Υ R , and its subsequent value is generated with the same process as in MCMC algorithm Step 6.
Simulation Studies I: Subjects Without Therapy
In this section, we apply the MCMC method that we developed in section 2 to estimate parameters of interest in the case that without treatment, i.e. = 0. We assume that Y ij1 is confined to be in the range [log(50), log(750000)], and the measurements are taken every five days from day 0 to day 200. The data that we use in this section was generated computationally with variance Σ e = 0.04I 3 , where I 3 is the identity matrix with dimension 3.
Trace plots, histograms and autocorrelation plots are presented for the estimated parameters γ, an arbitrarily chosen patient θ i , D and De in each simulation. We also present in tables their corresponding statistical inference: mean, mode, 95% Highest Density Region (HDR).
Simulation: k 1
In this subsection, we assume that all the parameters in (1.1) are fixed and known except for k 1 . We want to test the following three effects on the parameter estimation procedure:
1. The number of patients;
2. The type of the data ((V,
3. The differences in tolerances for the ODE solver when solving the inverse problem and generating the data.
The first comparison will yield information about the quality of the population level estimation procedure as a function of the number of patients observed. The second will reveal the effects of combined compartments data on the estimates. The third will shed light on possible degradation of the process when the data is generated with approximations of the model different than those used in the inverse problem calculations.
We present results for the following five situations:
• M = 150, and the observed three components are V , T 1 and E with the same tolerances;
• M = 100, and the observed three components are V , T 1 and E with the same tolerances;
• M = 150, and the observed three components are V , T 1 + T * 1 and E with the same tolerances;
• M = 100, and the observed three components are V , T 1 + T * 1 and E with the same tolerances;
• M = 150, and the observed three components are V , T 1 and E with different tolerances.
The values for γ L and γ R are chosen to be ln(10 We ran one long chain with length 10000 for each simulation in this subsection. In order to test the mixing behavior of the chain, autocorrelation plots for γ, θ and D are presented in Figure 3 , and those for De are presented in Figure 4 . From these graphs, we see that each chain is well-mixed.
The statistical results are presented in Table 1 . From the results of this table, we see that we obtain very good estimates for all the parameters of interest. After discarding the first 10 samples, we again retain every third sample from the remaining samples. The trace plots and histograms γ, θ, and D are presented in Figure 5 and those for De are presented in Figure 6 . From these figures, we see that all chains are stabilized. In order to test the mixing behavior of the chain, autocorrelation plots for γ, θ and D are presented in Figure 7 , and those for De are presented in Figure 8 . From these graphs, we see that again each chain is well-mixed.
The statistical results for the estimated parameters are presented in Table 2 . Comparing the results of this table with those in Table 1 , we see that a larger number of patients can lead to perceptibly better estimates, which is expected since a larger number of patients should provide more information than a smaller number of patients. In order to test the mixing behavior of the chain, autocorrelation plots for γ, θ and D are presented in Figure 11 and those for De are presented in Figure 12 . From these graphs, we see that each chain is well-mixed.
The statistical results for the estimated parameters in Section 3.1.3 are presented in Table  3 . Comparing the results here with those in Table 1 , we do not see much difference. In order to test the mixing behavior of the chain, autocorrelation plots for γ, θ and D are presented in Figure 15 and those for De are presented in Figure 16 . From these graphs, we again see that each chain is well-mixed.
The statistical results for the estimated parameters in section 3.1.4 are presented in Table   4 . Comparing the results of this table with those in Table 3 , we see that this further illustrates the fact that a larger number of patients can lead to substantially better estimates. In order to test the mixing behavior of the chain, autocorrelation plots for γ, θ and D are presented in Figure 19 , and those for De are presented in Figure 20 . From these graphs, we see that each chain is well-mixed.
The statistical results are presented in Table 5 . Comparing the results of this table with those in Table 1 , we see that allowing different tolerances can lead to slightly worse estimates, but the estimates are still acceptable. ), ln (13)], Λ = I 2 , ν = 2, Ω = 0.01I 2 .
We ran one long chain with length 80000. After discarding the first 15000 samples, we take In order to test the mixing behavior, the autocorrelation plots of γ, θ, D and De are presented in Figures 25, 26, 27 and 28, respectively. From these graphs, we see that all the chains are well-mixed.
The statistical results are presented in Table 6 . Although the results are somewhat worse than the results presented for the case with only one parameter unknown (p = 1), they are still reasonably good, which provides positive affirmation on the efficiency of our method when dealing with the case with multiple unknown parameters (p > 1). 
Simulation Studies II: Subjects Undergoing Therapy
In this section, we apply the proposed Bayesian approach to estimate the parameters of interest in the case that an STI strategy is adopted for the patient treatment. We assume that each patient has at least one treatment interruption, and the duration of interruption is randomly produced, from several weeks to several months or even years. We assumed M = 150, Y ij1 is confined to be in the range [log(50), log(750000)], and the measurements are taken on V , T 1 and E. The number of the measurements of each individual n i is uniformly distributed between 2 and 50, and these measurements are uniformly distributed in a 4 year time range. The data set we used in this section is generated computationally with the variance Σ e = 9I and we used the same tolerances for the ODE solver in generating the data and in solving the inverse problem. Note that there is a large variability in our data and we also have a very sparse data set which is in some way similar to the clinical data. We carried out this simulation study since we think it can further assist in testing and understanding the capability of our estimation technique. We also think it is a necessary first step before use of this method with clinical data containing some generally unknown sources of variability and some missing observations.
We consider three situations in this section:
and c are both unknown. In each situation, trace plots, histograms and autocorrelation plots are presented for the estimated parameters γ, an arbitrarily chosen patient θ i , D and De.
We also present their corresponding statistical inference results: mean, mode, 95% Highest Density Region.
Simulation: k 1
In this subsection, we assume that all the parameters are known except for k 1 . The values for γ L and γ R are chosen to be ln(10 ) and standard deviation 1. Note that the variability between the true parameter values of θ i is also bigger than that in section 3. The proposed variance is ∆ = 1. The value of the hyperparameters are chosen as follows:
), Λ = 0.1, ν = 1, Ω = 1.
We ran one long chain with length 10000, and we discarded the first 10 samples. In order to test the mixing behavior of the chain, autocorrelation plots for γ, θ and D are presented in Figure 31 , and those for De are presented in Figure 32 . From each figure, we see that the autocorrelation coefficient is geometrically decreasing to 0 as the lag increases, which means that all the chains are well-mixed.
In order to examine the dependence of the parameter estimates on the starting values,
we run three chains with length 10000 starting from different initial values. The trace plots for γ, θ and D are presented in Figure 33 , and those for De are presented in Figure 34 . From each of the graphs, we can see that the three chains are well-mixed. Hence, the parameter estimates are not sensitive to the starting values.
The statistical results are presented in Table 7 . From this table, we see that we still obtain reasonably good estimates on all the parameters of interest even in the case that the data is sparse and has a large variability. This provides some confidence regarding the capability of our method in future dealing with clinical data.
Simulation: k 2
In this subsection, we assume that all the parameters are known except for k 2 . The values for γ L and γ R are chosen to be ln (10 −16 ) and ln(0.1), respectively. The true parameter values of θ i are produced from a truncated normal distribution with mean ln(10 In order to test the mixing behavior of the chain, autocorrelation plots for γ, θ and D are presented in Figure 37 , and those for De are presented in Figure 38 . From these graphs, we see that the chain is well-mixed.
In order to examine the dependence of the parameter estimates on the starting values, we run three chains with length 10000 starting from different initial values. The trace plots for γ, θ and D are presented in Figure 39 and those for De are presented in Figure 40 . From each of the graphs, we see that the three chains are well-mixed. Hence, it appears that the estimated parameters are not sensitive to the starting values.
The statistical results are presented in Table 8 . Comparing the results in Table 7 and the results here, we see that the estimates in Table 8 are somewhat worse than the estimates in Table 7 . However, the estimates are still acceptable. The statistical results are presented in Table 9 . Considering the large variability of the data, the results presented here are still quite reasonable. 
Conclusion and Remarks
In this paper we presented a hierarchical Bayesian NLME parameter estimation algorithm which incorporates and accounts for uncertainty and population level variability that arises in HIV pathogenesis. Modifications to allow for censored data as well as biologically/physicallybased parameter constraints were incorporated. We investigated use of this algorithm with simulated data for subjects without and with ongoing STI therapy. Several conclusions can be drawn from our studies:
1. As expected, use of data sets with larger numbers of patients led to improved performance in the estimation procedures (compare, for example, the results in Table 1 with those in Table 2 , and the results in Table 3 with those in Table 4 ).
2. Any effects of the type of the data used ((V, T 1 , E) vs. (V, T 1 +T * 1 , E)) on the reliability of the estimation procedure is not obvious (compare the results in Table 1 with those in Table 3 , and the results in Table 2 with those in Table 4 ). There is no clear degradation of results when using observations from combined compartments (a practical necessity in many cases).
3. The test results do not appear to be very sensitive to the ODE solver tolerances used in the MCMC simulations (compare the results in Table 1 with those in Table 5 ). 4 . We obtain reasonable estimation results even in the case that the available data set is sparse and has large variability. This suggests that one might have confidence when using this approach to deal with the clinical data in our planned future efforts. Our experimental data sets (see [1] ) do exhibit significant variability.
In closing, we need to remark on one possible shortcoming due to the parametric nature of the proposed method. Note that in using a Bayesian parametric method to estimate the parameters, we must impose a fixed form for the parameter distributions (the priors). If the assumed parameter distributional forms are correct, this method can provide a very efficient method for estimation since it can fully use the knowledge of the distributional structures. This is readily demonstrated by our numerical and statistical results in Sections 3 and 4.
However, if the assumed distributional forms are incorrect, parametric methods can often lead to serious difficulties. For example, they could either produce a model that fits the data poorly or a reasonable model fit to the data with an incorrect distribution (see the examples in [6] ). In this case, a nonparametric estimation method such as one based on the Prohorov Metric Framework developed and discussed in [3, 4, 6] could be more appropriate since it does not require one to provide a distributional structure for the estimated parameters. One such method has been successfully used in PBPK modeling efforts (see [5, 6] ). It is currently being investigated by our group with the model (1.1). 
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