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Ultrafast two-dimensional infrared (2DIR) spectroscopy is used to study and 
characterize the hydrogen bonding dynamics of several systems including: linear 
alcohols, fragile glasses near the glass transition temperature, and hydration 
environments around small hydrophobes and proteins. 
 The hydrogen bonding dynamics of linear alcohols (methanol to 1-hexanol) 
are characterized using 2DIR spectroscopy. The spectral diffusion, a common 2DIR 
observable, of a metal carbonyl vibrational probe is measured for the series of 
alcohols and demonstrates a monotonic slowing of the hydrogen bond dynamics as 
the chain length of the alcohol increases. In addition, the influence of hydrogen 
bonding between the probe molecule and the solvent on intramolecular vibrational 
redistribution (IVR) is measured by monitoring the cross peak amplitude between 
two vibrational modes of the vibrational probe. The experimentally measured IVR 
time constants, coupled with molecular dynamics simulations, allowed a slower IVR 
time to be related to an increased number of hydrogen bonds, demonstrating solvent-
hindered IVR. 
 Hydrogen bonding dynamics of a fragile glass former are studied as the system 
is cooled to a glass transition temperature. The spectral diffusion of dirhenium 





cooled within a few degrees of Tg. Near the glass transition temperature the 
frequency-frequency correlation function shows non-exponential relaxation, 
illustrating the presence of ultrafast dynamic heterogeneity of fragile glasses near the 
glass transition. Additionally, a non-Arrhenius temperature dependence of the 
spectral diffusion is observed, suggesting that !-like relaxation (slow, cooperative 
motions found in fragile glasses near the glass transition temperature) are manifested 
on the ultrafast timescale.  
 The dynamics of water, in particular water near hydrophobic molecules and 
surfaces, is extensively studied using 2DIR. The dynamics associated with 
hydrophobic hydration are studied for small hydrophobic molecules as well as 
extended protein surfaces. In addition, the coupling between the protein dynamics 
and the hydration dynamics are observed using co-solvent additives. It is found that 
there is a measurable slowdown (factor of 2) of water around isolated protein 
surfaces that originates from an excluded volume effect, where limiting the number 
of possible hydrogen bond acceptors constrains the hydrogen bond rearrangements 
near hydrophobic surfaces. The collective nature of hydrogen bond rearrangements 
results in this perturbation extended several angstroms from the protein. This is 
measured through a crowding experiment, where a “dynamic transition” is observed 











1.1 Condensed Phase Dynamics 
In the condensed phase, spontaneous fluctuations are of central importance to nearly 
all physical processes, from Brownian motion1-7 to protein folding.8-13 In liquids, the thermal 
energy available is on the same order as the intermolecular interactions strengths, such as van 
der Waals forces and hydrogen bonds, and thus these interactions are constantly broken and 
reformed. Hydrogen bonds are of particular importance to biological systems,14-21 where 
these interactions not only help fold and stabilize proteins15-18 and DNA,14,19-21 but also are 
ubiquitous to the water surrounding the biomolecules.14,22-24 A long standing goal of physical 
chemistry is to characterize these rapid fluctuations and to elucidate what role they play in 
molecular processes.  
Ultrafast spectroscopy has proven to be extremely successful in characterizing the 
spontaneous fluctuations occurring in liquid systems.25-32 In particular, multi-dimensional 
spectroscopy, which is capable of spreading out congested spectra onto multiple frequency 
axes, has been widely used to characterize the dynamics of liquids. Two-dimensional infrared 
(2DIR) spectroscopy has been successful in resolving the dynamics of hydrogen bond 
interactions, providing information on the lifetime of hydrogen bonds in liquid water22-24,33-39 
and the mechanism for hydrogen bond reorientation in water23,24,36,40 and alcohols.31,41 This 
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fundamental work has provided the platform for studying hydrogen bonding in complex 
systems, such as proteins,8,42-47 DNA48-50 and perhaps eventually cells. 
This thesis focuses on the study of hydrogen bonding dynamics in several systems, 
beginning with simple alcohol environments and fragile glasses. We then extend this work 
into biologically relevant systems, including the dynamics of bulk water to the hydration 
dynamics of proteins in crowded, cell-like environments.   
1.2 Two-Dimensional Infrared Spectroscopy 
1.2.1 Experimental Implementation 
Molecular vibrations provide an avenue for obtaining time-resolved information that 
can be combined with structural information afforded by the mapping of vibrational 
frequency to molecular structure. To further enhance the frequency resolution of traditional 
infrared spectroscopy, multidimensional spectroscopy spreads frequency information over 
two axes, making the coupling between vibrational modes and line shape information 
observable that are otherwise hidden in congested linear spectra.28,51-53 2DIR measures the 
third-order nonlinear response of a system using a series of three light-matter interactions.54 
Figure 1.1 (a) Pulse sequence used in 2DIR consisting of three pulses with controlled time delays. The 
coherence period between E1 and E2 is Fourier transformed to provide the excitation axis, and an 
effective Fourier transform over the detection period is performed by a spectrometer.  (b) 
Experimental set-up for 2DIR spectroscopy in the background free geometry, which allows the 
rephasing and nonrephasing signals to be emitted in a background free direction. 
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A series of three ultra-short IR pulses (<100 fs duration, 150 cm-1 bandwidth, centered at 
2000 cm-1) arrive at a sample in a background free geometry, where the signal is emitted in a 
unique direction (Figure 1.1). The initial excitation pulse pair, with a controllable time delay 
between the two pulses, excites the sample into a coherence period (pulse 1) followed by a 
population (pulse 2). A waiting time, t2, is then set between the excitation of this population 
and the detection of the system using the final pulse. The dynamics of the system are 
typically analyzed as a function of t2 by collecting a series of 2DIR spectra as the waiting time 
is systematically delayed.28,53 
Implementing Fourier transform 2DIR, the detection axis is found by direct dispersion 
of the emitted third order signal onto an array detector, the excitation axis is achieved by 
collecting the detected spectrum for a series of time delays between the initial excitation 
pulse pair. Fourier transforming over this time delay, and therefore the coherence period 
between the first and second pulse, provides the excitation axis. The third order signal is 
emitted in a background free direction, and the vibrational echo signal is heterodyne 
detected by interfering the signal with a fully characterized local oscillator pulse that is not 
passed through the sample.53  
In a 2D spectrum, the dynamics of single vibrational modes are studied using the time-
dependent amplitudes and shapes of the diagonal peaks in the spectrum. Off-diagonal peaks 
provide information on the coupling of two or more modes, including possible coherent and 
incoherent energy transfer between modes.  
1.2.2 Vibrational Lifetimes 
The vibrational relaxation of a system is measured from the peak-amplitude of the 
diagonal peaks in the 2D spectrum. Though vibrational lifetime in condensed phase systems 
is a common observable that provides useful chemical information, it proves to be difficult 
to describe and predict by theory, despite decades of work.26,55-57 Most of this difficulty 
comes from the complicated role that the solvent and other intermolecular interactions can 
play in modulating the relaxation events. A general framework for the relaxation between 
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two vibrational modes is provided by the Landau-Teller theory, which also serves as the 
basis for describing intramolecular vibrational redistribution processes (see section 1.3.3). 
The relaxation between two vibrational modes a  and b can be described by second-
order perturbation theory in the form of Landau-Teller theory,26,55-57 where we start with the 
overall Hamiltonian 
    ! ! !! ! !! ! !!!"   (1.1)  
where !!" ! !!!! !! is the coupling between the bath and the relaxing mode. The 
potential can be expanded to first order around q= 0, assuming weak system-bath coupling 
where the displacement of the vibrational mode causes minimal perturbation to the 
environment.  
! !!! ! !!!!! ! ! !!!! !!!!!!
  
(1.2) 
! !!! ! !! ! ! !!!!!!   (1.3) 
where Fj(Q) is the time-dependent force exerted on the relaxing normal mode Qj by the 
bath. Using a Fermi’s Golden Rule formulism, the relaxation rate between two modes can be 




!"# !!!!!!!!!!!!!  (1.4) 
From this equation it is seen that the vibrational energy relaxes exponentially to an 
equilibrium value. The bath acts to apply a fluctuating force on the relaxing mode that drives 
the vibrational relaxation. Additionally, anharmonic coupling between the solvent and the 
relaxing mode can act to increase the coupling between the solute’s internal modes, and thus 
alter the relaxation and intramolecular vibrational redistribution.26,58-60   
Though the presence of specific intermolecular interactions between the relaxing mode 
and the solvent can make predicting vibrational lifetimes difficult, it can also be leveraged to 
learn about such intermolecular interactions if studies are carried out in a systematic way.  
5 
 
1.2.3 Intramolecular Vibrational Energy Redistribution 
The off-diagonal peaks of a 2D spectrum provide information on the coupling 
between vibrational modes, including the inherent anharmonic coupling between vibrational 
modes as well as coherent and incoherent energy transfer.60-62 Upon vibrational excitation, 
energy deposited into a single vibrational mode will rapidly exchange with neighboring 
modes, provided there is sufficient coupling and energy overlap, through a process called 
intramolecular vibrational redistribution (IVR). The kinetics of IVR are observed through 
the time-dependent growth in cross-peak amplitude between two modes. 
In the condensed phase, the IVR process tends to compete with the vibrational 
relaxation of the system, though in most systems the IVR process occurs significantly faster 
than relaxation out of the excited state manifold (Figure 1.2).26 In metal carbonyl probes in 
organic solvents, for instance, the IVR process typically occurs on a sub-10 ps timescale, 
whereas vibrational relaxation occurs on a longer 50-100 ps timescale.60 Though the 
timescales are significantly different, IVR and vibrational relaxation are described by the 
same physics (see section 1.3.2 for the presentation of Landau-Teller Theory). Much like 
vibrational relaxation, it is very difficult to predict IVR times due to the complicated role 
that the solvent dynamics can play in modulating the timescale of these processes.  
Figure 1.2 Energy level diagram showing initial excitation (dashed line) 
followed by intramolecular vibrational redistribution to nearby modes (blue 
line) followed by the slower vibrational relaxation into the lower frequency 
modes (red line) and eventually into the solvent. 
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1.2.4 Spectral Diffusion 
One of the most powerful pieces of information obtained from 2DIR spectroscopy is 
the frequency-frequency correlation function (FFCF), the decay of which results from 
spectral diffusion.22,28,31,32,63-70 The FFCF provides information regarding the low-frequency 
motions of the solvent, in particular the timescale on which molecular fluctuations 
surrounding a probe vibration are occurring. We obtain the correlation function by 
monitoring the correlation between the initially excited ensemble of molecules and the final 
detected ensemble. Thus, the decay of the FFCF describes the amount of time it takes for an 
initially excited ensemble to lose frequency memory, and thus correlation with the detected 
ensemble. This timescale is directly related to the fluctuations occurring in the solvent. The 
fluctuations that can be captured in the FFCF can range from hydrogen bond switching 
events in alcohols31 or water22,24,36,65,68,69 to global conformational dynamics of proteins.8,47,70   
The measurement relies on a vibrational mode being sensitive to the structure of the 
solvation environment. In the linear spectrum this is observed as a broadening of the 
vibrational transition, commonly referred to as inhomogeneous broadening (whereas the 
broadening of transition in the absence of distinct microenvironments is referred to as 
homogeneous broadening).71 The inhomogeneous broadening of a vibrational transition 
arises from polar solvents being able to present multiple solvation configurations that 
distinctly shift the transition frequency of the vibrational mode (Figure 1.3).  Thus, the 
Figure 1.3 (a) Homogeneously broadened lineshape where an ensemble of molecules have the same transition 
frequency, but dephasing occurs through collisions with the solvent. (b) Inhomogeneously broadened lineshape, where 
distinct configurations of the solvent shift the transition frequency of each member of the ensemble. (c) Example 




linear spectrum provides a static snapshot of the solvation environments experienced by an 
ensemble to vibrational probes. However, because the solvent is constantly fluctuating, these 
configurations are not static but instead fluctuate. If you were able to select only one 
molecule from the ensemble and follow its trajectory, the transition frequency would 
randomly diffuse through frequency space as the solvent configurations exchanged, hence 
the term “spectral diffusion” (Figure 1.4). The FFCF is given by:28,31  
! ! ! ! !!!"!!! ! !!!"!!!   (1.5) 
Where !!!" is the deviation of the 0 to 1 transition frequency.  To measure the 
spectral diffusion, both the rephasing and nonrephasing 2DIR spectra are required.53,63,72 As 
previously described, the coherence period between the initial pulse and the second pulse 
vibrational labels an ensemble of probes. The initially excited coherence dephases due to: 1) 
rapid solvent fluctuations, such as inertial fluctuations (termed homogeneous dephasing), 
and 2) the distribution of transition frequencies that leads to dephasing because the 
ensemble of transitions are oscillating at slightly different frequencies (termed 
inhomogeneous dephasing). While the homogeneous dephasing is irreversible, the 
inhomogeneous dephasing is reversible, provided the ensemble of transition frequencies do 
not change and the frequency information is not lost. This information is stored in a 
population during the waiting time, at which point the solvent fluctuates and reorganizes 
itself, thus randomizing the solvent configuration of each probe in the ensemble. The final 
Figure 1.4 (left) Example of a frequency trajectory where the transition frequency is modulated by the motion of the 
solvent. Fast fluctuations (giving rise to homogeneous broadening) are seen on top of slower structural fluctuations 
(giving rise to inhomogenous broadening). (right) The value of C(t=0) provides information regarding the 




pulse then puts the system either into the conjugate coherence (rephasing), or the same 
coherence (non-rephasing), as the initial excitation period.54  
In the rephasing spectrum, the two coherence periods are conjugates, thus the final 
coherence period evolves in a time-reversed manner and the dephasing that occurred due to 
a distribution of transition frequencies is undone, and a vibrational echo is emitted (Figure 
1.5).28,64 The FFCF then measures the ability to “rephase” an ensemble of oscillators as a 
function of waiting time, and the decay of the FFCF correlates to solvent reorganization 
dynamics that limit the rephasing ability. In the non-rephasing spectrum the initial and final 
coherence periods are identical, thus, the final pulse is only followed by further dephasing 
and no echo is generated. This spectrum essentially acts as a reference spectrum, allowing 
the evolution of the vibrational echo to be studied independently from other incoherent 
dynamics, such as vibrational relaxation and IVR.31,64  
There are several ways to extract the FFCF from 2DIR data, all of which require both 
the rephasing and nonrephasing spectrum.63,64,66 Ideally, the rephasing and nonrephasing 
spectra can be added in a manner well described in literature and the purely absorptive 
spectrum can be obtained.53,72 In this spectrum, the uneven amplitude of the rephasing and 
nonrephasing spectra, which differ only by the vibrational echo amplitude in the rephasing 
spectrum, lead to a lineshape that is elongated along the diagonal at early times before 
spectral diffusion occurs.28,53,64,66,72 This lineshape corresponds to a strong correlation 
between excitation and detection frequencies. As the waiting time is increased, the peak 
Figure 1.5 Example double-sided Feynman diagrams for rephasing (a), 
nonrephasing (b) and double-quantum (c) pathways.  
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becomes more symmetric and the initial correlation is lost.  The center line slope method 
(CLS) can be used to monitor this evolution by fitting a straight line across the peak 
corresponding to maximum peak value, using the value of the slope to be the value of the 
FFCF at the given waiting time.64,66  
The correlation function can also be extracting from the rephasing and nonrephasing 
spectra directly, without having the phase the purely absorptive spectrum (which requires an 
additional experiment to measure the pump-probe spectrum, then phasing of the absorptive 
spectrum is done by the projection slice theorem).31,63 The inhomogeneity index has been 
shown to be equivalent to the CLS method in most cases, and easier to implement.63 In this 
case the correlation function is obtained by:   
! ! ! ! ! ! ! !!"#!!"#$%!!!"!#$%!!"#$%!!"#!!"#$%!!!!!"!#$%!!"#$%  (1.6) 
where A is the amplitude of the peak (typically peak volume) of the respective 
spectrum. This is also a preferable method when studying systems with limited signal 
strength, since it is not always possible/easy to obtain a pump-probe spectrum to use for the 
phasing. This method is widely used throughout the work presented in this thesis.  
1.3 Thesis Outline 
The remainder of this thesis focuses on using 2DIR spectroscopy to study hydrogen 
bonding dynamics in many systems, including alcohols, glasses and water in a biological 
setting. Chapter 2 describes our initial work using metal carbonyl vibrational probes to study 
the hydrogen bonding dynamics in alcohols. We study the spectral diffusion of a metal 
carbonyl probe in a series of linear alcohols, finding an intuitive monotonic increase in the 
spectral diffusion timescale as the alkyl chain length is increased. We also observe the 
influence of intermolecular interactions (i.e. hydrogen bonds between the vibrational probe 
and the solvent) on the vibrational lifetime and IVR, generally considered intramolecular 
processes. While the vibrational lifetimes are found to be fairly insensitive to the solvent, the 
IVR timescale varies across the solvent series and is shown to be directly correlated to the 
degree of intermolecular hydrogen bonding.  
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Chapter 3 describes an ultrafast two-dimensional infrared (2DIR) spectroscopy study 
of the picosecond dynamics of a vibrational probe molecule dissolved in a fragile glass 
former. The spectral dynamics are observed as the system is cooled to within a few degrees 
of the glass transition temperature (Tg). We observe non-exponential relaxation of the 
frequency-frequency correlation function, similar to what has been reported for other 
dynamical correlation functions. In addition, we see evidence for !-like relaxation, typically 
associated with long-time, cooperative molecular motion, on the ultrafast timescale. The data 
suggests that the spectral dynamics are sensitive to cooperative motion occurring on 
timescales that are necessarily longer than the observation time. 
Chapter 4 discusses our initial work at characterizing the dynamics of bulk H2O and 
D2O using various observables. Water is capable of assisting exceptionally rapid vibrational 
relaxation within dissolved solute species. Although ultrafast dynamics of metal carbonyl 
complexes have long served as models for vibrational relaxation, all reports to-date have 
investigated non-aqueous solutions due to the insolubility of the vast majority of metal 
carbonyl complexes in water. Using the water-soluble complex [RuCl2(CO)3]2, which belongs 
to a class known as “carbon monoxide (CO) releasing molecules” (CORM), we report the 
first ultrafast vibrational relaxation measurements of a metal carbonyl complex in water, and 
compare this relaxation with the relaxation in polar organic solvents, namely methanol. The 
vibrational relaxation, measured by 2DIR spectroscopy, is an order of magnitude faster in 
H2O (3.12±0.29 ps) than in methanol (42.25±3 ps). The accelerated relaxation times of the 
coupled CO units in H2O and D2O are interpreted as resulting from the enhancement of 
intramolecular relaxation pathways through additional coupling induced by the solvent. In 
addition, the vibrational lifetime shows a significant isotope dependence: in D2O the 
relaxation time is 4.27±0.27 ps, a difference of roughly 30%. We interpret these 
measurements in terms of a non-resonant channel primarily arising from water’s 
reorientational dynamics, which occur primarily through large angular jumps, as well as a 
resonant transfer of vibrational energy from the carbonyl bands to the libration-bend 
combination band. These measurements indicate that metal carbonyls, which are among the 
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strongest IR transitions, are exquisitely sensitive to the presence of water and hold promise 
as IR analogs of EPR spin labels. 
Chapter 5 extends our studies of water into hydrophobic hydration, in particular the 
hydration dynamics of hydrophobes of different length scales. We begin by studying small 
hydrophobic molecules (which also serve as our vibrational probes) and demonstrate that 
the bulk-like dynamics of H2O are measured in the solvation shell of small hydrophobes. 
The result is twofold, first demonstrating once again that the bulk-like dynamics of a liquid 
can be measured through the use of a vibrational probe, and second showing that the 
hydrogen bond switching events are unperturbed by small hydrophobic molecules. We then 
turn our attention to proteins, were a surface labeling protocol allows us to directly study the 
hydration environment of proteins. Using hen egg white lysozyme we are able to measure a 
factor of 1.8 retardation factor of the hydrogen bond dynamics near the hydrophobic 
protein, which is in quantitative agreement with independently performed MD simulations 
on lysozyme that predicted a retardation factor of 2. The slowdown in hydrogen bond 
switching events is consistent with measurements made on the isotope-dependent relaxation 
of the surface-probe, which showed bulk-like relaxation in particular regions of the protein 
and constrained relaxation in others. The origin of the slowdown is attributed to an excluded 
volume effect, where hydrogen bond switching events are hindered by presence of the non-
hydrogen bonding protein surface, which acts to limit the number of hydrogen bonding 
partners available for a switching event.  
Additionally, this chapter describes the role that constrained water can play in driving 
surface processes. By leveraging a simple surface process, dehydration of the protein surface 
and solvent exchange with 2,2,2-trifluoroethanol, we demonstrate that regions of 
constrained water readily dehydrate and exchange with the amphiphilic co-solvent, while 
regions of bulk-like water remain hydrated and show no signs of preferential solvent 
exchange. The results suggest that constrained water can play a critical thermodynamic role 
in driving surface processes, which can be more complex than solvent exchange, such as 
protein-protein recognition.  
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Chapter 6 describes experiments aimed at characterizing the coupling of protein 
dynamics to hydration dynamics and extent of the dynamical influence of a protein on the 
surrounding waters, as well as influence of crowding on the water and protein dynamics. 
Due to the location of the vibrational probe, the FFCF contains both the hydration water 
dynamics as well as the protein dynamics, which can be observed simultaneously without 
interference because of the large timescale difference between the two sets of dynamics. 
Using a small kosmotropic co-solvent, glycerol, we are able to slow the fluctuations of the 
bulk solvent while leaving the protein hydrated. We observe that the hydration dynamics are 
weakly coupled to the bulk solvent, while the protein dynamics and hydration dynamics are 
strongly coupled. Furthermore, using larger crowding agent we find that crowding induces a 
dynamical transition at a critical crowding value, where the protein and hydration dynamics 
undergo an abrupt slowdown. Similar behavior is seen in self-crowding, and the speculative 
explanation is the overlap between the extended hydration environments of neighboring 
macromolecules results in the transition. The distance of the extended hydration shells are 
estimated from the data to be upwards of 20 Å, which is on the order of the protein size 
itself.  
 The final chapter of this thesis describes the general conclusions provided by the 
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We leverage the observables provided by 2DIR (spectral diffusion, vibrational lifetime 
and IVR) to characterize the solvent dynamics as well as the solvents role in intramolecular 
processes. We systematically study this processes as in a series of linear alcohols, ranging 
from methanol to 1-hexanol. First, we find that bulk-like solvent dynamics can be measured 
through the use of vibrational probes, namely the hydrogen bond lifetime in methanol can 
be measured through the spectral diffusion of a vibrational probe dissolved in methanol. 
This provides confidence that the properties of the vibrational probe itself contribute little to 
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the measured spectral diffusion. This concept will occur several times throughout this thesis, 
as well as the observation that other observables, such as vibrational lifetime and IVR, are 
highly dependent on both the vibrational probe used and the solvent.  
In addition to measuring the hydrogen bond lifetime in methanol we carry out the same 
measurement on the series of alcohols, finding an intuitive trend that the hydrogen bonding 
dynamics slow down as the alkyl-chain length of the alcohol is increased, going from 2.7 ps 
in methanol to 5.4 ps in 1-hexanol. A “vibrational aggregate” model is proposed using an 
excitonic Hamiltonian that is capable to capturing the majority of the spectral broadening 
effects seen in the linear spectrum. 
Furthermore, we find that the vibrational lifetime of the vibrational probe is weakly 
dependent on the solvent, though the IVR process is extremely sensitive to the alcohol used 
and shows a non-monotonic trend in IVR timescales. Through the use of molecular 
dynamics (MD) simulations, we are able to reason the IVR timescale trend in terms of 
intermolecular hydrogen bonds, where the more hydrogen bonds formed between the probe 
and the solvent the slower the IVR process becomes, demonstrating that intermolecular 
interactions can strongly effect fast intramolecular dynamics.  
2.2 Spectral Diffusion in Linear Alcohols 
A solute in a hydrogen bonding solvent experiences rapid, discrete fluctuations in the 
number of hydrogen bonds it makes with the nearest solvent molecules. When those 
fluctuations induce appreciable changes in a spectroscopically observed transition frequency, 
multidimensional methods such as two-dimensional infrared (2DIR) spectroscopy are able to 
measure the correlation function of the frequency fluctuations.1-12 A key challenge for visible 
and infrared spectroscopy is the link between actual molecular dynamics and accessible 
spectroscopic observables such as frequencies, transition moments and frequency correlation 
functions. For systems such as the amide I band of peptides and proteins,13-17 and the OH 
(or OD) stretch of liquid water, it has become possible to predict 2DIR spectra using 
classical dynamics simulations.18-23 Such simulations guide the atomistic interpretation that is 
otherwise lacking from the frequency correlation function, which necessarily confounds the 
actual molecular dynamics and how those dynamics modulate the probed transition. The 
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instances for which frequency mapping methods have been so successful are characterized 
by being either essentially local modes (e.g. OH/OD and nitrile24-28) or by having relatively 
weak coupling between local modes (e.g. amide I transition dipole coupling). Very recently 
extensive progress has been made in treating the complex coupled dynamics of pure liquid 
water using vibrational exciton models as well as electrostatic maps based on ab initio 
quantum chemistry.23,29 There has been less extensive consideration of single, strongly 
coupled extended vibrational chromophores, which should also be sensitive to subtle long- 
and short-range interactions. It is a desirable feature of a dynamical probe to respond not 
only to local fluctuations, but also to be sensitive to correlated fluctuations as would be 
expected in a cooperative hydrogen bonded environment.  
To assess the value of such a spatially distributed probe, we have undertaken a systematic 
study of the ultrafast vibrational dynamics of the metal carbonyl complex dimanganese 
decacarbonyl (Mn2(CO)10, DMDC) in a series of hydrogen bonding alcohol solvents. Due to 
their amphiphilic nature, alcohols exhibit complex liquid structure characterized by hydroxyl 
aggregation,30-33 and given its ~1 nm length and extensive vibrational delocalization, DMDC 
is an attractive probe of the heterogeneous solvent environment. From Fourier transform IR 
(FTIR) and waiting-time dependent 2DIR spectra, we extract homogeneous and 
inhomogeneous spectral widths, as well as time constants for spectral diffusion. We find that 
with increased alkyl chain length the inhomogeneous width narrows and the time scale for 
spectral diffusion slows. With the aid of a vibrational exciton model incorporating Gaussian 
disorder, the data are interpreted in terms of the flexibility of the hydrogen bonded network 
responsible for the spectral inhomogeneity and its dynamical evolution. Based on the ability 
of the model to reproduce the solvent-dependent absorption spectra while identifying 
several features shared with electronic aggregates, we suggest that it is appropriate to view 
the extended delocalized complex as a “vibrational aggregate.”23,34,35 This analogy 
immediately facilitates identification of such phenomena as exchange narrowing36,37 and 
exciton localization as characterized by measures such as the participation ratio.37-39 The 
simple model, which only includes local site disorder, also correctly predicts that site energy 
disorder alone induces IR activity of otherwise IR-inactive modes. That is, the symmetry can 
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be sufficiently broken without explicit geometric distortion. Lastly, the model allows 
straightforward incorporation of site energy correlations in anticipation of the correlated 
rearrangements of the hydrogen bonded network solvating the probe.12,40 We find that the 
nature of the site energy correlations have signatures that, in principle, could be extracted 
from experimental 2DIR data and compared with atomistic simulations. 
Delocalized Vibrational Probe: Mn2(CO)10. We have previously studied the photochemistry and 
coherent dynamics of dimanganese decacarbonyl using a variety of multidimensional IR 
methods.41-44 In all of these studies, the solvent was chosen to yield an essentially 
homogeneously broadened set of coupled vibrations in order to maintain the maximum 
spectral resolution. DMDC (Figure 2.1 inset) is a highly symmetric molecule consisting of 
10 strongly coupled carbonyl units, belonging to an uncommon symmetry point group of 
D4d. For this particular point group, each vibrational mode of DMDC is either IR active or 
Raman active, with no vibrational modes that have both IR and Raman activity. The four IR 
active transitions (Figure 2.1) occurring at 1983, 2014, 2014 and 2045 cm-1 have B2, E1, E1 
and B2 symmetry respectively. The modes of DMDC are highly delocalized vibrations 
involving the collective motion of eight (E1 modes) and ten (B2 modes) carbonyl units. The 
high and low frequency B2 vibrational modes can be described by the symmetric and 
Figure 2.1. FTIR spectra of dimanganese decacarbonyl (structure shown in inset) in a 




antisymmetric stretches of the axial carbonyls with respect to the equatorial carbonyl units, 
with transition dipoles that are parallel to the Mn-Mn bond. The two E1 modes involve the 
motion of only the equatorial carbonyls, with mutually perpendicular transition moments 
that are perpendicular to the Mn–Mn bond. The four IR transitions can be seen in the linear 
IR spectrum of DMDC in cyclohexane (Figure 2.1), where the small peak at 2005 cm-1 is a 
band due to natural abundance 13C in the complex. The FTIR spectrum of DMDC in 
cyclohexane (Figure 2.1) shows transitions that are well characterized by homogeneously 
broadened Lorentzian lineshapes. In polar solvents the strong system-bath coupling results 
in inhomogeneous broadening, but several dark modes also gain significant IR activity. For 
metal carbonyl complexes it is common to observe broadening as well as new peaks 
emerging with increased solvent polarity, where the new bands often correspond to dark or 
Raman active vibrations. Below we introduce a vibrational exciton model that can account 
for the appearance of new spectral bands without any explicit geometric distortion or 
changes to the off-diagonal Hamiltonian matrix elements; instead they can be attributed to 
fluctuations that break the energetic symmetry of the molecule. The dynamic symmetry 
breaking results in Raman active modes (classified by no zero-disorder IR activity) gaining IR 
oscillator strength and becoming bright in the FTIR spectrum.  
DMDC as a Vibrational Aggregate. For moderate to strong coupling, it is common to represent 
the system in a site basis, including the coupling between the sites as off-diagonal matrix 
elements of the Hamiltonian.34 In the diagonal representation, the states are denoted 
excitons and generally exhibit some degree of delocalization among the sites. The 
incorporation of energetic disorder in those site energies (so-called “diagonal” disorder) 
often leads to localization of the resulting eigenstates. In coupled electronic aggregates, for 
example, such localization can significantly alter the rates and efficiencies of charge and 
energy transfer processes. Delocalized systems such as light-harvesting proteins,45-47 J-
aggregates48-52 and conducting polymers53 have been extensively studied due to the interest in 
long-distance charge separation and transport.  
Although coupled vibrational systems are routinely described using excitonic 
Hamiltonians, DMDC displays striking manifestations of a range of phenomena that have 
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long been observed chiefly in coupled electronic chromophores. The highly delocalized 
vibrational modes of DMDC serve as a vibrational analogue of electronic chromophore 
aggregates, where delocalization across individual vibrational sites occurs as a function of the 
bath coordinates. Environmental fluctuations modulate the site energies, thus influencing the 
coupling and extent of vibrational delocalization. In general the bath causes disorder-induced 
localization,54 where large fluctuations can dislodge a given site from the delocalized 
network. The extent to which an exciton is distributed over local chromophores can be 
quantified using the participation ratio, which provides the number of individual units that 
compose the eigenstate. Spectral lineshapes (either optical or vibrational) have been shown 
to be sensitive indicators of the participation ratio, where a higher degree of delocalization 
naturally leads to narrower lineshapes than would be expected for a given site energy 
distribution, a phenomenon known as exchange narrowing.35,36,55 Effects identical to those 
seen in electronic systems, such as exchange narrowing and disorder-induced localization, 
are observed and modeled for DMDC in linear alcohol solvents.  
Finally, the excitonic nature of the DMDC vibrations enables the molecule to sense 
nanometer-scale length correlations in the solvation shell, providing a perspective that 
extends beyond the vicinity of a single solvent molecule. Using the excitonic model, we find 
that correlations between site energy fluctuations have clear signatures in the 
inhomogeneous widths of the resulting exciton bands. Since the present model is non-
dynamical and only considers the static ensemble of transitions, the full utility of this 
approach and its predictions will be realized once it is combined with a molecular dynamics 
simulation and a local mode frequency map. Nevertheless, as has been shown in numerous 
examples, a static description of the energy landscape and the correlations among structural 
units can provided key insight in applications ranging from peptides to molecular aggregates.  
Spectral Diffusion. In linear and nonlinear infrared spectroscopy, the analysis of spectral 
features including peak position, shape, intensity, evolution, etc. provides insight into the 
underlying molecular structures and dynamics.13,56,57 In the condensed phase, the analysis of 
spectral features in linear IR spectroscopy is particularly challenging due to constant 
fluctuations of an inhomogeneous environment leading to a distribution of transition 
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frequencies that depend on the bath coordinates. Time-resolved spectroscopies based on 
photon-echo experiments have allowed for the direct observation of the dynamic frequency 
fluctuations that underlie inhomogeneously broadened line shapes. The static distribution of 
transition frequencies in systems with strong system-bath coupling can easily be seen using 
linear IR spectroscopy, but the dynamic features are difficult to discern due to the lack of 
time resolution in frequency domain spectroscopies. Two-dimensional infrared spectroscopy 
(2DIR) monitors the correlation between excitation and detection frequencies as a function 
of waiting time as the system undergoes stochastic fluctuations that modulate the transition 
frequency. This correlation produces a signature lineshape in the 2D spectrum that evolves 
as the system undergoes environmental fluctuations. The purely absorptive 2DIR spectrum 
is the sum of real parts of the rephasing (echo) and nonrephasing spectra.57-59 In the 
presence of inhomogeneous broadening the rephasing spectral amplitude is enhanced 
relative to the nonrephasing spectrum by strong correlation between excitation and detection 
frequencies. This imbalance in signal amplitudes relaxes as the system explores all the 
available microscopic environments. The time-dependent correlation of excitation and 
detection frequencies is described by the frequency-frequency correlation function, which 
can be extracted from 2DIR spectra through the inhomogeneity index I(t):60  
    ! ! ! ! !!"#!!"#$%!!!!!"!#$%!!"#$%!!"#!!"#$%!!!!"!#$%!!"#$%   (2.1) 
where A is the amplitude of the rephasing or nonrephasing peak amplitudes (for single 
transitions). Monitoring this ratio as a function of waiting time allows the frequency-
frequency correlation function (FFCF) to be experimentally extracted for systems whose 
frequency correlations are slower than the dephasing time, a condition that is satisfied in the 
metal carbonyl system studied here. From the FFCF the homogeneous and inhomogeneous 
contributions to the total linewidth can be separated using the initial correlation function 
value combined with the full width at half maximum (FWHM) of the 1D IR spectrum.1 Our 
goal in the present work is to investigate the correlation between translational diffusion—
typically parameterized by the viscosity—and the rate of spectral diffusion. The viscosity of a 
linear alcohol increases monotonically with length, whereas the global hydrogen bond 
structure is much more weakly length dependent as discussed below. 
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A commonly used model for the FFCF consists of a motionally narrowed term as well as 
a sum of exponential terms:1,61,62    
!! ! ! !"!"!!!!"!"!!! ! !!!!!! ! !!
!!!! !!!  (2.2) 
The first term in Eq. 2 describes the motionally narrowed portion of the correlation 
function, where T2 incorporates pure dephasing, population relaxation and orientational 
relaxation into the correlation function, which are considered to be waiting time 
independent. This term, usually dominated by the dephasing of the system caused by 
extremely fast structural fluctuations, does not contribute to the time evolution of the 2D 
line shape or the ratio of magnitudes of the rephasing and nonrephasing signals. The second 
term is the sum over all inhomogeneous terms that contribute an exponential decay to the 
FFCF, where !! is the spectral diffusion time constant. For systems with no measurable 
inhomogeneous broadening, such as a vibrational probe in a weakly interacting solvent, there 
is no measurable spectral diffusion and the correlation function consists of only the delta 
function in the first term in Eq. 2, corresponding to the effectively constant transition 
frequency for the band. The correlation function C1(t) describes the 0 ! 1 transition 
autocorrelation function, but note that the 1 ! 2 autocorrelation function as well as the 0 ! 
1, 1 ! 2 cross correlation function also contribute to the third order response function. 
For systems that have inhomogeneous broadening, the homogeneous portion will not 
contribute to the observed exponential decay of the FFCF. By fully characterizing the 
inhomogeneous contributions to the correlation function, the dynamics of specific 
interactions can be isolated. In the case of DMDC in alcohol solvents there are two distinct 
limiting solvation environments, hydrogen bonded environments and non-interacting alkyl 
environments, though the sample is a complicated heterogeneous mixture of the two. Simple 
alkyl environments would contribute only to the motionally narrowed term of the correlation 
function, while the hydrogen bonded environments are responsible for the exponential 
decay. Because the inhomogeneous broadening is caused exclusively by the hydroxyl groups 
of the alcohol, the hydrogen bond dynamics of the system can be selectively studied despite 
the lack of preferential solvation. The high solubility of DMDC in both polar and non-polar 
solvents assures that the bulk solution will not be enhanced by phase separation upon 
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addition of the solute, making DMDC a non-perturbative probe to the natural solvent 
environment.  
In this study we observe the spectral diffusion of a strongly coupled vibrational probe 
DMDC in a series of linear alcohol solvents. The hydrogen bonded environment leads to 
significant spectral broadening, the extent of which is dampened by exchange narrowing. In 
addition, large magnitude fluctuations of local coordinates that participate in the 
delocalization network cause dynamic vibrational exciton localization. This localization acts 
to break the energetic symmetry of the vibrational molecule, resulting in Raman active 
vibrational modes gaining IR intensity as well as the splitting of previously degenerate 
modes.  
Experimental and Simulation Methods: 2DIR. The experimental implementation of chirped-pulse 
upconversion detected 2DIR spectroscopy has been described in detail elsewhere.63-65 
Briefly, a sequence of three fields E1, E2 and E3 with wave vectors k1, k2 and k3, separated 
by times t1 and t2 arrive at the sample in a box geometry producing fields E± emitting during 
t3 with wave vectors !! ! !!! ! !! ! !!corresponding to rephasing (-) and nonrephasing 
(+) signals, respectively. The IR pulses are generated using a continuum seeded dual-
frequency two-stage optical parametric amplifier based on !-barium borate. The collinear 
signal and reference local oscillator are upconverted to the visible by sum-frequency 
generation in a wedged 5% MgO:LiNbO3 crystal with a highly chirped 800 nm pulse which 
is derived from the uncompressed amplifier output before entrance into the compressor. 
The upconverted light is detected using a silicon CCD camera with 1340 horizontal pixels 
(Roper, PIXIS). The detection frequency !3 axis conjugate to t3 is obtained by the 
spectrometer, and the excitation axis !1 is obtained by Fourier transformation with respect 
to t1. Recently we have demonstrated how to obtain purely absorptive spectra,65 correcting 
the spectral phase of the signal using the known spectral phase of the chirped pulse.66 The 
time delay between the first and second pulses is scanned using independent pairs of ZnSe 
wedges. The maximum scanned delay is 10 ps, corresponding to an experimental Fourier 
transform resolution of 3.3 cm-1. 
28 
 
Simulation Methods. Both 1D and 2D spectra have been successfully modeled using a 
vibrational exciton treatment, coupling local modes to yield the vibrational eigenstates. Using 
semi-empirical transition dipole coupling between local mode units, and a fixed vibrational 
anharmonicity of the resulting eigenstates, it is possible to use MD simulations to generate 
an ensemble of structures from which the 2D spectrum at t2 = 0 can be constructed from a 
sum of homogeneously broadened spectra. Although this approach does not provide 
information on the spectral diffusion of such an ensemble, it does aid in determining the 
inhomogeneous width as well as providing insight into the eigenstate energy landscape, 
including any pH, temperature or solvent dependence. The most complete spectral 
simulation uses the dynamic frequency trajectory to compute the full multi-time correlation 
function needed to predict the waiting time dependent 2DIR spectrum, capturing the 
spectral diffusion dynamics, and, in principle, vibrational redistribution and relaxation 
processes using, for example, a Redfield theory description of the dissipation.  
Rather that constructing an electric field map for the metal carbonyl C!O stretch, the 
model we have implemented simply imposes Gaussian distributed local mode energy 
disorder, as is commonly done for electronic aggregates.34,50 This model provides insight into 
the signatures of site disorder in a highly coupled multi-vibrational chromophore system. 
The Hamiltonian (Equation 2.3)  
H = !n n n
n=1
10




   (2.3)
 
describes the 10 carbonyl units using diagonal site energies !n and off-diagonal coupling 
Jnm terms. The assignment of the 10 sites is shown in Equation 2.4. The values of the matrix 
elements are determined by a genetic algorithm multivariable fit to the 10 experimental 
terminal carbonyl stretching frequencies. Based on symmetry, the model has 7 coupling 
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The fit is also constrained to reproduce the experimental IR transition strengths, 
including the IR inactivity of the 6 dark modes. Agreement was found by setting the local 
mode transition dipole moment of the axial carbonyls !ax to have a magnitude 1.48 times 
that of the equatorial carbonyls !eq. Since the model considers only the excitations on each 
local unit, there is no information regarding the vibrational anharmonicity or the associated 
excited state absorption. However, it is possible to include multiple excitations either 
explicitly or by using perturbation theory44 or the nonlinear exciton equations.67 Using the 
present model, the two-exciton manifold was calculated using a fixed anharmonicity of 8 cm-
1, allowing the 2D spectrum of DMDC to be simulated in the presence of site disorder.  
To simulate the hydrogen bonded solvent environment, we incorporate disorder into the 
model by allowing each diagonal site energy to vary according to a Gaussian random 
variable, !"n, such that for each realization of the Hamiltonian, the nth site energy is 
!n = !n
(0) + "#n , where !n
(0)corresponds to the perfectly ordered system. The !"n are 
uncorrelated (unless specified otherwise) with zero mean and we define the site 
inhomogeneous width !!in to be the standard deviation of !"n. Using eigenstate 
frequencies and transition moments determined from diagonalization of 5000 realizations 
with varying degrees of inhomogeneity, we found no correlation between the two. The 
eigenstate transition moments are calculated using the approximation that the local carbonyl 
units have their transition moments parallel to the CO bond axis; the eigenstate transition 
moments are obtained by the coordinate transformation defined by the Hamiltonian 
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diagonalization. To compute the 1D spectrum, we used a Voigt profile, which takes as inputs 
the homogeneous (Lorentzian) and inhomogeneous (Gaussian) widths. The Voigt profile for 
each transition is then weighted by the square of the corresponding transition moment, and 
the sum of these is the linear spectrum. The Gaussian width for the Voigt profile 
corresponds to the standard deviation of the eigenstate frequency for each mode. We used 
an accurate analytical fit to a Voigt profile.68  
In addition to the eigenstate frequencies, we also consider the eigenvectors in order to 
gain insight into the origin of the spectroscopic features exhibited by the model. As is 
common in analyses of J-aggregates and other excitonic systems, we consider the extent of 
delocalization via the participation ratio (PR).35,69 In J-aggregates and in multi-chromophoric 
light-harvesting protein complexes the excitons are often delocalized over many nanometers, 
and the size of the exciton decreases with disorder. By comparison, DMDC is a very small 
molecule, but the vibrational eigenstates are nevertheless delocalized over at least half of the 
carbonyl units. Thus, from the perspective of the number of participating monomers, the 
extent of delocalization is comparable to what is observed in, for example, LH2 complexes.39 
Like these large scale electronic systems, as the site disorder is increased the excitons become 
localized. Indeed, all of the trends we have noted thus far can be correlated to disorder-
induced exciton localization.  
Using each eigenvector !n, we determine the degree of exciton localization resulting 
from site disorder. The participation ratio Pn given by Eq. 5 equals the number of local units 
(indexed by m) that contribute to the resulting delocalized eigenstate !n.35 













For the present system Pn ranges from 1 to 10. In addition to measuring the degree of 
localization, the participation ratio also allows us to discover any correlation between the 
localization tendency and the eigenstate frequency.  
To illustrate the spectral signatures predicted by our exciton model for DMDC, we have 
simulated 2DIR spectra by including both the one- and two-exciton manifolds. Since our 
model treats only static disorder, we do not make any attempt to simulate the waiting time 
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dependence of the 2D spectra. The 2D spectra were simulated using the one-exciton 
transitions and transition dipoles, and a quasi-harmonic ansatz for the two-exciton states. 
Overtone and combination band energies were computed as the sum of the one-exciton 
energies with a constant anharmonicity for all of the excited states of 8 cm-1. Harmonic 
oscillator scaling was assumed for all overtone transition dipole moments. The transition 
dipole moment direction for a transition between a given one-exciton state a and a given 
two-exciton state ab was taken to be parallel to the transition dipole moment for excitation 
of the one-exciton state b. Combination band transition moments were scaled by the moduli 
of the constituent one-exciton transitions to account for their degree of allowdness. With the 
set of 10 one-exciton states and 55 two-exciton states, as well as the transition dipole 
moments derived from the one-exciton Hamiltonian, we prepared multiple inputs for the 
SPECTRON package which we used to compute the 2D spectra.70 The spectra were 
simulated using a constant exponential dephasing corresponding to a 2-cm-1 homogeneous 
width, and the response function was evaluated using the sum-over-states method (the 
“CGF” option in SPECTRON 2.4.0).  
 
Experimental Results.  
Linear and Nonlinear Spectroscopy. Linear IR spectra are often used to extract dynamic 
information using analysis of the linewidth. This approach can often produce ambiguous 
dynamic results, where multiple systems showing identical linear spectra exhibit different 
dynamics, such as orientational relaxation, population relaxation or spectral diffusion. This 
has been demonstrated clearly by Fayer and coworkers, where four proposed water systems 
having identical linear IR spectra displayed different orientational relaxation times.71 As 
shown here, three systems, two different binary mixtures and a pure long chain alcohol, 
displaying identical linear IR spectra are shown to have significantly different spectral 
diffusion times.  
Three solvent or solvent mixtures, 1-hexanol, propanol/hexane (65/35% v/v) and 
butanol/squalane (70/30% v/v), have viscosities ranging from roughly 1 to 6 cP at 25oC. In 
these solvents DMDC displays identical linear IR spectra, shown in Figure 2.2. Using the 
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FFCF determined from the rephasing and nonrephasing 2DIR spectra (Equation 2.1), the 
spectral diffusion time constants as well as the inhomogeneous contributions to the 
lineshape were determined. The spectral diffusion time constants, which range from roughly 
3.5 to 6 ps, were found to depend on the solvent’s bulk viscosity. Despite the difference in 
the dynamical sampling of microenvironments, however, the inhomogeneous broadening of 
DMDC in these solvent mixtures is identical. The key observation from these data is that the 
time scale for spectral diffusion is independent of the magnitude of the microscopic 
fluctuations that produce the inhomogeneous width. The situation in the neat alcohols is 
markedly different, as shown below, where there is a pronounced correlation between 
inhomogeneous width and the time scale for spectral diffusion.  
Heterogeneous Dynamics of Coupled Vibrations in DMDC. The four IR active modes are highly 
delocalized vibrations which have been described by DFT calculations. The linear FTIR 
spectrum of DMDC in methanol (Figure 2.1) shows significant broadening of the central 
and low frequency peaks compared to DMDC in cyclohexane, but little broadening is seen 
on the high frequency mode. This trend is common to the alcohol series shown below as 
well as several other polar solvents. 
Figure 2.3a shows the absorptive spectrum of DMDC in methanol at a waiting time of 
1 ps. Slices of the rephasing and nonrephasing spectra are shown in Figure 2.3b and d for 
the bands along the diagonal centered at 2045 cm-1 and 2013 cm-1, respectively. Coherent 
Figure 2.2 FTIR spectra of dimanganese decacarbonyl in 1-hexanol, as well as two solvent mixtures that show 
significant different viscosities, but identical bulk viscosities (b). While the inhomogeneous broadening is identical for 
the three solvent mixtures, the spectral diffusion shows a strong viscosity dependence, illustrating the disconnect 




oscillations are evident in the 2045-cm-1 nonrephasing signal due to the coherence created 
between the low- and high-energy states in the first excited state manifold. These coherences 
have previously been described in detail for this system41 as well as for Co2(CO)8,72 and are 
the vibrational exciton analogues of similar coherences observed in electronic systems with 
excitonic coupling.52,53,73,74 The slow dephasing is due to the narrow linewidth of the high-
frequency band. Oscillations are not observed in the nonrephasing response for the central 
band. Such a feature would arise from a coherence between the broad central and low-
energy bands, and their broad bandwidths lead to very rapid dephasing.  
The FFCFs for the two bands are shown in Figure 2.3c. Although the large amplitude 
oscillations due to the intraband coherences obscure the FFCF at early times, the high 
frequency mode of DMDC in methanol shows little inhomogeneity, and exhibits little to no 
loss of correlation despite being in a polar solvent. Indeed, the fact that the coherences are 
Figure 2.3 (a) 2D absorption spectrum of DMDC in methanol shown at a waiting time of 500 fs. Traces of the 
rephasing and nonrephasing spectra as a function of waiting time are shown for the mode highlighted as 1 (d) and 2 (b). 
(c) The frequency-frequency correlation functions obtained from the experimental data for these modes. The large 
oscillations seen in the correlation function of mode 2 are the result of coherent beats between the excited manifold that 




so pronounced is a direct consequence of the comparable rephasing and nonrephasing signal 
amplitudes, a direct indication that the band is not significantly inhomogeneously broadened. 
Although there is additional information present in these low-frequency coherences, here we 
focus on the spectral diffusion, where it can be seen that there is little to no memory loss for 
this vibrational mode, as well as line broadening that differs significantly from the central 
band. The difference in line broadening can also be seen in the lineshape of the absorptive 
spectra, where the high frequency mode has a no peak elongation along the diagonal and a 
symmetric lineshape at t2 = 1 ps. That two strongly coupled vibrational modes show 
different lineshapes suggests qualitatively distinct dynamics, and/or differences in each 
band’s response to solvation structure and dynamics.75  
Spectral Diffusion in Alcohol Series. The spectral diffusion timescale for DMDC in a series of 
alcohol solvents, ranging from methanol to 1-hexanol, were determined using the method 
previously described. Figure 2.4 shows the FTIR spectra of DMDC in the series of alcohol 
solvents. The spectra become narrower with increased alkyl chain length. The central band 
Figure 2.4 (a) FTIR spectra of dimanganese decacarbonyl in a series of alcohol solvents, 
ranging from methanol to 1-hexanol. (c) The inhomogeneous and homogeneous 
components to the line broadening extracted using the linear and 2D infrared spectrum. (b) 
FFCF of the main vibrational mode shown for methanol and 1-butanol, and the timescales 




center remains largely constant, but the high frequency band shifts to the red with increased 
chain length. The presence of spectral amplitude at frequencies corresponding to IR-inactive 
modes also diminishes with increased chain length.  
Figure 2.4b shows representative FFCFs for the solvents methanol and 1-butanol. The 
solid curves are single exponential fits to the data starting at t2 = 100 fs. It is evident from 
the data that the loss of frequency correlation in methanol is considerably more rapid than it 
is in 1-butanol. The early waiting time value of the correlation function corresponds to the 
fraction of the 1D line width that is due to inhomogeneous broadening. Although the early 
time value for methanol (0.15) is smaller than that of 1-butanol (0.2), the overall spectral 
width of methanol is greater than that of 1-butanol. Combining the two observations—
methanol’s broader spectrum and comparable inhomogeneous contribution—indicates that 
methanol induces a broader inhomogeneous width. The full analysis described below is 
based on using a Voigt profile for the linear spectrum, and the two spectral width 
contributions are extracted using the method described by Kwak et al.1  
Figure 2.4c shows the extracted homogeneous and inhomogeneous widths of the 
central band of DMDC in the alcohol series. The homogeneous widths decrease 
monotonically from 11 cm-1 for methanol to 7 cm-1 for 1-hexanol. Except for a slight 
exception in the case of ethanol, the inhomogeneous widths likewise decrease with 
increasing alcohol chain length, though the overall variation is less than 1 cm-1. It is key to 
note here that this band is composed of two degenerate modes, and according to the model 
presented below these states are split by site disorder. Thus, the extracted width of the 
central band is actually the combined widths of two bands. From the model it is possible to 
deduce the width of the combined band, and this analysis is presented in the discussion. 
Figure 2.4d shows the spectral diffusion time constants extracted using Eq. 2 as was 
also done for the case of the solvent mixtures. The spectral diffusion times depend 
monotonically on the solvent viscosity, ranging from 2. 7 ps in methanol to 5.33 ps in 1-
hexanol. There is a linear dependence of spectral diffusion time on solvent viscosity from 





Analysis of the vibrational exciton model is broken into two parts: the first describes 
general aspects of the eigenstate distributions and the spectral lineshapes as a function of 
!!in, the second compares the model to the measured data described above.  
Figure 2.5 shows several spectra generated using the model exciton Hamiltonian with 
varying values of the site disorder frequency width !!in. Besides the initial fit to the known 
experimental IR and Raman frequencies and IR transition moments, there are no further 
adjustable parameters. The model spectra reproduce the experimental 1D spectra remarkably 
Figure 2.5 Simulated linear IR absorption spectrum of 
DMDC using the vibrational exciton Hamiltonian with site 
inhomogeneity !!in varying from 0 to 10.0 cm-1. 
Figure 2.6 Eigenstate properties (a) average frequency, (b) transition moment, and (c) participation ratio 
(PR) for (top) the four IR active modes (modes 3, 5, 6 and 9) and (bottom) the five Raman modes 




well. In this section we analyze the model’s results in order to deduce a molecular 
interpretation for the origin of the spectral changes.  
For this simplified model of the vibrational Hamiltonian, we have only considered the 
effect of diagonal disorder since hydrogen bonding between the alcohol solvent and the 
carbonyl units is a local interaction. It should be noted, however, that the site energies and 
the coupling matrix elements are not independent parameters and future studies will need to 
include disorder in the full Hamiltonian. To sample a range of broadening that resembled 
the experiment, !!in ranged from 0 to 25 cm-1 and for each value of the local site 
inhomogeneity, 5000 realizations were evaluated. The resulting eigenvalues are enumerated 
from 1 to 10 in increasing energy, and are identified as either “IR” or “Raman” active 
according to their zero-disorder activity; hence modes 3, 5, 6, and 9 are the “IR modes”, 
whereas 1, 2, 4, 7, 8, and 10 are the “Raman modes.”  
 Figure 2.6a shows the average transition frequencies for each eigenstate as a function of 
the site disorder frequency width, !!in. It is immediately clear that the two E modes—
degenerate in the absence of disorder—split with increasing site disorder. Both B modes (3 
and 9) increase in frequency initially, and then mode 3 starts to decrease when the site 
disorder becomes comparable to the large coupling terms in the Hamiltonian near !!in = 15 
cm-1. For the Raman modes a similar symmetry breaking is also clear: modes 1 and 2, are 
initially degenerate but become split by the increased disorder and shift to lower frequency. 
A similar trend is evident for modes 8 and 9 though they shift to higher frequency as they 
split. Mode 10 is not shown in these figures since it never acquires appreciable IR oscillator 
strength for the range of disorder considered here.  
 Along with the changes in the average eigenstate frequencies there is also a clear trend in 
the oscillator strengths. In general all of the IR active modes lose oscillator strength whereas 
all of the Raman modes gain oscillator strength. Figure 2.6b shows the IR and Raman mode 
transition moments as a function of !!in. Among the IR modes, the principle difference is 
the rate at which the modes lose oscillator strength. Compared to the rather gradual decrease 
seen in the higher frequency modes (5, 6 and 9), mode 3 loses almost half of its oscillator 
strength by !!in = 10 cm-1. This finding is consistent with our experimental observations, 
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and explains the much weaker diagonal and cross peaks seen in the 2D spectra for the lowest 
frequency band. The gradual increase in oscillator strength above !!in " 15 cm-1 is likely due 
to the limited applicability of including only site disorder in our model. The Raman modes 
gain IR oscillator strength with increased disorder, with the lower frequency modes (1 and 2) 
growing at a somewhat faster rate than the higher frequency modes.  
 Figure 2.6c shows the mean participation ratio (Eq. 5) as a function of the site energy 
inhomogeneity. The results clearly indicate that exciton localization is induced by disorder. 
All of the modes exhibit localization, with the more rapid and pronounced change seen in 
mode 3, which localizes by two carbonyl units with only about 3 cm-1 of disorder. The 
localization of mode 3 corresponds well to the loss of oscillator strength seen in Figure 
2.6c. Modes 5 and 9 show the smallest degree of localization, whereas mode 6 contracts by 
about 20% with about 8 cm-1 of site disorder. The Raman modes also show varying degrees 
of localization, with the single exception of mode 4, which actually becomes more 
delocalized with increased disorder. Modes 7 and 8 abruptly collapse with the slightest 
Figure 2.7 Correlation between the inhomo-geneous widths of 
each ensemble of eigenmode frequencies (left axis) and the 
eigenmode inverse participation ratio (right axis) for three 
representative values of the local site inhomogeneity, 3, 7 and 




degree of disorder, reflecting their high symmetry. Modes 1 and 2 remain relatively 
delocalized, which again correlates with their rapid onset of oscillator strength.  
 Besides the average properties shown in Figure 2.6, we also examine the frequency 
widths of the eigenstates. For each value of !!in we take the standard deviation of each 
resulting eigenstate distribution as a measure of its inhomogeneous width. It is well known 
from molecular aggregates that in coupled systems the eigenstate width is narrower than the 
site width.36 This exchange narrowing is a result of averaging over the site energy 
fluctuations. Figure 2.7 shows the vibrational exciton inhomogeneous width together with 
the correlation with the inverse of the participation ratio. At three selected values of !!in, we 
find that the eigenstate width tracks the participation ratio. Since the participation ratio is of 
the number of local modes units over which the exciton is delocalized, a larger inverse 
participation ratio indicates a higher degree of localization. Thus, the data show that the 
inhomogeneous width correlates with the degree of exciton localization, consistent with 
many studies of exchange narrowing in molecular aggregates. Note that in all cases, the 
eigenstate widths are narrower than the site widths. The relationship between site and 
exciton energy disorder allows us to associate a site energy distribution with the 
inhomogeneous widths determined from the FFCFs (Figure 2.7). Since the inhomogeneous 
and homogeneous broadening parameters shown in Fig. 4c are for the whole central band, 
where the two degenerate modes are split by the site disorder and thus increase the band’s 
overall width, our estimate of the local site energy width is only an upper bound. 
Nevertheless, we can estimate the site energy full width at half maximum to be 31.5 cm-1 (
FWHM = 2!"in 2 ln2 ), for the case of methanol, which is substantially less than the 11.7 
cm-1 inhomogeneous width. For the case of 1-hexanol, where the inhomogeneous width was 
measured to be 7 cm-1, comparison with the model gives a site energy FWHM of 18.5 cm-1. 
 Another informative measure that has been considered in molecular aggregates is the  
correlation between the participation ratio and the eigenstate frequency.35 Figure 2.8a-b 
shows a summary of the results for !!in = 4.5 cm-1. This figure combines several of the 
considerations above—frequency, PR, and inhomogeneous width—and illustrates that for 
the low-frequency modes, there is generally a positive correlation between frequency and PR  
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(i.e. delocalization), whereas for the highest frequency mode, the correlation is negative. In 
the middle of the band, the frequency and PR values are only weakly correlated. The results 
also indicate the lack of a clear trend in the absolute delocalization across the band, which 
differs from the trend in molecular aggregates where more delocalization has been observed 
in the band center relative to the band edges. When the degree of disorder is increased 
further, however, the expected trend is observed (Figure 2.7): the delocalization is greater in 
the center of the band relative to that in the wings, with the exception of mode 10 whose 
high symmetry resists localization. 
In addition to the 1D spectrum, the 2D absorptive spectrum of DMDC was simulated 
as described in the previous section. These simulations demonstrate the characteristic 
spectral signatures of the general trends we have described above. Figure 9 shows the 2D 
spectrum of DMDC calculated for !!in = 0, 3 and 7 cm-1, with a fixed homogeneous width 
of 2 cm-1. Figure 2.9 shows the spectrum with no site disorder, and the simulation, which 
agrees well with our previous experimental results,65 clearly displays no inhomogeneous 
broadening evident from the largely symmetric peak shapes. Some slants of the cross and 
Figure 2.8 (a) Spectrum and ensemble of PR values plotted as a function of 
individual mode frequency. Each cluster of colored dots corresponds to a 
different eigenmode. (b) PR-frequency correlation coefficient of each eigenmode, 
showing generally positive correlation for the low-frequency modes and negative 
correlation for the high-frequency modes. (c) For the case of large site disorder, 
the PR versus mode number exhibits the trend that delocalization is greatest near 
the center of the spectrum, except for the highly symmetric mode 10.  
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diagonal peaks are evident and are due to well-known Liouville path differences between 
rephasing and nonrephasing sequences previously observed in other metal carbonyl 
systems.58,59 Upon the addition of 3 cm-1 of site disorder the spectrum becomes noticeably 
broader, the peak shapes begin to elongate along the diagonal (Figure 2.7b). Finally, with 7 
cm-1 of site disorder the spectrum shows several dark transitions and significant spectral 
broadening (Figure 2.7c).  
Site Disorder Correlation. So far we have only considered uncorrelated site disorder. Since 
recent simulation and experiment shows that hydrogen bond switching occurs largely by 
Figure 2.10 Simulations including correlation between sites—solid traces correspond to a = 
–0.15, and dashed traces to a = +0.15—of (a) average mode frequency, (b) average 
transition moment, (c) average PR and (d) the standard deviation of the eigenmode 
ensemble. Only the IR active modes are shown in this figure using the same color coding as 
in Fig. 6. 
Figure 2.9 Simulated 2DIR spectra (t2 = 0) of DMDC computed using the 10 one-exciton and 55 two-exciton states 




rapid angular jumps,40,76 it is very likely that there will be site energy correlations as a 
hydroxyl hydrogen bond breaks from one carbonyl and forms with an adjacent carbonyl. 
Such a scenario could lead to a negative frequency correlation since the site of the broken 
bond would experience a blue shift accompanied by a red shift on the site gaining the 
hydrogen bond. Very recently hydrogen bond rearrangement around an anionic solute has 
been found to involve cooperative motion reminiscent of the Grotthuss mechanism for 
proton transport in liquid water.76,77 Understanding the collective hydrogen bond network 
rearrangement is a general goal of condensed phase dynamics, and probes such as DMDC 
offer an attractive probe of these coordinated fluctuations.  
Though it is difficult a priori to devise a site energy correlation scheme that is physically 
correct, we nevertheless consider what the effect of positive or negative correlation would 
be. We use the distances !rij between pairs of oxygen atoms i and j to construct a covariance 
matrix Mij according to the following scheme: 





where the amplitudes of the off diagonal elements (1-!ij) are proportional to the inverse 
fourth power of the distance, which preferentially correlates those sites that are closest to 
each other. There is an overall scaling factor !. Multiplying the set of uncorrelated site 
energies by the Cholesky decomposition of Mij produces Gaussian randomly distributed site 
energies with intersite correlation given by the covariance matrix elements. The sign and 
amplitude of the correlations are set by the parameter !. In our implementation, we first 
normalize the off-diagonal matrix elements to the maximum value, and then multiply all the 
values by ! before adding the diagonal elements (all of which are equal to unity). This 
normalization ensures that the largest correlation coefficient is equal to !.  
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Figure 2.11 shows a summary of |!| = 0.15 comparing positive and negative 
correlation. The sign of the correlation appears to have little effect on the values of PR, 
mean frequency, and the transition moments. On the other hand, the degree of exchange 
narrowing is more pronounced for the negatively correlated case. Indeed, negative 
correlation reduces the inhomogeneous width by roughly a factor of two relative to the case 
of positive correlation. Since the spectroscopy probes the eigenstates, it is instructive to 
consider their properties. One relationship among the eigenstates is their mutual eigenenergy 
correlation. It has been shown experimentally and through simulation that the extent and 
sign of correlation of two different exciton states is evident in the tilt of the cross peak 
connecting the two states.59 For a fixed value of the site inhomogeneity (!!in = 6 cm-1), we 
evaluate the matrix of correlation coefficients for both positive and negative site disorder 
correlation. Figure 2.12 shows the predicted spectra with the superposed PR together with 
the matrix of eigenvalue correlation coefficients. The essential observation is that the 
correlation between the central band (modes 5 and 6) with the strong high-frequency band  
(mode 9) is positive with positive intersite correlation, whereas the bands are negatively 
correlated with negative intersite correlation.  
This prediction can in principle be compared with the experiment, despite the fact that 
the presence of coherences complicates the clean extraction of the cross-peak tilt since it is 
Figure 2.11 Spectra and eigenmode PR values for (a) positive and (c) 
negative site correlation. Maps of the correlation coefficients (indicated in the 





well known that coherent beating leads to cross peak tilt oscillations.78,79 The simulated 2D 
absorptive spectra with intersite correlation are shown in Figure 2.12b, using ! = ± 0.15. 
Due to the inherent tilt of the cross peak between mode 9 and modes 5 and 6, the predicted 
frequency cross correlation is not evident in the simulated 2D spectra. Instead a clear 
difference is observed in the degree of frequency correlation of the excited state absorption 
from modes 5 and 6, shown in the boxed region and zoomed. The spectrum simulated with 
positive correlation shows a more pronounced peak tilt in the spectrum parallel to the 
diagonal, whereas the spectrum simulated with negative correlation shows a reduced tilt 
angle as well as the narrower width expected from the simulated 1D spectra (Figure 2.11). 
To highlight the differences, we found the peak maximum along !3 for various values of !1 
using the center of a Gaussian fit. Figure 2.13a shows the !3 maxima for the ground state 
bleach and stimulated emission band, and Figure 2.13b shows the !3 maxima for the 
excited state absorption bands. Negative correlation leads to both a narrower 
inhomogeneous width (~7 cm-1 vs. ~11 cm-1 for positive correlation) as indicated by the 
Figure 2.12! Simulated 2DIR spectra with positive (a = 0.15) (a) and 
negative (a = –0.15) (b) site energy correlation. The right panels are 
zooms of the central band involving modes 5 and 6. The site 




region where the frequencies are correlated, and the degree of correlation is also reduced as 
indicated by the smaller slope of the correlation. This effect is most pronounced for the 
excited state absorption band, where the ratio of the slopes is roughly 2. Although it is 
difficult to extract the contribution due to intersite frequency correlation from measured 2D 
spectra, it is encouraging that such correlations do influence the observed 2D line shapes.  
 
Discussion 
Spectral Diffusion in the Alcohol Series. The frequency correlation time is found to have a 
monotonic dependence on the solvent viscosity, where methanol shows the fastest spectral 
diffusion timescales and 1-hexanol the slowest. The dependence of spectral diffusion on 
solvent viscosity can be explained by the fluctuation rate, where motional diffusion 
throughout the first solvation shell is significantly hindered as the chain length is increased. 
The slowing of molecular motions leads to prolonged hydrogen bond interactions, and 
transition frequencies that are a function of these interactions stay correlated for longer 
periods of time. In the case of localized vibrations, spectral diffusion has been reliably 
Figure 2.13 Plots of the correlation between w3 emission 
maximum versus excitation frequency w1 for (a) the peak due 
to ground state bleach and stimulated emission and (b) the 
peak due to excited state absorption. For each band the case of 





predicted using simple molecular diffusion models, such as the Stokes-Einstein relation to 
determine the diffusion constant of the solvent.80 This relationship appears to break down 
when considering delocalized modes, where molecular diffusion models predict significantly 
longer spectral diffusion times. The spectral diffusion timescales predicted by the molecular 
diffusion model range from 1 ps in methanol to 27 ps in 1-hexanol. This disagreement 
suggests that the spectral diffusion of DMDC (and perhaps other delocalized systems) in 
alcohol solvents does not strongly depend on large scale solvent diffusion within or 
throughout the first solvation shell. However, the energetics and dynamics of the system 
could be affected by global structure in the liquid and local inhomogeneities that such a 
network could induce.  
As seen in the FTIR spectra of DMDC in the alcohol series (Figure 2.4a), methanol 
leads to the broadest spectrum with additional contributions from otherwise IR inactive 
modes. Therefore the broadening seen in the IR spectrum of DMDC in methanol is not 
simply due to a distribution of transition frequencies, but instead has contributions from 
dark vibrational modes as well as degeneracy splitting. As the chain length is increased the 
fluctuations of the solvent are impeded and the extent of symmetry breaking is reduced. As 
the solvation environment is limited in its configurations the spectral broadening is reduced. 
The smaller magnitude fluctuations also lead to less dynamic exciton localization. Thus, in 1-
hexanol the spectral features are relatively narrow and there are only small contributions 
from dark modes.  
High Frequency Mode. Above we reported that the inhomogeneity in the transition frequency 
of the 2045 cm-1 mode does not follow the trend that is seen in the other vibrational modes. 
The 1D spectrum shows that the broadening of this mode throughout the alcohol series 
remains essentially constant, while other modes display greater inhomogeneous broadening 
in the more polar, short-chain alcohols. Even in methanol, the most polar alcohol solvent 
used in this study, the correlation function extracted from the 2D spectrum suggests that the 
vibrational mode is almost completely homogeneously broadened and shows no spectral 
diffusion. The simulated absorptive spectrum of DMDC with site disorder shows distinct 
peak elongation along the diagonal for the high frequency peak (Figure 2.12a), whereas the 
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experimental absorptive spectrum of DMDC in methanol shows no peak elongation (Figure 
2.3a), even at early times. The vibrational exciton model used in this work accurately predicts 
the blue shift of this vibrational mode when site disorder is added, but does not accurately 
reproduce its resistance to inhomogeneous broadening.  
The vibrational exciton model used in this work assumes a Gaussian distribution of 
transition frequencies to induce site disorder. This simple model of site disorder accurately 
predicts many aspects of the 1D and 2D spectrum of DMDC in alcohol solvents, but the 
Gaussian model for transition frequency distribution is not sufficient for predicting the full 
1D and 2D spectrum of DMDC in systems that cause a large degree of inhomogeneous 
broadening. The simplest expression for the lineshape function uses the second order 
cumulant approximation, but recent work has suggested that non-Gaussian dynamics could 
influence the lineshape of systems that interact strongly with their environment.75,81 
Furthermore, it has been demonstrated that non-Gaussian fluctuations can lead to dissimilar 
dynamics of coupled vibrational modes.81,82  
1D and 2D IR lineshapes and lineshape dynamics that are not accurately reproduced by 
Gaussian frequency fluctuations have been observed in hydrogen bonded environments, 
including the amide I transition in aqueous environments81 and the OH transition of water 
in acetonitrile. In the case of the strongly coupled vibrational modes of the symmetric and 
asymmetric OH stretches of water in acetonitrile, the two coupled vibrational modes display 
significantly different frequency dynamics.75 This effect was attributed to non-Gaussian 
statistics giving rise to non-zero odd-order correlation functions, which vanish in the case of 
Gaussian statistics. The non-Gaussian character of the hydrogen bond distance along the N–
H coordinate leads to non-Gaussian frequency fluctuations, which are strongly dependent 
on the hydrogen bond coordinate.  
The apparent non-Gaussian characteristic of the hydrogen bond dynamics occurring in 
DMDC in alcohol solvents could be the result of a non-Gaussian distribution of hydrogen 
bond distances between the carbonyl groups of DMDC and the hydroxyl groups of the 
alcohol solvent. Similar to the coupled vibrations of the water OH stretch in the 
H2O/CH3CN system, the strongly coupled vibrational modes of DMDC exhibit significantly 
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different dynamics as seen through the frequency-frequency correlation function. By 
coupling the current exciton model with MD simulations it will be possible to gain an 
atomistic view of the hydrogen bonding environment, including the distribution of hydrogen 
bond distances and angles. Whether non-Gaussian dynamics alone account for the large 
difference in lineshape and dynamics of the vibrational modes of DMDC will be the subject 
of a future study.  
Nature of the Solvation Environment. Although it is established that alcohols contain some 
amount of polar/nonpolar structural segregation, the picture of alcohol structure that 
emerges from several simulation and experimental studies is that of a relatively well mixed 
hydrophobic and hydrophilic medium.30,32,33 The smaller and more flexible solvents are able 
to present the DMDC probe with a larger range of hydrogen bonding configurations, while 
the lower viscosity facilitates rapid fluctuations of this solvation shell. On the other hand, the 
longer chain alcohols are sterically confined, while exhibiting slower dynamics. 
Excellent agreement between experiment and the vibrational exciton Hamiltonian with 
site disorder enables us to deduce a molecular picture of the solvation environment probed 
by the 1D and waiting-time dependent 2DIR spectra reported above. Since DMDC is 
amphiphilic, both the 1D and 2D spectra contain both polar and nonpolar contributions, 
and it remains to be determined how the single site disorder parameter maps to the distinct 
solvation environments. If the DMDC solute were only present in a polar environment with 
a nearly complete hydrogen bonded solvation shell, we would conclude that as the solvent 
chain length is increased, the magnitude of the energetic fluctuations would decrease due to 
the increased stiffness of the more viscous solvents. From the spectral diffusion timescale, 
we would also conclude that the rate at which the frequencies are sampled decreases. Both 
conclusions are consistent with the 2DIR data, and the modeling explains why the 
frequencies shift with increased disorder and why the Raman modes become bright in the 
infrared.  
Since the first implementations of liquid phase x-ray scattering, there has been interest in 
the structure of alcohols.83,84 It is known that these liquids are structurally heterogeneous due 
to the need to balance hydroxyl hydrogen bonding and the hydrophobicity of the alkyl tails. 
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The result of these competing interactions is that linear alcohols adopt structures that to 
some degree segregate polar and nonpolar regions. Simulation and experimental studies have 
concluded that linear alcohols form aggregates of varying size corresponding to the alkyl 
chain length. A recent simulation study characterized the aggregate topology and found that 
from methanol to 1-octanol the aggregates were largely linear or branched, with only a small 
fraction (<5%) in ring or lasso aggregates. These authors also found the aggregate size to 
range from 1-5 nm throughout the series, with a trend toward larger diameter with increased 
alkyl chain length. The shift in the aggregate size distribution was found to be due largely to 
the increased size of the molecules rather than to the number of molecules in the aggregates. 
In fact, there was little variation in number density of the aggregates from methanol to 1-
octanol, with roughly 4 molecules in linear aggregates and 15 molecules in branched 
aggregates (these values refer to maxima in the number density distributions). Thus despite 
the existence of aggregates, which certainly are responsible for rich structure and dynamics 
in alcohols, the solvent is nevertheless largely a well-mixed binary mixture of hydrophobic 
and hydrophilic components. We anticipate the framework described here to be instrumental 
in developing extended vibrational chromophores as probes of complex solvation 
environments such as alcohols, polymers and lipids. 
We have reconsidered the delocalized coupled complex of carbonyl oscillators in 
Mn2(CO)10 as a vibrational aggregate, and have shown experimental and modeling results 
that indicate the complex can serve as a probe of large-scale hydrogen bonding solvation 
networks. Using an alcohol series to vary both the inhomogeneous broadening and the time 
scale for spectral diffusion, we find that DMDC is sensitive to local structure and dynamics 
in strongly interacting environments. With the alcohol series as a calibration, we identified 
several solvent systems consisting of pure solvents and solvent mixtures that result in 
identical linear FTIR spectra and inhomogeneous widths, but whose spectral diffusion time 
scales reflect the variation in solvent viscosity. To develop a predictive yet intuitive picture of 
the coupled vibrations in DMDC, we used an exciton model parameterized to reproduce the 
experimental transition frequencies and IR transition moments. With the simple addition of 
Gaussian site energy disorder, we found striking reproduction of several solvent dependent 
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spectral features observed experimentally. These included trends in the lineshape, reflecting 
the manifestation of pronounced exchange narrowing, and the appearance of IR inactive 
modes due to the disorder induced symmetry breaking. Correlations between sites also leads 
to testable signatures in the 2DIR spectrum in the form of correlated or anti-correlated cross 
peaks reflected in the tilts relative to the diagonal. Despite the many successes, the model 
fails to reproduce the lack of inhomogeneous broadening of the highest frequency IR mode, 
suggesting that qualitatively distinct dynamics or system-bath interactions influence that 
mode’s transition energy. Beyond the 1D spectra and analysis of the one-exciton manifold, 
we computed the two-exciton manifold and used these states to simulate 2DIR spectra. 
These simulations largely confirm the observations of the analysis based only on the one-
exciton manifold. The 2D simulations also demonstrated an effect of intersite frequency 
correlation on the 2D peak shapes, where negative site correlation was found to reduce the 
overall frequency correlation, particularly that probed in the excited state absorption band. 
This initial investigation prepares the groundwork for further computational studies using 
dynamical simulations in the place of static distributions, in order to extract the spectral 
diffusion dynamics as well as direct observation of coordinated hydrogen bonding solvation 
network rearrangements. Furthermore, DMDC can be incorporated into different complex 
environments providing a sensitive probe of local and global fluctuations with a high 
temporal dynamic range owing to the very long vibrational lifetime even in strongly 
interacting solvents. 
2.3 Vibrational Lifetimes in Alcohols  
We provide here a partial study of the vibrational lifetime of DMDC in two alcohol 
solvents, methanol and 1-hexanol. Through the data was collected to support the 
conclusions reached in Section 2.4, reviewing the results independently here will help 
provide a foundation for much of the work described in the coming chapters. The overall 
population relaxation could be influenced by the different hydrogen bonding environments 
presented from the alcohol solvents. To observe the influence of hydrogen bonds on T1 
relaxation we carried out T1 relaxation measurements by analyzing the decay of the main 
vibrational mode of DMDC in the 2D rephasing spectra. In particular, we studied the two 
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solvents that showed significant differences in their IVR rates (see Section 2.4). Figure 2.14 
shows the decay in rephasing signal at waiting times approaching 100 ps, roughly the 
population relaxation time for DMDC in non-polar solvents like hexane. It is clearly seen 
that at early times DMDC in 1-hexanol shows a faster decay, reflecting the already observed 
trend that DMDC in 1-hexanol undergoes faster IVR on the 0-20 ps timescale. After the 
initial decay due to IVR, it is clear that the overall T1 relaxation occurs not only on a much 
longer timescale, but is also not influenced to any significant amount by the change in 
solvent, recording values of 54 and 58 ps for methanol and 1-hexanol respectively. This data 
makes it clear that any small changes in the overall T1 relaxation could not lead to large 
changes in IVR timescales that is seen through the alcohol series and presented in the next 
section.  
2.4 Solvent-Hindered Intramolecular Vibrational Redistribution 
The dissipation and transfer of vibrational energy is central to chemical reaction 
dynamics as a reactant approaches a barrier or descends from it to form a product.85,86 In the 
gas phase, vibrational energy transfers through anharmonic coupling to the low-frequency 
modes of the molecule or via mechanisms involving, for example, a Fermi resonance.87,88 In 
Figure 2.14 Vibrational relaxation of DMDC in two linear alcohols, methanol and 1-
hexanol, that exhibited significantly different IVR timescales. From the data it is clear 
that the initial decay of the signal is different due to the fast IVR, but the slower T1 




solution, the increased low-frequency density of states provides ample degrees of freedom to 
accept or supply excess energy, generally accelerating the flow of vibrational energy relative 
to the case of an isolated gas-phase molecule.89-97 This process, known as intramolecular 
vibrational redistribution (IVR), is traditionally considered a purely intramolecular process, 
though several experiments have made it evident that the solvent can indeed influence the 
IVR process through specific interactions.90,97-99 Strong system bath coupling can lead to a 
higher density of states easily accessible to the system, and thus the IVR process is solvent-
assisted. Here, we present an important counter example, and show that specific interactions 
arising from hydrogen bonding between solvent and solute can lead to solvent-hindered 
IVR. Adopting an exciton picture of delocalized vibrational modes, a hydrogen bond with 
the solvent introduces an energetic defect and traps the vibrational energy, thus slowing the 
rate of energy transfer. Aspects of this work have been seen by others,100 but here we couple 
experimental data from a series of solvents with molecular dynamics simulations to show the 
remarkable influence on IVR caused by hydrogen bonding and solvation shell structure. 
The standard treatment of IVR considers the energy gap !ij between two modes i and j 
and the density of states "# (!ij) of the bath at that energy difference, which is generally 
modeled with an equilibrium Boltzmann distribution. Thus, for modes separated by an 
energy less than kBT, both uphill and downhill energy transfer occurs,101 and the temperature 
dependence of energy transfer can be easily predicted by the temperature dependence of 
"# (!ij). In addition to this static energetic component is the dynamical fluctuation of the bath 
composed of all those degrees of freedom not directly probed spectroscopically.98,102,103 The 
influence of the bath on relaxation processes such as IVR and homogeneous dephasing are 
related to the autocorrelation function of the force projected onto the transition dipole 
moment of the observed mode q, such as Fq t( )Fq 0( ) . Indeed, in the Landau-Teller 
description of vibrational relaxation, this correlation function is proportional to the friction 
felt by the classical oscillator.102 Similar to the population relaxation, within the Redfield 
treatment of phase relaxation, the rate of homogeneous dephasing is also given in part by a 
time correlation function of the bath fluctuations, manifested as fluctuations of an 
interacting electric field.104,105 Although the electric field and force fluctuations are distinct 
53 
 
physical manifestations of the bath, it is nevertheless reasonable to assume that they arise 
from the same underlying dynamics. Thus, one might expect a correlation between 
homogeneous dephasing and IVR rates.  
This conventional treatment of IVR generally neglects specific interactions between  the 
solute and solvent that may become significant when it is possible to form hydrogen bonds 
or other directional contacts. We have used a vibrational probe, the metal carbonyl complex 
Mn2(CO)10 (DMDC), to investigate the solvation environment in a series of  linear alcohols 
ranging from methanol to 1-hexanol, and we have extracted time constants for IVR using 
two-dimensional infrared spectroscopy (2DIR). The terminal carbonyl stretches of DMDC 
are highly delocalized and thus are able to act as distributed sensors of the hydrogen bonded 
solvation shell dynamics. Using a series of linear alcohols allows a systematic variation of the 
hydrogen bonding environment as well as the solvation shell structure. It is important to 
stress that the frequencies of the system are not resonant with any Raman or IR fundamental 
transitions of the solvent bath; such resonances can significantly accelerate vibrational energy 
relaxation to the solvent. In previous work we analyzed the solvent influence on the 
frequency fluctuations of the vibrational eigenstates.106 In the present study we investigate a 
Figure 2.15 Double-sided Feynman diagrams for the 
cross peaks in a non-rephasing spectrum(kNR = +k1 – k2 
+ k3,) with wave-matching energy level diagrams showing 
the ket (dashed) and bra (solid) sides of the density matrix 
as well as the emitted signal (bold solid). The red arrow 
indicates vibrational energy transfer due to IVR 
54 
 
remarkable trend in the IVR time constants, for which we have developed a microscopic 
explanation by comparison to molecular dynamics simulations of DMDC in the full solvent 
series. In all the solvents investigated we find that the time constant for IVR is directly 
proportional to the average number of hydrogen bonds formed between the solute and 
solvent. That is, the more hydrogen bonds between the probe solute and the solvent bath, 
the slower the IVR process becomes. It is both noteworthy and surprising that an essentially 
geometrical factor such as hydrogen bond number determines the inherently dynamical IVR 
process. These observations indicate the importance of structurally-specific solvent-hindered 
IVR, a phenomenon that would be expected to be significant in vibrational energy transfer 
in structured systems such as surfaces, interfaces, proteins and nucleic acids. We use an 
exciton picture of the delocalized vibrations to explain the observed IVR retardation caused 
by the formation of hydrogen bonds with the solvent. 
The experimental data for this study consist of a series of 2DIR spectra recorded in 
methanol, ethanol, 1-propanol, 1-butanol, 1-pentanol, and 1-hexanol. The spectral aspects of 
DMDC in this series have been analyzed elsewhere (see section 2.2), and it was found for 
the central band (~2010 cm-1) that the timescale for spectral diffusion—which describes the 
Figure 2.16 Absolute value non-rephasing spectra of DMDC in methanol (top panels) and 1-hexanol (bottom panels) 
shown at t2 = 0.5, 5, 10 ps. The crosspeak that is analyzed for IVR timescales appears between main vibrational mode 




loss of vibrational frequency memory—is a monotonically increasing function of solvent 
viscosity (i.e. chain length), whereas the inhomogeneous spectral width decreases 
monotonically with increased chain length. That study also measured ~2 cm-1 homogeneous 
line widths in all solvents except in ethanol where the observed with was 4 cm-1. 
Here, we analyzed specifically the non-rephasing 2DIR spectra which offer a clean probe 
of vibrational redistribution. Due to pulse ordering and phase matching of a non-rephasing 
sequence, any coherent vibrational dynamics that occur during the waiting time are 
contained in the diagonal peaks, whereas they appear at the cross peak locations in a 
rephasing spectrum.41,64,107 We have analyzed these kinds of vibrational coherences in 
DMDC and other metal carbonyl systems, and while sometimes informative, for the 
purposes of isolating IVR they complicate the fitting and analysis.41 In a non-rephasing 2D 
spectrum, the cross peak signal amplitude—in the absence of IVR—arises only from paths 
that evolve as ground state populations during the waiting time (t2). A rise in the non-
rephasing cross peak amplitude requires IVR, which transfers energy from one eigenstate to 
another during t2, as depicted in Figure 2.15. The time evolution of these cross peaks is thus 
due to vibrational relaxation, orientational relaxation and IVR. Because nanometer scale 
molecules in alcohols orientationally diffuse on >100 ps time scales,108-111 our measurements 
are free from the complications of molecular orientational relaxation. Moreover, simple 
Figure 2.17 (left) Crosspeak traces for DMDC in two alcohol solvents, methanol and 1-hexanol. The traces illustrate a 
difference in the IVR rates between coupled vibrationally excited modes that is a function of the solvent. (right) The IVR 
timescales for the complete alcohol series, showing no clear trend with alkyl chain length, plotted with the average 
number of hydrogen bonds formed between the system and the bath determined from MD simulations.  
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inspection of molecular dynamics trajectories show minimal orientational diffusion on the 
<50 ps time scale for all the solvents considered (see Section 2.2). Our IVR measurements 
are also free from population relaxation effects.The T1 vibrational lifetime of DMDC (i.e. the 
time to vibrationally relax to the ground state) is longer than 50 ps even in alcohol solvents. 
Furthermore, for the two solvents that exhibit the largest differences in IVR time 
constants—methanol and 1-hexanol—we find theT1 vibrational energy relaxation (VER) to 
be identical (see Section 2.2). This solvent invariance of the lifetime allows us to extract the 
IVR timescales without interference from other relaxation processes. 
Figure 2.16 shows non-rephasing 2DIR spectra of DMDC in methanol and 1-hexanol at 
three different waiting times t2, with a dashed box indicating the cross peak between the 
central 2010 cm-1 band and the high-frequency 2045 cm-1 mode used for the IVR analysis. It 
should be noted that the central band consists of contributions from two modes that are 
degenerate in the gas phase as well as in non-polar solvents. In the hydrogen bonding 
solvents, the two modes are split due to the site disorder which lowers the overall energetic 
symmetry of the molecule. The appearance of Raman active vibrations in the IR spectrum is 
Figure 2.18 Hydrogen bond distances between the CO 
units of DMDC and the hydroxyl groups of the alcohol 
solvent obtained from MD simulations. It is clear that 
particular alcohol solvents, namely ethanol and 1-
butanol, form solvation shells that are structurally 




another manifestation of this disorder-induced symmetry breaking, an observation discussed 
in detail in previous work.106 
 Figure 2.17a shows time dependent traces of the highlighted cross peak with single 
exponential fits. Time constants extracted from single-exponential fits to waiting time 
dependent cross peak amplitudes in all six solvents are shown in Figure 2.17b. At first 
glance, it is not apparent that the time constants—which correspond directly to IVR—
follow any obvious trend, a fact that is in stark contrast to our previous observations of the 
inhomogeneous widths and spectral diffusion time constants that tracked alkyl chain length. 
Also plotted in the same figure, however, is the average number of hydrogen bonds between  
the DMDC solute and each alcohol solvent determined by equilibrium molecular dynamics 
simulations (see details in the supporting information, SI). There is a clear correspondence 
between the average number of hydrogen bonds and the IVR time constants across the 
solvent series. Again, the more hydrogen bonds the solute forms with the solvent, the slower 
the IVR process becomes. Thus, it is clear that the solvent significantly influences the rate of 
vibrational energy transfer, but that the relevant parameter seems to be neither energetic (i.e. 
"# (!ij)) nor dynamic (i.e. Fq t( )Fq 0( ) ), but rather structural in nature.  
 To explain the observation of solvent-hindered IVR, the first traditional component 
Figure 2.19 Plot of the hydroxyl group density as a function of the alcohol solvent 
(black). It shows the expected trend, as the alkyl chain of the solvent is increased, there is 
a lower relative volume of OH groups and thus less hydrogen bonds. Plotted with this is 
again the average hydrogen bond number calculated from MD simulations (blue). It 
appears that both ethanol and 1-butanol deviate from the expected trend, which are the 
two solvents that have unique solvation shell structures. 
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of IVR that can be ruled out is the dynamical fluctuation of the bath. As discussed above, 
the underlying physical origins of the frequency and electric field fluctuations that enter the 
Landau-Teller and Redfield models of population and phase relaxation reflect common 
molecular dynamics. Our previous study of the solvent-dependent spectral diffusion of 
DMDC in the same solvent series yielded homogeneous and inhomogeneous contributions 
to the vibrational lineshape as well as the time scale for spectral diffusion. That work found a 
roughly constant 2 cm-1 homogeneous line width for all the solvents except ethanol. The 
inhomogeneous widths and spectral diffusion time constants, however, showed a simple 
solvent viscosity dependence, indicating that both the structural diversity of the solvation 
environment and its fluctuations were linked to the alkyl chain length and solvent dynamics. 
These observations indicate that the fast bath dynamics responsible for the motionally-
narrowed (homogeneous) line width are relatively insensitive to solvent viscosity, and that 
the slower dynamics leading to loss of frequency correlation tracked viscosity. Thus, should 
the IVR time scale be determined by either of these two dynamical factors, we would have 
expected to see either no solvent dependence, or one that followed the solvent viscosity.  
The energetic component is more subtle because of the complex role the solvent can 
play in assisting IVR through anharmonic coupling to the solute’s degrees of freedom. In 
general, however, most investigations have found that solvent assistance leads to IVR that is 
faster than observed in solvents that do not assist IVR.90,95,97,100 This acceleration is due to 
the increased number of transfer pathways available in a strongly interacting solvent. In our 
study, we find that the solvent is also capable of playing the opposite role, slowing the rate of 
IVR through specific interactions. Our system shows that the strong coupling between the 
system and the bath through hydrogen bonds hinders the IVR rate. This is an important 
counter example illustrating the complexity of the solvent’s influence on intramolecular 
processes when the system states are delocalized and the solvation environment is 
structured. 
It is interesting that the homogeneous dynamics of DMDC in ethanol are so much faster 
than in the other solvents. MD simulations enable an interpretation of this dynamical 
difference from the perspective of the average solvation shell structure. Figure 2.18 shows 
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radial distribution functions derived from the MD simulations between the DMDC oxygen 
hydrogen bond acceptors and the oxygen atoms of the alcohol solvents which have the 
potential to participate in a hydrogen bond. While most of the solvents show a similar 
solvation shell density, ethanol clearly deviates. The fact that the solvation shell in ethanol is 
much less tightly packed than it is in the other solvents implies that the DMDC carbonyls 
are less constrained and thus are able to exhibit more rapid motion. 
Similar observations have been made in the heterogeneous spectrum of the OH stretch 
of water and in the isotopic variants, where the “homogeneous” line widths of OH 
oscillators on the blue edge of the band are broader than those on the red edge.10,112,113 The 
higher-frequency OH stretches correspond to longer and weaker hydrogen bonds, whereas 
the lower-frequency region is composed of shorter and stronger hydrogen bonds. Indeed, 
our earlier experiments found the homogeneous width of DMDC’s central band in ethanol 
to be nearly a factor of two broader than in the other alcohols studied.  
The solvation structure of 1-butanol also deviates from the structures of the other four 
solvents. It is interesting to compare the solvation structures of these solvents with the 
hydrogen bond statistics. If we consider the number of hydrogen bonds formed between the 
solute and the solvent to be a function of the percent composition of hydroxyl groups 
compared to the complete volume, then the relative number of hydrogen bonds can be 
estimated based on molar volumes. A simple calculation was carried out to estimate the 
percent of the total solvent volume that is comprised of hydroxyl groups (Figure 2.19). 
Viewed from this perspective, the extracted average numbers of hydrogen bonds generally 
follow the continuum-like trend, with the exception of ethanol and 1-butanol. This 
observation is mirrored by the computed radial distribution functions that also show marked 
deviations for ethanol and 1-butanol relative to the other liquids. We thus propose that the 
unique solvation structure is responsible for the unexpected solvent specificity of solute-
solvent hydrogen bonding. Radial distribution functions and average hydrogen bond 
numbers are clearly not dynamic quantities, and it is most certainly the case that to predict 
the absolute magnitude of the IVR time constant it will be necessary to evaluate the force 
autocorrelation function. Nevertheless, here we are focused primarily on the trend with 
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respect to solvent chain length that is clearly observed in experiment. A full computational 
treatment of spectral and vibrational dynamics is beyond the scope of this communication 
and will be the subject of a future manuscript.  
Why do hydrogen bonds trap vibrational excitation, thus hindering IVR? To answer this 
question, we combine our recently implemented “vibrational aggregate” picture of the many 
coupled carbonyl oscillators of DMDC and the well-known empirical correlation between 
metal carbonyl site energies and the coupling between sites. We have found a 10-site 
excitonic Hamiltonian to be capable of reproducing features of the 1D and 2DIR spectra of 
DMDC upon incorporation of gaussian site energy disorder uniformly to all 10 sites. The 
experimental and simulation data indicate, however, that IVR is controlled by directional 
hydrogen bonding. In metal carbonyl complexes a hydrogen bond formed with a single CO 
site has a non-local effect due to the alteration of the " back bonding between the metal and 
both the hydrogen bonded site and the remaining sites.114-116 For a dicarbonyl the 
consequence is straightforward: electron density shifts from the carbonyl to the hydrogen 
bond, reducing electron density on the metal that was previously available due to back 
bonding. The reduced metal electron density weakens the " back bonding with the non-
hydrogen bonded carbonyl, which blue shifts that site’s frequency. The anti-correlated site 
energy shifts serve to reduce the coupling between the sites, and viewed from the 
perspective of the molecular eigenstates, the resulting exciton becomes localized. Although 
the non-local nature of the hydrogen bonded carbonyl complicates a detailed microscopic 
picture, it magnifies the degree of exciton localization and supports the interpretation that in 
these extended, coupled vibrational systems hydrogen bonds spatially trap vibrational 
excitation, inhibiting IVR. Since the hydrogen bonding that traps the vibrational excitons 
and hinders IVR is also responsible to some degree for the vibrational frequency 
fluctuations, we would expect some link between the two dynamical observables. Future 
work using MD simulation will implement a frequency mapping approach for site energies 
combined with the empirical force-field to predict 2DIR spectra as well as energy transfer 
and spectral dynamics. These simulations will help to explain why the spectral diffusion and 
IVR time scales appear to be decoupled.  
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The experimental results presented here, in conjunction with the analysis of a series of 
molecular dynamics simulations, shows that solvent-hindered IVR in condensed phase 
molecules can be viewed as an exciton transport subject to the presence of local traps. Since 
the hydrogen bonding environment constantly fluctuates, these traps are transient in nature, 
and thus mix the spatial overlap and energy matching with the bath dynamics contributions 
to the IVR rate. There are clear analogies with vibrational energy flow in peptides and 
proteins, where the amide I carbonyl band is similarly excitonic and subject to defects due to 
variations in local hydrogen bonding. Distortions in the secondary structure could induce 
changes in the location of traps, which in turn may influence the flow of vibrational energy. 
Such vibrational energy transfer is one of the proposed origins of long-range communication 
required for allosteric regulation. In the context of smaller transition metal organic 
complexes, the efficient flow of excess vibrational energy may play a role in the dynamics of 
selective catalysis, which is a largely unexplored aspect of condensed phase reaction 
dynamics. 
Molecular Dynamics (MD) simulations were used to determine the average number of 
hydrogen bonds between the vibrational probe and the solvent. For each simulation, DMDC 
was placed in a cubic box containing between 500 and 520 solvent molecules, with periodic 
boundary conditions in all directions. The simulations were carried out using the NPT 
ensemble, where temperature and pressure where held constant at 298 K and 1 bar using the 
Berendsen coupling scheme. The particle-mesh Ewald summation method was used to 
account for long range electrostatic interactions. Simulations were carried out for 50 ps with 
1 fs step sizes. The force field of DMDC was constructed using DFT calculations, carried 
out using the B3LYP functional and the 6-31+G(d) basis set for the oxygen and carbon 
atoms and the LANL2DZ pseudopotential for the manganese atoms. The general AMBER 
Figure 2.20. Criteria used for counting hydrogen 




force field was used to describe the solvent molecules, ranging from methanol to 1-hexanol, 
where optimized structures were found from DFT calculations using the B3LYP functional 
and the 6-31+G(d) basis.  
 The hydrogen bonding statistics were determined using the g_hbond function of the 
GROMACS package, where the default and most commonly implemented criteria for a 
hydrogen bond were used. These criteria are an oxygen to oxygen distance (ro-o) of 3.5 Å or 
less, and an angle (!) between the oxygen-oxygen bond and the oxygen-hydrogen bond of 
30o or less (Figure 2.20). The g_hbond function will characterize the hydrogen bonding 
environment based on these criteria, where the presence of hydrogen bonds between 
selected groups (in this case the solute and the solvent) are counted during each time step of 
the simulation. Therefore, for each step in the simulation, the g_hbond function counts the 
number of solvent molecules that satisfy the hydrogen bond criterion described above and 
shown in Figure 2.20. For this study, we used a simple measure of the total number of 
hydrogen bonds between bath and solute per time step, averaged over the entire MD 
trajectory.  
Figure 2.21 shows the percentage of steps in the molecular dynamics simulation where 
the corresponding number of hydrogen bonds is observed. It can be seen that for all of the 
solvents, the solute is only participating in a hydrogen bond with a solvent molecule for 
Figure 2.21 Breakdown of the hydrogen bond statistics for this system. 
The number of hydrogen bonds formed between solute and solvent, 
shown are 0-2, and the percentage of steps in the MD simulation in which 




roughly half of the steps. The steps in which the solute is hydrogen bonding with the solvent 
are further broken down into percentage of the steps in which one hydrogen bond is formed 
and the percentage of the steps in which two hydrogen bonds are formed. The differences in 
hydrogen bonding number can also be seen from this graph, where methanol and 1-butanol 
clearly show the largest degree of hydrogen bonding.  
2.5 Conclusions 
We have reconsidered the delocalized coupled complex of carbonyl oscillators in 
Mn2(CO)10 as a vibrational aggregate, and have shown experimental and modeling results 
that indicate the complex can serve as a probe of large-scale hydrogen bonding solvation 
networks. Using an alcohol series to vary both the inhomogeneous broadening and the time 
scale for spectral diffusion, we find that DMDC is sensitive to local structure and dynamics 
in strongly interacting environments. With the alcohol series as a calibration, we identified 
several solvent systems consisting of pure solvents and solvent mixtures that result in 
identical linear FTIR spectra and inhomogeneous widths, but whose spectral diffusion time 
scales reflect the variation in solvent viscosity. To develop a predictive yet intuitive picture of 
the coupled vibrations in DMDC, we used an exciton model parameterized to reproduce the 
experimental transition frequencies and IR transition moments. With the simple addition of 
Gaussian site energy disorder, we found striking reproduction of several solvent dependent 
spectral features observed experimentally. These included trends in the lineshape, reflecting 
the manifestation of pronounced exchange narrowing, and the appearance of IR inactive 
modes due to the disorder induced symmetry breaking. Correlations between sites also leads 
to testable signatures in the 2DIR spectrum in the form of correlated or anti-correlated cross 
peaks reflected in the tilts relative to the diagonal. Despite the many successes, the model 
fails to reproduce the lack of inhomogeneous broadening of the highest frequency IR mode, 
suggesting that qualitatively distinct dynamics or system-bath interactions influence that 
mode’s transition energy. Beyond the 1D spectra and analysis of the one-exciton manifold, 
we computed the two-exciton manifold and used these states to simulate 2DIR spectra. 
These simulations largely confirm the observations of the analysis based only on the one-
exciton manifold. The 2D simulations also demonstrated an effect of intersite frequency 
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correlation on the 2D peak shapes, where negative site correlation was found to reduce the 
overall frequency correlation, particularly that probed in the excited state absorption band. 
This initial investigation prepares the groundwork for further computational studies using 
dynamical simulations in the place of static distributions, in order to extract the spectral 
diffusion dynamics as well as direct observation of coordinated hydrogen bonding solvation 
network rearrangements.  
In addition, the experimental results presented here, in conjunction with the analysis of a 
series of molecular dynamics simulations, shows that solvent-hindered IVR in condensed 
phase molecules can be viewed as an exciton transport subject to the presence of local traps. 
Since the hydrogen bonding environment constantly fluctuates, these traps are transient in 
nature, and thus mix the spatial overlap and energy matching with the bath dynamics 
contributions to the IVR rate. There are clear analogies with vibrational energy flow in 
peptides and proteins, where the amide I carbonyl band is similarly excitonic and subject to 
defects due to variations in local hydrogen bonding. Distortions in the secondary structure 
could induce changes in the location of traps, which in turn may influence the flow of 
vibrational energy. Such vibrational energy transfer is one of the proposed origins of long-
range communication required for allosteric regulation. In the context of smaller transition 
metal organic complexes, the efficient flow of excess vibrational energy may play a role in 
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Hydrogen Bond Dynamics Approaching 
the Glass Transition 
 
The work presented in this chapter has been published in the following paper: 
J. T. King, M. R. Ross, K. J. Kubarych “Ultrafast Alpha-Like Relaxation of a Fragile 
Glass-Forming Liquid Measured using Two-Dimensional Infrared Spectroscopy” Physical 
Review Letters, 108, 2012, 157401. 
 
3.1 Introduction 
Chapter 3 describes a temperature-dependent study of the hydrogen bond dynamics of a 
fragile glass former as the system is cooled towards the glass transition temperature, Tg. 
Though people have known how to utalize glasses for hundreds of years, and researched 
intensely for decades, the process of glass formation is still not well understood.1-10  Glasses 
are formed when a liquid is cooled below its melting temperature without undergoing a 
proper phase transition to form a solid crystal, forming what is known as a supercooled 
liquid.1,2 This can occur if the temperature is rapidly dropped, thus trapping the molecules in 
their liquid like structure, or if the molecular reorganization energy is high enough that the 
timescale for a liquid to solid structural change is not feasible. Once trapped in this 
supercooled state there is not enough thermal energy to reorganize the molecules, thus 
creating a long-lived non-equilibrium state of the system that continues to flow and evolve, 
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but the transition into a solid state is impossible long. Fragile glasses, which are glasses that 
have a high configurational entropy in the supercooled state, tend to form highly 
heterogeneous systems where the dynamics acquire a strong spatial dependence. These 
glasses are of particular interest because of their complexity, forming dynamically distinct 
regimes that undergo cooperative domain rearrangements, thus given rise to a relaxation 
phenomenon known as !-relaxation. The persisting local fluctuations are generally referred 
to as !-relaxation. 
Upon further cooling the system undergoes a transition unique to disordered liquids, the 
glass transition, which occurs when the thermal energy becomes so low that the system 
undergoes dynamic arrest and can no longer respond to external stresses. In hydrogen 
bonded fragile glasses, like the one studied here, this leads to a drastic increase in hydrogen 
bond times, as there is no longer enough thermal energy to break these contacts. The 
difficulty in describing the glass transition is, in part, due to the fact that it is not a true 
phase-transition. Instead, the transition is a purely dynamical phenomenon that is 
accompanied by no structural signatures. The behavior of both !- and !-relaxation are of 
particular interest near Tg, where the two relaxation processes tend to diverge as the 
cooperative rearrangements become hyper sensitive to temperature due to the dynamic 
arrest process. 
This work demonstrates that dynamic heterogeneity of a fragile glass in the supercooled 
regime extends to the ultrafast timescale, marking the first observation of picosecond 
dynamic heterogeneity. In addition, the process of dynamic arrest is observed through the 
picosecond dynamics, and signatures of ultrafast !-like relaxation are observed.  
3.2 Dynamic Heterogeneity 
The complexity of dynamical phenomena in glass-forming liquids as they approach the 
glass transition temperature has attracted considerable experimental and theoretical interest.1-
10 Though there are few if any structural signatures, transport properties diverge rapidly as 
the transition temperature is approached.1-4,6,7 The dynamical change is accompanied by a 
growth in dynamical heterogeneity characterized by a broad distribution of relaxation 
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timescales.7-10 The increase in dynamically distinct regimes results in a bifurcating of 
relaxation timescales, where fast !-relaxation results from local fluctuations and slower !-
relaxation involves cooperative rearrangement of domains.11-13 Fragile glasses are materials 
that display a greater configurational entropy than strong glasses, and, therefore, have an 
increased propensity for forming dynamically distinct regimes. Dynamical heterogeneity 
leads to the well characterized non-exponential relaxation of ensemble correlation functions, 
such as dipole-dipole correlation functions probed by fluorescence anisotropy 
measurements.8,14,15  
The difficulty of studying glassy dynamics lies in the spatially heterogeneous distribution 
of domains displaying unique dynamics and the cooperative motions involved in the 
reorganization of these domains. Ultrafast nonlinear spectroscopies and single-molecule 
spectroscopy methods have been used extensively to study glassy dynamics and have proven 
both indispensible and complementary, despite accessing different time scales.16-20 There is 
no doubt that single-molecule techniques can expose heterogeneity directly, but ensemble 
experiments are also capable of capturing dynamic heterogeneity through non-exponential 
relaxation of dynamical correlation functions.8,14 At the single-molecule and ensemble level, 
fluorescence anisotropy measurements report orientational relaxation times where relaxation 
can occur on the microsecond timescale and longer.16,17 Optical Kerr effect experiments 
have also been able to reproduce many aspects of mode coupling theory of glassy dynamics 
by observing the ultrafast polarizability dynamics of fragile glass formers.21,22 
The question remains as to whether it is possible to predict the long time dynamics of 
glasses based on picosecond measurements, which are substantially more compatible with 
detailed atomistic simulations. The coupling between short and long time dynamics in glass 
formers was suggested by Harrowell and coworkers, who used simulations of a two-
dimensional glass forming alloy to demonstrate the connection between the Debye-Waller 
factor (!-like relaxation) and the long-time dynamic propensity (!-like relaxation).23 In this 
chapter, we show that it appears to be possible to sense !-type relaxation using ultrafast 
infrared spectroscopy on the picosecond timescale, indicating that the self-similarity of 
diffusive dynamics does indeed extend over tens of orders of magnitude in time. 
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Ultrafast 2DIR spectroscopy has been extensively used to study equilibrium solvation 
dynamics on ultrafast timescales.24,25 2DIR provides a direct means of extracting the 
frequency-frequency correlation function C(t) of a vibrational transition, where ! ! !
!"!!!!"!!!  and !" !  is the time-dependent fluctuation of the transition frequency 
!!from its average.26 The decay of C(t) reveals the solvation dynamics near the probe as well 
as how these dynamics map to the probed transition. The experimentally observed decay of 
C(t) is referred to as “spectral diffusion”. Using a vibrational probe avoids structural and 
dynamical perturbations introduced through electronic excitations, and thus allows more 
direct access to equilibrium dynamics. In earlier studies we demonstrated the correlation 
between spectral diffusion time scales and solvent viscosity within the Stokes-Einstein 
regime.25 Here we present the observation of non-exponential relaxation of C(t) in a fragile 
glass former, as well as the non-Arrhenius temperature dependence of C(t) that is consistent 
with observations made of other dynamical properties, such as orientational relaxation, near 
the glass transition. 
The spectral diffusion of a dilute vibrational probe dirhenium decacarbonyl (Re2(CO)10, 
DRDC) in 1,2-hexanediol was observed as the system was cooled towards its glass transition. 
DRDC acts as a non-perturbative vibrational probe of the solvent dynamics of 1,2-
hexanediol, a fragile glass-former with an accessible Tg at ~279 K. This system was studied at 
temperatures ranging from 320-283 K, a range that extends from well above the glass 
transition temperature to only a few degrees removed from the glass transition. The 
temperature-dependent viscosity of 1,2-hexanediol is known,27 so we report the spectral 
dynamics both in terms of temperature and viscosity. Because of the well known super-
Arrhenius behavior of viscosity in fragile glasses, presenting the data as a function of 
viscosity obviates the need to correct for the non-Arrhenius viscosity behavior.  
The temperature dependent Fourier transform IR (FTIR) spectra of DRDC in 1,2-
hexanediol are shown in Figure 3.1. The negligible changes in the FTIR spectrum highlight 
the limitations of one-dimensional spectroscopy to discern changes in dynamics. That is, 
from the limited perspective provided by linear spectra, temperature appears to have no 
effect on the structure or dynamics of the vibrational probe. Previous transient grating and 
78 
 
photon echo experiments on metal carbonyl compounds dissolved in glasses have observed 
changes to the homogeneous and inhomogeneous dephasing of a metal carbonyl in glassy 
solvents. Namely, the absorption linewidths were observed to broaden while the 
homogeneous contribution was observed to decrease.19,20,28 Near Tg both of these 
observables were seen to be hypersensitive to temperature. Here, the linear spectrum shows 
no observable change near Tg, suggesting that the total dephasing remains unchanged upon 
cooling. This difference could be due to the temperature ranges at which the experiments 
were conducted. In the experiments by Fayer and coworkers, the glass transition 
temperature was below 200 K, whereas 1,2-hexanediol forms glassy material near room 
temperature. For the present system, neither the homogeneous nor the inhomogeneous 
linewidths suggest any significant dynamical consequences associated with the glass 
transition.  
The spectral relaxation observed by 2DIR spectroscopy presents a remarkably 
different picture. Figure 2A shows C(t) at 296 K for the main vibrational mode located at 
2012 cm-1. The plot also shows several functional forms used to fit the data, including single 
and double exponentials, as well as two different stretched exponentials (where!! ! !
Figure 3.1! Linear FTIR spectra of DRDC in 1,2-hexanediol at six 
temperatures, ranging from 310 to 283 K. The glass transition temperature 
of 1,2-hexanediol is roughly 278 K. There is little to no change in the linear 




! ! !"# ! ! !!"
!
). For the 296 K data set, both double exponential and stretched 
exponential (! ! 0.33) functions provided good fits to the data, but over the full data set for 
all temperatures only the " = 0.33 stretched exponential form fit the data consistently well. 
The non-exponential relaxation is verified by a plot of lnC(t) (Figure 3.2), clearly 
demonstrating that the observed relaxation is not a simple single exponential relaxation. It 
should also be noted that despite differences in the extracted absolute relaxation times using 
different functions, the observed temperature dependence described below was retained 
regardless of the fitting procedures (Figure 3.2). For example, single exponential fits and 
stretched exponential fits with ! ~ 0.66 show the same trend, but with spectral diffusion 
time constants that are roughly twice as large. By treating the glass transition as a random 
first order phase transition, the ! value can be related to changes in the heat capacity of the 
system.29 
Figure 3.2! Frequency-frequency correlation function of the 
main vibrational mode of DRDC in 1,2-hexanediol at 296 K. 
Several fits are shown, demonstrating that the data is best 
represented by a stretched exponential with a small ! value of 
0.33. (B) Log plot of the correlation function showing non-




3.3 Cooperative Fluctuations and Dynamic Arrest 
Glasses typically exhibit two universal relaxation mechanisms, !-relaxation, which are 
fast, interwell fluctuations on the energy landscape, and !-relaxation, which is the result of 
cooperative domain rearrangements that become pronounced near Tg.2,12 The two relaxation 
processes occurring in glasses can be distinguished by their behavior near Tg. The small scale 
motions typically associated with !-relaxation display a simple Arrhenius temperature 
dependence that is maintained through the glass transition temperature. In contrast, !-
relaxation processes have a strong viscosity dependence and are sensitive to intermolecular 
couplings that do not generally influence !-type relaxation. In particular, when diffusive 
motion becomes a coordinated effort,2 for instance in crowded environments or in highly 
viscous liquids, the observed temperature dependence diverges from simple Arrhenius 
behavior. The partitioning into ! and " processes reflects the heterogeneity in the 
ruggedness of the energy landscape, and since the fundamental dynamics is diffusive, it 
should be possible to sense the influence of both regimes using dynamical probes operating 
at any timescale. 
The temperature-dependent stretched-exponential spectral diffusion time constants 
display a marked slowdown near the glass transition, despite showing almost no changes at 
temperatures far from the transition. To better align this work with our previous studies of a 
nearly identical vibrational probe in a series of linear alcohols, we consider the spectral 
diffusion as a function of viscosity.25 Away from Tg, the spectral diffusion shows no viscosity 
dependence, with a stretched-exponential decay time constant of ~9-10 ps over a viscosity 
range of 20-80 cP (!" = 60 cp). It is not unexpected for a dynamic quantity to become 
uncoupled from viscosity at such high values, an effect which has been observed previously 
in orientational relaxation. Approaching the glass transition, however, the spectral diffusion 
recovers its viscosity dependence and nearly triples over a viscosity range of 80-140 cP (!" 
= 60 cp).  
To avoid any bias introduced by adopting specific fitting functions, we also employ an 
analysis that operates directly on the measured data.21,22 The correlation functions can be 
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collapsed onto a master curve by rescaling the amplitude and time axis of the data (Figure 
3.3C), that is C(t) !!C(t!#scale). The coincidence of the FFCFs suggests that the decays arise 
from a similar underlying mechanism over the temperature range studied. The dynamical 
differences in the correlation functions are contained in the scaling factor (#scale) needed to 
collapse the time axis onto the master curve. Figure 3.3D shows a plot of #scale–1 vs. 
temperature, where, again, the pronounced retardation of dynamics is observed. We 
conclude that the observed slowdown in the spectral dynamics approaching the glass 
transition temperature is independent of specific fitting functional forms. 
To distinguish the observed dynamical changes as being characterized as either !- or !-
relaxation, we represent the data in an Arrhenius plot (Figure 3.4). Within an Arrhenius law 
framework, the relaxation times would follow a simple relationship with temperature: 
Figure 3.3 Spectral diffusion time constants plotted as a function of viscosity (A) and temperature (B) for three 
functional fitting forms, single exponential and stretched exponential. It is clear that the observed trend is independent of 
fitting procedures, despite the absolute time constants obtained from the fitting having a dependence on the fitting 
function. We also present a master curve approach where the correlation functions are collapsed onto a single curve (C). 
Three correlation functions are shown as an example and for figure clarity, but all decays can be collapsed onto a single 
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where !sd is the spectral diffusion time constant. It is clear that the spectral diffusion of 
this system does not follow simple Arrhenius behavior. The phenomenon of non-Arrhenius 
behavior of glasses is well established and has been observed for other dynamical or bulk 
properties, such as orientational relaxation,6 self-diffusion and viscosity.1,3 Typically, a Vogel-
Fulcher (VF) type equation is applied to temperature dependent glassy dynamics.1-3 
!
!!"
! !"#$ ! !!! !!!!   (3.2) 
Here, T0 is a singularity temperature where dynamical and thermodynamical properties 
diverge. Figure 4 shows a VF fit (solid line), giving a 1/RT0 value of 1.86 (kcal/mol)-1, or 277 
K. The robustness of this fit, even for the small temperature range, suggests that the 
deviation from Arrhenius behavior is significant. Typically, these fits are best used when 
considering a substantially larger range of temperatures or viscosities; however, here we find 
that a reasonable fit is obtained even for the limited range of temperatures used. Though we 
lack a general microscopic theory linking transport properties and ultrafast spectral 
dynamics, studies have shown that spectral diffusion is primarily sensitive to short range 
diffusion and density fluctuations within the first and second solvation shells.24,25 In 
particular, we have shown that spectral diffusion depends on the bulk viscosity, suggesting 
that the spectral diffusion is sensitive to more than simply the rapid ballistic motion within 
the first solvation shell.25 The decay of C(t) is thus driven by small scale, stochastic molecular 
motion. Here, we report the first observation of super-Arrhenius behavior of the ultrafast 
dynamics observed in a fragile glass former near Tg. The observation of ultrafast !-like 
relaxation using vibrational chromophores can be rationalized by comparing the typical 
domain size involved in ! relaxation to the typical solvation size of the vibrational 
chromophore. Domain sizes near Tg involved in relaxation are of the order of 4-8 molecules, 
which is similar in size to what would be expected for the number of 1,2-hexanediol 
molecules in the solvation shell of a molecule of DRDC.30 Larger organic dyes commonly 
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used to study glassy dynamics would have solvation shells that average over several domains 
and could mask signatures of cooperative rearrangements on the sensed dynamics.  
The decoupling between spectral diffusion and viscosity away from the glass transition 
temperature deserves additional note. There have been three distinct regimes of spectral 
diffusion observed that depend strongly on the bulk viscosity. Previously, we have observed 
a monotonic dependence of spectral diffusion on bulk viscosity using a Mn2(CO)10 probe in 
linear alcohols with viscosities ranging from 1-4 cP, with the onset of decoupling at the 
highest viscosity of that range.25 This breakdown of a hydrodynamic (i.e. Stokes-Einstein) 
description has also been observed in rotational diffusion at elevated viscosities, for 
example.31 The low viscosity (20-80 cP) range of the present study is within the decoupled 
regime, but there is clearly a second crossover regime near the glass transition where the 
observed spectral diffusion becomes hypersensitive to the bulk viscosity. The onset of 
decoupling at high viscosities (but still far removed from Tg) likely is the result of local !-
relaxation decoupling from bulk-solvent fluctuations, an effect that should indeed persist at 
Figure 3.4! Arrhenius plot of the spectral diffusion time constants fit with a 
stretched exponential (! = 0.33), showing strong deviations from Arrhenius 
behavior near the phase transition. This behavior is consistent with !-like 
relaxation, which is typically considered a process that occurs on significantly 
longer timescales. Here, signatures of this relaxation process are observed on the 
ultrafast timescale. The solid line is a VF law fit (Eq. 2) to the data, showing that 





all temperatures even absent a glass transition. The second crossover regime observed here 
near Tg, however, signals the emergence of significant cooperative motion in the liquid.  
 The universal observation of non-Arrhenius temperature-dependent relaxation on a 
wide range of timescales warrants further discussion. Experiments measuring translational 
and orientational diffusion have long been known to capture !-relaxation. Both of these 
diffusive processes occur with large motion along an effective coordinate of the free energy 
landscape. The timescale of this motion, however, is relative to the experiment being 
performed, and due to the fractal-like topology of the energetic landscape, transitions among 
free energy basins can only be characterized by relative timescales and relative motion along 
the effective coordinate. For instance, measurements probing glassy dynamics that are 
sensitive to diffusive motion, such as anisotropy (!s-s),16,17 solvation dynamics (ps-s)32 or 
spectral diffusion (fs-ps), will display the same relaxation phenomena but will manifest these 
dynamics on timescales that correspond to the measurement details. The self-similarity of 
the energy landscape allows processes typically associated with slower dynamics to be 
observed on the ultrafast timescale corresponding to their fundamental molecular origins. 
3.4 Conclusions 
In this work we have described the direct observation of dynamical heterogeneity on the 
ultrafast timescale, as well as the observation of picosecond !-like relaxation in a fragile glass 
forming liquid. Our results show that many of the characteristic phenomena of glassy 
dynamics—super-Arrhenius and nonexponential relaxation—emerge on the fastest of 
timescales. Through the use of 2DIR spectroscopy we are able to demonstrate that the 
FFCF is sensitive to collective molecular motion, a characteristic of fragile glasses near Tg, 
even when these dynamics are invisible in the linear absorption lineshape. The use of 
relatively weakly interacting probe molecules that are small compared to the general 
dimensions of a dynamical domain allow for collective rearrangements to be observed 
without averaging over the dynamical heterogeneity. Furthermore, the observation of !-
relaxation on timescales that cover several orders of magnitude, including the picosecond 
timescales seen here, is a striking manifestation of the self-similar, or hierarchical, nature of 
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the free energy landscape. Exploring the ultrafast dynamics of glass formers can aid in 
eventually understanding the dynamics occurring in other complex or crowded 
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Dynamics of Bulk Water 
 
Part of the work presented in this chapter has been published in the following paper: 
J. T. King, M. R. Ross, K. J. Kubarych “Water-Assisted Vibrational Relaxation of a Metal 




This chapter initiates our efforts in applying 2DIR studies to biological systems, 
beginning with the characterization of pure H2O and D2O. Our initial studies relied heavily 
on the vibrational lifetime of metal carbonyl probes in bulk water, which were found to be 
extremely sensitive to the presence of water. The lifetimes for particular probes measured in 
water were found to be faster than the lifetimes in organic solvents by an order of magnitude 
or more. The enhanced vibrational relaxation, termed water-assisted relaxation, is shown to 
be the result of waters ability to significantly increase the dynamic coupling of internal 
vibrational modes of the probe. Vibrational probes with many internal degrees of freedom 
are shown to be extremely sensitive to the presence of water, while probes that are only 
weakly coupled with internal degrees of freedom show only modest water-assisted relaxation. 
This is demonstrated by a comparative study between two metal carbonyl vibrational probes, 
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where the probe coupled to many degrees of freedom (CORM-2) shows a sub-5 ps 
relaxation time in D2O, while the probe weakly coupled to other internal modes (CORM-4) 
shows a relaxation time upwards of 30 ps. We also report the isotope-dependent relaxation 
of the two metal carbonyl probes in H2O and D2O, showing first that the 30% difference in 
reorientation time between the two solvents can be reproduced in the vibrational lifetimes of 
the probe with sub-5 ps relaxation. Additionally, the bend+libration combination band is 
degenerate with the CO vibrational modes of the probes, and opens an intermolecular 
relaxation pathway through direct energy transfer. While CORM-2 relaxes too fast for this 
pathway to contribute (hence the isotope difference reproduces what is expected due to the 
dynamical difference), the CORM-4 relaxation is slow enough for the resonant pathway to 
significantly contribute. While a 30% isotope difference is measured in CORM-2, a 60% 
isotope difference is measured in CORM-4, where the additional 30% faster relaxation is the 
result of resonant energy transfer present only in H2O. 
4.2 Water-Assisted Vibrational Relaxation 
The relaxation of a vibrationally excited species is of central importance to chemical 
dynamics and has been a topic of research for many years.1-4 The extensive role that the 
solvent can play in relaxation processes is still being explored, and a complete description 
that would allow predictions of relaxation rates is not available. One aspect of vibrational 
relaxation that appears to be essentially universal is that water facilitates rapid relaxation in 
solutes by typically an order of magnitude over than similarly polar solvents. Several anions 
have been studied using ultrafast IR pump-probe spectroscopy including CN–,5,6 SCN–,7,8  
SeCN–,9 and N3–.10-12 Likewise, the peptide amide-I band is also found to relax more rapidly 
in water than in, for example, DMSO.13,14 The use of ultrafast spectroscopies have greatly 
enhanced our understanding of the complex dynamics of liquid water, including the 
timescales of hydrogen bond rearranging and the mechanism by which hydrogen bond 
partners switch. For a relaxing molecule, the hydrogen bonding dynamics, together with the 
large dipole moment of water, endow water with dynamics that result in rapid modulations 




Here, we present an experimental study demonstrating the significant role that water can 
play in dictating the vibrational dynamics of a small ruthenium carbonyl dimer 
([RuCl2(CO)3]2, denoted “CORM-2”), where the observed relaxation of the coupled CO 
vibrational modes is shown to be significantly accelerated by water. For molecular 
excitations that result in only small perturbations to the solvation environment, the 
relaxation of the excited molecule back into an equilibrium state is related to the equilibrium 
fluctuations of the solvent, as described by the fluctuation-dissipation theorem and 
quantified by linear response theory. Thus, the accelerated vibrational relaxation in water 
reflects the equilibrium dynamics of water. 
The linear Fourier Transform IR (FTIR) spectra of CORM-2 in methanol and D2O are 
shown in Figure 4.1 (Fits of the FTIR spectra are presented in the Supporting Information). 
The modes located at 2003 cm-1 and 2073 cm-1 in D2O (and H2O) are analyzed due to their 
strong signals and easily accessible frequencies. For the 2DIR experiments in D2O, spectral 
overlap with the OD stretch at 2400 cm-1 prohibits analysis of the high-frequency band. 
These vibrational modes are shifted to 1997 cm-1 and 2068 cm-1 in methanol. That these 
modes do not simply shift, and indeed exhibit blue shifts in some cases, indicates that water 
influences the coupling between the CO local units, possibly serving to localize the 
vibrational modes. 
Figure 4.1 Linear FTIR spectra of CORM-2 (structure shown in inset) in 
methanol (black) and D2O (red). The low frequency vibrational mode of 





The vibrational lifetime is extracted by measuring the time dependent amplitude of 
absolute-magnitude rephasing 2DIR spectra. In contrast to transient absorption or 
absorptive 2DIR spectra, using rephasing spectra for lifetime information may have 
complications arising from differences in the decay rates of excited state absorption and 
ground state bleach. Nevertheless, we find that the extremely low solubility ( ! 1 mM) of 
metal carbonyls in aqueous environments leads to pump-probe signals that are below our 
detection limit. The background-free Fourier transform 2DIR signal is significantly stronger, 
however, and the error that is introduced through the excited state absorption and ground 
state bleach not being resolved is overshadowed by the higher signal-to-noise ratios 
achievable with the more intense signal. Figure 4.2 shows the vibrational relaxation 
extracted from 2DIR rephasing spectra of CORM-2 in H2O (2003 and 2073 cm-1 modes,  ! 1 
mM) and in methanol (1997 and 2068 cm-1 modes,  ! 5 mM), indicating significantly different 
relaxation timescales. The low frequency mode of CORM-2 in methanol has a fast relaxation 
time of 6.16±1.2 ps followed by a slow relaxation time of 47.36±4 ps. The 2068 cm-1 mode 
of CORM-2 in methanol shows a similar rate of slow relaxation as the low frequency mode 
(42.25±3 ps), but its initial decay is significantly faster (2.49±0.5 ps). The fast component of 
the decay is due to intramolecular vibrational redistribution, a process that can be influenced 
by the solvent.  
Figure 4.2 Relaxation of the low frequency (modes centered around 
2000 cm-1) and mid frequency (modes centered around 2060 cm-1) 
vibrational modes of CORM-2 in methanol and in H2O, showing an 
order of magnitude acceleration in relaxation in water. 
93 
 
While IVR rates are difficult to predict based on the molecular structure and the solvent, 
we have recently observed in the metal carbonyl complex Mn2(CO)10 that IVR rates are 
sensitive to the degree of hydrogen bonding between the solute and the solvent. In a series 
of linear alcohols, we found that the presence of hydrogen bonds acts to hinder the IVR 
among energetically neighboring modes.15 In the present case, it is possible that the 1997 
cm–1 band is more delocalized than is the 2058 cm–1 band. The delocalized modes would 
have greater hydrogen bonding opportunities, possibly resulting in slower IVR due to the 
hydrogen bond defect-induced vibrational exciton trapping found in Mn2(CO)10. The 
localized vibrational modes, however, would not have as extensive of hydrogen bonding 
opportunities, allowing the IVR process to proceed with limited interference from the 
solvent. Although a detailed examination of IVR is beyond the scope of the present 
manuscript, work is underway to examine this issue fully, including accurate quantum 
chemical calculations of this somewhat challenging, flexible complex.  
The vibrational relaxation of CORM-2 in methanol occurs on the 40-50 ps timescale for 
the two modes studied here. The relaxation of these modes in aqueous solvents, however, 
are found to be an order of magnitude faster. The relaxation of the low frequency mode in 
H2O shows a relaxation time that is an order of magnitude faster at 3.12±0.29 ps. Likewise, 
Figure 4.3 Linear FTIR spectra of CORM-2 in D2O and H2O (a), where the combination band of water is shadowed 
with a green filling. This band is centered at 2150 cm-1 for H2O, but is red shifted to 1550 cm-1 for D2O. The 2D-IR 
spectrum of CORM-2 in D2O (b) shows a dominant feature at 2003 cm-1. Because the IR pulses used in this experiment 
have a bandwidth of roughly 100 cm-1 that is centered at 2000 cm-1, the higher frequency bands appear with significantly 
less signal amplitude. (c) The vibrational lifetimes of CORM-2 in D2O  (4.27±0.27 ps) and H2O (3.12±0.29 ps) of the 
2003 cm-1 mode show sub 5-ps relaxation, however relaxation in H2O occurs 30% faster than in D2O. The vibrational 
relaxation data are also shown with confidence bounds of one and two standard deviations of the fit. 
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the relaxation of the 2073 cm-1 mode of CORM-2 in H2O shows an identical relaxation rate 
as found for the 2003 cm-1 mode.  
In addition, we observe an isotope effect on the relaxation in water and in heavy water. 
The linear FTIR spectra of CORM-2 in H2O and D2O are shown in Figure 4.3a, where the 
broad feature centered at 2150 cm-1 in the H2O spectrum is due to the bend+libration 
combination band of H2O.16 This band is red-shifted to 1550 cm-1 in D2O. The relaxation of 
CORM-2 in H2O and D2O is found to be 3.12±0.29 ps and 4.27±0.27 ps respectively, 
showing a 30% acceleration of vibrational relaxation in H2O relative to D2O. Similar isotope 
effect trends have been reported in previous relaxation studies of small molecule anions in 
aqueous solution. The mechanism for this observed effect, as well as the possible role that 
resonant energy relaxation plays in the case of H2O, will be discussed below.   
The observation of ultrafast vibrational relaxation in water demonstrates an extreme 
example of solvent-assisted relaxation, where the solvent enhances the internal couplings of 
the modes available for relaxation. CORM-2 has a large number (3!18–6 = 48) of internal 
degrees of freedom, many of which may be coupled to the relaxing mode, serving as a bath 
of accepting modes to enhance the intramolecular relaxation. These internal modes play a 
dominant role in the relaxation pathway of the vibrational energy, though their full influence 
is not realized even in the polar solvent methanol due to the relatively weak inherent 
anharmonic coupling. We have observed slow vibrational relaxation in several metal 
carbonyl systems even in polar solvents capable of hydrogen bonding. Mn2(CO)10, for 
example, exhibits  !70 ps vibrational relaxation in linear alcohols, showing little chain-length 
dependence.15 Extremely slow, ! 20 ps IVR has been observed in organometallic complexes 
[C5H5Ru(CO)2]2 dimers and the iron analogue, [C5H5Fe(CO)2]2.17 Similar time scales have 
been reported for hydrogenase model compounds as well as its photoproducts.18 A 
remarkable example of virtually non-existent IVR can be found in Fe(CO)5, where the axial 
and equatorial modes separated by only 20 cm-1 show no measurable IVR, though energy is 
transferred by chemical exchange through the Berry pseudorotation mechanism.19  
Several aqueous anions have been studied with ultrafast vibrational spectroscopy. Hamm 
et al. measured vibrational relaxation of CN– in water to occur between 30-80 ps (depending 
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on carbon and oxygen isotope),6 considerably longer than the 3-4 ps timescales found for 
CORM-2. The significance of additional intramolecular degrees of freedom in facilitating 
vibrational relaxation is highlighted by the 1-3 ps vibrational lifetime of N3–,10-12,20 which has 
additional accepting modes as well as a Fermi resonant relaxation channel. The relaxing 
modes experience enhanced intramolecular coupling in the presence of a rapidly fluctuating 
local electric field produced by water’s large dipole and its fast, abrupt reorientation 
dynamics. The extensive hydrogen bonding network, which gives rise to many modes of the 
solvent bath, also provides a large density of low-frequency states capable of accepting 
energy that has relaxed, intramolecularly, to the lower tiers of the solute molecule.  
4.3 Isotope Dependent Relaxation 
The observed isotope effect raises questions about the mechanism by which H2O 
induces faster vibrational relaxation than D2O. A feature of the CORM-2/H2O spectrum 
that is not present in the CORM-2/D2O spectrum is the broad bend+libration combination 
band centered at 2150 cm-1. This combination band is shifted to 1550 cm-1 in D2O. While 
there is a resonant solvent band present in H2O, there is also a dynamical difference between 
the two solvents. In CN–, where the only pathway for relaxation is via intermolecular energy 
transfer, the isotope-specific differences in vibrational lifetime are substantially larger than 
the 30% difference we measure for CORM-2, and the absolute lifetimes are much longer.6 In 
Figure 4.4 Isotope dependent spectral diffusion of 




particular, 13C15N– has the same IR transition frequency as CORM-2/water (2003 cm-1), yet 
relaxes with time constants of 31±7 ps (H2O) and 120±6 ps (D2O), corresponding to a four-
fold enhancement by H2O. Meuwly et al. have used nonequilibrium molecular dynamics 
simulations of CN– in water to study the influence of nonbonded interactions on the 
relaxation rate.21 By observing the direct excitations of the bend and librational modes after 
energy is deposited into the CN– mode, it was concluded that the resonant channel indeed 
provides an open pathway for energy flow. The slow timescale of relaxation is also similar to 
the resonant intermolecular relaxation recently reported in SCN– clusters.8 It seems, 
therefore, that the 3-4 ps relaxation of CORM-2 is an order of magnitude too rapid to be 
attributed to intermolecular, direct resonant energy transfer to the water combination band. 
This will be discussed further in Section 4.4.  
4.4 Isotope Dependent Spectral Diffusion 
While vibrational lifetimes are often difficult to interpret, the spectral diffusion provides 
more direct physical insight. Here, we measure the FFCF of CORM-2 in H2O and D2O and 
report an identical 30% faster relaxation in H2O. Furthermore, the timescales for spectral 
diffusion reflect the hydrogen bond lifetimes that have been measured in pure H2O and 
D2O of 1 ps and 1.4 ps, respectively.22-25 This observation once again suggests that the 
dynamics of a liquid can be accurately measured through the introduction of vibrational 
probes. Additionally, the observation that CORM-2, a small hydrophobic molecule, 
measures bulk-like dynamics for water has important implications for hydrophobic hydration 
that will be discussed in detail in Section 5.2. 
4.5 Resonant and Nonresonant Relaxation 
Resonant energy transfer through a dipole coupling, Förster-like mechanism, is 
dependent on both the excited state lifetime and the degree of spectral inhomogeneity of 
both the donor and accepting modes.8,26 Though the precise inhomogeneity of the water 
combination band is not yet known directly from 2DIR spectroscopy, there is simulation 
evidence27 and indirect experimental indications28,29 that the 130 cm-1 broad band is 
inhomogeneously broadened. Inhomogeneity limits the efficiency of resonant energy 
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transfer due to conformation-specific spectral overlap. On the other hand, spectral diffusion 
arising from the dynamic sampling of the inhomogenous band, can aid resonant transfer, 
and taking the  ! 1 ps time scale for water as a proxy for the combination band dynamics, it is 
possible that spectral diffusion will be capable of overcoming the transient spectral 
mismatch between the carbonyl donor and the combination band acceptor. The trouble with 
this mechanism is that the overall lifetimes are so much shorter than what has been observed 
in CN– where there is no competing intramolecular pathway, yet so similar to N3– where 
there are at least two intramolecular channels to relax the vibrationally excited asymmetric 
stretching mode. 
To isolate the pathways of vibrational relaxation we compare the previously discussed 
results of water-assisted relaxation of CORM-2 in H2O and D2O with the relaxation 
timescales for CORM-4 in H2O and D2O (FTIR spectra shown in Figure 4.5). The 
proposed mechanism for the extreme example of water-assisted relaxation observed in 
CORM-2 is the enhancement of intramolecular couplings due to the presence of a rapidly 
fluctuating electric field provided by water. CORM-2 has many internal degrees of freedom 
to couple to the relaxing modes, thus water-assisted vibrational relaxation is extremely rapid. 
The timescale of relaxation is in fact too slow to allow for resonant energy transfer to the 
bend+libration combination band of H2O, thus the isotope dependent relaxation reflects the 
inherent dynamic difference of the isotopes. To further explore this we measure the isotope 
dependent relaxation of CORM-4, which has a single metal carbonyl unit, and is only weakly 




coupled to the other internal modes of the molecule. Given our interpretation of water-
assisted relaxation, we would expect a much longer lifetime of CORM-4 in D2O, and a more 
pronounced isotope effect due to the resonant relaxation pathway that becomes viable with 
the longer lifetime. Indeed, we find the relaxation time of CORM-4 in D2O is on the order 
of 30 ps, and there is a 60% isotope effect between H2O and D2O.  
The role of non-bonded interactions leading to resonant energy transfer has been 
identified as a valid relaxation pathway for ions in water, provided the relaxing mode has an 
extended lifetime. Such relaxation pathways further complicate the interpretation and 
prediction of vibrational relaxation in the condensed phase. However, the knowledge of 
resonant relaxation can be applied as a technique to map out the lower frequency liberation 
spectrum of solvents in cases where there is accidental degeneracy between combination 
bands and relaxing modes.  
Figure 4.6 (left) Relaxation of the low frequency (modes centered around 2000 cm-1) and mid frequency (modes 
centered around 2060 cm-1) vibrational modes of CORM-2 in methanol and in H2O, showing an order of magnitude 
acceleration in relaxation in water. (right) An energy level depiction of the vibrational relaxation of the CO stretches is 
also shown. While the water-assisted intramolecular relaxation channel is likely to be the dominant pathway, there is also 
a resonant relaxation channel from the CO vibrations directly to the !!"#$ ! !!"#$%&"'( combination band of H2O. This 





The pronounced difference in vibrational excited state lifetime of excited CO 
stretching modes in polar organic solvents as opposed to aqueous solution establishes the 
coupled CO vibrational modes of metal carbonyl complexes as effective water sensors. The 
ultrafast relaxation observed in water can be explained in terms of the discrete large angular 
jump dynamics of H2O, which induce fluctuations in the hydrogen bonding network and 
produce rapid modulations of the local electric field surrounding the relaxing oscillator. The 
observed isotope effect is rationalized in terms of the isotope dependence of hydrogen 
bonding jumping events, which dominate water’s dynamics on the picosecond timescale. 
Since these events involve large displacements of the hydrogen/deuterium atoms, they 
should be particularly sensitive to the isotope substitution. This ultrafast isotope effect will 
prove beneficial for studying the disruption of the dynamics of hydrogen bond 
rearrangements, where the influence of isotope substitution on the relaxation rates can 
provide insights into the extent to which this subset of water dynamics is perturbed by a 
solute.  
Characterizing the behavior of metal carbonyl complexes in aqueous environments is an 
important step in using these strong IR absorbers as vibrational probes of more complex 
systems such as proteins and membranes. The vibrational relaxation of these probes can act 
as an effective water sensor, and the above results suggest that the isotope dependent 
relaxation can provide a local window into the angular jump dynamics of hydrating water.  
The accidental degeneracy between the carbonyl stretching frequency of the metal 
carbonyl probes and the bend+libration combination band of water also allows for the role 
of resonant relaxation to be studied. The competition between internal relaxation and direct 
relaxation into the solvent was studied using two vibrational probes that have significantly 
different internal couplings, thus strongly effecting the rate of internal relaxation. It was 
found that in the case of the weakly coupled vibrational mode the vibrational lifetime was 
increased and the isotope effect significantly more pronounced, increasing from a 30% 
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5.1 Introduction 
Biological processes, from DNA replication to enzyme catalysis, occur in the presence 
of water. Water’s indispensible role in biology has motivated efforts to uncover the degree to 
which it actively participates in chemical events.1 As the universal solvent of living 
organisms, water has a remarkable ability to accommodate both hydrophilic solutes through 
strong electrostatic interactions, as well as hydrophobic solutes through subtle modifications 
to the hydrogen bonding network.2  The hydration of large solutes (> 1 nm), such as 
membranes and proteins, requires significant rearrangements of the hydrogen bonding 
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network leading to the sacrifice of hydrogen bonds. Hydration water—water directly 
solvating the large solute—is thus structurally and dynamically constrained, restricting the 
configuration space as well as limiting dynamical flexibility. These constraints endow 
interfacial water with properties that are different from the bulk liquid.1-17 Whether or not 
one adopts a picture of protein dynamics as being “slaved” to the solvent, it is nevertheless 
clear that the preponderance of free energy changes attributable to the solvent arise from the 
relatively thin hydration layer of water solvating the protein.18,19 
The interest in studying and characterizing the properties of interfacial water arises from 
the extensive role that the protein-water interface plays in influencing such processes as 
small ligand binding,20,21 protein-protein recognition15,22,23 and protein-DNA interactions.24 
Studies of orientational and spectral dynamics of water near lipid bilayers,5 within reverse 
micelles,7 or in the presence of small solutes8,17 indeed support the picture that limiting the 
configuration space can impose constraints on water’s dynamics. Additionally, molecular 
dynamics simulations have been used extensively to study dynamics that may be difficult to 
access experimentally, such as in the immediate hydration environments of proteins.9,25,26 
Experimental evidence of water confinement near protein surfaces has been found by 
studying solvation dynamics of site-specific fluorescent probes of protein surfaces via 
ultrafast fluorescence upconversion.11-13 Recently, the combined constraining influence of 
both protein and lipids has enabled NMR measurements of local water structure and its 
mobility using reverse micelle-encapsulated ubiquitin.14,15 THz absorption spectroscopy has 
also been demonstrated to be a powerful technique for studying the hydration environments 
of proteins.27,28 Though these experiments provide evidence for constrained water, it 
remains unclear precisely which aspects of water’s motion are most strongly affected by the 
interface.  
5.2 Water Around Small Hydrophobes 
In these experiments the dynamics of water are accessed through the spectral dynamics 
of metal-carbonyl vibrational probes. We rely on comparisons between two small metal 
carbonyl molecules, CORM-2 ([RuCl2(CO3)]2) and PI-CORM ([CO]Fe[N5C22H21]),29 that 
provide a benchmark for bulk-like water dynamics, and hen egg white lysozyme labeled with 
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a metal-carbonyl vibrational probe (Figure 5.1). The FFCFs of CORM-2 and PI-CORM 
decay completely with time constants of 1.5 ± 0.3 ps and 1.6 ± 0.4 ps, respectively (Figure 
5.2). This timescale is expected for bulk-like D2O and reflects the hydrogen bonding 
dynamics of the hydrating heavy water.30,31  The complete decay of the correlation function 
around the small hydrophobic molecules demonstrates that a single, small hydrophobe does 
not significantly influence the dynamics of the hydrating water.32 The insensitivity of the 
spectral diffusion timescales to the chemical structures of the vibrational probes indicates 
that spectral diffusion measurements in aqueous environments are robust sensors of the 
surrounding environment. Additionally, the apparent invariance to structure enables direct 
comparisons between various probe molecules. 
There have been many ultrafast experiments that are aimed at studying hydration 
dynamics around hydrophobic molecules/surfaces directly through the OH/OD stretch. 
These experiments have provided valuable information regarding the behavior of water in 
isolated pools or in solutions with high concentrations of hydrophobes.17,33-35 Studying 
hydration dynamics through the use of strong vibrational probes provides a complementary 
view by allowing water to be studied around isolated small molecules or proteins that are in 
low concentrations, free from possible crowding effects.32 Studying hydration dynamics at 
sub-mM solute concentrations provides direct access to the influence of isolated 
Figure 5.1 Structures of the vibrational 
chromophores used in this study. CORM-2 and 
PI-CORM (or CORM-4) are used throughout the 




hydrophobes on the surrounding water, whereas similar studies investigating the water itself 
are virtually impossible due to the several orders of magnitude imbalance between solvating 
and bulk water molecules.  
5.3 Water Around Extended Protein Surfaces 
The binding motif of the vibrational label to the proteins is shown in Figure 5.3 We also  
rely on comparisons with the small molecule dichloro-ruthenium(II) dimer (a so-called 
“carbon monoxide releasing molecule” often denoted CORM-2), which is the precursor to 
the labeling complex (referred to as CORM-3).36 Because of the scarcity of water-soluble 
metal carbonyls we rely on comparisons between the labeled proteins and the CORM-2 
complex in both aqueous and organic solvents. While the molecules are clearly different, the 
comparison between these molecules is both robust and instructive. The crucial properties 
shared between these molecules are the presence of coupled CO chromophores as well as 
the presence of numerous low-frequency modes. The anharmonic coupling between the 
spectroscopic modes and the lower frequency modes of the molecule results in water-
assisted relaxation in aqueous environments, a key aspect of the results and interpretations 
presented here.37 The side-chains that are in the immediate vicinity of the CO oscillators on 
HEWL-RC are isoleucine, phenylalanine and alanine residues, which are non-polar residues, 
as well as an arginine residue. The HuLys-RC probe is mostly exposed to the solvent, though 
it is neighbored by cysteine, leucine and alanine. While the environment presented by the 
Figure 5.2 Spectral diffusion of CORM-4 and CORM-2 in 
D2O, showing identical timescales (1.5 ps) that agree with bulk 
hydrogen bond dynamics of D2O. 
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protein is an important aspect of the dynamics felt by the vibrational probes, the observed 
lifetimes are dominated by the hydration water.  
 
Quantitative picture of hydration using vibrational lifetimes. The thermodynamic 
driving forces for hydrating small and large hydrophobic cavities differ according to the 
relative significance of enthalpic and entropic contributions. Small hydrophobes and small 
ions generally sustain water's local hydrogen bonding network through subtle 
rearrangements, so that free energy gradients arise from changes in entropy.2,38-41 Conversely, 
large hydrophobes disrupt hydrogen bonding, leading to driving forces dominated by 
enthalpic changes.2,39,41,42 Hence, one expects dynamical perturbations to reflect these 
distinct underlying free energy landscapes.   
Figure 5.4 shows the Fourier transform IR (FT-IR) spectrum of HEWL-RC in H2O and 
D2O. The vibrational probe has two IR active CO modes located at 2004 and 2080 cm-1. We 
focus on the low frequency mode of both HEWL-RC and HuLys-RC for analysis. Using 
2D-IR spectroscopy, the vibrational lifetimes of the CO vibrational modes of HEWL-RC in 
H2O and D2O were extracted for the 2004 cm-1 mode, and found to be 3.60±0.18 and 
Figure 5.3 (a) Crystal structures of HEWL-RC (PDB code 2XJW) overlaid with the crystal structure of native 
HuLys (PDB code 2ZIJ). (b) The binding location of the metal-carbonyl on the HEWL protein has been 
determined by x-ray crystallography. While no crystallographic data is available for the HuLys-RC complex, the 
binding location is proposed by comparison with the HEWL-RC complex. (c) The vibrational chromophore is 
covalentely attached to the histidine residue. 
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3.73±0.21 ps, respectively. This result is in stark contrast to what has previously been 
reported for water-assisted vibrational relaxation, where we observed pronounced isotope 
differences between water and heavy water.37  
The loss of the isotope effect can be explained in terms of the restraints that large, 
hydrophobic surfaces place on water's hydrogen bonding structure and dynamics. 
Comprising a subset of water’s fast dynamics are hydrogen bonding switching events, which 
have been theoretically predicted43 and experimentally supported44 as occurring through 
abrupt angular jumps that involve large scale motion of the hydrogen (or deuterium) atoms 
of the water. Small molecules at low concentrations do not disrupt hydrogen bonding 
networks, and, more importantly, do not significantly limit the configuration space available 
Figure 5.4 Linear FTIR spectra of HEWL-RC (a) and HuLys-RC (d) in D2O and H2O. The broad feature in 
the H2O spectrum is the bend-libration combination band, centered at 2150 cm-1.  The 2D-IR rephasing 
spectra for HEWL-RC (b) and HuLys-RC (e) in D2O are shown for a waiting time of t2 = 500 fs. Monitoring 
the amplitude of the 2004 cm-1 peak as a function of waiting time, t2, provides the vibrational lifetime of the 
mode. For HEWL-RC there is no observable isotope effect in the vibrational relaxation between D2O and 
H2O (c) whereas HuLys-RC shows a very clear isotope effect (f). The lack of an isotope effect suggests 
solvation by slow constrained water, whereas hydration by bulk-like water leads to an observable isotope 
effect. These results demonstrate the heterogeneous nature of the water dynamics near a protein, where 




to hydrogen bond partners, allowing this subset of water's dynamics to occur 
unperturbed.10,32,45,46  Because the angular jump dynamics of water involve large 
displacements of the hydrogen atoms, these dynamics should also be particularly sensitive to 
isotope substitution. Hence, the solvent fluctuations that drive vibrational relaxation strongly 
reflect the dynamical differences between H2O and D2O. In fact, the water isotope effect on 
solvation dynamics had been successfully modeled from the perspective of Debye relaxation, 
which relates the macroscopic dielectric constant of water to the microscopic reorientation 
dynamics,47 though the angular jump mechanism had not yet been identified. 
The absolute value of the constrained H2O/D2O relaxation falls between the values of 
bulk-like H2O and D2O for both CORM-2 as well as HuLys-RC. While the dynamical nature 
of the solvent can be influential, it is only one component that determines the vibrational 
lifetime. The electric field generated by the solvent applies the force on the relaxing mode, 
and is thus an important component of vibrational relaxation that we cannot probe directly. 
Because hydrophobic hydration is accompanied by dynamical and structural changes, the 
absolute lifetime observed for the constrained H2O/D2O will depend on any structural 
changes that occur in the hydration layer. Thus, the convergence of the H2O and D2O 
relaxation onto a single lifetime and the absolute value of the vibrational lifetime should be 
considered somewhat separately.  
!
Magnitude of constrained water slowdown at the protein surface. There is still a 
considerable debate regarding the origin and magnitude of the slowdown of water near 
hydrophobic molecules and surfaces. Recent experimental and theoretical studies have 
suggested that the origin of the hydrophobic effect is the limiting of hydrogen bond 
switching events near hydrophobic surfaces through an excluded volume effect.32,48,49 
Furthermore, molecular dynamics simulations of HEWL in water have suggested that the 
magnitude of hydrogen bond switching slowdown is roughly a factor of 2 relative to bulk 
water for the large majority of hydrating waters.49 To experimentally compare more 
quantitatively the dynamics of bulk water and hydrophobic hydration water we use the 
measured spectral diffusion times of CORM-2 and PI-CORM in D2O, which were found to 
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be 1.5 ± 0.3 ps and 1.6 ± 0.4 ps, respectively (Figure 5.5) as indicative of bulk hydration. In 
contrast to these small molecule solutes, the correlation function of the HEWL-RC system 
exhibits two distinct features: an initial decay corresponding to the hydration dynamics, and a 
static offset corresponding to protein dynamics that are too slow to be sampled during the 
experimental window. The fast decay time of the FFCF of HEWL-RC in D2O decays on the 
order of 2.7 ± 0.4 ps, which is only modestly slower than bulk-like water (measured as 
roughly 1.5 ps). The experimentally measured slowdown factor of roughly 1.8 is in excellent 
quantitative agreement with molecular dynamics simulations.49 The agreement between 
experiment and simulations lends support not only to the methodology of studying protein 
hydration with multidimensional spectroscopy, but also to the interpretation of hydrophobic 
hydration as resulting from hindered hydrogen bond switching events due to excluded 
volume effects.  
The dynamical constraints exerted by extended hydrophobic surfaces on the surrounding 
water arise from the restrictions imposed on the hydrogen bonding network by the surface.50 
Extended surfaces limit both the configuration space available for hydrogen bonding as well 
as the associated dynamics, causing water to adopt geometries that are not favorable for 
hydrogen bond coordination while impeding switching events.10 The structured region 
surrounding the HEWL His15 label is an excellent example of a natural extended biological 
Figure 5.5 Spectral diffusion of HEWL-RC compared to spectral diffusion of CORM-2 and PI-
CORM in pure D2O, showing an experimentally determined slowdown factor of 1.8. This is in 
excellent agreement with molecular dynamics simulations, which predict a dominant slowdown 




surface with low curvature, hence the surface slows down the water dynamics by limiting the 
available partners for fast hydrogen bond switching, while inhibiting the required 
coordinated reorientation that accompanies large angular jumps. Because the switching 
events involve large displacements of the hydrogen atoms, these motions contribute 
significantly to the measured vibrational relaxation isotope effect, which is only observed 
when the hydrating water exhibits bulk-like dynamics. This interpretation of "hydrophobic 
slowing" of water’s dynamics is consistent with what has been previously observed for small 
solutes at high concentrations, where neighboring solutes limit hydrogen bonding 
switching.8,17,32  
A cartoon depiction of hydrogen bond switching and its modification by the protein 
surface is shown in Figure 5.6 Since successful hydrogen bond switching events proceed 
through a bifurcated transition state where the switching hydrogen is fleetingly associated 
with both the initial and final partner O atoms,43,51 the free energy barrier is necessarily 
influenced by the availability of such configurations. Relative to the bulk liquid, the protein 
interface deprives water molecules of potential partners, which reduces the availability of 
Figure 5.6 Cartoon depicting the free energy surface for hydrogen bond jumps. 
The transition state has been identified as a bifurcated hydrogen bond with both 
initial and final donors (shown with cyan hydrogen bonds). In regions of 
constrained hydration, the protein limits the availability of final donors, raising the 
free energy barrier by decreasing its entropy. Besides the relatively rare jumping 
events, the rapid intrawell fluctuations are able to induce enhanced anharmonic 




transition state candidates and lowers the entropy of the transition state. Nevertheless, 
hydrogen bond jumps are not the only source of environmental fluctuations leading to 
enhanced anharmonic coupling and the resulting carbonyl vibrational relaxation. The 
intrawell dynamics comprise the majority of these fluctuations (depicted by the stochastic 
trajectory in the cartoon), hence resulting in similarly rapid relaxation in both D2O and H2O.  
 
5.4 Heterogeneous Hydration Around Proteins 
The homologous structures of HEWL and HuLys allow us to investigate the water 
dynamics near two qualitatively distinct protein-water environments (Figure 5.3). We have 
previously discussed the lack of an observable isotope dependence of the vibrational 
relaxation of the HEWL-RC complex, where the probe is located on a structured, extended 
protein surface. In the HuLys-RC complex, however, the probe is located in an unstructured 
and flexible region of the protein. In contrast to HEWL-RC, the isotope effect is clearly 
observed in HuLys-RC, where the relaxation time constants for the 2004 cm-1 mode are 
3.12±0.26 ps and 4.70±0.38 ps in H2O and D2O, respectively. Despite being located at the 
protein surface, the measured solvation dynamics appears more consistent with small 
molecule hydration. Given that the vibrational probe is attached to a histidine residue in 
both proteins, the data indicate that some degree of collectivity at each site leads to the 
protein's heterogeneous influence on the hydrating water, as well as highlighting the role of 
surface topology on local hydrophobicity.50  
The water dynamics surrounding the unstructured region of the HuLys-RC complex 
resemble what was previously observed for a small metal-carbonyl, CORM-2, at low 
concentrations ( ! 2 mM). This similarity suggests that the solvation of the unstructured 
region of the protein is similar to what is seen for a small molecule, namely that the 
hydration environment is essentially bulk-like. The picture that emerges from these 
measurements is that a protein’s ability to constrain hydration water dynamics is determined 
not only by the availability of solvent-exposed side chains capable of forming hydrogen 
bonds, but also by the presence of a low-curvature surface topology. Though this view is 
consistent with the prevailing model of hydrophobic solvation,2 our work shows clearly how 
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a single, relatively compact globular protein can exhibit both extremes of hydration structure 
and dynamics.  
 The heterogeneous nature of the hydration dynamics of a protein raises interesting 
questions regarding the role, if any, of the dynamically constrained water in biological 
processes. It has long been speculated that hydrophobic hydration—hydration environments 
that constrain water—leads to entropic driving forces for surface processes, all of which 
require protein dehydration as the initial step.15,21-24,52 A region of hydrophobic hydration can 
act as a “thermodynamic reservoir,” where entropy is created by relaxing constraints on the 
hydrating water, in turn enabling greater participation in enthalpically favorable hydrogen 
bonding. We examine hydrophobic assembly below using an amphiphilic alcohol cosolvent.  
5.5 Constrained Water as a Driving Force 
The tight interplay between protein dynamics and the hydration environment suggests 
that modulations can significantly impact a protein’s dynamics, structure and stability. The 
properties of a protein can be manipulated by adding small amounts of cosolvents, such as 
alcohols.53,54 Low concentrations of 2,2,2-trifluoroethanol (TFE), for example, can stabilize 
protein secondary structure through a mechanism that is generally attributed to preferential 
solvation of the protein by TFE, promoting intramolecular hydrogen bonding within the 
protein by alleviating competition with external hydrogen bonding partners from hydrating 
water.53,54 At higher concentrations, however, lacking the driving force of hydrophobicity, 
the protein becomes unstable and partially denatures into an unfolded state characterized by 
a loosening of the helix packing even as the helices themselves remain stabilized.55 Partial 
unfolding in lysozyme has been observed at TFE concentrations near 15% (v/v). The linear 
FTIR spectra of HEWL-RC in D2O/TFE mixtures (shown in the Supporting Information) 
show no significant changes in either the amide region of the spectrum or in the metal-
carbonyl stretch bands.  
To investigate the thermodynamic connection between constrained water and the driving 
force for surface processes such as preferential dehydration, we studied the influence of the 
amphiphilic cosolvent TFE on the vibrational lifetime of the protein-bound vibrational 
probe. We have shown that the dominant pathway of vibrational relaxation for the protein-
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bound probes is driven by the interfacial water dynamics. Therefore, dehydrating the protein 
surface surrounding the probe should result in measurable changes to its vibrational lifetime.  
As a control experiment, we measured the vibrational lifetimes of CORM-2 in a series of 
D2O/TFE mixtures (including pure D2O, 10,20,50,75 % TFE, and pure TFE). Figure 5.7 
shows the vibrational relaxation of CORM-2 in the D2O/TFE mixtures. At low 
concentrations the vibrational lifetime remains dominated by water-assisted vibrational 
relaxation, only increasing from 4 to 6 ps over a range of 0-50% TFE. At higher 
concentrations the relaxation becomes dominated by the TFE cosolvent, increasing to 25 ps 
and 50 ps at 75% and pure TFE, respectively. It is clear that there is a nonlinear dependence 
of the vibrational lifetime on the solvent composition, likely due to the dominance of water-
assisted vibrational relaxation as the most efficient relaxation pathway. Hence, significant 
changes in the vibrational lifetime are only observed when water is at a very low 
concentration. These data provide a baseline for vibrational lifetimes in D2O/TFE mixtures 
in the absence of preferential solvation which can be applied to the study of HEWL-RC and 
HuLys-RC in the presence of TFE. 
Figure 5.8a shows the vibrational relaxation of HEWL-RC for four different TFE 
concentrations (0, 10, 15, 20% v/v). In pure D2O the vibrational lifetime is 3.73±0.21 ps. 
Upon addition of 10% TFE the vibrational lifetime increases to 32.76±1.15 ps (see 
Figure 5.7 Vibrational relaxation of CORM-2 in D2O/TFE mixtures, 




Supporting Information for discussion of fits to the data), suggesting that at low 
concentrations the alcohol dehydrates the protein near the vibrational probe in exchange for 
a preferred alcohol environment. Lacking water, the vibrational relaxation becomes 
significantly slower and resembles relaxation observed in CORM-2 in TFE environments 
(Figure 5.8c). In comparison to the T1 times for CORM-2 in D2O/TFE mixtures, the 
HEWL-RC surface surrounding the vibrational probe has a solvation composition that 
resembles a solution between 75% TFE and pure TFE, clearly showing there is a lack of 
water at the protein surface. The vibrational lifetime achieved through only the addition of 
10% co-solvent provides clear evidence that the TFE is preferentially drawn to the protein at 
the hydrophobic region.  
Further addition of TFE induces a decrease of the vibrational lifetime, resulting in 
relaxation times that reflect a homogeneous solution of water and TFE (15% TFE T1 = 3.99 
± 0.60, 20% TFE T1 = 4.41 ± 0.48 ps). This decrease in vibrational lifetime, which returns 
to characteristic timescales for water-assisted relaxation by 20% TFE, warrants additional 
discussion. This experimental observation, that preferential solvation at low TFE 
concentration is not sustained at higher TFE concentrations, suggests the emergence of 
structural instability of the protein at TFE concentrations above 10%. Previous reports using 
Figure 5.8 Vibrational relaxation for HEWL-RC (a) and HuLys-RC (b) in D2O/TFE mixtures ranging from 
0% to 20% TFE v/v. The addition of small amounts of TFE results in a large increase in the vibrational 
lifetime of HEWL-RC, followed by a monotonic decrease upon further addition. The increase in lifetime at 
low concentrations is the result of preferential solvation, and the subsequent decrease in lifetime is the result of 
the onset of partial protein destabilization. In contrast, HuLys-RC shows no sensitivity to TFE, suggesting this 
region of the protein resists solvent exchange with TFE and remains hydrated. (c) A comparison of the co-
solvent dependent relaxation for HEWL-RC (cirlces) and CORM-2 (triangles) shows that at 10% TFE, 
HEWL-RC indicates a local solvation environment with nearly no water, with a relaxation timescale similar to 
other metal carbonyls in alcohol environments. 
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a combination of spectroscopic techniques have shown that TFE concentrations near 15% 
can promote significant structural changes, including some destabilization of protein tertiary 
structure. Early work by Dobson using circular dichroism found TFE enhanced the overall 
helical content of the protein, but at the cost of destabilization of tertiary structure.55 Our 
experimental results are consistent with helical portions of the protein being susceptible to 
dehydration and interactions with the hydrophobic portions of TFE. The decreased lifetime 
is consistent with the following scenario: As the constrained water is relieved and the protein 
alters its structure, the solvation environment becomes a mixture of D2O/TFE as the 
collective influence of the extended hydrophobic surface is disrupted due to the loosened 
helix packing.  
The mechanism by which small molecules denature proteins has been, and remains, an 
area of intense research.54-61 The present data suggest that there is a direct interaction 
between the protein surface and TFE, leading to the formation of a dehydrated interface 
between the protein and the cosolvent. This cosolvent shell in turn can modify the limited 
water dynamics at the surface by supplying hydrogen bonding partners through the alcohol’s 
hydroxyl group. This interpretation would be consistent with a mixed direct59,62 and 
indirect60,61 mechanism, where the cosolvent, directed to regions of constrained water, 
essentially coats the protein surface, promoting intraprotein hydrogen bonding and 
stabilizing secondary structure. Cosolvent association destabilizes the tertiary contacts 
between helices once the protein becomes so dehydrated that it loses the hydrophobic 
driving force to fold, resulting in partial denaturation, effectively reducing the cooperativity. 
This picture of TFE-modulated lysozyme stability is consistent with thermodynamic 
measurements based on calorimetry and structural studies using NMR spectroscopy.58  
While we observe that the structured region of the HEWL-RC complex leads to 
constrained water that can drive solvent exchange, the unstructured !-region of HuLys is 
solvated by bulk-like water, suggesting that this region would not experience substantial 
solvent exchange. Figure 5.8b shows the vibrational relaxation of HuLys-RC in TFE/D2O 
solution. Indeed, the vibrational relaxation of the label at this site shows no dependence on 
TFE, indicating that this location resists preferential dehydration by TFE and shows a 
117 
 
solvation environment that might be expected for a simple mixture of D2O/TFE (Figure 
5.7). Comparing the experimental observations of HEWL-RC and HuLys-RC it is clear that 
the interaction of TFE with the protein depends, to some degree, on the extended properties 
of the surface and not simply on individual amino acid residues since the vibrational probe is 
attached to a histidine residue in both cases. 
The correlation between constrained water and solvent exchange demonstrates how the 
release of dynamically constrained water can drive hydrophobic association. It is known, 
however, that for many association processes the entropic contribution is insufficient to 
account for the total change in free energy.63 While the hydrophobic interaction between the 
protein surface and the hydration environment is indeed the driving force for such 
processes, its influence is not limited to entropic changes associated with liberating the 
water’s constraints58 since expelling hydration water affords enthalpic gains by restoring 
hydrogen bonding that is diminished near extended surfaces.2 Moreover, since many 
macromolecular assembly processes are kinetically controlled the time required to allow for 
the diffusive liberation of constrained water may be too long given that the approaching 
extended hydrophobic surfaces are both solvated by water with diffusivity that is lower than 
the bulk. 
5.6 Conclusions 
The results presented here provide a site-specific probe of heterogeneous hydration 
dynamics of large proteins in pure H2O and D2O, and, more importantly, provide 
experimental evidence of the mechanism of the hydration slowdown. A key aspect of this 
work is the study of labeled proteins at !M concentrations, which allows an unobstructed 
observation of the influence of the protein surface on hydration water. The results indicate 
that a single lysozyme protein is capable of influencing its hydration environment. This result 
is to be contrasted to numerous other studies that rely on high concentrations of solute in 
order to observe slowed water dynamics, where the crowding of multiple solutes can 
cooperatively constrain the hydration water. Although crowding is a central aspect of in vivo 
chemical biology, it is essential to characterize a single protein’s influence over its hydration 
environment in addition to the specific or nonspecific perturbations induced by crowders. 
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Evidence for constrained water is found near the large, structured ! domain of HEWL 
(Figure 5.4), where the individual amino acid residues act in a cooperative manner to create 
an extended hydrophobic surface, depriving water of hydrogen bonding partners. In 
contrast, bulk-like water is found on the unstructured region of HuLys (Figure 5.4), where 
the residues behave as independent solutes with a hydration environment resembling that of 
a small molecule. Around these individual residues water retains a bulk-like hydrogen 
bonding network and the dynamics are not suppressed. It is important to note that it is 
precisely this unstructured and flexible region that acts as a flap over the substrate binding 
site.  
In addition to the heterogeneous nature of hydration dynamics surrounding large 
globular proteins, this study also reveals the correlation between dynamically constrained 
water and the driving force for site-specific association at the protein surface. The free 
energy that is released upon dehydration of constrained water appears to be sufficient to 
drive the association of small molecules to the protein surface. Using a water sensing 
vibrational probe, we can distinguish between direct cosolvent-protein association and 
indirect disruption of the hydration layer. Based on the marked changes in the vibrational 
lifetime, our data are consistent with direct displacement of water from the protein surface. 
This view is further buttressed by the subsequent cosolvent-induced destabilization caused 
by competing out the water to such an extent that the protein’s tertiary structure loosens, 
evidenced by the infiltration of water in the absence of the structured, extended hydrophobic 
surface. Taken together, our data indicates that the spatially heterogeneous dynamics of 
hydration water is, to a significant degree, responsible for site-directed hydrophobic 
association, a perspective that should be helpful in rationalizing and perhaps in guiding the 
controlled disruption of deleterious protein-protein interactions. 
We also observe that the hydration dynamics around small hydrophobic metal-carbonyls 
reflects bulk-like dynamics, with spectral diffusion timescales measured to be around 1.5 ps. 
Furthermore, surface labeling of a protein reveals a modest slowdown of roughly a factor of 
2 between bulk D2O and hydrating D2O, in quantitative agreement with predictions from 
MD simulations. The retardation is attributed to the collective solvation dynamics becoming 
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slowed due to the hindering of hydrogen bond switching events by the extended 
hydrophobic surface of the protein. This study marks the most direct experimental evidence 
to date on the slowdown of water around hydrophobic proteins, and provides the 
foundation for extending this methodology into crowded, cellular like environments. 
Water’s importance in biology cannot be overstated, but ample evidence shows that 
often only a small amount of water is truly necessary for function. Water-sensitive 
vibrational probes on the surfaces of proteins will enable an experimental platform to 
systematically map interactions between proteins and other biomacromolecules including 
DNA and antibodies, while simultaneously monitoring the role (or lack thereof) played by 
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Protein and Hydration Dynamics in 
Crowded Environments 
 
Part of the work presented in this chapter has been published in the following paper: 
J. T. King, K. J. Kubarych “Site-Specific Coupling of Hydration Water and Protein Flexibility 
Studied in Solution with Ultrafast 2D-IR Spectroscopy” Journal of the American Chemical 
Society, 134, 2012, 18705-1871. 
 
6.1 Introduction 
There is considerable evidence for the slaving of biomolecular dynamics to the motions 
of the surrounding solvent environment, but to-date there have been few direct experimental 
measurements capable of site selectively probing both the dynamics of the water and the 
protein with ultrafast time resolution. Here, 2DIR is used to study the ultrafast hydration 
and protein dynamics sensed by a metal carbonyl vibrational probe covalently attached to the 
surface of hen egg white lysozyme dissolved in D2O/glycerol solutions. Surface labeling 
provides direct access to the dynamics at the protein-water interface, where both the 
hydration and the protein dynamics can be observed simultaneously through the vibrational 
probe’s frequency-frequency correlation function. In pure D2O, the correlation function 
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shows a fast initial 3 ps decay corresponding to fluctuations of the hydration water, followed 
by a significant static offset attributed to fluctuations of the protein that are not sampled 
within the <20 ps experimental window. Adding glycerol increases the bulk solvent viscosity 
while leaving the protein structurally intact and hydrated. The hydration dynamics exhibit a 
greater than three-fold slowdown between 0 and 80% glycerol (v/v), and the contribution 
from the protein’s dynamics is found to slow in a nearly identical fashion. In addition, the 
magnitude of the dynamic slowdown associated with hydrophobic hydration is directly 
measured and shows quantitative agreement with predictions from molecular dynamics 
simulations. 
In addition, protein-hydration dynamics of HEWL-RC are observed in the presence of 
macromolecular crowding agents. While experiments performed on isolated proteins in 
simple environments has provided important insight into the design and function of 
biological macromolecules, there is increasing interest in studying the behavior of these 
molecules in more complex, cell-like environments.1-11 It has been estimated that proteins 
fold and function in cellular environments that can contain up to 400 mg/mL if 
macromolecules.12 Crowding of proteins by macromolecules is traditionally considered from 
an energetic standpoint, where macromolecules induce hard-core repulsive interactions, 
which tend to stabilize more compact forms of proteins, and weak attractive interactions, 
which tend to induce more disordered structures.13 The extent to which repulsive and 
attractive forces contribute in crowded environments is a still a debated topic.4 11 PEG400 is 
used as a polymer crowding agent that, similar to glycerol, preserves the structure of HEWL 
and leaves the protein hydrated. We study HEWL-RC in D2O/PEG400 mixtures ranging up 
to 80% PEG400 v/v. An unexpected transition is observed at roughly 50% PEG400 were 
the protein-hydration dynamics drastically slow down. The protein-hydration dynamics are 
only mildly coupled to the PEG400 concentration before and after the transition. The 
dynamical transition is attributed to a percolation-like transition occurring when the 
macromolecules are close enough for collective hydration. Much like HEWL, PEG400 is a 
larger hydrophobic molecule capable of perturbing the dynamics of the surrounding waters, 
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and thus both macromolecules have extensive hydration environments. The overlap of these 
hydration shells is the suspected source of the observed dynamical transition.  
To further support the results and interpretation of protein crowding with PEG400 we 
performed a similar experiment using unlabeled lysozyme as the crowding agent. A 20 
mg/mL solution of HEWL-RC was crowded with up to 140 mg/mL of unlabeled human 
lysozyme. Similar to the observations made using PEG400 a sharp transition is observed 
between 100 and 120 mg/mL. Using the well-defined shape of lysozyme we are able to 
estimate that the protein-protein distance at this concentration is roughly 30-40 Å, 
suggesting that lysozyme has a hydration environment that extends upwards of 15-20 Å 
before “bulk-like” water is observed. Such an extended hydration environment provides 
insight into crowded environments, were the extended influence of the macromolecules 
needs to be considered for crowded conditions.   
6.2  Small Molecule Crowders 
To further expand this method of studying the hydration environments of proteins with 
site-specific resolution, we attempt to modulate and further constrain the hydration water 
around HEWL using a kosmotropic co-solvent, glycerol. It is known from neutron 
scattering experiments14-16 and thermodynamic data17,18 that glycerol is preferentially 
excluded from the protein surface at nearly all concentrations. As a result the protein 
structure and first hydration shell are preserved in the presence of glycerol, which acts to 
increase the viscosity of the bulk solvent without altering the chemical environment. This 
co-solvent approach provides an excellent platform for studying the coupling of protein and 
hydration dynamics to the bulk solvent.  
 
Solvent Dependent Linewidths and Vibrational Relaxation. The 2D-IR spectra and 
linear FTIR spectrum of HEWL-RC in D2O/glycerol mixtures are shown in Figure 6.1 and 
Figure 6.2a, respectively. Because of the stronger signal strength in the 2D-IR spectrum the 
low-frequency mode is analyzed. From the linear spectrum the center frequency and the 
peak width (FWHM) of the low-frequency transition were determined. Using the linear and 
2D-IR spectrum together the homogeneous and inhomogeneous contributions to the total 
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linewidth were extracted using a procedure introduced by Kwak et al.19 The homogeneous 
linewidth shows a sharp increase at low glycerol concentrations, followed by a steady 
decrease. The decrease in linewidths corresponds to slower dephasing times, which reflects 
an increase in local viscosity induced by higher concentrations of glycerol. The inhomogene-
ous contribution is found to increase only slightly over the entire range of mixtures.  The 
increase in inhomogeneous broadening of the CO transitions reflects a larger configurational 
space being sampled by the local region of the protein surrounding the vibrational 
chromophore.  
Figure 6.1 2DIR absolute value rephasing spectra of HEWL-RC in D2O/glycerol mixtures. The waiting time between 
pump pulses and probe pulses, t2, is 500 fs for all spectra.  
 
Figure 6.2 (A) FTIR spectra of HEWL-RC in pure D2O and D2O/glycerol mixtures. The main observations in the 
linear spectrum are the center frequencies of the low frequency mode (C) and the peak widths of the low frequency 
mode (D). The peak width measured in linear FTIR spectroscopy contain contributions from homogeneous and 
inhomogeneous broadening. 2D-IR spectroscopy allows these contributions to be separated using the FWHM of the 
linear spectrum and the C(t=0) value of the FFCF (B). 
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2D-IR spectra were recorded for HEWL-RC in pure D2O as well as in D2O/glycerol 
mixtures (20, 40, 60, 80% glycerol by volume) for t2 waiting times of 0 to 11 ps with 1 ps 
steps. The previously reported sub-5 ps relaxation of the CO vibrations in water and heavy 
water limits the observational window.20,21 Our previous work on HEWL-RC in mixtures of 
D2O and 2,2,2-trifluoroethanol (TFE) found that the dehydration of the protein surface 
results in a pronounced increase in the carbonyl label’s vibrational lifetime.20 In the solvent 
mixtures, the vibrational lifetime of the 2004 cm-1 mode was found to be insensitive to the 
addition of glycerol, which provides consistent, yet novel, confirmation that glycerol is 
indeed preferentially excluded from the protein surface (Figure 6.3), and  that the protein 
remains solvated by water.  
 
Spectral Dynamics of HEWL-RC in D2O/glycerol mixtures. The FFCF for the 2004 
cm-1 mode of HEWL-RC in pure D2O is shown in Figure 6.4a. The two distinguishing 
features in the correlation function are a fast initial decay and a significant static offset. 
Again, the fast decay occurs on a 2.7 ps timescale, corresponding to the hydration dynamics. 
The static offset of the correlation function results from inhomogeneities arising from 
Figure 6.3 (A) Vibrational relaxation of the low 
frequency mode extracted from the rephasing spectrum. 
The vibrational lifetimes are faster than 5 ps for all 
solvent compositions, suggesting that the region of the 
vibrational probe remains largely hydrated despite the 




protein conformations that fluctuate on the timescale of tens of picoseconds or longer, and 
hence appear static on the timescale accessible within the vibrational lifetime of the probe.22-
24 Although the protein contribution is not time resolved and appears only as a static offset, 
the large difference in timescales between the hydration dynamics and the protein 
conformational dynamics allows both to be measured simultaneously. While the observed 
vibrational lifetimes suggest that glycerol does not directly interact with the protein surface, 
the measured spectral diffusion shows pronounced changes upon the addition of glycerol 
(Figure 6.4b). The timescale of the fast decay as a function of bulk solvent viscosity is 
shown in Figure 6.4c. The viscosity of D2O/glycerol mixtures was calculated using a 
kinematic model, and follows a similar viscosity trend as H2O/glycerol mixtures that have 
been measured experimentally. This observation shows that glycerol indirectly influences the 
hydration dynamics without leading to dehydration of the protein surface. Furthermore, the 
protein flexibility is clearly hindered in a nearly identical manner (Figure 6.4c).  
Despite evidence that there is little mixing between the hydration water and the bulk-
solvent, both the protein and hydration water are linked to the dynamics of the bulk solvent. 
The timescales of the spectral diffusion caused by the hydration environment increase more 
than three-fold, ranging from 2 to 7 ps over a bulk viscosity range of 1 to 120 cP. We note 
that previous studies observing spectral diffusion in a small metal carbonyl complex in 
alcohol solvents yielded a similar change in spectral diffusion timescales, but required a 
Figure 6.4 (A) FFCF of HEWL-RC in pure D2O, highlighting the initial decay due to hydration dynamics and the static 
offset of the correlation function corresponding to the protein dynamics. (B) Correlation functions for each solvent 
composition, ranging from pure D2O to 80% glycerol by volume. From the data it is clear that there is a marked slowing 




much smaller viscosity range (1-4 cP).25 The relatively weak coupling of the hydration 
dynamics to the bulk viscosity is not unexpected given the inhomogeneous nature of the 
solvation environment, which gradually transitions from pure water at the protein surface to 
a homogeneous bulk solution. In addition, dynamical decoupling from solvent dynamics can 
become accentuated at sufficiently high viscosities, which has been observed with molecular 
reorientation26 as well as dynamics in fragile glasses.27  
Side-chain motions are often observed in proteins as a decay of the FFCF on the 
timescale of tens of picoseconds.28,29 Here we do not observe any indication of side-chain 
motions contributing to the decay of the correlation functions, which are accurately fit using 
a single exponential decay and a static offset. Recent NMR relaxation results have found that 
the side chains of HEWL show unusually rigid dynamics30 as compared to what is more 
traditionally observed in protein backbone31 and side-chain motions.32 The rigidity of side-
chain dynamic of HEWL is also suggested from thermodynamic data.33 The rigidity of 
HEWL could certainly limit the contribution of side-chain dynamics to the FFCF. In 
addition, the crystal structure of HEWL-RC shows that the CO oscillators are in the 
immediate vicinity of isoleucine, phenylalanine and alanine residues, which are non-polar 
side-chains that likely do not significantly influence the transition frequency of the CO 
vibrational modes. Furthermore, we have shown here, as well as in previous studies, that the 
vibrational relaxation is dominated by the hydration water, and in fact we have shown that 
the protein makes only minor contributions to the vibrational relaxation. It is not surprising 
that the hydration water would also dominate the spectral dynamics as it does the vibrational 
relaxation.  
Calorimetric data has shown that lysozyme undergoes only modest changes in 
conformational entropy over the glycerol range studied here. Significant changes to the 
structural ensemble are only induced at higher concentrations, where the structures converge 
to a narrower ensemble.18 The observed trend in the static component of the correlation 
function is thus attributed mostly to a dynamical effect, where the timescales for sampling 
conformational substates within an ensemble of configurations is modulated by the addition 
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of glycerol. This picture is supported by the nearly constant inhomogeneous spectral width 
at all glycerol concentrations (Figure 6.2). 
Without the aid of molecular dynamics simulations it is difficult to assign the protein 
motions that are being influenced by the presence of the cosolvent, but in general, protein 
motion is known to occur on several timescales. Because the protein’s contribution is so 
sensitive to glycerol concentration, it is probable that the motions most susceptible to the 
solvent occur on timescales just outside the experimental window, and thus can have a 
significant influence on the FFCF. The hinge-like modes of lysozyme, for instance, are 
characterized by frequencies of a few wavenumbers, corresponding to periods of 10-30 
ps.34,35 These motions can significantly modulate the frequency of the vibrational probe, 
which is located at an interface between domains that exhibit opposite displacements when 
viewed as normal modes.  
 
Site-Specificity and Normal Mode Analysis Suggests protein-solvent coupling 
“Susceptibility.” The His15-bound probe is located at the interface between two helical 
domains that for some of the low-frequency modes exhibit displacements corresponding to 
an opening-and-closing of the tertiary contact (Figure 6.5). From the results of an elastic 
network normal mode analysis (NMA),36 we analyzed the relative motions of the !-carbons 
Figure 6.5 HEWL-RC from PDB file 2XJW showing 




in each of the first five normal modes using the !-carbon of His15 as an origin. The NMA 
output consists of a set of coordinates for the !-carbons displaced along the normal mode 
from the initial structure, so taking the difference between the final and initial positions for 
!-carbon j results in a net displacement vector  
!
dj . In addition to the amplitude of motion 
given by the magnitude of this vector, it is possible to use the set of displacement vectors to 
map the relative displacement “overlap” as follows. We assign the orientational overlap 
between !-carbon j and His15 as: 
!!! "#!" ! !! ! !!"#!"  (6.1) 
which can range from -1 to 1 since we first normalize all of the displacement vectors. A 
Figure 6.6 HEWL-RC from PDB file 2XJW 
showing the metal carbonyl label, color-coded 
according to the orientational overlap defined in 
the text. Red corresponds to motion in the same 
direction as that of His15, and blue is in the 
opposite direction, and other colors are 
intermediate overlaps. The three modes that have 
the most pronounced opening-and-closing 
character at the His15 label site are shown. Dotted 





value, for example, of -1 indicates that the residue moves in precisely the opposite direction 
to that of the motion of His15. This analysis loses the magnitude of motion, but that 
information is apparent from the magnitude. The map is shown in Figure 6.6 for modes 3, 
4 and 5, which showed the largest His15 displacements. The color coding in the map ranges 
from blue (-1) to red (+1). The displacement overlap maps show that for these three modes, 
the probe is located between two helices that exhibit considerable hinging motion.  
The coupling of hydration and protein dynamics suggests that protein motion most 
susceptible to the solvent involves significant changes in the surface topology since these are 
necessarily accompanied by solvent reorganization. Hence, the larger amplitude motions, 
such as those associated with the collective, low-frequency modes, are most susceptible to 
solvent slaving. On the other hand, local side-chain motion unimpeded by solvent 
reorganization may show only a modest solvent dependence, if any. Side chains not capable 
of hydrogen bonding with the hydration water are likely to be particularly insensitive to 
changes in the hydration dynamics because of the limited coupling. Hence, the motions of 
the enzyme most susceptible to slaving are precisely those most influential to the catalytic 
function, including substrate binding and release. Active site slaving has already been 
observed in numerous rebinding and 2DIR studies using heme proteins as models.37-40 In 
most heme proteins, where the binding site is buried within the interior of the protein, 2DIR 
studies of bound CO ligands show bulk solvent viscosity dependent spectral dynamics. 
Lysozyme, like many enzymes, has a surface accessible catalytic cleft, in addition to a well-
studied hinging motion that becomes perturbed upon inhibitor binding.30 Hence, lysozyme, 
unlike myoglobin, is a more appropriate model system to investigate the specific link 
between protein dynamics and catalysis, and how both are slaved to the environment. There 
is already significant evidence that functionally relevant protein motions occur in the absence 
of substrate,41 and the present study offers a promising approach to investigate directly the 
fundamental picosecond dynamics that underlie these intrinsic dynamics. Since the solvent-
coupling of the hinging motions of lysozyme is inherently a surface process, where the 
coupling of the protein dynamics to the solvent is transmitted by the hydration 
reorganization that is required for the protein motion, surface specific probes are required to 
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access the dynamics that can influence such protein motions. In the future, the use of 
surface probes together with probes on the interior, or at the active site, will be able to 
provide a more complete picture of protein-solvent coupling. 
6.3 Polymer Crowding 
The coupling of protein dynamics and hydration dynamics was demonstrated using glycerol 
as a cosolvent, where a continuous and gradual slowdown of the protein-hydration dynamics 
as the viscosity of the bulk solvent increased was observed. Here, we use a larger polymeric 
cosolvent, PEG400, capable of playing a similar role as glycerol to systematically crowd 
HEWL-RC. The majority of experimental10 and theoretical work on protein structure, 
function and dynamics in crowded environments has focused on an excluded volume 
picture, where crowding effects are intimately linked to changes in volume between different 
structural states.1-6,8-10 The dynamical consequences of macromolecular crowding are more 
Figure 6.7 Structure of PEG 400 which was used 
in the polymer crowding experiments. 
Figure 6.8 Vibrational lifetimes of HEWL-RC in 




seldom considered.7 Using HEWL-RC crowded by PEG400 we are able to observe novel 
dynamical behavior of proteins under crowded conditions that are fundamentally different 
from the dynamical behavior in the presence of smaller cosolvents. 
Polyethylene glycol 400 (PEG400) is a polyalcohol that averages a chain length of 9-10 
units (Figure 6.7). The structure is largely hydrophobic, and in dilute solutions it has been 
shown to collapse in water to form a highly compact structure. PEG400 is a widely used 
crowding agent that has been shown to have a thermodynamically stabilizing effect of 
proteins, similar to what has been shown for glycerol.42-44 We study a 1 mg/mL solution of 
HEWL-RC in D2O with PEG400 concentrations ranging from 0-80% by volume. Similar to 
the glycerol studies, we find no evidence for protein dehydration, evidenced by no 
substantial increase in the vibrational lifetime (Figure 6.8). Observing the FFCF, however, 
we find an unexpected transition that occurs around 40% water composition (Figure 6.9). 
From 100% water to 60% water we find only a modest dependence of the protein-hydration 
dynamics on the PEG400 concentration, though the coupling is still apparent. From 60% 
water to 40% water, however, there is a drastic increase in both the hydration timescales, 
which nearly quadruple, as well as the protein fluctuations. After this transition the 
dependence of the dynamics on PEG400 composition becomes weak once again.  
Figure 6.9 (left) FFCFs for HEWL-RC in D2O/PEG mixtures, ranging from pure D2O to 80% PEG by volume. (right) 
Hydration timescale, obtained by the initial decay of the correlation function, and the protein dynamics, estimated by the 
static offset of the correlation function, plotted as a function of solvent composition. A strong coupling is clear from the 
data, with both the hydration and protein dynamics slowing down as glycerol is added to the system. There is also a 
sharp dynamic transition occurring at roughly around 60% PEG. This transition is suggested to be the result of the 




The transition observed in the polymer crowding experiments is attributed to the 
hydration shell overlap of neighboring macromolecules. Unlike glycerol, PEG400 is a larger 
hydrophobic molecule that collapse into a compact structure in water, similar in size to a 
small to medium sized proteins (such as lysozyme). The collapse into a compact structure 
leads to PEG400 forming a hydrophobic interface and thus an extended hydrophobic 
solvation environment, similar to what we see in proteins. When in a dilute solution with the 
protein, the macromolecules seem to remain isotropic with large distances between 
structures, thus there is only a weak coupling of the protein-hydration dynamics to PEG400 
concentration in the low limit. At sufficiently high concentrations, however, the hydration 
environments are forced to overlap and cooperative hydration is induced. The overlapping 
of the effective hydration environments, which is the amount of hydration water that is 
dynamically distinct from bulk water, leads to the sudden slowing of the protein-hydration 
dynamics (Figure 6.9).  
While the structure of PEG400 in water at low concentrations is thought to collapse into 
a compact structure,45-48 it is unclear what structure is adopted at higher concentrations. Due 
to the complications of applying scattering techniques to concentrated solutions there is little 
literature regarding the structure and topology of PEG400 in water at concentrations 
upwards to 80% PEG by volume. Given the uncertainty in the structure of PEG400 in 
Figure 6.10 Comparison of interfacial water dynamics of HEWL-RC in 
solutions of glycerol and PEG400. While the magnitude of slowdown 
induced by each cosolvent is similar at high concentrations, the dynamic 
transition is observed only in the macromolecular crowding agent. 
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concentrated solutions it is not clear how to estimate the distances at which the transition 
occurs. In addition, it is possible that a structural change of the polymer is the cause of the 
observed transition, however, complimentary results of lysozyme self-crowding suggests that 
this transition is a general property of crowding (see Section 6.4). 
6.4 Self-Crowding 
The spectral dynamics of HEWL-RC were systematically studied in concentrated 
solutions of lysozyme (HuLys used as a crowder). A solution of 1 mg/mL of HEWL-RC in 
D2O was used as the initial solution, then HuLys was added up to 160 mg/mL to act as a 
macromolecular crowding agent. Again, no sign of protein dehydration was observed 
through the vibrational lifetime (Figure 6.11), suggesting that the solution remains isotropic 
with no aggregate of lysozyme at elevated concentrations. The FFCFs again show evidence 
for a dynamic transition upon macromolecular crowding, with the transition occurring 
around 80-100 mg/mL of crowding agent. At this concentration the hydration water slows 
by a factor of nearly 8, with the protein dynamics staying strongly coupled to the hydration 
water fluctuations (Figure 6.12).  
The well-defined structure of lysozyme allows us to estimate the protein-protein distance 
assuming an isotropic mixture. By doing so, we estimate that the dynamical transition occurs 
when the proteins are forced within 30-40 Å of their nearest neighbor, suggesting a 15-20 Å 
Figure 6.11 Vibrational lifetimes of HEWL-RC in 
ranging concentrations of HuLys.  
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dynamical hydration shell around each protein (Figure 6.13). Such an extended hydration 
environment is both surprising and noteworthy. Work using THz absorption spectroscopy 
has suggested an extended hydration shell of proteins,7 but the systematic results presented 
here are the clearest demonstration of extended, cooperative hydration of proteins in 
crowded environments. Indeed, the distance over which the hydration water is influenced by 
the protein roughly estimates the size of the protein.  
Figure 6.12 (a) FFCFs for HEWL-RC in self-crowding conditions, ranging from 1 mg/mL to 160 mg/mL. (b) 
Hydration timescale, obtained by the initial decay of the correlation function, and the protein dynamics, estimated by the 
static offset of the correlation function, plotted as a function of solvent composition. A strong coupling is clear from the 
data, with both the hydration and protein dynamics slowing down as glycerol is added to the system. An apparent 
dynamic transition occurs around 60% water, where there is an abrupt slowing in both the hydration and protein 
dynamics.  
Figure 6.13 The self-crowding data can be used to estimate the protein-
protein distance at which collective hydration is induced .Assuming a 
spherical shape for proteins and an isotropic mixture the concentration at 
which this transition occurs coincides with a protein-protein distance of 
roughly 30-40 Å, suggesting that each protein can modulate the surrounding 
waters up to 15-20 Å away from the protein surface. 
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The observed results that the hydration water around proteins is only modestly 
constrained by the presence of the protein (retardation factor of 2), together with the 
experimental result that the dynamical hydration layer is extended, highlights the remarkable 
cooperativity seen in the hydrogen bonding of water. Indeed, cooperative hydration has been 
observed in the hydration of cations and anions in concentrated salt solutions. The results 
presented here further demonstrates the high level of connectivity and cooperation in water, 
and provides a physical interpretation of what “crowded” systems are.   
6.5 Simulations  
MD simulations were performed to support the experiment results of a crowding 
induced percolation-like transition. Two simulations were carried out, one of which 
consisted of two proteins separated by a variable distance, the second consisted of four 
proteins arranged in a tetrahedral separated by a variable distance. In each case the hydrogen 
bond autocorrelation function was analyzed for bridging waters at each protein-protein 
distance. In both simulations evidence for a percolation-like transition of the water dynamics 
was observed. For the two protein simulation this transition occurred around 10-15 Å, while 
the four protein simulation shows a transition between 25-30 Å (Figure 6.13). The 
simulation results are consistent with experimental observations of an abrupt slowing of 
water dynamics upon crowding, but also suggest that the location of this transition (that is, 
the distance at which it occurs) is strongly dependent on the specific nature of the crowding 
and the number of crowding agents participating.   
6.6 Conclusions 
In the work presented in this chapter, we observe that the hydration dynamics around 
small hydrophobic metal-carbonyls reflects bulk-like dynamics, with spectral diffusion 
timescales measured to be around 1.5 ps. Furthermore, surface labeling of a protein reveals a 
modest slowdown of roughly a factor of 2 between bulk D2O and hydrating D2O, in 
quantitative agreement with predictions from MD simulations. The retardation is attributed 
to the collective solvation dynamics becoming slowed due to the hindering of hydrogen 
bond switching events by the extended hydrophobic surface of the protein. In addition, as 
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glycerol is added to modulate the hydration and protein dynamics, a 100-fold increase in 
bulk viscosity (0-80% glycerol) induces only a modest three-fold slowdown in the hydration 
dynamics. Accompanying the hydration retardation is a complimentary slowdown of the 
protein dynamics. The results demonstrate a weak coupling between the hydration water and 
the bulk solvent, but strong coupling between the protein and water dynamics. 
 
Figure 6.14 Example of the simulation analysis where 
(a) two proteins are separated by a set distance and the 
bridging water is selected for analysis and (b) four 
proteins arranged in a tetrahedral. (c)Hydrogen bond 
correlation times for water crowded by the proteins as a 
function of protein-protein distance. The occurrence of 
a dynamic transition is found between 10-15 Å for two 
proteins and 20-25 Å for the four protein simulation. 
The hydrogen bonding number does not undergo any 
observable transition, suggesting that the observed 
transition is purely dynamical. 
The thermodynamic role of glycerol and other glassy solvents as stabilizing osmolytes 
originates from creating unfavorable protein backbone-solvent interactions, where the 
protein preferentially excludes glycerol and other kosmotropes from the protein surface. The 
dynamic consequence is a modest coupling of the protein dynamics to the bulk solvent 
mediated by the hydration water, which can act to constrain the space of conformational 
substates and prevent partial unfolding.14 Limits imposed by the environment on protein 
motion can have significant implications on processes such as amyloid fibril formation, 
which often require partial protein denaturation to nucleate.  
Determining factors that influence the structure and dynamics of biological catalysts, in 
particular the role that crowded, inhomogeneous and complex environments may play, is an 
active area of research. The development of experimental techniques that provide time-
resolved, site-specific information about the dynamics occurring at the surface of 
biomolecules will be crucial in elucidating the couplings and dynamics that may contribute to 
protein structure and function. In this initial work using a vibrational site label of a dilute 
enzyme in solution, we have found that a region at the interface of two helical domains of 
HEWL is susceptible to solvent slaving, and that the hydration water is also slaved to the 
bulk solution. Since our earlier study of site-specific hydration revealed that hydration water 
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dynamics is itself heterogeneous, here, with only a single site we are able to propose that 
solvent-protein coupling is also heterogeneous. The combination of surface labeling and 
2DIR spectroscopy, augmented by site-directed mutagenesis, will allow for a detailed 
mapping of protein-water interfacial dynamics, including a quantitative analysis of the 
susceptibility of different regions of the protein to solvent fluctuations and slaving. Because 
this methodology requires mutations to native proteins structural analysis will be required to 
characterize any possible structural changes induced by the mutagenesis and labeling 
procedures. The sensitivity of vibrational chromophores to solvent environments, in 
particular aqueous environments, makes this approach well suited for describing protein-
protein interfaces crucial for protein recognition as well as protein-water-protein encounters 
central to aggregation and protein-water-lipid assemblies fundamental to membrane 
association.  
Studying the coupled protein-hydration dynamics in crowded environments furthered 
our understanding of hydrophobic hydration, and gave a physical picture to what it means 
for a system to be “crowded.” Using a macromolecular polymer (PEG400) as a crowding 
agent we observe a sharp transition around a solvent composition of 40% water and 60% 
PEG by volume, where the hydration dynamics timescale more than tripled from a 60-40% 
water volume, while being fairly uncoupled before and after the transition. This result is in 
contrast to the glycerol results, which showed a gradual slowdown of the protein-hydration 
dynamics as a function of solvent composition. Likewise, a transition is observed in the self-
crowding experiments, where the hydration dynamics slow by a factor of seven from 60 to 
100 mg/mL of protein. In both crowding environments (polymer and protein) the coupling 
between the hydration dynamics and the protein dynamics remains robust.  
The occurrence of a crowding induced transition is attributed to extended hydration 
shells around the hydrophobic macromolecules. The cooperative nature of hydrogen 
bonding in water allows structural and dynamical perturbations to be carried over extensive 
distances, and allows for a percolation type transition to occur during collective hydration. 
Using the well-defined shape of lysozyme and assuming an isotropic mixture, we can 
estimate that the transition occurs when there is only 30-40 Å of water between neighboring 
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proteins, suggesting a hydration shell upwards of 15-20 Å. An extended hydration shell, 
where “hydration water” is dynamically distinct from bulk water for up to 15-20 Å, is 
remarkable considering the magnitude of dynamic constraining measured around lysozyme 
(retardation factor of 2). The transmitting of such a modest constraining across many 
solvation shells highlights the connectivity and cooperativity in hydrogen bond dynamics, 
where small dynamic perturbations can influence an extended region of water.  
The dynamical aspects of macromolecular crowding are not often considered, though we 
present results here that suggest a significant slowing in the protein-hydration dynamics 
upon crowding. In general, the influence of crowding on protein structure and function are 
considered in terms of energetics, where hard-core repulsive interactions result in entropic 
contributions through an excluded volume effect, and weak attractive forces result in 
enthalpic contributions.11,13 While the majority of work has focused on energetics, we 
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7.1    General Conclusions 
The work presented in this thesis has followed two themes: 1. exploring 
hydrogen bonding dynamics in bulk water, room temperature alcohols and the 
heterogeneous environments found in fragile glasses. (Chapters 2-4) 2. studying the 
hydrogen bond dynamics associated with hydrophobic hydration, including small 
hydrophobes, isolated proteins and crowded proteins (Chapters 5,6). Ultrafast 
infrared spectroscopy has been an extremely valuable tool for studying the hydrogen 
bond dynamics of water in many environments, including of course bulk water.1-4 
Due to experimental complications, however, it has proven difficult to come to a 
unified picture of hydration dynamics of small molecules,5-9 as well as biological 
molecules, such as proteins9-12 and DNA,13 by studying the –OH stretch of water 
directly.  
The work provides a comprehensive picture of using strong IR vibrational 
probes (metal carbonyls) to probe hydrogen bonding dynamics. We first demonstrate 
that the use of vibrational probes is capable of preserving and reporting on the 
equilibrium hydrogen bonding dynamics in both alcohols and water. We observed a 
strong correlation between spectral diffusion time and solvent viscosity, which is a 
relationship well understood for rotational and translational motion through the 
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Stokes-Einstein equation, though no such theory is currently available to predict 
spectral diffusion timescales. While in the low viscosity range there is a strong 
correlation between spectral dynamics and viscosity, in fragile glass forming liquids 
the dependence can become more complicated. Using 1,2-hexanediol, we first 
characterized dynamic heterogeneity, observed through non-exponential relaxation of 
the FFCF, and super-Arrhenius behavior when the liquid is in the supercooled state. 
The work raises questions about super-Arrhenius behavior of fast, local fluctuations 
when there is a high degree of connectivity, and thus the possibility of cooperative 
fluctuations.  
We also develop a novel approach to studying hydrophobic hydration, which is 
a field plagued with inconsistent experimental results. While many ultrafast studies 
have relied on studying the -OH stretch of water in solutions of hydrophobic 
molecules, this approach is inadequate for studying hydrophobic hydration of isolated 
hydrophobes and provides only a “crowded” view of hydration.5-8,13 The previous 
results using this method have largely reported on the hydration of concentrated 
solutions of small hydrophobes, where cooperative effects can give misleading results 
regarding dynamics around isolated hydrophobes.  
With this approach we were able to first demonstrate that water surrounding 
small hydrophobic molecules (small being molecules with diameter < 1 nm) is not 
constrained to any measurable degree, but instead demonstrates bulk-like dynamics.9 
This result is in agreement with MD simulations,14 but starkly contrasts most 
experiments that rely on concentrated solutions and suggest retardation factors of up 
to an order of magnitude.5,7,8 Our approach supplies a view of hydrophobic hydration 
that is free from crowding effects and truly represents an isolated scenario.  
We then extended this approach to the hydration environments of proteins 
through the use of metal-carbonyl surface labels, which we found to be sensitive to 
both the hydration water dynamics as well as the protein dynamics. The strong 
transitions allowed the proteins to be studied at concentrations on the order of 1 
mg/mL, which assures that the proteins are isolated with excess water between 
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structures. Leveraging vibrational lifetimes we were able to observe heterogeneous 
hydration that correlated with protein structure, where flat structured regions of the 
protein lead to constrained hydration dynamics, while loose flexible regions of the 
protein lead to bulk-like hydration. Additionally, the magnitude of the slowdown of 
hydration water around the hydrophobic protein surface was measured to be roughly 
a factor of 2, which agrees quantitatively with molecular dynamics simulations.15 
The observation of the modest slowdown around isolated proteins provided an 
excellent picture of nature hydrophobic interfaces perturbing the dynamics of 
neighboring waters, but it also provided a starting point for studying how the 
hydration dynamics can be further enhanced in more complex environments. Using a 
series of additives, including 2,2,2-trifluoroehtanol (TFE), glycerol, PEG400 as well 
as excess lysozyme, we observed the dynamics of the interfacial water as the bulk 
solvent became more complex. Using TFE, a commonly used protein denaturant, we 
were able to observe site-specific protein dehydration at regions of the protein rich in 
!-helices. This set of experiments also showed unambiguously that TFE interacts 
with proteins through a direct interaction that includes protein dehydration.  
Glycerol, PEG400 and excess lysozyme were used as small and large crowding 
agents, to study the protein dynamics and interfacial water dynamics in cell-like 
environments. Using these crowding agents we can explore the dependence on the 
macromolecular nature of the crowding agent, as well as the relative importance of 
chemical differences between crowding agents. In the glycerol experiments, we 
observed a monotonic slowing in the protein and hydration dynamics, as well as a 
strong coupling between protein flexibility and hydration water. We observed 
fundamentally different results in the case of PEG400, a polymeric analogue of 
glycerol. In the case of a macromolecular crowding agent, a distinct dynamic 
transition occurs that is attributed to independent to collective hydration. This leads 
to an abrupt slowing in the hydration dynamics, as well as the low-frequency 
fluctuations of the protein. Similar behavior was seen when the system was crowded 
with excess lysozyme, suggesting that the chemical nature of the crowding agent is 
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less influential than the macromolecular nature. The dynamic transition was found to 
occur at protein-protein distances of 30-40 Å, suggesting extended hydration of 
macrostructures over extended distances. The collective hydration water was 
measured to be significantly slower than bulk water (factor of 5 slower for PEG400, 
factor of 10 for lysozyme crowding). 
From this work we were able to present a coherent, unified picture of hydration 
dynamics around hydrophobes of different sizes, as well as a picture of collective 
hydration of macromolecular structures over extended lengths. Such experimental 
data is crucial to gain an understanding of the role of water in biology, and the 
properties of water inside of cells where it is likely that very little bulk-like water 
exists. 
7.2 Future Outlooks 
The work presented here provides a strong foundation for future studies that 
will push the developed methodology to study protein-hydration dynamics in cellular 
like environments, upon the binding of substrates, and the role of surface slaving in 
modulating active site dynamics. Efforts will be put into mapping protein slaving 
through surface and active site labeling, focusing on the magnitude of coupling at the 
protein-water interface and within the active site. Because many binding locations and 
active sites are located on the surface of the protein (as is the case with lysozyme), the 
demonstration of protein slaving at the surface can certainly strongly influence the 
catalytic performance. The role of protein slaving in the catalytic performance of 
proteins is an open field that this methodology provides an excellent opportunity to 
explore. 
To further explore crowding effects on protein-hydration dynamics, 
experiments using crowding agents that more accurately represent the interior of cells 
should be performed.  NMR experiments, for instance, have studied protein 
dynamics in E. coli lystate, which provides an excellent proxy for cellular 
environments.16 Through the use of careful protein labeling and cell-injection, it may 
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be possible to perform ultrafast vibrational spectroscopy studies of proteins in living, 
functioning cells, much like what has been done with NMR spectroscopy.17-20 
Focusing on equilibrium dynamics we were able to characterize and interpret 
dynamic observables available in 2D IR spectroscopy (lifetimes, IVR, spectral 
diffusion), which can now be extended to nonequilibrium protein dynamics. Many 
spectroscopic techniques, including 2D IR21-23 and time-resolved FRET,24,25 use high 
power non-resonant laser pulses to jump the temperature of a sample and to trigger 
thermal unfolding of proteins. The refolding process can then be monitored using 
various forms of spectroscopy. The current temperature jump 2D IR experiments 
rely on analyzing congested 2D spectra of the amide region of the vibrational 
spectrum. Secondary structures and couplings are then extracted from the position of 
diagonal and off-diagonal peaks. By coupling temperature jumps with the work 
presented above it would be possible to map not only the presence/exclusion of 
water during the folding process, but also the evolution of protein-hydration 
dynamics as the protein folds into a compact state. Such experiments could provide 
unparalleled information regarding the role of the hydrophobic effect in driving 
protein folding. 
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