We consider super-diffusive Lévy walks in d 2 dimensions when the duration of a single step, i.e., a ballistic motion performed by a walker, is governed by a power-law tailed distribution of infinite variance and finite mean. We demonstrate that the probability density function (PDF) of the coordinate of the random walker has two different scaling limits at large times. One limit describes the bulk of the PDF. It is the d−dimensional generalization of the one-dimensional Lévy distribution and is the counterpart of central limit theorem (CLT) for random walks with finite dispersion. In contrast with the one-dimensional Lévy distribution and the CLT this distribution does not have universal shape. The PDF reflects anisotropy of the single-step statistics however large the time is. The other scaling limit, the so-called 'infinite density', describes the tail of the PDF which determines second (dispersion) and higher moments of the PDF. This limit repeats the angular structure of PDF of velocity in one step. Typical realization of the walk consists of anomalous diffusive motion (described by anisotropic d−dimensional Lévy distribution) intermitted by long ballistic flights (described by infinite density). The long flights are rare but due to them the coordinate increases so much that their contribution determines the dispersion. We illustrate the concept by considering two types of Lévy walks, with isotropic and anisotropic distributions of velocities. Furthermore, we show that for isotropic but otherwise arbitrary velocity distribution the d−dimensional process can be reduced to one-dimensional Lévy walk.
I. INTRODUCTION
It is a universal consequence of microscopic chaos that the velocity v(t) of a moving particle has a finite correlation time [1, 2] . The particle's displacement t 0 v(t )dt on large time scales can be considered as an outcome of a sum of independent random 'steps'. A single step here is a motion during the shortest time over which the velocity of the particle is correlated. Velocity correlations at different steps can be neglected and the integral over the time interval [0, t] can be replaced with the sum of integrals over disjoint steps. If variations of step durations and velocity fluctuations can be neglected as well, we arrive at the standard random walk consisting of steps that take the same fixed time. The distance covered during single step is fixed but the direction of the step is random. It can be, for example, a step along one of the basis vectors when random walk is performed on a d−dimensional lattice or it can be a step in a completely random direction in d−dimensional space as in the case of isotropic walk. In many situations though the variation of the step's duration and velocity cannot be disregarded. A famous example is Lévy walks (LWs) that belong to a more general class of stochastic processes called continuous time random walks (CTRWs) [3, 4] . In CTRWs it is not only the direction of the displacement during one step that is random (as in the standard random walk) but also the length of the step and the time that it takes. This flexibility allows to cover a large number of real-life situations including dynamics of an ordinary gas molecule when both the time between consecutive collisions and velocity of the molecule vary. In ideal gas the probability of large (much larger than the mean free time) time between the collisions is negligibly small so the probability density function (PDF) of the step duration decays fast for large arguments. This is not the case for the so-called Lorentz billiard [2] , in which the particle moves freely between collisions with scatterers arranged in a spatially periodic array. In the case without horizon, when infinitely long corridors between the scatterers are present, the particle can fly freely for a very long time if its velocity vector aligns close to the direction of the corridor. The distribution of times between consecutive collisions has a power-law tail and infinite variance [28] . The dynamics of a particle can be reproduced with a Lévy walk process to great detail [29, 30] . Lévy walks were found in diverse real-life processes including the spreading of cold atoms in optical lattices, animal foraging, and diffusion of light in disordered glasses and hot atomic vapors (for more examples see a recent review [20] and references therein). Despite of these advances and new experimental findings, the theory of LWs remains mainly confined to the case of one-dimensional geometry.
In this work we study d−dimensional Lévy walks when the duration τ of single steps is characterized by a PDF ψ(τ ) with power-law asymptotic form, ψ(τ ) ∝ τ −1−α . The most interesting and practically relevant is the socalled 'sub-ballistic super-diffusive regime' [20] , 1 < α < 2, when the step time has finite mean but infinite variance [31] . We study the PDF P (x, t) of the walker's coordinate x(t) at time t in this regime. We show that there are two ways of rescaling P (x, t) with powers of time that produce finite infinite time limits. The two limiting distributions describe the bulk and the tails of P (x, t). Both distributions are sensitive to the microscopic statistics of the velocity of walkers and are model specific.
We consider a random walk in R d with a PDF F (v) of the single step velocity that obeys F (−v) = F (v), cf. [32, 33] . Thus the process is unbiased and the average displacement is zero. In the case of the sum of a large number of independent and identically-distributed (i. i. d.) random variables with finite dispersion there is a well-known scaling,
where g(x) is a Gaussian distribution [34] . A stronger, large deviation limit tells that
where the convex function s(x) is known as large deviations, or entropy, or rate, or Kramer's function [35, 36] ; see [37] for simple derivation. This limit describes exponential decay of the probability of large deviations of finite-time value x(t)/t from its infinite time limit fixed by the law of large numbers, lim t→∞ (1/t)x(t) = 0. It corresponds to the Boltzmann formula and tells that the PDF of macroscopic thermodynamic variable (representable as the sum of large number of independent random variables) is exponential of the entropy whose maximum's location gives the average. The coefficients of the quadratic expansion near the maximum characterize thermodynamic fluctuations [36] . Thus in the case of finite dispersion there is one universal scaling with the limiting distribution (the special case of finite dispersion but power-law tail, α > 2, produces different limiting distribution [38] ; we do not consider this case here). There are two different scalings that were found in the case of one-dimensional super-diffusive LWs [17, 18] . One of them is a continuation of the central limit theorem (CLT) to the case of i. i. d. random variables with infinite dispersion, the so-called generalized central limit theorem (gCLT) [39] . The corresponding distribution is known as the celebrated Lévy distribution. We first generalize this scaling to the d−dimensional case and find significant difference from the one-dimensional case and ordinary d−dimensional random walks. Our result shows that for d−dimensional Lévy walks with power law tailed distribution of step duration τ that has infinite moments starting from order α between 1 and 2 there is finite limit,
This holds for arbitrary statistics of particle's velocity that has finite moments and obeys F (v) = F (−v). We demonstrate that this result smoothly connects with the usual central limit theorem given by Eq. (1). Indeed Eq. (3) reproduces Gaussian distribution at α = 2. Thus our result includes the usual central limit theorem as particular case and can be called generalized central limit theorem. We clarify in Sec. VI that Eq. (3) can be obtained from distribution of sum of many independent identically distributed scalar random variables with power-law tailed distributions, cf. [8, 12, [39] [40] [41] [42] .
The limiting distribution given by Eq. (3) has features that distinguish it from both the one-dimensional LW and d−dimensional random walks. In those cases there is universality: the form of the scale-invariant PDF does not depend on details of the single step statistics (for instance, ordinary two-dimensional random walks on triangular and square lattices are described by the same isotropic Gaussian PDF in the limit of large times [43] ). In the case of d−dimensional LWs the anisotropy of the single step statistics is imprinted into the statistics of the displacement -no matter how large the observation time t is; see the discussion of the particular case of d = 2 in Ref. [22] .
In the language of field theory, ordinary random walks are renormalizable: in the long-time limit the information on macroscopic structure of the walks is reduced to finite number of constants [43] . Thus the Gaussian PDF of the sum of large number of i. i. d. random variables is fully determined by the mean and the dispersion of those variables and their total number. The rest of the information on the statistics of these variables is irrelevantwhen the Gaussian bulk of the PDF is addressed. In contrast, the entropy function of the large deviations theory is the Legendre transform of the logarithm of the characteristic function of the random variable in the sum. Thus large deviations description is sensitive to the details of statistics of one step of the walk. We conclude that the Gaussian bulk of the PDF of the sum of large number of i. i. d. random variables with finite dispersion is determined by a finite number of constants characterizing the statistics of the single step but the tail of the PDF is not.
In this work we show that the PDF of a d -dimensional LW is not universal and cannot be specified with a finite number of constants -already in the bulk -if the statistics of the velocity of single steps, given by the PDF F (v), is anisotropic. To stress this fact we call the corresponding distributions described by Eq. (3) 'anisotropic Lévy distributions'. In contrast, if the velocity statistics is isotropic, for example, F (v) is given by the uniform distribution on the surface of the d-dimensional sphere of the radius υ 0 = const (see Fig. 1a ), the description of
Examples of Lévy walks in three dimensions. A walker has a constant (by absolute value) velocity υ0 = |v| = 1. When performing uniform Lévy walk (a), the walker, after completing a ballistic flight, instantaneously selects a random time τ for a new flight and randomly chooses a flight direction (it can be specified by a point on the surface of the unit sphere). The velocity PDF F (v) is described by the uniform distribution over the unit sphere's surface. In the case of anisotropic XY Z Lévy walk (b), the walker is allowed to move only along one axis at a time. After the completion of a flight, the walker selects a random time τ for a new flight, one out of six directions (with equal probability) and then moves along chosen direction. The velocity PDF F (v) in this case is six delta-like distributions located at the points where the unit sphere is penetrated by the frame axes. The parameter α is 3/2. In our simulations we used ψ(τ ) = (3/2)τ −5/2 for τ > 1 otherwise it is zero.
the process can be reduced to one-dimensional case and the bulk of the corresponding PDF is fully determined by a finite number of constants which can be calculated from F (v). Thus in the anisotropic case there is a dramatic difference between the bulk of the PDFs of a LW and the random walk with finite dispersion of the single step duration. We demonstrate that besides the limiting distribution given by Eq. (3) there is another limiting distribution which is determined by
where v = x/t is the effective velocity of the particle, v = vv and the limit exists because the tail of the PDF is determined by ballistic-type events. This distribution is called infinite density where the word 'infinite' refers to the non-normalizable character of this function found previously in one-dimensional case [17, 18, 44, 45] . This pointwise limit holds for v = 0 non-contradicting normalization of the PDF: in this limiting procedure the normalization is carried by v = 0 point. The existence of the other scaling limit is unique property that has origins in the scale-invariance of the tail of distribution of τ . This distribution describes the tail of the PDF of the particle's coordinate. In this sense it is the counterpart of the large deviations result for ordinary random walk given by Eq. (2). There is however significant difference: the large deviations function describes averages of highorder moments but in the case of Lévy walks the infinite density provides already dispersion of the process. This can be seen observing that as we demonstrate the distribution provided by Eq. (3) has power-law tail with divergent second moment. This is because for Lévy walks rare events when the walker performs extremely long ballistic flights have a substantial impact on the total displacement of the walker even in the limit of long times. The probability of long ballistic steps is not negligibly small and single ballistic steps could be discerned in a single trajectory of the walker for any time t. Such steps form the outer regions of the PDF. Thus the two limit distributions describe the bulk and the tail of the LW's PDF, respectively. The bulk is formed by the accumulation of typical (most probable) steps. They are responsible for a diffusive motion (albeit already anomalous one). In contrast, the PDF's tails are formed by long ballistic flights and they are described by the infinite density. These flights are rare steps where the walker moves for a long (i. e., comparable to the total observation time t) time without changing its velocity. In the case of the Lorentz billiard this is the situation when the velocity vector of the particle aligns close to the direction of one of the ballistic corridors [29] . Though this happens relatively rarely, the distance covered by the walker during a such flight is so large that these flights give finite contribution to the probability that the walker displacement after the time t is of the order v 0 t. When the probability of long flights is, for example, exponentially small (as in the case of the standard random walks) the contribution of the flights can be neglected. This is not, however, the case of the LWs with power-law asymptotic of ψ(τ ), as we demonstrate in this paper.
The paper is organized as follows. In Section II we introduce the basic definitions and the tool of the studythe Fourier-Laplace transform of the PDF of the walker's coordinate. In the next Section we provide complete solution for the case of isotropic statistics of velocity of the walker. Central result of our work -the anisotropic CLT for the bulk of the PDF is derived in Section IV. The next Section describes universality of the tail of this nonuniversal bulk that helps finding low moments of the distance from the origin. Section VII provides the other limiting theorem on infinite density that provides the tail of the distribution. The next Section provides detailed form of the moments of arbitrary order including anomaly in growth due to anisotropy. In Section IX we provide the tail of the PDF and Conclusions resume our work.
II. FOURIER-LAPLACE TRANSFORM OF THE
PDF P (x, t)
In this Section we specify the considered random process and introduce the main tool of the analysis on which all further results rest. This is the Fourier (in space) -Laplace transform (in time) of P (x, t).
We consider a LW as an infinite sequence of flights (steps) of random duration τ i where i is the flight's index in the chronologically ordered sequence. The process starts at time t = 0 at the point x = 0. The velocity of the walker during a flight is a random vector v i which remains constant during the flight. Upon the completion of the flight both the velocity v i+1 and the duration τ i+1 of the next flight are randomly chosen, by using PDFs F (v) and ψ(τ ), respectively. The number of flights performed during the observation time t, N (t), is a random number constrained by t =
is so-called the backward recurrence time [14] . The time t coordinate of the particle is,
The simplest model is d−dimensional 'Lévy plotter', the product of d independent one-dimensional walks along the basis vectors which span R d . The PDF of this process is the product of the corresponding one-dimensional PDFs [17, 18, 20] . This case demands no further calculations so we next consider non-trivial set-ups.
We consider two intuitive models, the uniform LW and anisotropic XY Z... LW. In the uniform model F (v) is specified by the uniform distribution on the surface of d−dimensional unit sphere so velocity has fixed magnitude 1; see Fig. 1a . As we demonstrate in the next section, in many respects this model can be reduced to the one-dimensional case. In the anisotropic XY Z... model particle moves along one of the d basis vectors at a time; see Fig. 1b . The analysis we present below is valid for any PDF F (v) obeying the symmetry F (−v) = F (v). As an illustration, we consider a particular type of LWs in R d with factorized velocity distribution
In this product PDF first multiplier controls the absolute value of the velocity [the simplest choices is F v (|v|) = δ(|v|−v 0 )] while second multiplier is governs the direction statistics of steps. A PDF F d (v/|v|) is a subject of directional statistics [33] and can be specified with a probability distribution on the surface of the (d − 1) dimensional unit sphere in R d . For example, in R 3 the continuous transition from the isotropic model to the XY Z LW can be realized with six von Mises-Fisher distributions [33] (centered at the points where the axes pierce the unit sphere) by tuning the concentration parameter of the distributions from zero to infinity. We demonstrate in the following sections that different statistics enter the PDF P (x, t) through the moments (k · v)
2n . In particular, for the XY Z.. model we have
In [22] we discuss physical models belonging to different classes of symmetry, e. g. the Lorentz gas with infinite horizon belongs to the XY Z.. class. The remaining PDF that defines the walk process is ψ(τ ). Below we consider ψ(τ ) that has the tail
where A > 0 and Γ(x) is the gamma function (observe that Γ(−α) > 0 when 1 < α < 2). The factor Γ(−α) is introduced in order to make the Laplace transform ψ(u) of ψ(τ )
to have small u behavior [that is determined by the tail of ψ(τ )],
where τ = ∞ 0 tψ(t)dt is the average waiting time and dots stand for higher-order terms.
We use k and u to denote coordinates in Fourier and Laplace space, respectively. By explicitly providing the argument of a function, we will distinguish between the normal or transformed space, for example ψ(τ ) → ψ(u) and g(x) → g(k).
The lower limit of τ for which Eq. (7) holds depends on the considered model. For instance the inverse gamma PDF,
the tail described by Eq. (7) holds at τ 1 with α = 3/2 and A = 8/3. The corresponding Laplace pair obeys,
that reproduces Eq. (9) where we use
We introduce the key instrument of our analysis, the Montroll-Weiss equation. It provides with the Laplace transform
of the characteristic function of the position x(t) of the random walker at time t, (14) in terms of averages over statistics of v and τ . We have
, (15) see Appendix A. Here the angular brackets denote the averaging over the PDF F (v). The technical problem is to invert this formula in the limit of large time.
III. ISOTROPIC MODEL
In this Section we consider isotropic statistics of velocity where F (v) depends on |v| only. The magnitude of velocity is a random variable drawn from the PDF
is the area of unit sphere in d dimensions (2π in d = 2 and 4π in d = 3). We show that the PDF P (x, t) of a LW in R d can be derived from one-dimensional distribution. Thus the well-developed theory of one-dimensional LWs can be used for describing d-dimensional isotropic LWs.
We start with observation that for isotropic statistics of v, the average of an arbitrary function h of k · v depends only on |k|; thus h(k · v) can be obtained by taking k = kx (wherex is unit vector in x−direction), (16) where F (v x ) is the PDF of x−component of the velocity. It can be written in terms of the PDF F (v) = F (v) = F d (v/|v|) which obeys the normalization,
For d > 2 we have, (18) where we used
) and Eq. (17) . In the case of two dimensions θ varies between 0 and 2π not π but the calculation still holds. Thus Eq. (18) provides the distribution of x−component of velocity in arbitrary space dimension d > 1.
Equation (18) can be simplified further in the case of uniform model with velocity v 0 where
where P S d/2−2,v0 (v) is the (normalized) power semicircle PDF with range v 0 and shape parameter d/2 − 2 that vanishes when |v| > v 0 and for |v| < v 0 is given by [46] 
The moments of this distribution read
Note that the ratio of gamma functions can be rewritten as a product if d is an odd number. Finally, from this PDF we can derive the PDF and the moments for arbitrary F (v). For the PDF we find from Eqs. (18) and (19),
that can also be seen directly from the definition. For the moments, interchanging the order of integrations, we obtain from Eq. (18) the identity
By noting that the term in brackets is the corresponding moment of P S d/2−2,v0 , we find
that reproduces v 2 x =ṽ 2 0 when γ = 2. We observe that
This formula is a consequence of the isotropy of the process and for any random vector x whose PDF depends on |x| only we have,
where x s , s ∈ {1, 2, ..., d}, is one of the Cartesian coordinates of x.
A. Bulk statistics: d−dimensional Lévy distributions
We use Eq. (16) to rewrite Eq. (15) in the onedimensional form,
where the averaging is taken over the distribution of v x given by Eqs. (18), (21) . Thus we can directly use the results for P (k, t) in the one-dimensional case. The difference from the one-dimensional case is in how the real space PDF is reproduced from P (k, t): here the formula for the inverse Fourier transform of radially symmetric function in d dimensions has to be used. We find from [17] that the bulk of the PDF is described with,
where |v x | α is given by Eq. (23) with γ = α. Here the subscript in P cen was introduced in [17] . It stands for the centre (or bulk) part of the PDF. Briefly, to obtain this result we expand P (k, u) using the scaling assumption that k α is of the order u when both are small. Later, we will derive these results as a special case of the more general non-isotropic model (see eq. (55) below).
We can write K α in terms of |v| α using Eq. (25),
This coefficient reduces to the diffusion coefficient of onedimensional walk found in [17] setting d = 1. In the case where v is a conserved constant v 0 (modelling conservation of energy), we find
Using the inverse Fourier transform we find for the PDF's bulk,
These formulas provide generalized CLT for d−dimensional isotropic LWs. Below these will be generalized to the case of arbitrary (not necessarily isotropic) statistics of velocity. We provide the form of
In the two-dimensional case we have,
that can be called two-dimensional isotropic Lévy density. Here J 0 (z) is the Bessel function of the first kind. In three dimensions we find (
where
Thus in three dimensions the isotropic Lévy density can be obtained from the one-dimensional one by differentiation (this is improved version of the old result of [12] valid for arbitrary velocity distribution). This is true for any odd-dimensional case. It can be demonstrated that in the case of even dimension L 2n (x) can be obtained from L(x) using derivative operator of half integer order, see Appendix E and cf. [21] . We find from Eq. (35) that L 3 (x) ∝ |x| −α−3 at large argument where we use the well-known behavior L(x) ∼ |x| −α−1 , see e. g. [14] . (Similarly it will be demonstrated below that
This tail must fail at larger arguments because it would give divergent dispersion
which is wrong provided that the moments of F (v) are finite, an assumption we use all along this paper. The PDF must necessarily decay fast at x > v t t where v t is the typical value of velocity. Thus the Lévy density does not provide valid description of the tail of the PDF that determines dispersion. This necessitates the study of the tail of the distribution performed below.
B. Infinite density
The description of the tail of the PDF is performed using the reduction to one-dimensional case where the problem was solved in [17] . This solution is based on asymptotic resummation of the series for the characteristic function.
We observe that for isotropic statistics of velocity P (k, t) obeys,
where we used that odd moments of k · x vanish and that isotropy implies that (k · x) 2n is independent of direction of k so it can be obtained setting k = kx giving
1 , cf. with similar consideration for velocity. Though x 2n 1 cannot be found completely at all times, it was discovered in [17] that this can be done asymptotically in the limit of large times. The proper adaptation of the result tells that using small k and u expansion of the quasi-one-dimensional Montroll-Weiss equation (15) when keeping the ratio k/u fixed we find,
This result was obtained in the limit of long times asymptotically that is the n−th term in the series is valid provided time is large. How large this time is depends on n: the higher n is, the larger times are needed for the validity of the asymptotic form. Thus at however large but finite t the terms of the series fail starting from some large but finite n. Thus, in contrast, to Eq. (86) the resummation of the series given by Eq. (38) does not have to lead to P (x, t) because there is no time for which all terms in the series of Eq. (38) are valid.
It is the finding of [17] that resummation of the series in Eq. (38) still produces function that has physical meaning. That function called the infinite density gives valid description of the tail of P (x, t) but fails in the bulk. This is because the bulk corresponds to small x and large k ∝ 1/x. For very small x very large k are relevant implying that terms with very large n become relevant for the sum. However these terms are not valid at finite t leaving the small x inaccessible for the sum in Eq. (38) .
Since statistics of both x and v are isotropic then,
see Eq. (26) . We find comparing the series in Eqs. (86)- (38),
Remarkably this is independent of dimension and thus coincides with the one-dimensional case (isotropy implies that the geometry disappears from x 2n because of Eq. (39)). The use of these moments for formal reconstruction of the long-time limit of the PDF P (x, t) = δ (|x(t)| − x) of |x(t)| through P A (x, t) defined by,
with x 2n (t) given by Eq. (40) gives on resummation [17] ,
that holds for x = 0. The function P A (x, t) clearly describes the long-time behavior of the moments of |x(t)| via
This function however does not describe the normalization (obtained as n = 0) since P A (x, t) ∼ x −(1+α) for x → 0. Hence P A (x, t) is not normalizable for which reason it is called infinite density. However it does describe the integer order moments
2n dx where P (x, t) is the PDF of the distance to the origin |x(t)|. Thus P (x, t) ∼ P A (x, t) is true for integrals with integer powers. It can be seen that this function describes the tail of the PDF P (x, t) at x ∼ t (that is at large times P (x, t) ∼ P A (x, t) holds for large x ∝ t) while the bulk corresponds to x ∼ t 1/α . This fits that the moments of integer order are determined by the tail of P (x, t) as clarified in the coming Sections. Below we derive the infinite density in d dimensions in different form proving the existence of finite long-time limit lim t→∞ t d−1+α P (tx, t) for arbitrary (anisotropic) statistics of velocity. The descriptions of the bulk and the tail of the PDF together with the moments provide a complete description of the d−dimensional walk with isotropic statistics.
IV. CLT FOR ANISOTROPIC LÉVY WALKS
We start the analysis of the anisotropic LWs with derivation of the generalized CLT that describes PDF P (x, t) of the walker. We consider in this Section random walks whose single step duration's PDF ψ(u) obeys Eq. (9) at small u but we let the range of considered α include α = 2. That is we consider ψ(u) in Eq. (9) with 1 < α ≤ 2. In the case of α = 2 though ψ(τ ) does not obey Eq. (7) with α = 2. This is because Eq. (9) with α = 2 describes the case of finite dispersion of τ given by τ 2 = ψ (u = 0) = 2A. In contrast, for α = 2 Eq. (7) gives τ −3 tail for which the dispersion is infinite. Thus ψ(τ ) obeying Eq. (9) with α = 2 decays faster than τ −3 . We demonstrate that for ψ(u) obeying Eq. (9) with 1 < α ≤ 2 there is finite limit,
that holds for arbitrary statistics of v obeying F (v) = F (−v). It is proper to call this result generalized CLT because for α = 2 it reproduces the central limit theorem,
where the RHS defines g(x) in Eq. (1), the covariance matrix Γ is defined by,
and we used A = τ 2 /2. In Eq. (45) we use Einstein summation rule over the repeated indices. We observe that the units of k in Eq. (45) are t 1/2 /l, units of x are l/t 1/2 and units of Γ are l 2 /t so that the argument of the exponent is dimensionless.
The form of the covariance matrix could be seen considering the second moment of displacement x(t) =
where we used that the law of large numbers implies lim t→∞ N (t) /t = 1/ τ . In the Gaussian α = 2 case the details of statistics of individual steps of the walk become irrelevant in the long-time limit: they get summarized in d(d + 1)/2 independent coefficients of the covariance matrix Γ. The second moments of velocity v p v l determine the long-time statistics of the displacement uniquely. In contrast in α < 2 case the details of the walk influence the displacement's PDF however large time is via |k · v| α . This is non-trivial function of direction of k that depends on which directions of motion are more probable in one step. This is a function of continuous variable rather than Γ that depends on finite number of discrete indices. Here we assume that isotropy is broken -in the isotropic case the degree of universality of α < 2 and α = 2 is the same: |v| α determines uniquely the long-time behavior given by Eq. (30) . Correspondingly infinite variability of shapes of P (x, t) is possible in contrast with fixed Gaussian shape in α = 2 case.
We start the derivation of Eq. (44). The calculation below hold for 1 < α ≤ 2. We use
Thus we have to prove the existence of the limit,
We use that ( k · v = 0),
where we used that F (v) = F (−v) implies [17] ,
This formula holds in α = 2 case as well. We find using Eqs. (49)-(51) in the Montroll-Weiss equation that,
one-dimensional case in [17] . We conclude that,
see Eq. (48). We find performing the integration,
completing the proof of Eq. (44). We find asymptotically at large times that,
This is one of our main results as it provides the generalized CLT for non-isotropic LWs. For isotropic case Eq. (55) reduces to Eqs. (29) . We characterize different statistics of velocity with structure function s(k) that depends on the unit vector k = k/k,
This is defined so that for isotropic statistics s(k) = 1 (in that case we have |k · v| α = |v x | α where |v x | α is determined by Eq. (25)). We have with this definition,
where we use K α defined in Eq. (30) (in anisotropic case K α does not have direct interpretation of diffusion coefficient so this is to be taken as mathematical definition). The PDF of the displacement obeys, 
we find that the distribution factorizes in the product of one-dimensional distributions. Thus in this case the bulk of the PDF coincides with that of independent walks along different axes. In these cases the functional shape is universal.
The chief feature introduced by the passage from one dimension to the higher-dimensional case is that quite arbitrary angular structure of the distribution becomes possible. The structure function s(k) describes positive angular modulation in k−space that changes correspondingly the functional form in real space, see Eq. (59). This function does not seem to obey strong constraints that would strongly limit the possible forms ofL d (x). We stress this fact calling distributionL d (x) 'anisotropic d−dimensional Lévy distribution' in contrast with d−dimensional isotropic Lévy distributions introduced previously [12] in the context of Lévy flights that have universal shape.
Considering marginal distributions of components of x one reduces the problem to one dimension restoring universality of the distribution. Integrating Eq. (58), where L(x) is defined in Eq. (36) and K i is "diffusion coefficient in i−th direction",
Thus marginal PDFs are given by the standard onedimensional symmetric Lévy stable law. In contrast the PDF P (x, t) = δ(|x(t)| − x)P (x, t)dx of the distance x(t) = |x(t)| from the origin is not universal. We find integrating Eq. (58) that,
(see further details for notation choices in the next Section) where we used
where J ν (z) is the Bessel function of the first kind of order ν. We observe that integration over angles implied by the definition of the PDF of the distance from the origin does not bring universal form of the PDF (that would then coincide with the PDF for isotropic statistics). The structure function is present in Eq. (63) and can produce quite different forms of P (x, t). We have using Taylor series for the Bessel function in Eq. (63),
where x d−1 factor describes the contribution of the surface of the sphere of radius x. In the isotropic case we have,
We find using that in isotropic case
The factor of Γ(n + d/2) can be simplified in cases of odd and even dimensions using Γ(n + 1) = n! and Γ(n + 1/2) = 2 −n √ π(2n − 1)!!. In the case of d = 1 the series reproduces the one-dimensional formula [14] .
As mentioned, for arbitrary statistics of velocity there seems to be no constraint on the Taylor coefficients c n that would determine uniquely the functional form of P 0 (x). However despite that the small x expansion of P 0 (x) is not universal, the large x behavior of P 0 (x) is universal. This will be demonstrated in the next Section.
V. UNIVERSAL TAIL OF ANISOTROPIC LÉVY DISTRIBUTION AND LOW-ORDER MOMENTS
In this Section we demonstrate that the PDF of the distance of the walker from the walk's origin has powerlaw tail with universal (independent of statistics of velocity) exponent. This has the implication that moments of distance from the origin with order smaller than α are determined by the bulk of the PDF but moments of higher order are determined by the PDF's tail (whose description is different from Lévy distribution and is provided further in the text). Thus dispersion is determined by the tail of the PDF independently of the statistics of velocity.
We observe from Eq. (63) that,
where we used the Fourier transform representation of the δ−function and restored the definitions of the constants. By using the large argument asymptotic expansion of Bessel function and rescaling integration variable by x, we find
where infinitesimal in the last term is the convergence factor introduced for convergence of the large x expansion found by expanding the exponent in brackets. The leading order term is,
The angular integral gives
where we interchanged the orders of averaging and integration and used that the last integral is independent of v. However since it is independent ofv then it can be obtained takingv in x−direction which gives,
We find using this in Eq. (67),
where we use K α defined in Eq. (30) . It is seen readily from Eq. (66) that the condition of applicability of large x expansion is x K 1/α α (cf. Eq. (62) for checking the units). The x−axis defining k x in the integrand is arbitrary direction in space. We observe that |k x | α averaged over the angles can be found using in Eq. (26) the isotropic statistics with x switched by k:
where we set |k| α = |k| α . We find,
where we performed the integral over angles. We write,
By using integration variable t = ( + i)x we find
We conclude that at x K
For the probability density function we find restoring physical units that at
where we used Eq. (62). Other form is obtained using the value of K α given by Eq. (30),
where we used Γ(α)Γ(1 − α) = π/ sin(πα). In threedimensional and one-dimensional cases we find,
In one dimension this is known result [14, 17, 18] . The coincidence of tails in one-and three-dimensional cases does not have clear origin. In other dimensions including the physically relevant tow-dimensional case the tail is different and dimension-dependent. We conclude that despite that the PDF of x is nonuniversal, its tail obeys universal power-law with decay exponent α + 1. Furthermore though the velocity statistics can be non-isotropic the tail is determined uniquely by v α so effective isotropization occurs. This could look contradicting the non-isotropy of both the bulk and the tail of the PDF demonstrated in previous and coming Sections. In fact isotropization happens only in the leading order term of large x series of P (x, t). It is seen readily from Eq. (66) that the next order term involves the angular integral dk |k · v| α 2 that depends on nonisotropy of the velocity statistics (the orders of integration and averaging can no longer be interchanged because of non-linearity). Thus the large x series of P (x, t) is isotropic in leading order only. We illustrate the conclusions of this Section with twodimensional case of XY Z... model, called non-symmetric x − y model. In this model diffusion coefficients in x and y directions differ so diffusion is non-symmetric. The velocity vector is in x or −x direction with probability λ/2 and in y or −y directions with probability (1 − λ)/2. The magnitude of velocity v 0 is fixed. Thus |k · v|
We find from Eq. (44) that,
This distribution is non-symmetric where asymmetry results from different scaling factors of one-dimensional distributions in x and y−directions. The PDF P (x, t) of the distance x from the origin is (in the previous equation x is x−component of x, below x = |x| with no ambiguity),
This PDF depends on the degree of asymmetry via λ included in K x , K y . In the limits of λ → 0 or λ → 1 it gives LW in the direction of the corresponding axis. When λ = 1/2 we find the distribution of x−y model. In contrast the large x asymptotic form of P (x, t) depends on |v| α = v α 0 only and thus is independent of λ, see Eq. (76). The simplest way of verifying this seems to be using integral representation of L(x) and repeating the steps of the previous derivation in the general case.
The universal power-law tail obtained above has nontrivial implications for the moments of distance from the origin. The moment of q−th order x q (t) diverges at large x is q > α. Consequently the second moment is determined by the tail of the PDF independently of the statistics of velocity. The moments of order 0 < q < α are determined by the bulk of the PDF. We presume that the moments are determined either by the bulk or by the tail of the PDF which is usually the case and is confirmed below. Then demanding self-consistency we find the described conclusions. We find from Eqs. (62),
where the constants c q are given by
where P 0 (x) is given by Eq. (63). For q > α the integral diverges and the formula fails demanding finding the tail of the PDF. This is obtained in Section VII. Before we study the tail of teh distribution we provide consequence of our consideration for sums of random variables.
VI. STATISTICS OF SUM OF POWER-LAW TAILED VARIABLES IN d DIMENSIONS
In this Section we describe the correspondence between our results and distribution of sum of independent identically distributed random vectors whose PDF has power-law tail with infinite dispersion but finite mean, cf. [12, 41] . We observe that at large times the bulk distribution of x(t) is identical with that of,
Indeed, comparing this definition with Eq. (5) we see that equating distributions in the bulk is equivalent to neglecting at large times the displacement due to the last step of the walk. This point is obvious for ordinary random walks but not for LWs: it breaks down for ballistic LW with infinite average duration of the step [19] . In our case the proof of the distributions' equality is done using the Montroll-Weiss equation. It is demonstrated in Appendix A that the Montroll-Weiss equation for the variable x 0 (t) is very similar to that for x(t). The prefactor that is different obeys the small u behavior,
that is identical with that in Eq. (48) . Thus the longtime limits for the bulk of the PDFs of x(t) and x 0 (t) coincide. We obtain characteristic function of
in N → ∞ limit and then demonstrate that it is equivalent to our previous results. We have,
where we used independence of the summands in Y N .
Performing averaging over τ ,
where infinitesimal is introduced because the Laplace transform ψ(u) is defined uniquely for complex u with positive real part. We find performing averaging over v in the small argument expansion of ψ(u) given by Eq. (9),
where we used Eq. (52). This result reproduces Eq. (44) for distribution of x 0 (t) using that with probability one,
where we used the law of large numbers t/N (t) = τ and the limit t → ∞ is assumed. Thus the distribution derived in the previous Section is direct consequence of the distribution of sum of many independent random variables.
VII. INFINITE DENSITY FOR ANISOTROPIC LÉVY WALKS
In this Section we demonstrate that there is the finite limit,
In the next Section we demonstrate that this limit provides the description of the tail of the PDF P (x, t) on scales where |x| ∝ t. We introduceP (x, t) = P (x, t) − δ(x). We have from the Montroll-Weiss equation (15) that the FourierLaplace transformP (k, u) ofP (x, t) obeys,
We use,
We prove the existence of finite limit,
where i stands for "infinite". We have
We use the large t asymptotic forms ( k · v = 0) for ψ which is Laplace transform of ψ(τ ),
holding when the rest of the arguments are held fixed. We neglected higher order terms. The use of these identities in Eq. (89) gives,
We find using Eq. (92) andP (x, t) = P (x, t) for x = 0,
It can be seen readily that in one dimension Eq. (95) reproduces the infinite density obtained in [17] . We can use the way of calculation proposed in that work for finding the integral in Eq. (95). We use series,
where (a) n = Γ(a + n)/Γ(a) = a(a + 1)..(a + n − 1) is the Pochhammer symbol. We find,
where we defined,
The function G α (y) was introduced in [17] where it was demonstrated that,
Thus for finding the inverse Fourier transform (97) we consider,
We observe that,
Thus we find,
where v = vv. We find using the angular δ−function δ a (n) obeying
where ω = vω. This gives that,
We find using Eqs. (97), (99) that (we switch w with dimensions of velocity by v in the final formula) for v = 0,
where I(v) is the infinite density. We separated the dependence in the velocity's PDF F (v) on the magnitude v and directionv and used F (v) = F (−v). This is chief result of our work that provides the infinite density as the statement on the existence of long-time scaling limit of the PDF similar to the central limit theorem or the limit introduced in the previous Section. The point v = 0 describes the region of not too large |x| where Lévy distribution describes P (x, t) well. This region that determines the normalization shrinks in the considered large times' scaling limit to the point x = 0. Infinite density inherits anisotropy of F (v): all angular harmonics present in the expansion of F (v) in spherical harmonics will be present in the expansion of I(v), see Eq. (106) (disregarding degenerate cases when the integral that provides the corresponding coefficient vanishes). Thus in contrast with the case of isotropic statistics described by Eq. (42) the angular structure is non-isotropic when the velocity statistics is not. Furthermore, though anisotropy of the statistics of the single step of the walk influences the distribution in the bulk, described by the anisotropic Lévy distribution, for the tail this influence is more immediate.
The infinite density limit (106) implies that at large times,
This is complementary to the other limit implied by Eq. (57) ,
In fact, both limits characterize different asymptotic regions of the PDF. It is clear from the structure of the scaling limits that Lévy distribution describes the bulk of the PDF whose scale grows proportionally to t 1/α and infinite density describes the tail with |x| ∝ t. In the next Section we demonstrate that the integer order moments are determined by the infinite density tail of the PDF.
VIII. INTEGER ORDER MOMENTS AND DISPERSION AT LARGE TIMES
In this Section we calculate the long-time limit of the moments of integer order from the Montroll-Weiss equation. The basic result that we derive is that
The property F (v) = F (−v) implies that v i v k = 0 for i = k so we can write,
The trace of this equation gives,
This is universal formula that holds in arbitrary dimension for arbitrary (possibly strongly anisotropic) statistics of velocity. In the case of isotropic statistics this reduces to the previously derived Eq. (40) . In one dimension this reproduces the formula of [17] . We observe that directly repeating the steps of onedimensional calculation in [17] with k · v instead of kv we find the asymptotic expansion,
which is direct continuation of Eq. (39) for arbitrary statistics of velocity. For XY Z... model we have
is the corresponding one-dimensional distribution. Thus the inverse Fourier transform is sum of products on onedimensional distribution P 1 (x i , t) times δ−functions of the rest of coordinates. For instance in three dimensions we have
where P 1 (x, t) is the one-dimensional distribution studied in [17] . Correspondingly the temporal growth of the moments is as in one dimension.
Comparing the asymptotic form of P (k, t) with the characteristic function, see Eq. (86),
we read off the moments. We find,
The n = 1 term gives Eq. (110). On the level of dispersion there is no qualitative difference between isotropic and anistoropic statistics of velocity. The formula (111) for x 2 (t) is dimension-independent. This is also true for 2n−th moment of the magnitude of the distance from the walk's origin x 2n (t) ,
as can be seen opening brackets in
n and using Eq. (114). This reproduces Eq. (40) in the isotropic case and reproduces the result of [17, 18] for x 2n (t) in one dimension. Similarly the growth of one of the components is universal:
It is readily confirmed using Eq. (114) and the construction of the infinite density in the previous Section that the identity
holds. The calculation can be done by direct transfer of the calculation in one dimension [17] using k · v instead of kv in the derivations. Thus integer order moments are determined by the infinite density. We saw previously that the moments of order higher than α are described by the tail of the PDF. This confirms that the tail of the PDF is indeed described by the infinite density (unless the tail cannot be reconstructed from moments of integer order which is not the case here). Previous results on the moments coincided with those in one dimension [17] . The difference from the onedimensional case holds when cross correlations of different components of x(t) are considered. We consider the difference in the case of fourth-order moments. We have,
= 0 for i = k so that this formula gives zero. This does not tell that the positive quantity x 2 i (t)x 2 k (t) has zero average but rather this tells that higher order corrections for the asymptotic calculation at large times is needed. This can be done by direct study of the Montroll-Weiss equation.
IX. TAIL OF THE PDF OF ANISOTROPIC LW AND FRACTIONAL ORDER MOMENTS
We observe from Eq. (106) that angular structure of the infinite density, and thus of the PDF's tail, reflects directly the angular structure of the velocity PDF. This is the consequence of that the tail is formed by rare long ballistic flights. We find for the angular average,
We conclude from Eq. (107) that the probability density function of the distance x from the walk's origin obeys,
This has universal asymptotic form at small x,
where v c is characteristic value of velocity. This is independent of dimension and details of statistics of velocity. This coincides with the tail of the Lévy distribution in one and three-dimensional cases, see Eq. (77). In onedimension this was observed in [17] . However in other dimensions there is a multiplicative factor difference between the two asymptotic forms. For I 0 (x) we have,
It can be demonstrated that the small x form of the infinite density and the large x form of the Lévy distribution have to be of the same order. We observe that P L (x, t) in Eq. (108) obeys at large t and v = 0
where we use that at large arguments
would give finite constant contribution in the scaling limit described by the infinite density. This contribution comes from the tail of the Lévy distribution. Then the consideration performed in one-dimensional case in [17] holds in higher-dimensional case demonstrating that the small x form of the infinite density and the large x form of the Lévy distribution have to be of the same order.
Based on the infinite density tail we can readily derive the moments of order higher than α. We have,
This formula holds for q > α where the formula's breakdown at smaller q is signalled by the small x divergence of the integral inc q see Eq. (120). The scaling exponents of the moments depend on the moment's order linearly both at q < α and q > α, albeit with different linear dependencies. This bilinear behavior of the moments of the distance from the origin was observed in the one-dimensional case in [17] and continues to hold in the higher-dimensional case, cf. [? ] .
We find the infinite density in the uniform model with fixed velocity v 0 . In this case the PDF of |v| is δ(v − v 0 ) so that
/α is decaying function of time then at large times the infinite density describes non-trivial region of the the probability density function. We find that if x c (t) < x < v 0 t then,
The probability density function at x > v 0 t vanishes since the particle moving at constant speed v 0 cannot pass distances longer than v 0 t in time t.
X. CONCLUSIONS
We obtained the PDF P (x, t) for d− dimensional Lévy walks. We derived two complimentary limiting distributions describing the PDF at long times.
One of these scalings has origin similar to the central limit theorem providing the d−dimensional counterpart of one-dimensional Lévy distribution that describes the bulk of the PDF. There is however significant difference from the one-dimensional case. In one dimension different statistics of velocity result in the same universal (up to rescaling of the density) shape of the bulk of the PDF P (x, t). This is no longer true in higher dimensions: different velocity statistics result in different shapes of the PDF bulks. Only in the case of isotropic statistics a certain universality holds. This is in sharp contrast with the normal diffusion, where the d−dimensional Gaussian profiles are universal attractors.
We demonstrated that despite the non-universality of the PDF in the bulk region, the tail of PDF of the distance follows the universal power-law with exponent −1 − α. The prefactor of the law depends only on angleaveraged statistics of velocity via |v| α (in contrast the bulk of the PDF depends on probabilities of moving in different directions). That provides direct generalization of the one-dimensional result. Thus dependence on anisotropy of velocity statistics and non-universality of the shape of the PDF in the bulk disappear at large distances where universality is restored. The higher order corrections are anisotropic and non-universal though.
This universality of the tail's exponent guarantees that, independently of details of anisotropy of the statistics, the moments of order smaller than α where 1 < α < 2 are determined by the PDF's bulk. However higher order moments, including dispersion, are due to the PDF's tail.
The existence of the complimentary scaling, unfamiliar in the field until very recently, is the consequence of the scaling of the tail of the PDF ψ(τ ) of the single step duration τ . This limit describes the tail of P (x, t) formed by ballistic motions with very large duration τ . It describes x that scale proportional with t (ballistic scaling). In contrast the displacements described by the bulk of the PDF are formed by accumulation of lots of typical diffusive increments. Thus the bulk describes x that have (anomalous) diffusive scaling proportional to t 1/α (we remark that t 1/α t at large t because of α > 1). The function that describes the PDF's tail is called the 'infinite density' because it is not normalizable. That is caused by divergence of normalization at small arguments. It is important to understand that 'infinite density' is not a probability density function (which must be normalized). The infinite density is a point-like limit of the rescaled PDF and does not have to be normalizable. This is because for different spatial arguments the pointwise limit holds at different times. No matter how large time is, the infinite density never converges to the PDF uniformly in space. For any large but finite time the bulk of the PDF that determines the normalization holds around the origin x = 0 and can be described by the corresponding anisotropic Lévy distribution. The complete picture of the PDF is simpler in three and onedimensional cases. There the small argument form of the infinite density tail continuously transforms in the universal tail of the PDF's bulk. This makes it plausible that intermediate region between the bulk and the tail is described by these asymptotic forms. Both the bulk anisotropic Lévy distribution and its tail shrink to zero when rescaled with ballistic scaling t of the infinite density scaling limit. In the two-dimensional case the intermediate region between the bulk and the tail demands separate study.with different N . This is realized by using identity
that holds for arbitrary infinite sequence of positive numbers τ i and t. Only one term on the RHS is non-zero and is one. This is the term of N renewals for which ≤
i=1 τ i or the last term of no renewals if τ 1 > t. The identity can be used for averaging arbitrary function of τ i as sum of contributions of events with different N . The simplest is the probability P N (t) of having N renewals before the time t is,
where ψ(u) is the Laplace transform of ψ(τ ). The Laplace transform of convolution in Eq. (A2) gives,
where we used ∞ 0 ψ(τ )dτ = 1. This formula includes N = 0 case implying that the Laplace transform of the generating function p(s, t) = s N P N (t) is (|s| ≤ 1)
where we use that ψ(u) ≤ 1 with equality only at u = 0. The normalization condition ∞ N =0 P N (t) = 1 implying ∞ N =0 P N (u) = 1/u is obeyed. The Laplace transform of the average number of renewals N (t) = N P N (t) is,
which can be obtained also from N (u) = ∇ s p(s = 1, u).
We compare the behavior of N (t) in cases with finite and infinite dispersion of τ . If dispersion is finite then the small u behavior of ψ(u) is described by ψ(u) ∼ 1 − τ u + τ 2 u 2 /2. This gives,
where σ 2 = τ 2 − τ 2 . We find the long-time behavior,
see e. g. [47] . Thus the leading order correction to the law of large number is constant. In the case of divergent τ 2 the correction grows with time. Using the small u behavior ψ(u) ∼ 1 − τ u + Au 
This indicates that convergence of N (t)/t to its long-time probability one limit 1/ τ is slower than in the case of finite τ 2 because the average of N (t)/t − 1/ τ decays as t 1−α which is slower than 1/t law of finite dispersion. Similarly for N 2 (u) we find,
In the case of finite τ 2 this has small u behavior,
This gives the long-time behavior,
Using the previous result for N (t) we find for variance,
Thus in the case of finite dispersion of τ variance of N (t) equals the mean up to multiplicative constant. In contras in the case of infinite τ 2 strong violation of Possonicity holds. Using ψ(u) ∼ 1 − τ u + Au α we have,
which gives the long-time behavior,
We find for variance,
where N (t) is small correction to the RHS. We have super-Poissonian behavior,
The PDF that is of interest for us here is that of the particle's displacement x(t) in time t. If N renewals occurred in time t then the displacement x N (t) obeys,
Inserting 1 in P (x, t) = 1 × δ(x(t) − x) in the form given by Eq. (A1) we find for the PDF of the particle's position that
The characteristic function P (k, t) = exp[ik · x(t)] obeys
The Laplace transform over t gives the Montroll-Weiss equation in d dimensions,
.
(A22)
The derivations above hold irrespective of the form of the PDFs of flight times and velocities. The obtained Montroll-Weiss equation differs from that for the so-called jump model where the particle does not move between renewal times so its coordinate obeys,
This model is more similar to the traditional formulation of displacement as sum of large number of independent random variables that holds for ordinary random walks with constant τ . Repeating the steps of the derivation we find that the Montroll-Weiss equation in this case is,
Statistics of random walks given by Eqs. (A19) and (A23) are different though as we demonstrate in the main text are identical in the bulk. 
that can be considered as average over the statistics of k defined by the probability density function P (k),
The writing of the integral as average over a statistical distribution is useful because we can use the cumulant expansion theorem for writing ln exp[ik · r] k as series in r. We find
where d is the dimension of space. We find the dependence of f d on d when f (k) is fixed function. We observe that operator of fractional derivative of order 1/2 whose action on arbitrary well-behaved function h obeys,
is dimension raising,
We use that the identity,
implies
