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Recently, Ozawa and Berthier [M. Ozawa and L. Berthier, J. Chem. Phys., 2017, 146, 014502] studied the
configurational and vibrational entropies Sconf and Svib from the relation Stot = Sconf + Svib for polydisperse
mixtures of spheres. They noticed that because the total entropy per particle Stot/N shall contain the
mixing entropy per particle kBsmix and Svib/N shall not, the configurational entropy per particle Sconf/N
shall diverge in the thermodynamic limit for continuous polydispersity due to the diverging smix. They also
provided a resolution for this paradox and related problems—it relies on a careful redefining of Sconf and Svib.
Here, we note that the relation Stot = Sconf + Svib is essentially a geometric relation in the phase space and
shall hold without redefining Sconf and Svib. We also note that Stot/N diverges with N →∞ with continuous
polydispersity as well. The usual way to avoid this and other difficulties with Stot/N is to work with the excess
entropy ∆Stot (relative to the ideal gas of the same polydispersity). Speedy applied this approach to the
relation above in [R. J. Speedy, Mol. Phys., 1998, 95, 169] and wrote this relation as ∆Stot = Sconf + ∆Svib.
This form has flaws as well, because Svib/N does not contain the kBsmix term and the latter is introduced into
∆Svib/N instead. Here, we suggest that this relation shall actually be written as ∆Stot = ∆cSconf + ∆vSvib,
where ∆ = ∆c + ∆v while ∆cSconf = Sconf − kBNsmix and ∆vSvib = Svib − kBN
[
1 + ln
(
V
ΛdN
)
+ UNkBT
]
with N , V , T , U , d, and Λ standing for the number of particles, volume, temperature, internal energy,
dimensionality, and de Broglie wavelength, respectively. In this form, all the terms per particle are always
finite for N →∞ and continuous when introducing a small polydispersity to a monodisperse system. We also
suggest that the Adam–Gibbs and related relations shall in fact contain ∆cSconf/N instead of Sconf/N .
I. INTRODUCTION
A. The paradox
When studying glasses and glass-like systems, like col-
loids, it is typical to separate the total entropy of a sys-
tem into the configurational and vibrational parts:1–7
Stot = Sconf + Svib. Here, Sconf enumerates the states
around which the system vibrates and Svib corresponds
to the average volume in the phase space for vibrations
around a single such state—i.e., vibrations in a basin of
attraction of a configuration.
The total entropy in the canonical ensemble Stot is
expressed in the standard way through the Helmholtz
free energy Atot, internal energy U and temperature T
as Atot = U − TStot, while Atot is expressed through
the total partition function Ztot as Atot = −kBT lnZtot.
Thus, Stot = U/T + kB lnZtot. In turn, Ztot is ex-
pressed through the configurational integral as Ztot =
1
ΠMt=1Nt!
1
ΛdN
∫
V N
e−UN (~r)/kBTd~r, where Λ denotes the de
Broglie thermal wavelength Λ = h/
√
2pimkBT (given
that all particles have the same mass m). The term
1
ΠtNt!
accounts for “indistinguishability” of constituent
particles: there are in total N particles with M particle
species.8,9 It does not necessarily stem from quantum in-
distinguishability, but rather from our choice which par-
a)Electronic mail: vasili.baranov@gmail.com
ticles we consider interchangeable to still be able to say
that switching a pair of particles leaves the configuration
unchanged.10,11 For example, in colloids of sphere-like
particles it is typical to consider particles with the same
radius to be of the same type, though surface features
apparently can allow to distinguish any pair of parti-
cles. This “colloidal” indistinguishability term is needed
to prevent the Gibbs paradox and define entropy in a
reasonable way (so that the entropy is extensive).8–10 For
hard spheres, UN (~r) = 0 if there are no intersections be-
tween particles and UN (~r) =∞ otherwise.
If we consider entropy per particle Stot/NkB (in units
of kB), it contains the term
1
N ln
(
1
ΠtNt!
)
. With the help
of the Stirling approximation ln(N) = N ln(N)−N , one
obtains for the thermodynamic limit N →∞12
1
N
ln
(
1
ΠtNt!
)
= 1 + smix − ln(N), (1)
where smix = −
∑M
t
Nt
N ln
Nt
N is the mixing entropy per
particle (in units of kB) or the information entropy of the
particle type distribution. This quantity diverges in the
thermodynamic limit in the case of a continuous parti-
cle type distribution12,13— for example, if spherical col-
loidal particles have a continuous radii distribution f(r).
Indeed, if we discretize the distribution with the step δ,
then Nt = Nf(rt)δ in the limit δ → 0 and
smix = −
∫
f(r) ln(f(r))dr − ln(δ), δ → 0. (2)
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2The mixing entropy per particle diverges due to the di-
verging ln(δ) term. In information theory, it is typical to
work with the differential entropy when dealing with con-
tinuous probability distributions,14,15 where the differen-
tial entropy is the right hand side of Eq. (2) without the
− ln(δ) term, sdif = −
∫
f(r) ln(f(r))dr. Given that for a
uniform distribution in the interval [a, b] sdif = ln(b−a),15
sdif of an arbitrary function is its information entropy
(smix) with respect to the uniform distribution in a unit
interval [0, 1]. The ln(N) term in Eq. (1) does not pose
a problem in the thermodynamic limit, because it is in
fact incorporated into the ln(V/ΛdN) term in Stot/NkB
(cf. Eq. (6) below). Of course, to ensure applicabil-
ity of the Stirling approximation, limits N → ∞ and
δ → 0 shall be taken carefully: we shall always ensure
that Nδmin f(r)  1. If f has an infinite support,
e.g. [0,+∞), we have to sample radii from an interval
[0, R(N)) (where R → ∞ with N → ∞), still imposing
Nδ min
[0,R)
f(r)  1. To ensure that the Stirling approxi-
mation becomes precise in the thermodynamic limit, we
can choose a certain scaling for a = Nδmin f(r) as well.
For example, for f(r) with a finite support (and a fixed
fmin = min f(r)), we can select a(N) =
√
N or in gen-
eral a(N) = Nγ , γ < 1, so that δ = Nγ−1f−1min → 0 with
N →∞.
Now, if we restrict the phase space only to a cer-
tain basin of attraction Vbasin, we can write similar to
Stot Svib = U/T + kB lnZvib. Zvib is often written as
Zvib =
1
ΠtNt!
1
ΛdN
∫
basin
e−UN (~r)/kBTd~r. But for every
basin of attraction there are exactly ΠtNt! equivalent
basins due to particle permutations. Because the ΠtNt!
terms are compensated, Zvib shall actually be expressed
as Zvib =
1
ΛdN
∫
basin
e−UN (~r)/kBTd~r.12 This fact was re-
alized for monodisperse systems long ago.16–18
If we now consider the equation Stot/kBN =
Sconf/kBN+Svib/kBN , Stot/kBN contains the smix term
while Svib/kBN does not. Ozawa and Berthier
12 pointed
out that there are several problems with this. Firstly, it
means that Sconf/kBN shall diverge in the thermody-
namic limit for a continuous particle type distribution
with diverging smix. Secondly, if we take a colloid with
spherical particles of equal size and introduce a slight
polydispersity, smix will exhibit a jump (from zero to a
non-zero value, e.g. ln 2 in the case of a 50 : 50 binary
mixture, however similar particle radii are). Sconf/kBN
will exhibit the same jump. These are the two basic
problems that constitute the paradox.
B. Resolution of Ozawa and Berthier
Ozawa and Berthier suggested12 to carefully redefine
entropies: roughly, to “merge” (besides the ΠtNt! merg-
ing) those basins that have high overlap, i.e., that look
sufficiently similar to each other due to similar parti-
cle types and constituent configurations. This procedure
decreases the effective number of configurations around
which the system is considered to vibrate and compen-
sates the jump in Sconf/kBN when particles are made
only slightly different from each other. In other words,
Sconf/kBN will behave continuously when particles are
made only slightly different from each other. This pro-
cedure also essentially decreases the number of particle
species and keeps smix finite. Ref.
12 assumes that origi-
nal basins (before redefinitions) are defined in some sort
of a free energy landscape19,20 (e.g., emerging from the
density-functional theory, where a state is a particular
spatial density profile).
C. Motivations for another resolution
The resolution of Ozawa and Berthier is perfectly valid,
but it relies on “merging” the basins with high over-
lap and is thus not applicable if for some reason we do
not want to do any redefinition or “merging” of basins
(except for the ΠtNt! merging), even if they have high
overlaps. One popular definition of basins uses steepest
descents in the potential energy landscape (PEL).21–24
Sconf is then defined
5,8,9,25 through the number of lo-
cal PEL minima or inherent structures21,22,24 (that still
have to be merged due to the “colloidal” indistinguisha-
bility of particles). The vibrational entropy is then de-
fined through basins of attraction in the PEL. For hard
spheres, one has to use a pseudo-PEL,24 where inher-
ent structures correspond24,26,27 to jammed configura-
tions. These definitions are mathematically precise and
allow splitting the phase space into basins even for the
ideal gas. For simple systems, decomposition of the
phase space into basins can be done numerically by doing
steepest descents from many starting configurations.25,28
The resolution of Ozawa and Berthier is not applica-
ble to these definitions (i.e., if we require keeping the
basins from these definitions unchanged), but the rela-
tion Stot = Sconf +Svib shall be valid, because it is essen-
tially a geometrical relation that tells us how the phase
or configuration space is split into volumes around some
points. It shall be valid for an arbitrary decomposition of
the configuration space into basins, the only requirement
being the saddle point approximation.1
D. Other previous resolutions
We mentioned that Stot/NkB contains smix. It means
that Stot/NkB alone has all the problems that Ozawa
and Berthier were solving: (i) discontinuity with intro-
duction of a small polydispersity into a monodisperse sys-
tem and (ii) divergence with a continuous particle type
distribution. This is not a severe problem, because in
experiments only entropy differences or entropy deriva-
tives matter (Sconf is such a difference). But whenever
an equation containing Stot/NkB is valid in the polydis-
perse case, there shall be other terms that cancel smix
exactly. Thus, it makes sense to write such equations
3through non-diverging terms, when all equivalently di-
vergent terms are omitted. Hence, a lot of well-known
papers on hard-sphere fluids and glasses, including the
classical ones by Carnahan and Starling, work solely with
the excess entropy ∆Stot (with respect to the ideal gas of
the corresponding particle size distribution), which does
not contain the unpleasant term smix.
1,17,18,29–32 For ex-
ample, the equation that connects Stot, the chemical po-
tential µ and reduced pressure Z = pV/NkBT in equi-
librium polydisperse hard-sphere systems is written as
∆Stot/NkB = Z − 1− 〈∆µ〉/kBT .13,29–31
Speedy used the same approach of working with excess
quantities when studying glassy systems of hard spheres
and the relation Stot = Sconf + Svib as early as in 1998.
1
He wrote this relation in the form ∆Stot = Sconf +∆Svib.
As we explained above, this form seems to be not the
complete resolution of the problems with these quantities
as well, because Svib/NkB does not actually contain the
smix term, so it is rather introduced into the ∆Svib/NkB
instead of being removed.
E. Overview of our resolution
We believe that the general strategy of working with
excess quantities is the one to follow, but the approach of
Speedy1 shall be slightly revised. We show that instead
of writing ∆Stot = Sconf+∆Svib one has to write ∆Stot =
∆cSconf +∆vSvib, where ∆c is an operator that subtracts
kBNsmix and ∆v is an operator that subtracts kBN [1 +
ln
(
V
ΛdN
)
+ UNkBT ]. Together, they are equivalent to ∆
(in the operator sense, if all the operators are applied to
a common variable, ∆ = ∆c + ∆v).
We start our discussion with an example of 1D hard
“spheres” (rods) in a non-periodic system and then intro-
duce the general case. We always assume that basins are
defined through steepest descents in the (pseudo-)PEL
and focus the discussion on hard spheres for simplicity.
Essentially, the main idea of the paper is how exactly
we have to distribute the terms from the ideal gas entropy
(subtracted from Stot to get ∆Stot) between Sconf and
Svib. They are distributed in an uneven way, similar to
the relation ∆Stot/NkB = ∆Z − 〈∆µ〉/kBT = Z − 1 −
〈∆µ〉/kBT .
F. The Adam–Gibbs and related relations
As pointed out by one of the reviewers, this work
would be incomplete without discussing which form of
the configurational entropy shall be present in the Adam–
Gibbs relation7,33,34 (or in general any relation that
connects the relaxation time of a system and Sconf,
e.g., the one from the Random First Order Transition
theory7,34–36). The Adam–Gibbs relation expresses the
relaxation time of the system τR through Sconf/N as
τR = τ0 exp
(
A
TSconf/N
)
, where τ0 and A are constants.
123
132
213
231
312 321
FIG. 1. Configuration space of N = 3 one-dimensional par-
ticles with non-periodic boundary conditions. Numbers like
“231” denote the order of particles in a corresponding jammed
configuration. Reproduced with modifications from Ref.37
As explained above, Sconf/N diverges for systems with
continuous polydispersity for N →∞, which means that
τR ≡ 0 for such systems according to the Adam–Gibbs
theory. It is also natural to assume that any relation for
τR shall be continuous with respect to adding a slight
polydispersity to a monodisperse system, because relax-
ation dynamics will remain almost unchanged. Sconf/N
has a jump in such a case, and τR from the Adam–Gibbs
relation will have it as well. These two unphysical proper-
ties of the Adam–Gibbs relation indicate that it shall be
amended. We show below that our ∆cSconf/N is always
finite and continuous and is thus a natural candidate for
the Adam–Gibbs and similar relations for the relaxation
time. We discuss this aspect in more detail in Section
IV.
II. EXACTLY SOLVABLE EXAMPLE: 1D RODS IN A
NON-PERIODIC INTERVAL
Let us look at first at a very simple 1D system: several
rods (1D hard spheres) in a non-periodic interval. For 3
rods, one can visualize the entire configuration space.
The phase space of 1D hard rods is never ergodic (but a
single basin is), but we don’t currently require ergodicity,
because we only try to split the total configuration space
into basins of attraction and look how different quantities
scale with the number of particles.
The complete configuration space is presented in Fig.
1. It is a variant of Fig. 2 in Ref.16, but these authors
assumed periodic boundary conditions.
If all 3 particles can be distinguished from each other,
there are 6 jammed configurations: 123 132 213 231
4312 321 or N ! in the general case. If the particles are
monodisperse (of diameter A), it is essentially one con-
figuration of indistinguishable particles: AAA. Let us as-
sume now that the particles are bidisperse, #1—of type
(diameter) A, #2 and 3—of type B. If we treat them
as indistinguishable, there are three jammed configura-
tions: ABB, BAB, BBA or N !ΠtNt! in the general case.
The configurational entropy has a jump after switching
to the bidisperse system, but this is natural, while there
are more distinct jammed configurations now. The total
entropy has an equivalent jump.
Let us examine the vibrational, total, and configu-
rational entropies of such a system. We assume for
simplicity zero solid volume fraction of a system, ϕ =
Vspheres/Vbox = 0. The total volume of the configuration
space is in this case simply Itot = V
N . The total parti-
tion function is Ztot =
1
ΠtNt!
1
ΛdN
V N , where we write Λd
with d for dimensionality for the general case.
If all particles are treated as distinguishable, the num-
ber of jammed configurations is NdistJ = N !(= 6) and the
average volume of a basin of attraction if all particles are
treated as distinguishable is Idistvib =
V N
N ! (each green sim-
plex in Fig. 1). We can trivially write Itot = N
dist
J I
dist
vib
or V N = N !V
N
N ! .
If we treat particles as indistinguishable, we have to
merge some jammed configurations to treat as a single
one (divide NdistJ by ΠtNt!) and have to merge some
basins of attraction to treat as a single one (multiply
Idistvib by ΠtNt!). The number of jammed configurations if
particles are treated as indistinguishable is thus N indJ =
N !
ΠtNt!
(= 3). The average volume of a basin of attrac-
tion if particles are treated as indistinguishable is thus
I indvib = ΠtNt!
V N
N ! (=
V N
3 ). In Fig. 1, we have to merge the
green tetrahedra in pairs. We can write similar to the dis-
tinguishable case Itot = N
ind
J I
ind
vib . The vibrational parti-
tion function is then Z indvib =
1
ΠtNt!
1
ΛdN
I indvib =
1
ΛdN
V N
N ! . As
mentioned in the introduction, the multiplication by the
number of permutations and the division by this number
due to basin multiplicity always cancel out.
The total entropy per particle is expressed for our sys-
tem as Stot/kBN = U/NkBT +
1
N lnZtot = U/NkBT +
1 + smix + ln
(
V
ΛdN
)
. The vibrational entropy per
particle (of indistinguishable particles) is expressed as
Svib/kBN ≡ Sindvib/kBN = U/NkBT + 1N lnZ indvib =
U/NkBT+1+ln
(
V
ΛdN
)
. The configurational entropy per
particle (of indistinguishable particles) is by definition
Sconf/kBN ≡ Sindconf/kBN = 1N lnN indJ = 1N ln N !ΠtNt! =
smix.
Naturally, these results conform to the equation
Stot/kBN = Sconf/kBN + Svib/kBN , which is just an-
other expression for the relation Itot = N
ind
J I
ind
vib . The
following result is surprising, though: the smix term from
Stot/kBN is consumed on the right side of the equation
by Sconf/kBN and the terms 1 + ln
(
V
ΛdN
)
+ UNkBT from
Stot/kBN are consumed on the right side of the equa-
tion by Svib/kBN . Svib/kBN does not contain the mix-
ing contribution, because 1ΠtNt! stemming from indistin-
guishability is exactly compensated by ΠtNt! stemming
from basin multiplicity. Thus, one can write
∆Stot = ∆cSconf + ∆vSvib, (3)
where
∆cSconf
kBN
=
Sconf
kBN
− smix and
∆vSvib
kBN
=
Svib
kBN
− 1− ln
(
V
ΛdN
)
− U
NkBT
.
(4)
All the terms in Eq. (3) if taken per particle are finite
in the thermodynamic limit even for continuous particle
size distributions and continuous with introduction of a
small polydispersity to a monodisperse system.
III. GENERAL THEORY, ARBITRARY d
At first, we routinely derive the relation for the total
entropy and demonstrate that Stot/kBN contains smix +
ln
(
V
ΛdN
)
in the general case.
Then, we show that the relation Stot = Sconf + Svib is
truly a geometrical one and requires only a saddle point
approximation. This approximation is actually exact in
the thermodynamic limit.
Our next and main aim is then to show that the
vibrational entropy per particle shall contain the term
ln
(
V
ΛdN
)
, but not smix in the general case as well, if “col-
loidal” indistinguishability of particles is treated care-
fully. It will mean that smix is contained in Sconf/kBN .
To investigate the volume of basins of attraction
at arbitrary ϕ, we use a variant of thermodynamic
integration.2,5,8,32,38,39
We use the same superscripts as before: “dist” as if
all particles are distinguishable and “ind” as if particles
of the same type (radius) are indistinguishable, implying
that Sconf ≡ Sindconf and Svib ≡ Sindvib .
A. Total entropy
For the ideal gas, the integral
∫
V N
e−UN (~r)/kBTd~r =
V N . Thus, the entropy of the ideal gas S◦tot is expressed
with the help of S◦tot = U/T + kB lnZ
◦
tot as
S◦tot
NkB
=
U
NkBT
+ 1 + smix + ln
(
V
ΛdN
)
, (5)
where U/NkBT = d/2 (= 3/2 for d = 3). We assume
for the ideal gas the same relative particle radii distribu-
tion f(r/〈r〉), but with 〈r〉 → 0. The total entropy per
particle can then be expressed as
Stot
NkB
=
S◦tot
NkB
+
∆Stot
NkB
=
=
U
NkBT
+ 1 + smix + ln
(
V
ΛdN
)
+
∆Stot
NkB
,
(6)
5where ∆Stot/NkB = (Stot − S◦tot)/NkB =
1
NkB
ln
(
1
V N
∫
V N
e−UN (~r)/kBTd~r
)
is the excess en-
tropy per particle in units of kB . It can be shown
through the definition of pressure p = −(∂Atot/∂V )N,T
that for hard spheres
∆Stot
NkB
= −
ϕ∫
0
Z(ϕ′)− 1
ϕ′
dϕ′, (7)
where ϕ = Vspheres/Vbox is the solid volume fraction
(packing density) and Z(ϕ) = pV/NkBT is the reduced
pressure (cf. Appendix 2 a).1,29,31,32 Eq. (7) can be re-
garded as a special case of thermodynamic integration.
The quantity ∆Stot/NkB does not share problems for
Stot/NkB mentioned above (divergence and discontinu-
ity). Additionally, it does not contain the term ln
(
V
ΛdN
)
.
Thus, ∆Stot/NkB depends on ϕ only and does not de-
pend on the temperature T (which is indirectly present
in Λ).
B. Saddle point approximation: separation of the total
entropy
Even in the monodisperse case, the total volume of
the configuration space Itot and the available volume of
a basin of attraction I indvib depend on ϕ. The quantity
I indvib is expressed (in the general—polydisperse—case) as
I indvib = ΠtNt!I
dist
vib , where I
dist
vib =
∫
basin
e−UN (~r)/kBTd~r.
With d > 1, there are jammed configurations at dif-
ferent densities.26,40–44 Hence, there is a “density of jam-
ming densities” N indJ (N,ϕJ). We assume that properties
of I indvib depend only on N , ϕ, and ϕJ (not on a particular
basin of attraction), so we write I indvib (N,ϕ, ϕJ).
1,5 Thus,
we express the volume of the configuration space as
Itot(N,ϕ) =
1∫
ϕ
N indJ (N,ϕJ)I
ind
vib (N,ϕ, ϕJ)dϕJ . (8)
For any fixed N , N indJ (N,ϕJ) and I
ind
vib (N,ϕ, ϕJ) shall
depend on ϕJ as follows: N
ind
J shall decrease rapidly
with the increase of ϕJ (and more rapidly with larger
N), as indicated by numerous results on the configu-
rational entropy and relaxation times,1,2,4,41,45–47 while
I indvib (N,ϕ, ϕJ) increases rapidly with increasing ϕJ (if
ϕ is fixed as well). The last statement is just an-
other formulation of the fact that basins of attraction
decrease in volume when ϕ approaches ϕJ for a fixed
N . Thus, the integrand in Eq. (8) has a sharp maxi-
mum and we can replace the integral with Itot(N,ϕ) =
N indJ (N,ϕDJ)I
ind
vib (N,ϕ, ϕDJ)w(N,ϕ), where ϕDJ is the
“dominant” jamming density, given by the maximum of
the integrand, and w(N,ϕ) represents the “width” of the
peak in the integrand.1,41,46,48 It is usually believed that
it is subexponential, so when we switch to entropies per
particle (take the logarithm and divide by N), the term
with w(N,ϕ) disappears. Thus, we can just write
Itot(N,ϕ) = N
ind
J (N,ϕDJ)I
ind
vib (N,ϕ, ϕDJ). (9)
It means that we essentially have to discuss the same
form of the separation into configurational and vibra-
tional parts as in the 1D case:
Stot(N,T, ϕ) = Sconf(N,ϕDJ)+Svib(N,T, ϕ, ϕDJ). (10)
We make some remarks on the function ϕDJ(ϕ) in Ap-
pendix 2 c.
C. Vibrational entropy through thermodynamic
integration
Our aim here is to find whether Svib/kBN contains
the smix and ln
(
V
ΛdN
)
terms. Though we state as early
as in the introduction that smix shall not be present in
Svib/kBN due to compensating pre-integral terms, here
we show explicitly that smix is not hidden in Svib/kbN
through the integral
∫
basin
e−UN (~r)/kBTd~r either. We
choose a certain variant of thermodynamic integration
for our purpose, but the possibility to practically imple-
ment it for real systems is of no concern to us. It is a
variant of a tether method of Speedy17 or of a cell method
of Donev et al.32
We want to find the volume of the available part of
a certain basin of attraction (with the jamming density
ϕJ) if the current volume fraction of the system is ϕ.
At first, we do not multiply this volume by ΠtNt!; thus,
we want to find the vibrational partition function of a
single basin Zsinglevib =
1
ΠtNt!
1
ΛdN
∫
basin
e−UN (~r)/kBTd~r =
1
ΠtNt!
1
ΛdN
Idistvib (while Zvib = ΠtNt!Z
single
vib ).
We imagine that this basin of attraction in the PEL
can somehow be ideally determined (e.g., by perform-
ing steepest descents in the PEL for all possible starting
points25,28). Then, we restrict the phase space to this
particular basin. If a hard-sphere system during its dy-
namics reaches the boundary of this basin, it is elastically
reflected from the boundary.
Now, we apply the tether method of Speedy.17 We
imagine that the center of each sphere is attached with a
tether to a point where this center is located in the corre-
sponding jammed configuration. Alternatively, the cen-
ters of particles are surrounded with imaginary spherical
cells, where the radius of a cell equals the tether length
for this sphere Li. When a sphere center reaches its cell
wall during molecular dynamics, it is elastically reflected.
For such a system, the vibrational Helmholtz free energy
Asinglevib = −kBT ln(Zsinglevib ) is additionally parameterized
by radii of cells Li. If we imply Li = λRi, A
single
vib is a
function of λ. Asinglevib (λ = ∞) coincides with the vibra-
tional free energy without cells.
Thermodynamic integration over λ implies that the
change in Asinglevib (λ) is equal to the work that particle
6centers perform on the walls of their cells during the cell
expansion,1,32 i.e.
Asinglevib = A
single
vib (λmin)−N〈
∫ ∞
λmin
pcdυ(λ)〉cells, (11)
where pc is the pressure on the cell walls and υ(λ) is the
volume of a cell, υi(λ) = (4/3)piL
3
i = λ
3Vsp,i, where Vsp,i
is the volume of the ith particle.
We can express the work on the wall of
the cells through dimensionless quantities as
NkBT 〈
∫∞
λmin
Zc
dυ(λ)
υ(λ) 〉cells, where Zc = pcυ/kBT is
the reduced pressure on the cell walls. Reduced pressure
is expressed in the general case as Z = pV/NkBT , but
the pressure on each cell wall is counted from exactly
one particle.
If λmin is sufficiently small and spheres located
in minimal cells can never intersect, Zsinglevib (λmin)
can be expressed trivially as 1ΠtNt!
1
ΛdN
ΠNi (4/3)piL
3
i =
1
ΠtNt!
1
ΛdN
ΠNi Vsp,iλ
d
min =
1
ΠtNt!
1
ΛdN
λdNminΠ
N
i Vsp,i. The
same result can be obtained from the fact that Zc = 1
for λ ∈ [0, λmin).
Now, if we switch to entropies per particle
Ssinglevib /NkB = U/NkBT − Asinglevib /NkBT , we get (us-
ing Eq. (1)) Ssinglevib /NkB =
U
NkBT
+ 1 + smix − ln(N) −
ln(Λd) + ln(λdmin) + 〈ln(Vsp)〉+ 〈
∫∞
λmin
Zc
dυ(λ)
υ(λ) 〉.
We would like to switch now to ln(〈Vsp〉). We do this
by simply writing
〈ln(Vsp)〉 = α+ ln(〈Vsp〉), (12)
where α = 〈ln(Vsp/〈Vsp〉)〉 is some dimensionless quantity
that characterizes the particle radii distribution. Con-
trary to smix, it remains finite for all but very exotic
distributions (cf. Appendix 1). For the monodisperse
case, α = 0.
After switching to 〈Vsp〉, we can introduce the density
term V/N given that ϕ = N〈Vsp〉/V and ln(〈Vsp〉) =
ln(V ϕ/N). We finally write
Ssinglevib
NkB
=1 + smix − ln(N)
+
U
NkBT
+ ln
(
V
ΛdN
)
+ 〈ln
(
Vsp
〈Vsp〉
)
〉
+ ln(ϕλdmin) + 〈
∫ ∞
λmin
Zc
dυ(λ)
υ(λ)
〉.
(13)
As mentioned, we are really interested in Svib/NkB ≡
Sindvib/NkB = S
single
vib /NkB +
1
N ln(ΠtNt!), where each
basin of attraction is counted ΠtNt! times. The terms
1 + smix − ln(N) in Eq. (13) cancel out exactly and we
write
Svib
NkB
=
U
NkBT
+ ln
(
V
ΛdN
)
+ 〈ln
(
Vsp
〈Vsp〉
)
〉
+ ln(ϕλdmin) + 〈
∫ ∞
λmin
Zc
dυ(λ)
υ(λ)
〉.
(14)
Eq. (14) shows that Svib/NkB contains ln
(
V
ΛdN
)
and
does not contain smix, which means that smix shall be
consumed by Sconf/NkB to make the relation Stot =
Sconf + Svib hold. The choice of λmin is not particu-
larly important: any changes in the choice of λmin will
be incorporated by 〈∫∞
λmin
Zc
dυ(λ)
υ(λ) 〉. In Appendix 1, we
demonstrate that the free volume equation of state49–51
for hard spheres immediately follows from Eq. (14). It
is an approximate equation of state, but in the the limit
ϕ → ϕJ it asymptotically equals the “polytope” equa-
tion of state by Salsburg and Wood,16,52 which can be
derived from first principles for the limit ϕ → ϕJ . We
also demonstrate in Appendix 1 that α from Eq. (12)
can not contain smix, even indirectly.
D. Our resolution of the paradox
Eq. (14) shows that Svib/NkB does not contain the
smix term but contains the ln
(
V
ΛdN
)
term, which means
that smix from Stot/NkB (Eq. (6)) shall be consumed by
Sconf/NkB to make the relation Stot = Sconf +Svib hold.
The only remaining question is which entropy contains
the unity from the ideal gas entropy per particle, Eq.
(5). This unity has to be removed from one of the terms
(Svib/NkB or Sconf/NkB) if we subtract the ideal gas
entropy S◦tot from Stot.
The answer to this question is not provided by Eq.
(14) directly, but we expect that this unity is contained
in Svib/NkB , because that is what happens in the one-
dimensional case. Also, smix = 0 for the monodisperse
case and we assume as usual that Sconf(N,ϕJ)/NkB
decreases with the increase in ϕJ and reaches zero at
some ϕJ .
1,2,4,41,45–47 If unity shall be subtracted from
Sconf(N,ϕJ)/NkB , Sconf(N,ϕJ)/NkB decreases to unity
in the monodisperse case, not to zero, and this is physi-
cally unrealistic.
Thus, we suggest to write the relation Stot = Sconf +
Svib as
∆Stot = ∆cSconf + ∆vSvib, (15)
where
∆cSconf
kBN
=
Sconf
kBN
− smix and
∆vSvib
kBN
=
Svib
kBN
− 1− ln
(
V
ΛdN
)
− U
NkBT
.
(16)
All the quantities from Eq. (26) if taken per particle are
• finite in the thermodynamic limit even for a con-
tinuous particle type distribution (polydispersity),
• continuous when introducing a small polydispersity
to a monodisperse system,
Additionally, ∆cSconf(N,ϕJ)/kBN is supposed to de-
crease to zero with the increase of ϕJ . For hard spheres,
7all the terms from Eq. (26) if taken per particle are also
independent of the temperature T and depend only on ϕ
and ϕJ .
It may seem surprising that the terms from the ideal
gas entropy S◦tot are distributed between Sconf and Svib,
but exactly the same situation occurs for the well-known
relation ∆Stot/NkB = ∆Z − 〈∆µ〉/kBT (which stems
from the expressions for the Gibbs free energy).13,29–31
Here, the unity from Eq. (6) is consumed in the excess
reduced pressure ∆Z = Z − 1, while smix + ln
(
V
ΛdN
)
are consumed in the average excess chemical potential
〈∆µ〉/kBT . Indeed, the ideal gas chemical potential for a
single particle type µ◦i is expressed
13 as
−µ◦i
kBT
= ln
(
V
ΛdNi
)
and −〈µ
◦〉
kBT
=
∑
i ln
(
V
ΛdNi
)
Ni
N = smix + ln
(
V
ΛdN
)
. The
U/NkBT term from Eq. (6) is actually consumed by the
omitted ∆U/NkBT term, which is always zero for hard
spheres.
IV. THE ADAM–GIBBS AND RANDOM FIRST ORDER
TRANSITION THEORIES
The Adam–Gibbs (AG) relation7,33,34 connects the re-
laxation time of a (glassy) isobaric system to the config-
urational entropy per particle:
τR = τ0 exp
(
A
TSconf/N
)
, (17)
where τ0 and A are constants. Eq. (17) corresponds to
Eq. (21) in the original paper of Adam and Gibbs.33 Eq.
(21) in the original paper does not contain the number
of particles, but Sc in the original notation is the molar
configurational entropy. The relaxation time is often as-
sociated with the asymptotic alpha-relaxation time53–56
or the inverse diffusion coefficient.1,56
As explained in Section I A, Sconf/N diverges (along
with smix) in the thermodynamic limit for systems with
continuous polydispersity. This alone indicates that the
form (17) shall be amended (otherwise, τR ≡ 0). Ad-
ditionally, Sconf/N exhibits a jump when introducing a
small polydispersity into a monodisperse system, and the
corresponding jump would be induced into Eq. (17).
This is unphysical, because the relaxation dynamics shall
remain almost unchanged if a small polydispersity is in-
troduced into a monodisperse system. We demonstrated
that ∆cSconf/N is always finite and continuous when in-
troducing a small polydispersity into a monodisperse sys-
tem. We thus believe that any relation connecting the
relaxation time or an equivalent quantity to the config-
urational entropy per particle shall actually depend on
∆cSconf/N :
τR = f(∆cSconf/N), (18)
Now, we provide a more elaborate explanation for the
classical AG theory.
The AG theory assumes that a system is composed
of relatively independent “cooperatively rearranging re-
gions” (CRR), i.e., portions of the system that can un-
dergo structural changes relatively independent of other
regions, neighboring or not. A structural change (or co-
operative rearrangement) of a region means a transition
between different states (different basins of attraction in
the potential energy landscape of this region). Some of
the regions (subsystems) may not be able to perform
structural changes because they have only one state avail-
able. Adam and Gibbs assume that the relaxation rate
of the entire system is proportional to the fraction of re-
gions that can in principle undergo a structural change.
They arrive at the following equation (Eq. (11) in their
original paper33):
τR(T ) = τ0 exp
(
z∗∆µ
kBT
)
, (19)
where τ0 and ∆µ are approximately independent of T ,
while z∗ is the minimal number of constituent elements in
a subsystem that can undergo a structural change (con-
stituent elements are molecules, monomeric segments in
case of polymers, or hard spheres in case of colloids).
Then, Adam and Gibbs demonstrate that the config-
urational entropy of a cooperatively rearranging region
sCRR is related to the number of its constituent elements
as z SconfN = sCRR, which is quite a natural result (to get
sCRR, we multiply the configurational entropy per parti-
cle by the number of particles in a region). They write
this relation directly for z∗:
z∗
Sconf
N
= s∗CRR, (20)
which is Eq. (20) in the original paper.33 s∗CRR here is
the critical entropy corresponding to the minimum region
size. Note that the original notation is slightly different:
the authors write the Avogadro number NA instead of
N (which is because they denote with Sconf the molar
configurational entropy), while N in their paper denotes
the number of cooperatively rearranging regions.
Next, Adam and Gibbs write the following: “there
must be a lower limit z∗ to the size of a cooperative sub-
system that can perform a rearrangement into another
configuration, this lower limit corresponding to a critical
average number of configurations available to the sub-
system. Certainly, this smallest size must be sufficiently
large to have at least two configurations available to it
... For the following, however, we need not specify the
numerical value of this small critical entropy [s∗CRR]”.
We know now that for systems with continuous poly-
dispersity both sides of Eq. (20) contain the diverging
term z∗kBsmix. After canceling this diverging term on
both sides we arrive at a relation where all the terms are
well-behaving (finite and continuous):
z∗ =
∆cs
∗
CRR
∆cSconf/N
. (21)
8After substituting this result into Eq. (19), we obtain
the modified AG relation
τR = τ0 exp
(
A
T∆cSconf/N
)
. (22)
We note that z∗ can be too small to apply the Stir-
ling approximation to z∗! or at least to one of the con-
stituent particle types to arrive at smix as in Eq. (1).
In this case one can imagine taking a large number of
CRRs of size z∗, NCRR, and writing Eq. (20) for all
of them, NCRRz
∗ Sconf
N = NCRRs
∗
CRR. For a sufficiently
large NCRR, the Stirling approximation applies and we
arrive at Eq. (21) after canceling NCRR on both sides of
the resulting equation.
The following example demonstrates why we have to
subtract kBsmix from Sconf/N in the AG relation. Sup-
pose we have a monodisperse hard-sphere system (smix =
0) where minimum CRRs have a certain size z∗ corre-
sponding to s∗CRR = kB ln(2). Thus, the number of lo-
cal PEL minima of a minimum CRR (if all particles are
treated as distinguishable) isNdistJ = 2z
∗!. Next, suppose
that we introduce a small polydispersity to the system.
In the extreme case, we can just color the particles and
postulate that we distinguish particles by color as well.
For a sufficiently small polydispersity (or for coloring),
NdistJ shall remain unchanged, N
dist
J = 2z
∗!, because the
structure of basins remains almost unchanged. On the
contrary, s∗CRR shall be counted as if particles with equal
radii (or color) are treated as indistinguishable. Thus,
s∗CRR = kB
2z∗!
Πtz∗t !
, where z∗t is the number of particles of
type t among z∗. After applying the Stirling approxima-
tion to the nominator and Eq. (1) to the denominator,
we obtain s∗CRR = kB ln(2) + kBz
∗smix. After canceling
kBz
∗smix on both sides of Eq. (20), we once again ob-
tain Eq. (21). If z∗ is too small to apply the Stirling
approximation to the nominator or denominator, we can
imagine analyzing many CRRs simultaneously and then
cancel NCRR, as suggested in the previous paragraph.
Now, we briefly justify the usage of ∆cSconf/N in the
relaxation time prediction from the Random First Or-
der Transition (mosaic) theory.7,34–36 The equation for
the relaxation time from this theory looks similar to the
original AG relation (17):
τR = τ0 exp
(
C
Y (T )
d
d−θ
T [TSconf/V ]
θ
d−θ
)
, (23)
where Y (T ) is the generalized surface tension coefficient,
θ is the parameter of the theory, and SconfV =
Sconf
N
N
V .
Due to the presence of SconfN , Eq. (23) possesses the same
problems as Eq. (17): τR ≡ 0 for systems with contin-
uous polydispersity and τR is discontinuous when intro-
ducing a small polydispersity to a monodisperse system.
Similarly to the AG relation, we suggest that Sconf/N
shall be replaced by ∆cSconf/N . Indeed, the theory as-
sumes that a (glassy) system consists of a patchwork (mo-
saic) of different metastable regions, while transitions be-
tween different system states occur via nucleation of such
metastable regions (entropic droplets). Their growth is
hindered by the surface tension with neighboring regions,
and the free energy loss at a droplet radius R due to this
tension is ∆Floss ∼ Y Rθ. For the usual surface tension,
θ = d − 1, but the theory only implies that θ ≤ d − 1.
At the same time, it is postulated that droplets get the
“entropic” free energy gain ∆Fgain ∼ −T SconfV Rd: when a
droplet transitions from an “unstable” state with many
available configurations into a metastable state with a
single (on an experimental timescale) available configu-
ration (up to permutations), the free energy correspond-
ing to the configurational entropy of the droplet is re-
leased. Thus, the droplet final radius R0 is obtained
from ∆Floss = ∆Fgain and the free energy barrier of nu-
cleation ∆ equals the maximum value of ∆Floss + ∆Fgain
for R ≤ R0, which leads to ∆ ∼ Y (T )
d
d−θ
[TSconf/V ]
θ
d−θ
, which
after substitution into τR = τ0 exp(∆/kBT ) produces
Eq. (23). As already noted, Sconf/N or Sconf/V are
poorly-behaving quantities, divergent and discontinuous.
Hence, we suggest that the entropic gain shall be cal-
culated through the well-behaving quantity ∆cSconf/V .
Indeed, the kBsmix part of Sconf/N (if calculated per par-
ticle) is always present in any part of the system just due
to system composition and can not be released as the free
energy during the growth of metastable entropic droplets
(and in any other process if a system remains uniform in
composition). The “entropic” free energy gain can thus
happen only up to kBsmix (per particle) and shall in fact
be expressed as ∆Fgain ∼ −T ∆cSconfV Rd. Eq. (23) shall
thus be written as
τR = τ0 exp
(
C
Y (T )
d
d−θ
T [T∆cSconf/V ]
θ
d−θ
)
, (24)
Even if one follows the resolution of Ozawa and
Berthier and redefines the configurational entropy by
essentially redefining the mixing entropy, the redefined
mixing entropy is still inaccessible to the entropic free
energy gain during the growth of metastable droplets.
Thus, the redefined mixing entropy shall still be sub-
tracted from the configurational entropy in Eq. (24) (as
well as in Eq. (22)).
Finally, we specify how Eq. (21) shall look for a hard-
sphere system (following Ref.1 but accounting for ∆c).
For a system of hard spheres, we can express the reduced
pressure as Z = pV/NkBT = p〈Vsp〉/kBTϕ, where 〈Vsp〉
is the average sphere volume. The isobaric assumption
of the AG theory (p = const) implies that in Eq. (21)
A/T = CϕZ(ϕ), where C = Ap/kBVsp = const. We
consequently write for hard spheres
τR(ϕ) = τ0 exp
(
C
ϕZ(ϕ)
∆cSconf(ϕ)/N
)
, (25)
where Sconf(ϕ) = Sconf(ϕDJ(ϕ)) is the equilibrium com-
plexity (cf. Eq. (10)).
9V. CONCLUSIONS
In this paper, we suggest that a natural way to write
the relation Stot = Sconf + Svib is
∆Stot = ∆cSconf + ∆vSvib, (26)
where
∆cSconf
kBN
=
Sconf
kBN
− smix and
∆vSvib
kBN
=
Svib
kBN
− 1− ln
(
V
ΛdN
)
− U
NkBT
.
(27)
All the quantities from Eq. (26) if taken per particle are
• finite in the thermodynamic limit even for a con-
tinuous particle type distribution (polydispersity),
• continuous when introducing a small polydispersity
to a monodisperse system,
Additionally, ∆cSconf(N,ϕJ)/kBN is supposed to de-
crease to zero with the increase of ϕJ .
This resolution does not require any redefinition of
basins of attraction and is in line with usual treatment
of Stot, when only ∆Stot is discussed instead. One may
argue that this is merely a technical rewriting of the
equation for entropies, but we think that working with
some sorts of delta-quantities lies in the nature of en-
tropy. Information entropy for an arbitrary distribution
(basically, smix) diverges when switching to continuous
distributions. Thus, information entropy for continu-
ous distributions is represented in the information the-
ory through the differential entropy, which for an arbi-
trary function is its information entropy with respect to
the uniform distribution in a unit interval [0, 1].14,15 In
statistical physics, we can use even a more natural ap-
proach: measure entropies with respect to the ideal gas
of a corresponding particle size distribution. This paper
essentially discusses how exactly we have to distribute
the terms from the ideal gas entropy S◦tot between Sconf
and Svib.
We also demonstrated that the Adam–Gibbs and the
Random First Order Transition theory relations for the
relaxation time of (glassy) systems shall be written
through ∆cSconf/N or ∆cSconf/V instead of Sconf/N or
Sconf/V , respectively:
τAGR =τ0 exp
(
A
T∆cSconf/N
)
,
τRFOTR =τ0 exp
(
C
Y (T )
d
d−θ
T [T∆cSconf/V ]
θ
d−θ
)
.
(28)
In general, we suggest that any relation that expresses
the relaxation time through Sconf shall in fact depend on
∆cSconf/N :
τR = f(∆cSconf/N). (29)
Our final remark is on how to interpret previous papers
that rely on the separation of entropies. If a paper writes
out the expression for entropies as ∆Stot = Sconf +∆Svib
or implies it, one has to read this relation rather as
∆Stot = ∆cSconf + ∆vSvib. If the authors used the rela-
tion Sconf/N = 0 to define the density of the ideal glass
transition or of the glass close packing limit, this rela-
tion just has to be reinterpreted as ∆cSconf/N = 0 and
the estimated location of either the ideal glass transition
or the glass close packing limit shall be kept unchanged,
though special care shall be taken of course on how ex-
actly the calculations were performed. Similarly, if the
authors used the Adam–Gibbs or Random First Order
Transition (mosaic) theories for validating the values of
Sconf/N against measured relaxation times or for fitting
some unknown parameters, it can well be that these re-
sults hold, but one has to read ∆cSconf instead of Sconf
everywhere in the paper, including the AG or mosaic re-
lations.
The presented results can be useful in understanding
the Edwards entropy8,37,57–59 for polydisperse systems
in granular matter studies. For frictionless particles, the
Edwards entropy is equivalent under some definitions to
the configurational entropy.
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APPENDIX: REMARKS ON THE VIBRATIONAL
ENTROPY AND STATISTICAL PHYSICS OF GLASSES
AND HARD SPHERES
1. Remarks on the vibrational entropy: free volume theory
and polytopes
One may ask whether the α = 〈ln(Vsp/〈Vsp〉)〉 term
from Eq. (12) somehow contains smix indirectly. It does
not, because it remains finite for all but very exotic con-
tinuous distributions, contrary to smix. Indeed, when
discretizing a particle radii distribution f(r) with a step
δ, α =
∫
f(r) ln
(
rd
〈rd〉
)
dr when δ → 0, which is funda-
mentally different from smix in Eq. (2), which contains
the diverging ln(δ) term. Additionally, α is continuous
when introducing a small polydispersity to a monodis-
perse system, contrary to smix. In general, smix can be
made arbitrary different from α—for example, by intro-
ducing particle types with radii infinitely close to some
existing particle types. Then, α will remain almost un-
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changed, while smix can be changed arbitrarily. As an
extreme example, one can introduce particle types by
coloring colloidal particles and postulating that we dis-
tinguish particles by color as well as by radii. Then, α
will remain exactly the same, while smix will change. This
example shows the difference in the nature of smix and α:
smix stems from our conventions on indistinguishability
and α—from geometrical radii.
We can easily determine the largest possible λmin in
Eq. (14). We can take a jammed configuration at ϕJ ,
then scale particle radii linearly by a factor (ϕ/ϕJ)
1/d to
ensure the density ϕ. Now, to maintain the original par-
ticle radii, we scale the entire system (particle radii and
distances between particles) by (ϕJ/ϕ)
1/d. The density
of such a system is still ϕ, the shrunk particles possess
the original particle radii Ri, and the original particles
are enlarged and possess the radii (ϕJ/ϕ)
1/dRi. These
enlarged particles can be treated as initial cells for the
tether/cell method. Such cells will be “jammed”, because
the original particles were jammed at ϕJ . The lengths
of tethers are then (ϕJ/ϕ)
1/dRi − Ri. Thus, a natural
choice for λmin = (ϕJ/ϕ)
1/d − 1 and the ln(ϕλdmin) term
from Eqs. (13) and (14) looks like
ln(ϕλdmin) = d ln(ϕ
1/d
J − ϕ1/d). (30)
If ϕ approaches ϕJ , particles are hardly able to move
further away from tether centers than prescribed by λmin
from Eq. (30). It means that we can assume Zc ≈ 0 for
λ > λmin and thus write
〈
∫ ∞
λmin
Zc
dυ(λ)
υ(λ)
〉 = 0. (31)
in Eqs. (13) and (14), making these equations completely
analytical. Eqs. (13) and (14) will then essentially rep-
resent the free volume theory49–51 for the polydisperse
case, because Eq. (30) essentially describes such free vol-
umes. Eqs. (13), (14), and (30) show that Svib/NkB
(or Ssinglevib /NkB) behave with ϕ in exactly the same way
as for the monodisperse case in the free volume approx-
imation (up to the size distribution-dependent constant
α = 〈ln
(
Vsp
〈Vsp〉
)
〉).
In the same way as we write p = −(∂Atot/∂V )N,T =
kBT (∂ lnZtot/∂V )N,T for the total free energy and the
entire phase space, we can introduce the glass pressure
pg if we assume that only a particular basin of attraction
is left in the phase space (cf. Appendix 2 b). Glass pres-
sure in this formulation has been studied, among other
works, in the papers of Speedy1 and Donev, Stillinger,
and Torquato.5 We write pg = kBT (∂ lnZvib/∂V )N,T .
Repeating the steps from Appendix 2 a, we write in the
same way Zg(ϕ,ϕJ) = pgV/NkBT = 1 − ϕ∂∆Svib/NkB∂ϕ ,
where ∆Svib = Svib − S◦tot. One can also use Ssinglevib ,
depending on the context—Zg does not depend on this
choice. Using Eqs. (14), (30), and (5), we obtain for the
polydisperse case Zg = 1 +
1
(ϕJ/ϕ)1/d−1 , which is a well-
known free volume glass equation of state (previously
derived for the monodisperse case, though).50–52
When Speedy17 and Donev et al.32 applied the origi-
nal tether/cell methods, they could not ideally determine
basins of attraction (the tether method would actually
be quite useless in that case). Still, it is natural to as-
sume that up to a certain λ the system is not be able
to (quickly) leave the original basin of attraction. Thus,
these authors performed the integration in Eqs. (13) or
(14) up to a certain λmax. λmax was determined by a
jump in the measured cell pressure.1,5 Such a jump in-
dicates that the system starts to explore other basins of
attraction. Some more advanced corrections, like extrap-
olating Zc(λ), can also be utilized.
Finally, we note that it is known that the basin of
attraction approaches a polytope when ϕ → ϕJ .52,60
For the monodisperse case, a glass equation of state has
been derived long ago52 for polytopes and slightly later
a complete form of the polytope free energy Avib was
obtained.16 The polytope glass equation of state is equiv-
alent to the free volume one for ϕ → ϕJ and looks like
Zg = 1 +
d
(ϕJ/ϕ)−1 .
52 We found that it was easier for our
purposes to amend the tether/cell method to the poly-
disperse case than to amend the complete computation
of Avib through polytope geometries.
2. Remarks on statistical physics of glasses and hard
spheres
In this section, we use entropies per particle stot =
Stot/kBN , svib = Svib/kBN , and sconf = Sconf/kBN .
It is convenient, because ∆stot = stot − s◦tot is truly a
function of ϕ only, ∆vsvib = svib − 1− ln
(
V
ΛdN
)− UNkBT
is truly a function of ϕ and ϕJ only (as well as ∆svib =
svib−s◦tot), and sconf and ∆csconf = sconf−smix are truly
functions of ϕJ only.
a. Total entropy through pressures
Equilibrium fluid pressure p is routinely defined in the
canonical ensemble through the Helmholtz free energy
Atot = −kBT lnZtot as p = −(∂Atot/∂V )N,T . This re-
lation essentially defines pressures through the partition
function: p = kBT (∂ lnZtot/∂V )N,T . We use the re-
duced pressure (compressibility factor) Z = pV/NkBT .
For hard spheres, it is possible to express Z through the
excess entropy per particle ∆stot. Specifically, by using
the relations A = U − TStot and U = 32NkBT , we write
p = T (∂Stot/∂V )N,T . After utilizing Stot = ∆Stot +S
◦
tot,
we get p = T (∂∆Stot/∂V )N,T + T (∂S
◦
tot/∂V )N,T . The
last term is the ideal gas pressure NkBT . If we switch
to the reduced pressure Z = pV/NkBT , we obtain
Z = V
(
∂∆stot
∂V
)
N,T
+ 1. By replacing V with ϕ through
ϕ = N〈Vsp〉/V (where 〈Vsp〉 is the average sphere vol-
ume), we finally write:
Z(ϕ) = 1− ϕd∆stot(ϕ)
dϕ
. (32)
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Integration of Eq. (32) leads to ∆stot(ϕ) = ∆stot(ϕ0)−
ϕ∫
ϕ0
Z(ϕ′)−1
ϕ′ dϕ
′. If we use the ideal gas as the reference
state, we get
∆stot(ϕ) = −
ϕ∫
0
Z(ϕ′)− 1
ϕ′
dϕ′. (33)
b. Glass pressure and vibrational entropy
In this subsection, we study the relationships be-
tween the glass pressure and the vibrational entropy.
Glass pressure in the present formulation has been stud-
ied, among other works, in the papers of Speedy1 and
Donev, Stillinger, and Torquato,5 but without the cor-
rections in the vibrational entropy needed in the poly-
disperse case. In the same way as we write p =
−(∂Atot/∂V )N,T = kBT (∂ lnZtot/∂V )N,T for the total
free energy and the entire phase space, we can intro-
duce glass pressure pg if we assume that only a par-
ticular basin of attraction is left in the phase space.1,5
We write pg = kBT (∂ lnZvib/∂V )N,T . Repeating the
steps from Appendix 2 a, we write in the same way
Zg(ϕ,ϕJ) = pgV/NkBT and
Zg(ϕ,ϕJ) =1− ϕ∂∆svib(ϕ,ϕJ)
∂ϕ
=1− ϕ∂∆vsvib(ϕ,ϕJ)
∂ϕ
,
(34)
One can also use ssinglevib , depending on the context—Zg
does not depend on this choice.
If one wants to measure Zg, this definition assumes
that one has to track during the system evolution (molec-
ular dynamics) time points when the system crosses the
boundary of a basin of attraction and to elastically reflect
the velocity hypervector from this boundary. For exam-
ple, one can perform a steepest descent in the pseudo-
PEL at each particle collision during the event-driven
molecular dynamics simulation. If the basin is changed
between collisions, one has to find with the binary search
the time between the last collisions when the basin is
switched from one to another. This procedure is compu-
tationally expensive, but presumably tractable for small
systems. The basin of attraction does not have to dom-
inate the phase space at a given density to define and
measure Zg, what is required is that a system can be
equilibrated inside this particular basin, if only this basin
is left in the phase space. It is usually assumed that non-
ergodicity at high densities stems from hindered move-
ment of a system between basins, not inside basins, so
we assume that it is always possible to equilibrate a sys-
tem inside a single basin.
Note that one can use either ∆ or ∆v in Eq. (34), it
produces the same Zg (while
∂smix
∂ϕ = 0). The purpose of
using ∆ or ∆v in Eq. (34) as well as in Eq. (32) is to re-
move the ln
(
V
ΛdN
)
term to be able to use derivatives over
ϕ correctly. Eq. (33) uses the ideal gas state once again
(along the ∆ usage)—as a starting configuration for the
thermodynamic integration, but these are two “indepen-
dent” usages. Similarly, writing ∆svib in Eq. (34) does
not mean that we use the ideal gas as a starting point for
the thermodynamic integration—it just means that we
measure svib with respect to the ideal gas. Indeed, inte-
gration of Eq. (34) shall rather start from the jammed
configuration and produces
∆vsvib(ϕ,ϕJ) = ∆vs0(ϕJ)+
ϕJ∫
ϕ
Zg(ϕ
′, ϕJ)− 1
ϕ′
dϕ′. (35)
By comparing Eqs. (35) and (14) we conclude that
∆vs0(ϕJ) = 〈ln
(
Vsp
〈Vsp〉
)
〉 + A, where A represents the
geometry of the polytope. If we use Zg from the
polytope theory, we get ∆vsvib(ϕ,ϕJ) = ∆vs0(ϕJ) +
d ln(ϕJ − ϕ), slightly different from the free volume the-
ory, ∆vsvib(ϕ,ϕJ) = ∆vs0(ϕJ)+d ln(ϕ
1/d
J −ϕ1/d), where
∆vs0(ϕJ) = 〈ln
(
Vsp
〈Vsp〉
)
〉+〈∫∞
λmin
Zc
dυ(λ)
υ(λ) 〉 (Eqs. (14) and
(30)). Note that Speedy wrote1 the equation for “poly-
tope” vibrational entropies as ∆svib(ϕ,ϕJ) = ∆s0(ϕJ)+
d ln(ϕJ−ϕ), which is technically correct but conceals the
point that smix is extra-removed from svib(ϕ,ϕJ).
c. Dominant jamming densities
Here, we make some remarks on the jamming density
that dominates the phase space at a given ϕ, the domi-
nant jamming density ϕDJ(ϕ) from Eq. (10). Its value is
determined by the maximum of the integrand in Eq. (8)
and thus by[
d∆csconf(ϕJ)
dϕJ
+
∂∆vsvib(ϕ,ϕJ)
∂ϕJ
]
ϕJ=ϕDJ
= 0. (36)
It is useful to investigate the behavior of the “dominant
glass reduced pressure” Zg(ϕ,ϕDJ(ϕ)). It was done by
Donev, Stillinger, and Torquato,5 but the necessity to
work with ∆vsvib instead of ∆svib in the polydisperse
case was not realized at that time, so we repeat their
derivation with the corresponding changes.
According to Eq. (34), we need to investigate the
behavior of ∂∆vsvib(ϕ,ϕDJ)∂ϕ . To do this, we subtract S
◦
tot
from Eq. (10), divide it by kBN , and fully differentiate it:
d∆stot(ϕ)
dϕ =
[
d∆csconf(ϕJ )
dϕJ
]
ϕJ=ϕDJ
dϕDJ
dϕ +
∂∆vsvib(ϕ,ϕDJ)
∂ϕ +[
∂∆vsvib(ϕ,ϕJ )
∂ϕJ
]
ϕJ=ϕDJ
dϕDJ
dϕ =
∂∆vsvib(ϕ,ϕDJ)
∂ϕ +
dϕDJ
dϕ
[
d∆csconf(ϕJ )
dϕJ
+ ∂∆vsvib(ϕ,ϕJ )∂ϕJ
]
ϕJ=ϕDJ
. Accord-
ing to Eq. (36), the term in square brackets shall be
zero and thus d∆stot(ϕ)dϕ =
∂∆vsvib(ϕ,ϕDJ)
∂ϕ . By comparing
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this result with Eqs. (32) and (34), we conclude that
as long as the phase space is ergodic (the saddle point
approximation holds, ϕ is below the ideal glass transition
density)
Z(ϕ) = Zg(ϕ,ϕDJ(ϕ)). (37)
In other words, the equilibrium (fluid) reduced pressure
equals the glass reduced pressure of the dominant basins
of attraction.
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