ABSTRACT Recently, tracking methods based on discriminative correlation filters (DCF) and CNN features have seen a great improvement in accuracy and performance. However, increasingly complex models and heavy computation burdens can reduce their speed and real-time capability. In this paper, we analyze the key factors that increased computation in the state-of-the-art DCF trackers and provide some solutions for solving these problems. We propose a novel method for real-time tracking based on keypoint consensus clustering and improved DCFs. First, we use the consensus-based keypoint clustering scheme to coarsely locate the bounding box, which employs the geometric compatibility of keypoints and separates correct correspondences from erroneous ones by voting. Next, we propose regions around the estimated location and exploit an improved DCF to track the object. In the new DCF, we modify the core formulation and reduce the number of parameters. In our tracking scheme, we also propose a strategy to collect a training sample set based on keypoints, which contributes to a clear acceleration in training. The experiments are carried out based on two well-known benchmarks: VOT2016 and OTB2015. Compared to the state-of-the-art tracking systems, our method can provide a competitive accuracy with a significant improvement in tracking speed.
I. INTRODUCTION
Visual object tracking is one of the fundamental problems in computer vision. It focuses on estimating the trajectory of a target in a video, using only its initial state. Tracking objects or feature points has numerous applications in robotics, autonomous driving, intelligent traffic control and visual surveillance. As visual tracking focuses on image sequences, a real-time capability plays a crucial role in online vision applications.
In recent years, approaches based on Discriminative Correlation Filters (DCF) have shown outstanding results in accuracy and robustness. DCF methods efficiently utilize all spatial shifts of the training samples and train a correlation filter to predict the object classification scores with the discrete Fourier transform. Features from deep convolutional neural networks (CNN) have shown impressive performance and therefore have been exploited in DCF methods by
The associate editor coordinating the review of this manuscript and approving it for publication was Xiaogang Jin. many researchers [1] . This combination significantly improves tracking performance but at the price of various reductions in computation speed.
Most of the computation burden is attributed to complex features and sophisticated learning formulations. We find three main factors that increase the complexity and computation burden: high feature dimensions, complicated model structures, and massive training samples. Some researchers improve tracking speed by reducing the feature dimensions. However, this simplification comes at the price of significant reductions in tracking accuracy. Bolme et al. [2] propose a Minimum Output Sum of Squared Error (MOSSE) filter, which is approximately 100 times faster than the best-ranked CCOT tracker in the VOT2016 challenge but has only half the accuracy. Therefore, the key to improving speed without reducing tracking performance is to keep the basic structure complete.
In this paper, we propose a novel method for real-time tracking based on keypoint consensus clustering and improved DCF. To keep the basic DCF structure complete, we pay more attention to reducing the feature computation and pruning the training samples, which are relatively independent processes within the main DCF algorithm. The feature dimension determines the descriptive ability of the tracker, so we cannot shorten the feature vector arbitrarily. Thus, reducing the number of candidate target bounding boxes is the key to accelerating the feature extraction process. We choose the mature feature points theory and propose a consensus-based clustering tracking scheme to preliminarily locate the target position. With the help of feature points, we also design a probabilistic model to collect the training samples instead of the traditional practice of using samples in each frame. To fully take advantage of the pre-location model, we further improve the DCF structure to avoid over-fitting.
In this paper, we make three main contributions that address the shortcomings of state-of-the-art DCF trackers. As our first contribution, we propose a novel, consensusbased keypoint clustering scheme that dramatically reduces the number of candidate target bounding boxes for feature extraction. Our second contribution is improving the DCF structure to adapt the bounding box proposing scheme and to avoid over-fitting. As our final contribution, we design a probabilistic model to collect the training samples that effectively reduces the number of samples in DCF learning. This paper is organized as follows. Section II introduces related works, while Section III discusses our method in detail. In Section IV, we present extensive experiments on two well-known benchmarks and compare our algorithm with state-of-the-art tracking methods. Lastly, Section V presents our conclusions.
II. RELATED WORKS
In this work, we exploit the feature points to roughly locate the target. As a typical part-based method, feature points can effectively handle a deformable target at very fast speeds, and they have been used in many tracking systems. The most challenging problem in tracking is the model-free and deformable object. Model-free means the object is unknown, and deformable means there will be some changes in the appearance of the object during tracking. To address these situations, a number of tracking methods have been proposed, most of them based on individual object parts. Adam et al. [3] compare the histogram of each image part and decide the position of the object together. Although this method is somewhat simple, it is one of the first works that started to focus on part-based thoughts. Among all of the part-based methods, keypoint matching is the most straightforward and effective. However, it has an inherent drawback in that it cannot avoid ambiguity matching, even for the best descriptors.
Therefore, many researchers propose a variety of methods for exploiting the geometrical constraints in the matching process. RANSAC [4] is one of the most well-known, and its core idea is to train an optimal solution with a subset of data and remove keypoint outliers if they do not agree with this solution. Recently, Vojir et al. [5] propose an approach to initialize error points and identify the object by estimating the transformation between continuous frames. Another basic problem in tracking a deformable object is the strategy for model-updating to contain the new changes in object appearance. Kalal et al. [6] present an updating scheme that learns from positive and negative samples and design a successful TLD tracker. In their oversampling tracking method, Pernici et al. [7] use multiple instances of scale invariant local features that are weakly aligned along the object and update the object model by using a non-parametric learning algorithm based on the transitive-matching property. Zheng et al. [8] design a non-parametric learning algorithm using transitive-matching perspective transformation to track objects.
In this paper, to quickly determine the position of the object, we propose a novel, points-based algorithm that is quite different from the other methods. In our consensus-based clustering scheme, we treat the keypoint matching process as a cluster problem and remove error correspondences by dissimilarity voting. Another advantage of our algorithm is that it does not rely on a fixed keypoint detector, so any outstanding keypoint feature method can be combined with our strategy. To compress the computation cost, we choose binary detector features in its implementation.
After obtaining the primary position of the target, we select some candidate bounding boxes for the DCF tracker to get the final result. DCFs (Discriminative Correlation Filters) have shown outstanding performance in tracking [9] . Their core is to exploit the properties of circular correlation and train a regressor using the sliding-window structure. In the beginning, the DCF methods contained only a single feature channel. Henriques et al. [10] provided a link to Fourier analysis and proposed closed-form, fast and exact solutions for tracking. Then, with the development of the DCF framework, multi-channel features were incorporated to improve tracking. Danelljan et al. [11] combined color names and channel-coded luminance representations for visual tracking. In addition to the incorporation of multi-channel features, the DCF framework has been significantly improved lately by the use of non-linear kernels [12] , sophisticated learning models [13] , robust scale estimation [14] , reducing boundary effects [15] and long-term memory components [16] .
Recently, many new tracking algorithms based on correlation filters have been proposed. To use the background information, Galoogahi et al. [17] propose a Background-Aware CF based on hand-crafted features that can efficiently model how both the foreground and background of the object varies over time. Mueller et al. [18] present a framework that allows the explicit incorporation of global context within correlation filters trackers, in which they reformulate the original optimization problem and provide a closed form solution for single and multidimensional features. Lukezic et al. [19] introduce the channel and spatial reliability concepts to DCF tracking and provide a novel learning algorithm for its efficient and seamless integration in the filter update and the tracking process. To improve speed, Danelljan et al. [20] revisit the core DCF formulation and introduce a factorized convolution operator, which drastically reduces the number of parameters in the model.
Although the above CF trackers have achieved favorable performance, most of them only consider appearance features of current frame and hardly benefit from motion information. The lack of temporal information degrades the tracking performance during challenges such as partial occlusion and deformation, so Zhu et al. [21] propose the FlowTrack, which focuses on making use of the rich flow information in consecutive frames to improve the feature representation and the tracking accuracy. Too many people focus on the discrimination information while pay less attention to reliability information, which may make the learned filter be dominated by the unexpected salient regions and result in model degradation. Then Sun et al. [22] propose a novel CF-based optimization problem to jointly model the discrimination and reliability information, which performs favorably against other state-of-the-art trackers.
With the development of deep CNNs, image representations from convolutional layers have been commonly used in image detection and image tracking. Wang et al. [23] propose a deep-learning tracker (DLT) using a multi-layer auto-encoder network. By using auxiliary natural images, they train a stacked, de-noising auto-encoder offline to learn generic image features that are more robust against variations. Li et al. [24] construct multiple CNN classifiers on different instances of target objects to rule out noisy samples during model updates. In their model, each CNN maintains a specific set of kernels that favorably discriminate object patches from their surrounding background using all available low-level cues. Ma et al. [1] employed multiple convolutional layers in a hierarchical ensemble of independent DCF trackers. Specifically, they adaptively learn correlation filters for each convolutional layer to encode the target appearance. To use the Siamese networks, Guo et al. [25] propose a dynamic Siamese network and a fast transformation learning model, which enable effective online learning of target appearance variation and background suppression from previous frames. The same idea is also used by Huang et al. [26] , they take an adaptive approach to process easy frames and challenging frames separately. Choi et al. [27] use a context-aware scheme to achieve both high computational speed and state-of-the-art performance.
III. PROPOSED METHOD
In this section, we will present our tracking method in detail. We begin with our consensus-based keypoint clustering scheme that can provide a quick estimation of the target. Next, we exploit the improved DCF framework to accurately finish the tracking based on proposing candidate bounding boxes. Lastly, we describe our probabilistic model that can prune redundant training samples and accelerate the learning process. The whole flowchart of our algorithm is showed in Figure 1 .
A. CONSENSUS-BASED KEYPOINTS CLUSTERING 1) MATCHING AND TRACKING
An overview of our approach is shown in Figure 1 . The tracking problem starts with an initial bounding box b 0 in the first frame t 0 of a sequence. Our purpose is to estimate the pose of the object and get the scale s and the in-plane rotation θ with respect to the object in the first frame I 0 . We detect the keypoints of the object in bounding box b 0 as
where l = (x, y) denotes the location of the keypoint and f denotes the features that describe the keypoint. P is a set of keypoints of the object in bounding box, which is composed of two vectors. One vector consists of two dimensions, and the other vector is the BRISK feature. To estimate the state of the object, we need to find the corresponding keypoints in the following frames of the sequence
where l = (x, y) denotes the location of the corresponding keypoints and Ind denotes the index of the original keypoints in the first frame. Ind is a number that lists all the corresponding keypoints in P. Then, we combine two complementary methods to get the correct correspondence: one matching strategy and one tracking strategy.
For the matching strategy, we compute the Hamming distance between the candidate keypoints in the current frame and the original keypoints, and we use a certain ratio by comparing the nearest neighbor with the second-nearest neighbor to get the matching set M . M is a set of matched keypoints that consists of the subset of keypoint locations in P. As M is gotten by the Hamming distance, the keypoints in M have good static characteristics. We also compute the candidate keypoints with the background in I 0 , then, we exclude those keypoints that match to background keypoints from the set M .
For the tracking strategy, we use the pyramidal optical flow of Danelljan et al. [9] and get the tracking set T from I t−1 to I t . For two adjacent frames, the corresponding keypoints in T update their image coordinates. T is a set of matched keypoints gotten by the optical flow, so the keypoints in T have good dynamic characteristics. The keypoints that fail to be tracked by the optical flow or are located beyond the boundary of the image will be pruned from T .
Next, we fuse M and T into the final corresponding keypoint set C in this process. Only the keypoints in both set will be kept. Compared to using a single strategy, this fusion mechanism exploits both the static information contained in the matching strategy and the dynamic information contained in the tracking strategy.
2) VOTING SCHEME
To determine the position of the target, we treat each keypoint (l, ind) in C as an independent vote for the target center. When the target undergoes random changes in real scenarios during tracking, corresponding changes will appear in the 2D image as an affine transformation. Therefore, to accurately locate the target in the image, we need to ascertain the scale and rotation angle of the target in each frame.
To get the scale change s of the target, we employ the pairwise Euclidean distance between keypoints in C and P. The individual scale change of each two keypoints can be computed as
P are the distances of two keypoints in C and P, respectively, and we treat the median s = med(D s ) as a proper estimate of the scale.
As for the in-plane rotation of the target, we employ the 2D rotation matrix
and compute the angular changes between keypoints
where arctan(l x , l y ) compute the arctangent of two points, and we use the median θ = med(D θ ) as the rotation orientation. After acquiring the scale and rotation angle, most tracking methods would probably use this effective information. However, in our method, we refrain from exploiting these two factors because we believe that they are not reliable enough and need to go through a filtering process.
3) CONSENSUS CLUSTERING
Although a voting scheme can yield a proper result, if some keypoints in the voting set V have mistakes, the votes will miss the target center. Therefore, we need to identify and prune the error votes by using the consensus-clustering algorithm.
In our consensus-clustering algorithm, we first apply the agglomerative hierarchical clustering method to cluster the voting keypoints. This method can organize all the voting keypoints into a tree structure without fixing the clustering number up front. All votes will iterate to merge until there is only one clustering center left. By exploiting the Euclidean distance as the dissimilarity measure and choosing a certain threshold, we divide V into disjoint subsets V 1 , . . . , V n . Then, we choose the subset containing the most votes as the consensus-clustering subset V C . As all the voting keypoints in this subset have a consensus in spatial distribution, we consider that error votes have been pruned out of this subset in the consensus-clustering process and the voting keypoints in this subset can locate the target center accurately.
Lastly, we exploit the votes in the consensus-clustering subset to estimate the center of the target:
where m = |V C |, the scale s, the rotation θ and the target center φ will together decide the state of the target.
B. IMPROVED DISCRIMINATIVE CORRELATION FILTERS 1) FEATURE MODEL DESIGNING
The core of the discriminative correlation filter approach is to train a correlation filter for each feature channel and then use the convolution results of the channel and the filter to locate the target position. We first extract candidate image patches from the whole image and treat them as target samples. For each sample s, we can calculate many feature channels based on different feature types. Many researchers would to choose some complicated features. For example, Danelljan et al. [20] employs multi-resolution feature maps extracted from the imagenet-vgg-m-2048 deep network. Although these complex features have a heavy computational burden, they are essential to some tracking methods in which the tracking performance mainly relies on these outstanding features. However, in our method, the keypoint clustering scheme can reduce many false patches and contributes a great deal to tracking performance. Therefore, in our method, we need not rely too much on complex features and we choose some mutual hand-crafted features: HOG and Color Names.
We can extract N channel features from each sample s and indicate them as {s 1 , s 2 , . . . , s N }. For each feature channel s i , there are discrete spatial dimensions. These feature channels are assumed to have the same spatial resolution in conventional DCF formulations [12] . However, Danelljan et al. [28] introduce an implicit interpolation model of the training samples to pose the learning problem in the continuous spatial domain. In this paper, we choose the continuous domain to fuse our feature map. Unlike the Danelljan approach, we only need to consider one resolution in our method because we can get the size of the target in the keypoint clustering process. After changing the discrete domain to the continuous domain by interpolation, each feature channel becomes a continuous function. We denote them as C{s i }(l), where s i is the i th feature channel of the sample and l is the position of the continuous domain with an interval size of (0, L].
Then, we need to train a convolution filter for each feature channel and use the convolution results to locate the target. A set of convolution filters f = {f 1 , f 2 , . . . , f N } corresponds to these feature channels, and the detection result function can be defined as:
2) MODEL IMPROVING AND FILTER TRAINING From (7), we can see the most important parameter in the correlation filter method is the convolution filter f . To train the filter, we collect a set of training sample pairs y 2 ) , . . . , (t M , y M )}; t j is the training sample and y j is the desired output label of the convolution result applied to the training sample. Then, the filter f can be trained by
where the parameter α j determines the impact weight of each training sample. ω is a regularization penalty parameter, which enables the filter to be learned on an arbitrarily large image region. Background regions are assigned a large penalty in ω, while the target region gets a small penalty. Thus, ω is defined on the continuous domain (0, L], and it reflects the reliability of features based on their spatial locations in the image. However, when using the correlation filters model in practice, we observed that many filters in f contain little energy. In other words, they contribute little to the tracking results. However, these filters still take up much of the training time. Therefore, we decided to delete these useless filters and only kept the basic filters. As such, we can reduce the dimension of the filters and improve the speed and efficiency of the correlation filter model. Instead of training all N channel filters, we choose a smaller set of correlation filters, f basis = {f 1 , f 2 , . . . , f B }, B < N . We use a B × N matrix P to select the main filters f basis , and the new filter set can be calculated as the product of the matrix and the filter vector f basis = P * f . Then, the constitution tracking result function (7) should be expressed as:
The matrix P reduces the number of filters from N to B, however, the matrix not just choose the smaller set of filters directly. By using this matrix, we want to make the effective information more closely without losing useful filters. So instead of princing some filters arbitrarily and statically, we learn the matrix P and the filters f together. As in popular discriminative correlation filters algorithms, we also Conjugate Gradient method to optimize the problem and get the best parameters, and the key difference is that we learn the matrix P and the filters jointly.
C. PRUNING REDUNDANT TRAINING SAMPLES
Here, we will propose a probabilistic model based on the keypoints of the first stage to prune redundant training samples. Most DCF tracking methods collect the target patch in each frame and treat it as the training sample [9] . They believe that this way will ensure no new information is overlooked. However, collecting one new sample in each frame has a heavy computational burden. Additionally, during the training of our correlation filter model, we found that many neighboring samples are very similar and contain almost the same information. Therefore, we propose a selection method based on the keypoints to prune the repeated samples.
As shown above the line in Figure 3 , the normal training set contains every sample extracted from each frame and leads to large redundancies. Instead, as visualized below the line in Figure 3 , we divided all the samples into several groups based on their similar probability. Samples in the same group share almost the same features, while the differences between groups are obvious. With this approach, we can eliminate redundancies in the samples and enhance the variety at the same time. Our dividing approach is based on the similarity probability of the training samples. This similarity probability describes the degree of variations between the new training sample and the old training groups. Fortunately, the first part of our algorithm is based on the keypoints, so we can obtain the similarity between keypoints of the new sample and the representative sample in each old group. The similarity probability is defined as the ratio of the number of matching keypoints and the total number of keypoints.
When a new training sample is extracted from the new frame, we first compare it with the existing training groups. If the similarity probability between the new sample and a group exceeds a pre-set threshold, then we insert the new sample into the group. If it shows that the new sample contains almost the same information as the group, it is a waste of time to use this sample to train the correlation filters. However, if the similarity probability between the new sample and each existing group does not reach the pre-set threshold, this means that the new sample contains some useful information and the filters will learn the new changes of the target in a timely manner. In addition to training the filters with this sample, we also use establish this sample as a new training group to examine the subsequent extracted samples.
IV. EXPERIMENT RESULTS
In this section, we evaluate our proposed tracking algorithm with the state-of-the-art tracking approaches using two popular benchmarks: VOT2016 [29] and OTB2015 [30] .
A. IMPLEMENTATION DETAILS
The implementation of our tracking system is performed in Matlab with the following configuration: 3.6 GHz Intel Xeon E5-1620 processor (4 core and 8 threads), 8GB RAM, and Win7.
In the consensus-based keypoint clustering method presented in section III.A, we employ BRISK [31] as the description of the keypoints. For the matching strategy, we follow the rules in SIFT [32] and choose a ratio threshold of 0.8.
In the new correlation filter model presented in section III.B, we apply the same feature channels as C-COT, which is a combination of the HOG and Color Names (CN) features. To train the correlation filters, we use the Conjugate Gradient (CG) strategy [33] due to its computational efficiency. In the first frame, the filters are initialized to zero, and an initial estimate of these filters is calculated through 50 iterations. Then, for the following frames, 5 iterations per frame are sufficient for the CG estimating.
B. RESULTS ON VOT2016 DATASET
Visual Object Tracking challenge VOT2016 is used to compare short-term, single-object visual trackers that do not apply pre-learned models of object appearance. The results of 70 trackers are presented in this dataset, most of which have been published in recent major conferences and journals. The number of tested state-of-the-art trackers makes the VOT2016 the largest and most challenging benchmark for short-term tracking to date, which is why we choose it to validate our algorithm.
The VOT2016 dataset contains 60 sequences compiled from more than 300 videos. These sequences cover all of the difficult situations appearing in tracking, such as occlusion, illumination change, motion change, size change, camera motion, and so on. In each VOT2016 frame, the rotated bounding boxes have been manually placed by researchers and experts and have also been cross-checked by several groups.
In this paper, we choose only the top ten trackers tested in VOT2016 and show the results of the comparison with our algorithm. These trackers are C-COT [28] , TCNN [34] , SSAT [29] , MLDF [29] , Staple [35] , DDC [29] , EBT [36] , SRBT [29] , STAPLE+ [29] and DNT [37] . Accuracy, robustness and speed are the most important rules to evaluate trackers. Therefore, in this section, we compare the trackers in terms of Expected Average Overlap (EAO), robustness, accuracy and Equivalent Filter Operations (EFO, reporting the speed). The results of the top ten trackers in VOT2016 and our algorithm are shown in Table 1 .
We also draw the Expected Average Overlap (EAO) curve for the VOT2016 database, presenting in Figure 4 only the top ten trackers for clarity. From the comparison results, we can see that the C-COT tracker ranks first in the VOT2016 challenge, with an EAO score of 0.331. Our algorithm gets a score of 0.349, a more than 5% relative improvement over C-COT. For robustness, C-COT gets a score of 0.238, while our algorithm gets a score of 0.205. Apart from tracking robustness and the EAO measure, the tracking speed is also crucial in many realistic tracking applications. In the VOT2016 challenge, researchers choose the EFO units to measure the tracking speed. As our algorithm is based on keypoints and correlation filters, it is not the fastest. However, our algorithm improves the DCF model and does not need CNN features, so it achieves a higher calculation speed than C-COT and CNN-based trackers.
C. RESULTS ON OTB2015 DATASET
The OTB2015 dataset was collected and annotated from the most commonly used tracking sequences to facilitate a fair performance evaluation, and it soon became a popular dataset used in tracking research. There are 100 target objects in the OTB2015 tracking benchmark. Since, in practice, humans are the most common targets, OTB2015 contains more human targets (36 body and 26 face videos) than other target categories.
As many factors affect tracking in the real world, OTB2015 categorizes and defines 11 challenging factors to better analyze the strengths and the weaknesses of tracking algorithms. These 11 factors cover illumination variation, scale variation, occlusion, deformation, motion blur, fast motion, in-plane rotation, out-of-plane rotation, out-of-view, background clutters, and low resolution. One sequence may contain several factors, and some factors occur more frequently than others.
In this section, we also choose the top ten state-of-the-art trackers in OTB2015 to compare with our algorithm. These trackers are DSST [38] , ASLA [39] , DeepSRDCF [40] , Staple [35] , CXT [41] , C-COT [29] , LCT [16] , SCM [42] , STRUCK [43] and MEEM [44] . To evaluate the performance of these trackers, OTB2015 chooses the one-pass evaluation (OPE) as the metric. It initializes an algorithm with the ground-truth object state in the first frame and reports the success rate of all results. In OTB2015, tracking speed is shown using average frames per second (FPS).
From the success plot, we can see DeepSRDCF performs well in OTB2015 with an area-under-the-curve (AUC) score of 63.5. Since it uses Convolutional Neural Network (CNN) features, DeepSRDCF can only handle 10.2 frames per second. Our algorithm gets an AUC score of 69.9, a quite improvement over other methods, not only in accuracy but also in speed, as our algorithm achieved a speed of 35 frames per second.
D. RESULTS ANALYSES
Keypoints used to be the mainstream algorithm in computer vision, especially in object detection, object tracking and object recognition. It has a fast speed and has excellent characteristics in invariance. However, with the development of global features, statistical features and deep network features become more and more popular. But keypoints still have some valuable characteristics that global features lake. So in the first part of our algorithm, we use a keypoints clustering method to get a coarse estimate about the target. Then we use an improved correlation filters method to get the accurate target further. Our algorithm contains the advantages of both keypoints and DCF, therefore, our algorithm can get a good results in the experiments and have a fast speed, which can be seen in the experiment results.
Our algorithm is tested in two popular benchmarks VOT2016 and OTB2015 with the state-of-the-art tracking approaches, and gets excellent achievements in both databases. VOT2016 is a very challenging task which covers all of the difficult situations appearing in tracking. Our algorithm gets an EAO score of 0.349, which is much better than other CF methods. This is reasonal, as our algorithm contains the keypoints part compared with other methods. As for the OTB2015 task, our algorithm gets an AUC score of 63.5, which is competitive with these methods based on network features. This means combination classic features can get a competitive performance with convolutional neural network features. However, we must admit that for more and more complicated scenes in the future deep features maybe the trend.
V. CONCLUSION
In this paper, we propose an innovative method for realtime tracking based on keypoints consensus-clustering and improved DCF. We analyze the key factors that increased the computation in state-of-the-art DCF trackers and offer some solutions to solve these respective problems. First, we use the consensus-based keypoint clustering scheme to coarsely locate the bounding box, which employs the geometric compatibility of keypoints and separates correct correspondences from erroneous ones by voting. Then, we propose regions around the estimated location and exploit an improved DCF to track the object. In the new DCF, we modify the core formulation and reduce the number of parameters. In our tracking scheme, we also propose a strategy to collect the training sample set based on keypoints, which contributes to a clear acceleration in training. Experiments are carried out using two well-known benchmarks: VOT2016 and OTB2015. Compared to state-of-the-art tracking systems, our method can provide a competitive level of accuracy with a significant improvement in tracking speed.
However, there are still some shortcomings in our algorithm. Although the two-parts strategy makes our algorithm more precise, it uses different kinds of features in different parts, which may make it need more time than other methods. So in the future, we will try to use one same feature in different parts, and avoid the computation for different features. Nowadays, these algorithms based on deep convolutional neural networks can provide features more distinguishable than those in our methods, so we may also try to combine these complicated network features with our improved discriminative correlation filters to get better tracking results.
