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We present a stochastic thermodynamics analysis of an electron-spin-resonance pumped quantum
dot device in the Coulomb–blocked regime, where a pure spin current is generated without an
accompanying net charge current. Based on a generalized quantum master equation beyond secular
approximation, quantum coherences are accounted for in terms of an effective average spin in the
Floquet basis. Elegantly, this effective spin undergoes a precession about an effective magnetic field,
which originates from the non-secular treatment and energy renormalization. It is shown that the
interaction between effective spin and effective magnetic field may have the dominant roles to play
in both energy transport and irreversible entropy production. In the stationary limit, the energy
and entropy balance relations are also established based on the theory of counting statistics.
PACS numbers:
I. INTRODUCTION
The state-of-the-art nanofabrication is able to create
small systems far from the thermodynamic limit, where
both thermal and quantum mechanical fluctuations have
essential roles to play. This opens up opportunities to
create new functional devices, but also poses great chal-
lenges to manipulate nanoscale systems, which interact
with their environments and exchange energy in a ran-
dom manner [1]. Understanding thermodynamics from
quantum mechanics [2–11] is thus of fundamental signif-
icance to characterize energy fluctuations at the micro-
scopic level, and also of technological importance for the
design of efficient quantum heat engines [12–20] and ex-
ploration of information processing capabilities [21–30].
In comparison with a soft-matter system, where fluc-
tuation relations were first measured experimentally [31],
a solid-state device is considered to be an ideal testbed
to investigate thermodynamics of open quantum systems
due to a number of intriguing advantages [32, 33]. For
instance, solid-state systems are robust such that experi-
ments can be repeated normally up to million times under
the same condition. Moreover, the particles and quantum
states, as well as their couplings to the environments can
be manipulated in a precise way. Measurement of the
statistics of the dissipated energy is proved to satisfy the
Jarzynski equality and Crooks fluctuation relations [34].
Furthermore, the generalized Jarzynski equality has also
been validated in a double-dot Szilard engine under feed-
back control [35]. So far, experimentalists have been able
to implement a quantum Maxwell demon either in a su-
perconducting circuit [36, 37] or in a single electron box
[38], where the intimate relation between work and infor-
mation is unambiguously revealed.
Recent progress in solid-state engineering has made it
possible to control spin coherence to the timescale of sec-
∗Electronic address: jyluo@zust.edu.cn
onds [39, 40], ushering thus in a new era of ultracoherent
spintronics [41, 42]. This provides an exciting oppor-
tunity to incorporate spintronics into thermodynamics
and evaluate both energetic and entropic costs to ma-
nipulate spin information. In contrast to a conventional
electronic setup, where information and energy are trans-
mitted via charge, in a spintronic device it is the spin that
will work as a vehicle for energy and information trans-
duction. However, as an intrinsic angular momentum,
spin is not conserved in general. It is therefore essen-
tial to explore the energy and entropy balance relations
in terms of a pure spin current without accompanying
a charge current and understand what kind of roles the
dynamics of spin will play in these processes.
This work is devoted to unveil the underlying mech-
anisms by analyzing the stochastic thermodynamics of
an electron-spin-resonance (ESR) pumped quantum dot
(QD) system in the Coulomb–blockaded regime, where
a pure spin current is generated without a net charge
flow. Based on a generalized quantum master equation
(GQME) beyond secular approximation, the effect of co-
herences is taken into account via an effective average
spin, which builds up and decays due to tunnel coupling
to an electrode. Remarkably, the non-secular treatment
and energy renormalization give rise to an effective mag-
netic field, about which the effective spin undergoes pre-
cession. It is revealed unambiguously that the interac-
tion between effective spin and effective magnetic field
may play the dominant roles in energy flow as well as in
the irreversible entropy production.
This paper is organized as follows. We begin in Sec. II
with an introduction of the ESR pumped QD system,
where a pure spin current is generated without accom-
panying a net charge current. The GQME is derived in
Sec. III, with special attention paid to the unique influ-
ence of non-secular treatment on the spin dynamics and
spin current. In particular, the quantum coherences are
revealed to have vital roles to play in energy current.
Sec. IV is devoted to the analysis of stochastic thermo-
dynamics based on the counting statistics, where both
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FIG. 1: A schematic of an ESR pumped QD system, where a
single QD is tunnel coupled to a side electron reservoir charac-
terized by the Fermi function f(ω), with inverse temperature
β = (kBT )
−1 and chemical potential µ0 located in the middle
of the spin-up (µ0 −
∆
2
) and spin-down (µ0 +
∆
2
) levels. The
ESR pumping produces a pure spin current in the absence of
a net charge current.
energy balance and entropy balance relations are estab-
lished. Furthermore, the influence of the interaction be-
tween effective spin and magnetic field on irreversible en-
tropy production is revealed. Finally, we summarize the
work in Sec. V.
II. MODEL DESCRIPTION
We investigate an ESR pumped system closely related
to experiments [43, 44]. The system is comprised of a
Coulomb–blockaded single QD, tunnel coupled to a side
electron reservoir (Fig. 1). The QD is exposed to a local
external rotating magnetic field
B = {B‖ cosΩt, B‖ sinΩt, B⊥}, (1)
where its z component leads to the Zeeman splitting of
the single level ∆ = gzµBB⊥, with gz the electron g-
factor in the z direction and µB the Bohr magneton. The
x and y components of the magnetic field are oscillating
in time, where the frequency Ω is tuned very close to
∆, resulting in the well-known ESR and spin flipping
in QD. The electron spin is further tunnel coupled to
a side reservoir, whose chemical potential µ0 is set in
the middle of the split spin-up and spin-down levels. A
spin-up electron may tunnel into QD, where it is pumped
to the higher level with its spin orientation flipped and
finally tunnels out to the side reservoir. At sufficiently
low temperatures, this generates an ESR-pumped spin
current without accompanying a net charge current. The
Hamiltonian of the total (T) system reads
HT(t) = HS(t) +HB + V. (2)
The first term describes the QD with ESR pumping
HS(t) =
∆
2
(d†↓d↓ − d
†
↑d↑) + UCd
†
↑d↑d
†
↓d↓
+ γ
RF
(d†↑d↓e
iΩt + d†↓d↑e
−iΩt), (3)
where d†σ and dσ are the creation and annihilation op-
erators of an electron with spin σ = {↑, ↓} in the QD.
Spin-up and spin-down states are coupled to each other
due to the rotating magnetic field, with the ESR Rabi
frequency given by γ
RF
= g‖µBB‖ and g‖ the electron g-
factor perpendicular to z. We stress that in the following
we will consider the Coulomb-blockaded limit UC → ∞,
thus effectively forbidding the double occupancy of the
QD.
The second term in Eq. (2) depicts the side electron
reservoir, which is modeled as a collection of noninter-
acting electrons
HB =
∑
σ
H
(σ)
B =
∑
σ
{∑
k
εkσc
†
kσckσ
}
, (4)
where H
(σ)
B is defined implicitly, with c
†
kσ (ckσ) the cre-
ation (annihilation) operator for an electron with mo-
mentum k and spin σ. For later use, we also introduce
the operator for the number of spin-σ electrons in the
electron reservoir
N
(σ)
B =
∑
k
c
†
kσckσ, (5)
such that the operator for the total number of electrons in
the reservoir is NB =
∑
σ N
(σ)
B . The electrode is assumed
to be in equilibrium, so that it can be characterized by
the Fermi distribution f(ω) = {1 + eβ(ω−µ0)}−1, with
the inverse temperature β = (kBT )
−1 and the chemical
potential µ0 set in the middle of spin-up and spin-down
levels.
The last term in Eq. (2) stands for tunnel coupling be-
tween the single QD and side reservoir
V =
∑
σ
(f †σdσ + d
†
σfσ), (6)
where fσ ≡
∑
k tkσckσ, with tkσ the spin-dependent tun-
neling amplitude. The corresponding tunneling rate for
an electron with spin σ is characterized by the intrinsic
linewidth Γσ(ω) = 2π
∑
k |tkσ |
2δ(ω− εkσ). Hereafter, we
assume wide band limit in the electrodes, which leads to
energy independent tunneling rates Γσ(ω) = Γσ. In what
follows, we set unit of ~ = e = 1 for the Planck constant
and electron charge, unless stated otherwise.
III. GQME AND SPIN DYNAMICS
In order to describe the energy and particle transport
between the QD and side reservoir, we employ the GQME
by including corresponding counting fields. Assume the
entire system is initially factorized and can be described
by the density matrix ρT(0) = ρ(0)⊗ρB, where ρ(0) is the
density matrix of the reduced system at time t = 0 and ρB
is that of side reservoir at equilibrium. The generalized
density matrix evolves according to [45, 46]
3ρT(χ, t) = exp+
{
−i
∫ t
0
dτHT(χ, τ)
}
ρT(0) exp−
{
i
∫ t
0
dτHT(−χ, τ)
}
, (7)
where the subscripts + and − stand for time ordering and anti-ordering, respectively. The χ-dressed Hamiltonian for
the entire system in Eq. (7) is given by
HT(χ, t) = exp
{
i
2
∑
σ
(χ1σN
(σ)
B + χ2σH
(σ)
B )
}
HT(t) exp
{
−
i
2
∑
σ
(χ1σN
(σ)
B + χ2σH
(σ)
B )
}
, (8)
where H
(σ)
B and N
(σ)
B are defined in Eqs. (4) and (5),
respectively. The involved counting fields read χ =
{χ1↑, χ1↓, χ2↑, χ2↓}, with χ1σ the counting field related
to the tunneling of spin σ electron, and χ2σ for energy
transmission associated with σ spin. Since the operators
for the QD and reservoir commute, Eq. (8) can be readily
expressed as
HT(χ, t) = HS(t) +HB + V (χ), (9)
where HS(t) and HB remain unchanged. It is only
the tunnel-coupling Hamiltonian that becomes counting
fields dependent
V (χ) =
∑
σ
{fσ(χ)d
†
σ + h.c.}, (10)
with fσ(χ) =
∑
k tkσckσe
− i2 (χ1σ+χ2σεkσ).
If one were given ρT(χ, t) in Eq. (7), the reduced den-
sity matrix in the χ space can be readily obtained via
ρ(χ, t) = trB{ρT(χ, t)}, where trB{· · · } represents the
trace over the degrees of freedom of reservoir. It leads
directly to the cumulant generating function (CGF) in
the steady state
F(χ) = lim
t→∞
1
t
ln{trS[ρ(χ, t)]}, (11)
where trS[· · · ] means trace over the degrees of freedom of
the reduced system. The statistics of particle and energy
currents can be evaluated by simply taking derivatives
of the CGF with corresponding counting fields. How-
ever, we are neither able to nor interested to track the
dynamical evolution of the full system-plus-environment.
Instead, we would like to describe the reduced system by
a dynamical equation that accounts for (usually approx-
imately) the influence of the environment on the system
state, while removing the need to track the full environ-
ment evolution.
Here, we assume that the system and reservoir are
weakly coupled and perform a second–order perturba-
tion expansion in terms of the coupling Hamiltonian. It
is then followed by the conventional Born-Markov ap-
proximation but without invoking the widely used secu-
lar approximation [47]. To deal with the time-dependent
system Hamiltonian, we work in the Floquet basis [48–
51]. The GQME finally reads (A detailed derivation is
referred to Appendix A)
ρ˙(χ, t) = −i[HS(t), ρ(χ, t)] +R(χ)ρ(χ, t), (12)
where the first term describes the free evolution. The
second term stands for dissipation
R(χ)ρ(χ, t) =
{
Γ0,+(χ)J [|u0(t)〉〈u+(t)|]−
1
2
Γ0,+A[|u0(t)〉〈u+(t)|]−
i
2
κ0,+C[|u0(t)〉〈u+(t)|]
}
ρ(χ, t)
+
{
Γ0,−(χ)J [|u0(t)〉〈u−(t)|]−
1
2
Γ0,−A[|u0(t)〉〈u−(t)|]−
i
2
κ0,−C[|u0(t)〉〈u−(t)|]
}
ρ(χ, t)
+
{
Γ+,0(χ)J [|u+(t)〉〈u0(t)|] −
1
2
Γ+,0A[|u+(t)〉〈u0(t)|]−
i
2
κ+,0C[|u+(t)〉〈u0(t)|]
}
ρ(χ, t)
+
{
Γ−,0(χ)J [|u−(t)〉〈u0(t)|]−
1
2
Γ−,0A[|u−(t)〉〈u0(t)|]−
i
2
κ−,0C[|u−(t)〉〈u0(t)|]
}
ρ(χ, t)
− {[Υ0,− + iξ0,−]|u+(t)〉〈u−(t)|ρ(χ, t) + [Υ0,+ − iξ0,+]ρ(χ, t)|u+(t)〉〈u−(t)|}
− {[Υ0,+ + iξ0,+]|u−(t)〉〈u+(t)|ρ(χ, t) + [Υ0,− − iξ0,−]ρ(χ, t)|u−(t)〉〈u+(t)|}
+ [Υ+,0(χ) + iξ+,0(χ) + Υ−,0(χ)− iξ−,0(χ)]|u+(t)〉〈u0(t)|ρ(χ, t)|u0(t)〉〈u−(t)|
+ [Υ0,+(χ)− iξ0,+(χ) + Υ0,−(χ) + iξ0,−(χ)]|u0(t)〉〈u−(t)|ρ(χ, t)|u+(t)〉〈u0(t)|
+ [Υ+,0(χ)− iξ+,0(χ) + Υ−,0(χ) + iξ−,0(χ)]|u−(t)〉〈u0(t)|ρ(χ, t)|u0(t)〉〈u+(t)|
+ [Υ0,+(χ) + iξ0,+(χ) + Υ0,−(χ)− iξ0,−(χ)]|u0(t)〉〈u+(t)|ρ(χ, t)|u−(t)〉〈u0(t)|, (13)
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FIG. 2: Stationary occupation of the QD (ρst11) and accumulation of effective spin (S
st
x , S
st
y , S
st
z ) versus Rabi frequency for
different configurations of asymmetry in spin tunneling. We set Γ = Γ↑ + Γ↓ as the reference of energy. Other plotting
parameters are δ = 0, Ω/Γ = 3.0, βΓ = 0.1, and a wide bandwidth w/Γ = 100. The inset in Fig. 2(c) shows the y-component
of the effective magnetic field vs. Rabi frequency.
which is expressed in the Floquet basis |u0(t)〉, |u±(t)〉〉
[see Eq. (A10)]. The involved superoperators are defined
as J [r]ρ = rρr†, A[r]ρ = r†rρ+ρr†r, and C[r]ρ = [r†r, ρ].
The first four lines describe the tunneling between QD
and side reservoir in the Lindblad-like form, with Γ0,±
the rate for an electron in Floquet state |u+(t)〉 or |u−(t)〉
to tunnel out of QD, and Γ±,0 for the opposite process.
Their connections to the tunneling rates in the origi-
nal reference Γ
(±)
σ (σ =↑, ↓) are given by Eqs. (A24) and
(A25). The coefficients κ0,± and κ±,0 arise purely from
the energy renormalization [see Eq. (A26)].
The last six lines in Eq. (13) originate from the
non-secular treatment. This can be easily verified in
Eq. (A23), where all these terms are oscillating in the
interaction picture. In the case of fast oscillations, the
effects of these terms will very quickly average to zero
and can thus be neglected. Eq. (13) then reduces to a
Lindblad master equation, such that the populations and
coherences of the density matrix are dynamically decou-
pled. In this work, we will go beyond the secular treat-
ment and reveal its essential influence. The involved co-
efficients Υ and ξ, defined in Eqs. (A27) and (A28), are
going to have important roles to play in an effective mag-
netic field, leading to prominent affects on the energy
current.
Investigation of spin dynamics can be achieved by
simply propagating Eq. (12) in the limit χ → 0.
This can be done, for instance, in the Floquet ba-
sis with the diagonal density matrix elements ρ00(t) =
〈u0(t)|ρ(t)|u0(t)〉, ρ++(t) = 〈u+(t)|ρ(t)|u+(t)〉, and
ρ−−(t) = 〈u−(t)|ρ(t)|u−(t)〉 describing populations,
and off-diagonal density matrix elements ρ+−(t) =
〈u+(t)|ρ(t)|u−(t)〉 and ρ−+(t) = 〈u−(t)|ρ(t)|u+(t)〉
standing for coherences. Alternatively, in this work we re-
express them in terms of the probabilities and an average
spin. We use ρ00 and ρ11 = ρ++ + ρ−− to represent the
probabilities to find an empty and occupied QD, respec-
tively. We furthermore introduce the vector of average
spin S = {Sx, Sy, Sz}, where the individual components
are given by
Sx =
ρ+− + ρ−+
2
, Sy = i
ρ+− − ρ−+
2
, Sz =
ρ++ − ρ−−
2
.
(14)
Therefore, the dot state is characterized by ρ(χ) =
{ρ00, ρ11, Sx, Sy, Sz}. According to GQME (12) and (13),
it satisfies
ρ˙(χ) = L(χ)ρ(χ, t), (15)
where L(χ) is a 5×5 matrix. Among these five equations,
two are for the occupations probabilities and three are for
the average spin. The first two read
5d
dt
(
ρ00
ρ11
)
=
(
−Γ+,0 − Γ−,0
1
2{Γ0,+(χ) + Γ0,−(χ)}
Γ+,0(χ) + Γ−,0(χ) −
1
2 (Γ0,+ + Γ0,−)
)(
ρ00
ρ11
)
+ 2
(
Υ0,+(χ) + Υ0,−(χ)
−Υ0,+ −Υ0,−
)
Sx + 2
(
ξ0,+(χ)− ξ0,−(χ)
−ξ0,+ + ξ0,−
)
Sy +
(
Γ0,+(χ)− Γ0,−(χ)
−Γ0,+ + Γ0,−
)
Sz . (16)
Unambiguously, the occupation probabilities are coupled
to the spin accumulation in the QD, which is described
by the remaining three equations
dS
dt
=
(
dS
dt
)
acc
+
(
dS
dt
)
dec
+
(
dS
dt
)
pre
. (17)
The first term describes the spin accumulation due to
tunneling between the electrode and QD
(
dS
dt
)
acc
=

 Υ−,0(χ) + Υ+,0(χ) − 12 (Υ0,−+Υ0,+)ξ−,0(χ)− ξ+,0(χ) − 12 (ξ−,0 − ξ+,0)
1
2{Γ+,0(χ)− Γ−,0(χ)} −
1
2 (Γ+,0 − Γ−,0)


·
(
ρ00
ρ11
)
. (18)
This is the source term responsible for the building up of
a spin polarization in the QD. The second term depicts
the opposite mechanism – decay of the spin via tunneling
out of spin (
dS
dt
)
dec
= −
1
2
(Γ0,+ + Γ0,−)S. (19)
Both spin accumulation and decay depend on the spin
orientation, which is described by the third equation(
dS
dt
)
pre
= S ×B. (20)
Interestingly, this term describes the precession of the
average spin about an effective magnetic field
B = {Bx,By,Bz}
= {−(ξ0,+ + ξ0,−), (Υ0,+ −Υ0,−), ǫ˜}, (21)
which arises purely from the non-secular treatment and
energy renormalization, with ǫ˜ = ǫ−−ǫ++
1
2 (κ0,−−κ0,+).
Note that this fictitious magnetic field should not be con-
fused with the real magnetic fields B in Eq. (1). Later,
it will be shown that the subtle interaction between ef-
fective magnetic field and spin may have an essential role
to play in energy flow through the system.
In literature, Bloch equation for a pseudospin has also
been derived in the singular coupling limit (SCL) [52–54].
By rescaling reservoir Hamiltonian HB → λ
−2HB and
tunnel-coupling Hamiltonian V → λ−1V , the reservoir
correlation functions experience faster decay and could
even be well approximated by δ(t) in the limit λ → 0.
The SCL thus implies a flat spectral density and high
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FIG. 3: Comparison of stationary occupation in QD (ρst11)
using GQME (curves) and BMS master equation (symbols)
for various asymmetries in spin tunneling. All other plotting
parameters are the same as those in Fig. 2.
temperature limit kBT → ∞, such that the system en-
ergy splitting cannot be resolved. The obtained pseudo-
magnetic fields arise purely from the energy renormaliza-
tion [52]. The GQME employed in this work is obtained
under the second order Born-Markov approximation and
thus is valid as long as the temperature kBT ≫ Γ. The
preservation of positivity is guaranteed by the master
equation (13), which has also been checked numerically
throughout this work. Furthermore, the effective mag-
netic field originates not only from the energy renormal-
ization (cf. Bz), but also from the non-secular treatment
(see Bx and By), where the latter may have even more
important roles to play.
Figure 2 shows the stationary occupation of the QD
(ρst11) and effective spin accumulation {S
st
x , S
st
y , S
st
z } ver-
sus Rabi frequency for different configurations of asym-
metry in spin tunneling. The probability of finding an
empty QD (ρst00) is not displayed as it simply satisfies
the probability conservation ρst00 + ρ
st
11 = 1. The occu-
pation of the QD (ρst11) first decreases, reaches a local
minimum, and then grows rapidly towards unity with in-
creasing Rabi frequency, cf. Fig. 2(a). In comparison, the
results by using a Born-Markov-Secular (BMS) master
equation (i.e., by neglecting the last six lines in Eq. (13))
is displayed in Fig. 3. The results using two approaches
are consistent in the regime of large Rabi frequencies
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FIG. 4: Individual stationary spin currents Jst↓ and J
st
↑ vs.
Rabi frequency for various configurations of spin tunneling
asymmetry. All other plotting parameters are the same as
those in Fig. 2.
(not shown explicitly). Yet, noticeable differences are
observed for small γ
RF
, particularly in the case of a large
asymmetry in spin tunneling. This is due to the fact that,
in the regime of small Rabi frequency, the terms in the
last six lines in Eq. (A23) do not experience fast oscilla-
tion, therefore do not average to zero. Our results show
unambiguously that it is not justified to use the secular
approximation in the regime of small Rabi frequencies.
In the limit of large Rabi frequency, an electron tun-
neled into the QD will be almost localized in the Floquet
state “|u−(t)〉” as indicated in S
st
z , cf. Fig. 2(d). The
y-component of the effective spin decays fast to zero, re-
gardless of the asymmetry in spin tunneling, as shown in
Fig. 2(c). It seems to be consistent with the usual secu-
lar treatment. However, the x-component of the effective
spin may survive for a wide range of Rabi frequency, de-
pending on asymmetry in spin tunneling, see Fig. 2(b).
We therefore emphasize that the use of a simple BMS
master equation may overlook some important dynamics
of the reduced system. We will further reveal later that
the finite spin accumulation in the QD would have a sig-
nificant influence on the energy flow through the system.
The GQME (12) and (13), or equivalently Eq. (15) en-
able us to evaluate various currents by employing the
CGF
F(χ) = lim
t→∞
1
t
ln{trS[ρ(χ, t)]} = z0(χ), (22)
where z0(χ) is the dominant eigenvalue with small-
est magnitude of L(χ) defined in Eq. (15) and satisfies
z0(χ → 0) = 0 [55]. The individual stationary spin-σ
current can be simply obtained as
J stσ = (−i)
∂
∂χ1σ
z0(χ)|χ→0. (23)
Throughout this work, the superscript “st” is used to rep-
resent stationary values. One straightforwardly gets the
stationary spin up and spin down currents, respectively,
as
J st↑ =
1
2
(Γ
(↑)
0,+ + Γ
(↑)
0,−)ρ
st
11 − [Γ
(↑)
+,0 + Γ
(↑)
−,0]ρ
st
00
− 2[Υ
(↑)
0,+ +Υ
(↑)
0,−]S
st
x − 2[ξ
(↑)
0,+ − ξ
(↑)
0,−]S
st
y
+ (Γ
(↑)
0,+ − Γ
(↑)
0,−)S
st
z , (24a)
J st↓ =
1
2
(Γ
(↓)
0,+ + Γ
(↓)
0,−)ρ
st
11 − [Γ
(↓)
+,0 + Γ
(↓)
−,0]ρ
st
00
+ 2[Υ
(↓)
0,+ +Υ
(↓)
0,−]S
st
x + 2[ξ
(↓)
0,+ − ξ
(↓)
0,−]S
st
y
+ (Γ
(↓)
0,+ − Γ
(↓)
0,−)S
st
z , (24b)
where ρstjj (j = 0, 1) and S
st
ζ (ζ = x, y, z) are, respectively,
the stationary solutions of Eqs. (16) and (17) in the limit
χ→ 0.
Figure 4 shows the individual spin currents versus Rabi
frequency for various configurations of spin tunneling
asymmetry. The spin down current (J st↓ ) is positive as
it flows out of the QD, while the spin up current (J st↑ )
is negative as it goes into the QD. Whenever an electron
tunnels into QD, it will flow out of it. The stationary
charge current is thus zero due to charge conservation:
J stch = J
st
↑ + J
st
↓ = 0. (25)
This is also confirmed by using Eq. (16). It is worthwhile
to mention that this result holds regardless of the degree
of asymmetry in spin tunneling.
In the regime of small Rabi frequency, the magnitude
of either spin-up or spin-down current increases rapidly
with Rabi frequency. In the opposite regime of large Rabi
frequency, both fall off gradually towards zero with rising
γ
RF
. This is due to the fact that the electron is inclined to
stay in the Floquet state “|u−(t)〉” as the Rabi frequency
increases, cf. Fig. 2(b). A so-called dynamical spin block-
ade mechanism develops [56–60], which leads eventually
to a strong suppression of the current. An increase in
spin tunneling asymmetry results in an overall inhibition
of both spin-up and spin-down currents. With the knowl-
edge of individual spin currents, one immediately arrives
at the net spin current, defined as
J stsp ≡ J
st
↑ − J
st
↓ = 2J
st
↑ , (26)
where we have used the charge conservation, i.e. Eq. (25).
The stationary energy currents, associated with the
spin up and spin down currents, can be obtained in an
analogous way
Istσ = (−i)
∂
∂χ2σ
z0(χ)|χ→0. (27)
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FIG. 5: Stationary energy current vs. Rabi frequency for different configurations of spin tunneling asymmetry. For comparison,
the contributions from spin current (−Ω
2
Jstsp) and spin–magnetic field interaction (
Λ
2
JstX ) are also shown in dashed and dotted
curves, respectively. All other plotting parameters are the same as those in Fig. 2.
By utilizing Eq. (15), one immediately arrives at
Ist↑ = (ǫ+ − ǫ0 −
Ω
2 )
{
Γ
(↑)
0,+ρ
st
++ − Γ
(↑)
+,0ρ
st
00
−2Υ
(↑)
0,+S
st
x − 2ξ
(↑)
0,+S
st
y
}
+(ǫ− − ǫ0 −
Ω
2 )
{
Γ
(↑)
0,−ρ
st
−− − Γ
(↑)
−,0ρ
st
00
−2Υ
(↑)
0,−S
st
x + 2ξ
(↑)
0,−S
st
y
}
, (28a)
Ist↓ = (ǫ+ − ǫ0 +
Ω
2 )
{
Γ
(↓)
0,+ρ
st
++ − Γ
(↓)
+,0ρ
st
00
+2Υ
(↓)
0,+S
st
x + 2ξ
(↓)
0,+S
st
y
}
+(ǫ− − ǫ0 +
Ω
2 )
{
Γ
(↓)
0,−ρ
st
−− − Γ
(↓)
−,0ρ
st
00
+2Υ
(↓)
0,−S
st
x − 2ξ
(↓)
0,−S
st
y
}
. (28b)
The total energy current in the steady state is the sum of
individual energy currents, and can be readily obtained
as
Isten = I
st
↑ + I
st
↓ = −
Ω
2
J stsp +
Λ
2
J stX . (29)
Unambiguously, it is made up of two components. The
first contribution comes from the pure spin current J stsp.
The second term originates from the interaction between
the accumulated spin and the effective magnetic field
J stX = 4(S
st
x By − S
st
y Bx), (30)
where Bx and By are respectively the x and y components
of the effective magnetic field in Eq. (21). We emphasize
that the result in Eq. (29) is of great significance in the
following two aspects. First, an energy current can be
produced even in the absence of a net matter (charge)
current. This is independent of whether the secular ap-
proximation is made or not. Second, the interaction be-
tween the effective magnetic field and accumulated spin is
also responsible for the production of an energy current.
This contribution purely originates from the non-secular
treatment. It will be revealed that this term may have
essential roles to play in the energy flow under the cir-
cumstance of strongly asymmetric spin tunneling rates.
In Fig. 5 the stationary energy current (Isten) is plotted
against Rabi frequency (γRF) for various configurations
of spin tunneling asymmetry. The contributions due to
spin current and spin accumulation are also exhibited by
the dashed and dotted curves, respectively. In the case
of symmetric spin tunneling (Γ↑ = Γ↓ = 0.5Γ), the spin
accumulation (J stX) has a negligible contribution and the
energy current is dominated by the spin current (J stsp),
cf. Fig. 5(a). The behavior of the total energy current
is thus similar to the spin current in Fig. 4, i.e., it first
increases rapidly with rising Rabi frequency, reaches a
maximum at approximately γ
RF
≈ 0.5Γ, and finally falls
off and approaches zero in the limit γ
RF
→∞.
The picture becomes drastically different under the cir-
cumstance of strong asymmetry in spin tunneling, where
the spin current is suppressed while the contribution from
interaction between effective magnetic field and spin ac-
cumulation has an essential role to play. For instance, a
strong asymmetry of Γ↑ = 0.2Γ and Γ↓ = 0.8Γ gives rise
to a prominent enhancement in Λ2 J
st
X at approximately
γRF ≈ 5Γ. This is ascribed to noticeable effective mag-
netic field By [inset of Fig. 2(b)] and finite spin accumu-
lation Sstx [Fig. 2(b)] (S
st
y has a vanishing contribution,
cf. Fig. 2(c)). It leads to the emergence of a local max-
imum in the energy current at γRF ≈ 3Γ, in addition to
its original maximum at γ
RF
≈ 0.5Γ, see Fig. 5(b). Re-
markably, for an extremely asymmetric tunneling rates
(Γ↑ = 0.05Γ,Γ↓ = 0.95Γ) as shown in Fig. 5(d), the J
st
X -
8term serves as the dominant contribution. As a result,
one observes solely a single maximum in energy current
at γ
RF
≈ 5Γ. Our results show unambiguously the im-
portance of considering the interaction between effective
magnetic field and spin accumulation for very asymmet-
ric spin tunneling rates. In this case, the use of a simple
BMS master equation picture would be fundamentally
insufficient.
IV. STOCHASTIC THERMODYNAMICS
Now we are in a position to discuss the stochastic ther-
modynamics, i.e., the identification of the first and sec-
ond laws at the microscopic level. Our analysis is based
on the two-measurement process theory and the method
of counting statistics [22]. We will focus on energy and
entropy balance of the ESR pumped QD system in the
steady-state limit.
A. Energy balance based on statistics of
work and heat
In this subsection we characterize the steady fluctu-
ations of work and heat by evaluating their counting
statistics using initial and final measurements of the sys-
tem energy. Statistics of work has previously been an-
alyzed with quantum jump approach [61] or Lindblad
quantum master equations [62]. Here we employ the
two-measurement process approach [22, 63] within the
framework of the GQME, thus fully accounting for effect
of the non-secular treatment and the coherences.
Let us denote the instantaneous eigenenergies of HS(t)
as em(t) and those of HB as εk. Assume that at time
t = 0 a joint measurement ofHS(0) and HB is performed,
yielding the outcomes em(0) and εk, respectively. At time
t > 0, a second joint measurement of HS(t) and HB is
made with outcomes en(t) and εk′ . The energy changes
of system and bath, ∆e and ∆ε, respectively, in a single
realization of the protocol are thus given by
∆e = en(t)− em(0), (31a)
∆ε = εk′ − εk. (31b)
The change of the energy of the entire system is given by
the sum of the energy changes of the reduced system and
bath energies, apart from a negligible contribution due
to the system-bath interaction. The work W performed
on the system coincides with the change of the energy of
the entire system because the driving is acted solely onto
the reduced system, i.e.,
W = ∆e+∆ε = en(t) + εk′ − em(0)− εk. (32)
Apparently, W is a random variable due to the intrinsic
randomness in the quantum measurement processes. The
statistical properties of W can be conveniently expressed
in terms of its characteristic function
GW (χW , t) =
∫ ∞
−∞
dWeiWχWP (W, t), (33)
where P (W, t) is probability density function of observing
an amount of work W performed by the external driving
from time 0 to t, and χW is the corresponding count-
ing field. According to the theory of two-measurement
process [22], the probability density function is given by
P (W, t)=
∑
en(t),em(0)
∑
εk,εk′
δ[en(t)+ εk′− em(0)− εk −W ]
· p(en(t)+ εk′ |em(0)+ εk)p(em(0)+ εk), (34)
where p(en(t)+εk′ |em(0)+εk) is the conditional probabil-
ity that a measurement of HS(t) and HB gives en(t) and
εk′ , respectively, at time t given that it gave em(0) and
εk at time 0, while p(em(0)+ εk) is the usual probability
to have em(0) and εk at time 0.
By introducing the projectors Pˆej(t) and Pˆεk on the
j-th state of the system with energy ej(t) and k-th state
of the reservoir with energy εk, one has
p(en(t) + εk′ |em(0) + εk)p(em(0) + εk)
= tr[Pˆen(t)Pˆεk′U(t)Pˆem(0)PˆεkρT(0)
× Pˆεk Pˆem(0)U
†(t)Pˆεk′ Pˆen(t)], (35)
where tr[· · · ] represents the trace over the degrees of the
freedom of entire system, and U(t) is the evolution oper-
ator associated with the entire Hamiltonian HT(t):
U(t) = exp+
(
−i
∫ t
0
dτHT(τ)
)
. (36)
Next we assume that the initial total density matrix can
be factorized to ρT(0) =
e−βHS(0)
ZS(0)
⊗ e
−βHB
ZB
, where ZS(0) =
trS{e
−βHS(0)} is the partition function of system at time
t = 0 and ZB = trB{e
−βHB} is that of reservoir. By
using Pˆ2
ej(t)
= Pˆej(t) and Pˆ
2
εk
= Pˆεk , Eq. (35) is further
simplified to
p(en(t) + εk′ |em(0) + εk)p(em(0) + εk)
= tr[U †(t)Pˆen(t)Pˆεk′U(t)Pˆem(0)PˆεkρT(0)]. (37)
Noticing that
∑
ej(t)
Pˆej(t)e
±iχW ej(t) = e±iχWHS(t) and∑
εk
Pˆεke
±iχW εk = e±iχWHB , the characteristic function
of work in Eq. (33) can be written as
GW (χW ,t)=tr
{
ei
χW
2 [HS(t)+HB]U(t)e−i
χW
2 [HS(0)+HB]ρT(0)
· e−i
χW
2 [HS(0)+HB]U †(t)ei
χW
2 [HS(t)+HB]
}
,
=
∑
en(t),em(0)
eiχW [en(t)−em(0)]−βem(0)
ZS(0)
· 〈en(t)|̺(χW , t; em(0))|en(t)〉, (38)
9where we have introduced a new density matrix of the
reduced system including the counting field of work
̺(χW , t; em(0)) =trB
{
ei
χW
2 HBU(t)e−i
χW
2 HB̺(0; em(0))
⊗ ρB e
−i
χW
2 HBU †(t)ei
χW
2 HB
}
.
(39)
By comparing with Eqs. (7) and (8), one finds that
̺(χW , t; em(0)) satisfies the same equation as ρ(χ, t)
does, i.e. Eq. (15), with only the crucial replacement
̺(χW , t; em(0)) = ρ(χ, t)|χ1↑=χ1↓=0,χ2↑=χ2↓=χW (40)
and initial condition ̺(0; em(0)) = |em(0)〉〈em(0)|. Un-
ambiguously, both populations and coherences have im-
portant roles to play in the statistics of work. Here, we
are interested in the stationary statistics, therefore, the
CGF of the mechanical power is simply given by
GW (χW , t) = lim
t→∞
1
t
lnGW (χW , t)
=z0(χ)|χ1↑=χ1↓=0,χ2↑=χ2↓=χW , (41)
where z0(χ) is the dominant eigenvalue with smallest
magnitude of L(χ) as shown in Eq. (22).
The average rate of mechanical work is simply obtained
W˙ = −i
∂
∂χW
z0({0, 0, χW , χW })|χW→0
= Ist↑ + I
st
↓ = −
Ω
2
J stsp +
Λ
2
J stX . (42)
It shows clearly that the work done on the system is used
to produce a spin current and a precession of an average
spin in the QD, where the latter originates purely from
non-secular treatment.
The statistical properties of the heat flow can be an-
alyzed in a similar way by using the two-measurement
process theory [22, 64]. Assume at time t = 0 a measure-
ment HB yields an outcome εk. A little later at t > 0,
a second measurement is made with outcome εk′ . The
heat flows from the reservoir to the QD is given by
Q = −(εk′ − εk). (43)
Analogously to Eq. (33), the characteristic function of
heat flow is defined as
GQ(χQ, t) =
∫ ∞
−∞
dQeiQχQP (Q, t), (44)
where χQ is the counting field associated with heat flow,
and P (Q, t) is the probability density function of observ-
ing an amount of heat Q flowed in to QD from time 0 to
t. It can be determined from the two-time measurement
approach [22]:
P (Q, t) =
∑
εk,εk′
δ[εk′ − εk +Q)]p(εk′ |εk)p(εk), (45)
where p(εk′ |εk) is the conditional probability for observ-
ing εk′ at time t, given that it yields εk at time 0, while
p(εk) is the usual probability to have εk at time 0. By
following similar procedures in Eqs. (35) and (37), the
characteristic function of heat flow can be expressed as
GQ(χQ, t) = trS[̺(−χQ, t)], (46)
where ̺(−χQ, t) satisfies the same equation as ρ(χ, t)
in Eq. (15), with only the replacement ̺(−χQ, t) =
ρ(χ, t)|χ1↑=χ1↓=0,χ2↑=χ2↓=−χQ . In comparison with the
Eq. (22), one immediately finds the CGF of the heat flow
in the stationary limit
GQ(χQ) = lim
t→∞
1
t
lnGQ(χQ, t)
= z0(χ)χ1↑=χ1↓=0,χ2↑=χ2↓=−χQ , (47)
where z0(χ) is the dominant eigenvalue with smallest
magnitude of L(χ) in Eq. (22). The average heat flowing
into QD is simply given by
Q˙ = −i
∂
∂χQ
z0({0, 0,−χQ,−χQ})|χQ→0
= −(Ist↑ + I
st
↓ ). (48)
By comparing with Eqs. (42), one eventually arrives at
the energy balance relation in terms of the first law of
thermodynamics
E˙ = Q˙+ W˙ = 0. (49)
The work done on the system is completely converted
into heat, such that the net increase of energy in the QD
is zero in the stationary limit.
B. Entropy balance
We are now in a position to investigate the entropy bal-
ance and identify the second law on the microscopic level.
For a system described by a Lindblad master equation, it
has been shown that a connection between entropy pro-
duction and the heat currents can be established based
on the local detailed balance (LDB) relation [65]. A sim-
ilar LDB was found in a driven system under secular ap-
proximation, where the populations and coherences are
dynamically decoupled [62, 66]. Our analysis is based
on the GQME beyond the secular approximation such
that both populations and coherences have vital roles to
play. We will establish the connection between entropy
production and heat flow in the stationary limit, using
the two-measurement process theory and the method of
counting statistics, rather than the LDB.
We start with the von Neumann entropy
S(t) = −trS[ρ(t) ln ρ(t)], (50)
where ρ(t) is the density matrix of the reduced system.
The change in von Neumann entropy ∆S can be decom-
posed into an entropy production ∆Si and an entropy
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flow ∆Se [67–70], where the latter is given by the heat
exchanged with the reservoir multiplied by the inverse
temperature
∆Se = β∆Q. (51)
The entropy production then is given by
∆Si = ∆S − β∆Q. (52)
In what follows, we will analyze the entropy from a statis-
tical point of view, using the two-measurement process
analogous to that in Eq. (34). Assume at time t = 0,
joint measurements of the energies of system and reser-
voir are made. The obtained energy eigenvalues are de-
noted by em(0) and ǫk, respectively. The associated von
Neumann entropy of the system is S(0) = β[em(0)−F0],
where F0 = −
1
β
lnZ0 is the free energy with lnZ0 =
− ln p(em(0)) − βem(0). Later at time t, a similar joint
measurement yields en(t) and ǫk′ , respectively. The cor-
responding entropy thus is S(t) = β[en(t)−Ft], with free
energy Ft = −
1
β
lnZt and lnZt = − ln p(en(t)) − βen(t).
The change in entropy is
∆S = S(t)− S(0) = ln p(em(0))− ln p(en(t)). (53)
Apparently, ∆S is a random variable owing to the
stochastic nature in the quantum measurement. Its prob-
ability density function is given by
P (∆S, t) =
∑
en(t),em(0)
∑
εk,εk′
δ[ln p(em(0))− ln p(en(t))−∆S]
· p(en(t) + εk′ |em(0) + εk)p(em(0) + εk),
(54)
where we have used the same probabilities p(en(t) +
εk′ |em(0) + εk) and p(em(0) + εk) as in Eq. (34). In a
single realization the entropy can be expressed as
∆S = ∆Si + β∆Q, (55)
where ∆Q = −(εk′ − εk) is the heat flowed into the QD.
One finds the probability density function for entropy
production:
P (∆Si, t) =
∑
en(t),em(0)
∑
εk,εk′
δ[ln p(em(0))− ln p(en(t))
−∆Si + β(εk′ − εk)]
· p(en(t) + εk′ |em(0) + εk)p(em(0) + εk).
(56)
Its corresponding characteristic function can be obtained
by simply performing a Fourier transform
G∆Si(χSi) =
∫ ∞
−∞
d(∆Si)P (∆Si, t) e
i∆SiχSi , (57)
where χSi is the counting field associated with the en-
tropy production. In parallel to the discussion for the
statistics of work, it can be expressed as
G∆Si(χSi , t) =
∑
en(t),em(0)
eiχSi [ln p(em(0))−ln p(en(t))]−βem(0)
ZS(0)
· 〈en(t)|̺(χSiβ, t; em(0))|en(t)〉, (58)
where ̺(χSiβ, t; em(0)) satisfies the same equation
as ρ(χ, t) in Eq. (15), with only the replacement
̺(χSiβ, t; em(0)) = ρ(χ, t)|χ1↑=χ1↓=0,χ2↑=χ2↓=χSiβ and
initial condition ̺(0; em(0)) = |em(0)〉〈em(0)|.
The CGF for the entropy production characterizing the
stationary statistics is thus given by
GSi(χSi) = lim
t→∞
1
t
lnG∆Si(χSi , t)
=z0(χ)|χ1↑=χ1↓=0,χ2↑=χ2↓=χSiβ , (59)
where z0(χ) is the dominant eigenvalue with smallest
magnitude of L(χ), as shown in Eq. (22). The average
irreversible entropy production then is simply obtained
by taking partial derivative of GSi(χSi)
S˙i = −i
∂
∂χSi
z0({0, 0, χSiβ, χSiβ})|χSi→0
= β(Ist↑ + I
st
↓ ) = βI
st
en ≥ 0. (60)
This is the second law formulated as the non-negativity
of the irreversible entropy production, owing to the non-
negative energy current that we have confirmed numer-
ically, see also Fig. 5. Furthermore, it means that both
populations and coherences of the density matrix have
essential roles to play in entropy production. By recall-
ing Eq. (42) and the energy balance relation Eq. (49), one
finds
S˙i = −βQ˙ =
β
2
(−ΩJ stsp + ΛJ
st
X). (61)
The first equality manifests the relation between entropy
production and heat current based on counting statistics,
rather than the LDB. Together with the entropy flow
defined in Eq. (51), one arrives at the entropy balance in
the stationary limit
S˙ = S˙i + S˙e = 0. (62)
The second equality in Eq. (61), to the best of our knowl-
edge, is a new result, revealing not only its relation to a
pure spin current, but also the intimate connection to
the influence of interaction between effective spin and
effective magnetic field. Finally, we remark that the con-
tribution from J stX is of the first order in tunnel-coupling
strength, and thus could be detected in experiment. We
highly anticipate this to be verified in the near future.
V. CONCLUSION
In summary, we have performed a stochastic thermo-
dynamics analysis of an ESR pumped quantum dot sys-
tem in the presence of a pure spin current only. The state
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of the system can be described by populations and an ef-
fective spin in the Floquet basis. In particular, this effec-
tive spin undergoes a precession about an effective mag-
netic field, which originates from the non-secular treat-
ment and energy renormalization. Unambiguously, an
energy current could be generated, not due to a charge
current, but entailed by a pure spin current and the inter-
action between effective spin and effective magnetic field,
where the latter may have the dominant role to play in
the case of strong asymmetry in spin tunneling. In the
stationary limit, energy balance and entropy balance re-
lations are established based on the theory of counting
statistics. Furthermore, we revealed a new mechanism
that the irreversible entropy production is found to be in-
timately related to the interaction between effective spin
and magnetic field.
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Appendix A: Derivation of the GQME
First, we transform from the Schro¨dinger’s picture to
the interaction picture
ρ˜T(χ, t) = U
†
0 (t)ρT(χ, t)U0(t), (A1)
where
U0(t) ≡ exp+
{
−i
∫ t
0
dτHS(τ)
}
e−iHBt. (A2)
In what follows, the tilde is used to indicate a quantity
in the interaction picture. The equation of motion of
ρ˜T(χ, t) then reads
d
dt
ρ˜T(χ, t) = −i{V˜ (χ, t)ρ˜T(χ, t)− ρ˜T(χ, t)V˜ (−χ, t)},
(A3)
with
V˜ (χ, t) = U †0 (t)V (χ)U0(t). (A4)
Now, we integrate Eq. (A3) twice, differentiate with
respect to time “t”, and trace over the degrees of freedom
of the reservoir. This yields an exact equation of motion
for the χ-dependent reduced density matrix
d
dt
ρ˜(χ, t) = −
∫ t
0
dτ trB{V˜ (χ, t)V˜ (χ, τ)ρ˜T(χ, τ)
− V˜ (χ, τ)ρ˜T(χ, τ)V˜ (−χ, t)
− V˜ (χ, t)ρ˜T(χ, τ)V˜ (−χ, τ)
+ ρ˜T(χ, τ)V˜ (−χ, τ)V˜ (−χ, t)}, (A5)
where trB{· · · } stands for the trace over the degrees of
freedom of reservoir. This equation still contains the
density matrix ρ˜T(χ, τ) of the entire system. We thus
now make the Born approximation which assumes that
the density operator factorises at all times as ρ˜T(χ, τ) =
ρ˜(χ, τ) ⊗ ρB. It greatly simplifies Eq. (A5). Yet, it still
has a time non-local form: The future evolution ρ˜(χ, t)
depends on its past history ρ˜(χ, τ), which makes it diffi-
cult to work with. In case of a large separation between
system and environment timescales, it is justified to in-
troduce the Markov approximation, i.e., replacing ρ˜(χ, τ)
by ρ˜(χ, t) and extending the upper limit of the integral
to infinity in Eq. (A5). Finally, it yields a closed differ-
ential equation of motion for the reduced density matrix
that the future behaviour of ρ˜(χ, t) depends only on its
present state
d
dt
ρ˜(χ, t) =−
∫ ∞
0
dτtrB{V˜ (χ, t)V˜ (χ, t− τ)ρB⊗ ρ˜(χ, t)
− V˜ (χ, t− τ)ρB⊗ ρ˜(χ, t)V˜ (−χ, t)
− V˜ (χ, t)ρB⊗ ρ˜(χ, t)V˜ (−χ, t− τ)
+ ρB⊗ ρ˜(χ, t)V˜ (−χ, t− τ)V˜ (−χ, t)}
=− {[I]− [II]− [III] + [IV]}. (A6)
This serves as an essential starting point for the following
derivation.
Each term in Eq. (A6) has to be evaluated, which re-
quires the explicit form of the V (χ, t) in Eq. (A4). By
utilizing Eqs. (10) and (A2), one immediately has
f˜σ(χ, t) =U
†
0 (t)fσ(χ)U0(t)
=
∑
k
tkσckσe
− i2 (χ2σεkσ+χ1σ)e−iεkσt. (A7)
The system operators in the interaction picture are de-
fined analogously
d˜σ(t) = U
†
0 (t)dσ(t)U0(t)
= exp−
{
i
∫ t
0
HS(τ)dτ
}
dσ exp+
{
−i
∫ t
0
HS(τ)dτ
}
,
(A8)
where the time ordering arises purely from the time de-
pendence of the system Hamiltonian. To explicitly eval-
uate Eq. (A8), we employ Floquet theory [48–51], which
states that the unitary evolution can be represented as
exp+
{
−i
∫ t
0
HS(τ)dτ
}
=
∑
j
e−iǫjt|uj(t)〉〈uj(0)|,
(A9)
where |uj(t)〉 is the Floquet function inherits the period-
icity |uj(t)〉 = |uj(t + T )〉 with T =
2π
Ω , and ǫj is the
corresponding quasienergy. The quasienergies and Flo-
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quet functions are simply given, respectively, by
ǫ0 = 0, |u0(t)〉 =

 10
0

 , (A10a)
ǫ+ =
Ω+ Λ
2
, |u+(t)〉 =


0
+ sin(Θ2 )e
+i
Ω
2 t
+cos(Θ2 )e
−i
Ω
2 t

 , (A10b)
ǫ− =
Ω− Λ
2
, |u−(t)〉 =


0
− cos(Θ2 )e
+i
Ω
2 t
+sin(Θ2 )e
−i
Ω
2 t

 , (A10c)
where, for brevity, we have introduced
sin
(
Θ
2
)
=
√
Λ + δ
2Λ
, (A11a)
cos
(
Θ
2
)
=
√
Λ− δ
2Λ
, (A11b)
with δ = ∆ − Ω is the ESR detuning and Λ =√
δ2 + 4γ2
RF
. The annihilation operators of the system
in the Floquet basis can thus be readily expressed as
d˜↑(t) = sin(
Θ
2 )e
−i(ǫ+−ǫ0−
Ω
2 )t|u0(0)〉〈u+(0)|
− cos(Θ2 )e
−i(ǫ−−ǫ0−
Ω
2 )t|u0(0)〉〈u−(0)|, (A12a)
d˜↓(t) = cos(
Θ
2 )e
−i(ǫ+−ǫ0+
Ω
2 )t|u0(0)〉〈u+(0)|
+ sin(Θ2 )e
−i(ǫ−−ǫ0+
Ω
2 )t|u0(0)〉〈u−(0)|. (A12b)
Their corresponding creation operators can be obtained
by simply taking the Hermitian conjugate.
The following procedure relies on the substituting of
Eqs. (A7) and (A12) into Eq. (A6). For instance, the first
term [I] in Eq. (A6) is obtained as
[I] =
{
γ
(+)
↓ (ǫ+ − ǫ0 +
Ω
2 ) cos
2(Θ2 ) + γ
(+)
↑ (ǫ+ − ǫ0 −
Ω
2 ) sin
2(Θ2 )
}
|u0(0)〉 〈u0(0)| ρ˜(χ, t)
+
{
γ
(+)
↓ (ǫ− − ǫ0 +
Ω
2 ) sin
2(Θ2 ) + γ
(+)
↑ (ǫ− − ǫ0 −
Ω
2 ) cos
2(Θ2 )
}
|u0(0)〉 〈u0(0)| ρ˜(χ, t)
+
{
γ
(−)
↓ (ǫ+ − ǫ0 +
Ω
2 ) cos
2(Θ2 ) + γ
(−)
↑ (ǫ+ − ǫ0 −
Ω
2 ) sin
2(Θ2 )
}
|u+(0)〉〈u+(0)|ρ˜(χ, t)
+
{
γ
(−)
↓ (ǫ− − ǫ0 +
Ω
2 ) sin
2(Θ2 ) + γ
(−)
↑ (ǫ− − ǫ0 −
Ω
2 ) cos
2(Θ2 )
}
|u−(0)〉〈u−(0)|ρ˜(χ, t)
+
1
2
sinΘ e+i(ǫ+−ǫ−)t
{
γ
(−)
↓ (ǫ− − ǫ0 +
Ω
2 )− γ
(−)
↑ (ǫ− − ǫ0 −
Ω
2 )
}
|u+(0)〉〈u−(0)|ρ˜(χ, t)
+
1
2
sinΘ e−i(ǫ+−ǫ−)t
{
γ
(−)
↓ (ǫ+ − ǫ0 +
Ω
2 )− γ
(−)
↑ (ǫ+ − ǫ0 −
Ω
2 )
}
|u−(0)〉〈u+(0)|ρ˜(χ, t). (A13)
The term [IV] in Eq. (A6) can be analyzed in a similar
way.
We have introduced
γ(±)σ (ω) =
∑
k
∫ ∞
0
dτe−iωτC(±)σ (τ), (A14)
where C
(±)
σ (τ) are the reservoir correlation functions de-
fined as
C(+)σ (τ) = 〈f˜
†
σ(τ)f˜σ(0)〉B, (A15a)
C(−)σ (τ) = 〈f˜σ(τ)f˜
†
σ(0)〉B, (A15b)
with f˜σ(τ) ≡ f˜σ(χ = 0, τ) and 〈(· · · )〉B ≡ trB[(· · · )ρB]
the usual thermal average. By substituting Eq. (A7) into
Eq. (A15), the reservoir correlation functions simplifies
to
C(±)σ (τ) =
∑
k
|tkσ |
2f (±)(εkσ)e
±iεkστ . (A16)
Actually, Eq. (A14) is a causality transformation,
which can be decomposed into spectral functions and dis-
persion functions as[71]
γ(±)σ (ω) = Γ
(±)
σ (ω) + iD
(±)
σ (ω). (A17)
The involved spectral functions are simply the Fourier
transforms of the corresponding reservoir correlation
functions
Γ(±)σ (ω) =
∫ ∞
−∞
dτe−iωτC(±)σ (τ). (A18)
In the usual wide-band limit, it reduces to
Γ(±)σ (ω) = Γσf
(±)(ω), (A19)
where Γσ is the tunneling width, f
(+)(ω) is the usual
Fermi function, and f (−)(ω) ≡ 1 − f (+)(ω). With the
13
knowledge of the spectral functions, the dispersion func-
tions in Eq. (A17) can be obtained via the Kramers-
Kronig Relation [71, 72]
D(±)σ (ω) = −
1
π
P
∫ ∞
−∞
dω′
C
(±)
σ (ω′)
ω − ω′
, (A20)
where P denotes the principle value. By introducing a
Lorentzian cutoff J(ω) = w
2
(ω−µ0)2+w2
centered at ω = µ0
and with bandwidth w, the dispersion functions can be
evaluated
D(±)σ (ω) = ±
Γσ
π
{
ln
(
βw
2π
)
− ReΨ
[
1
2
+
iβ
2π
(ω − µ0)
]}
,
(A21)
where Ψ(x) is the digamma function. The dispersion
functions normally account for the system-bath coupling-
induced energy renormalization, similar to the so–called
Lamb shift. It has been revealed that the energy renor-
malization have strong influence on electron transport
through QD systems [73–75], Aharonov-Bohm interfer-
ometer [76, 77], quantum measurement of solid-state
qubit [78, 79]. Later, we will show that the dispersion
functions in ESR pumping have important contribution
to an effective magnetic field.
It is noted that in Eq. (A13) the coefficients are inde-
pendent of the counting fields. Mathematically, this is
due to fact that for nonzero reservoir correlation func-
tions, one should only account for the thermal averages
of f˜σ(χ) and its Hermitian conjugate with the same mo-
mentum and spin, cf. Eq. (A15). Physically, this implies
that the term [I] in Eq. (A13) is not directly responsi-
ble for particle and energy transport. However, it does
not necessarily mean that they donot have any contribu-
tion. Actually, they may have important roles to play
via influencing the spin dynamics. Simpliar analysis ap-
plies to the last term [IV] in Eq. (A6), which is also χ-
independent. This is no long the case for the second and
third terms, i.e. [II] and [III] in Eq. (A6), which depend
explicitly on the counting fields. For instance, the term
[II] is given by
[II] =
{
γ
(+)
↓ (ǫ+ − ǫ0 +
Ω
2 ) cos
2(Θ2 )e
−i(ǫ+−ǫ0+
Ω
2 )χ2↓−iχ1↓ + γ
(+)
↑ (ǫ+ − ǫ0 −
Ω
2 ) sin
2(Θ2 )e
−i(ǫ+−ǫ0−
Ω
2 )χ2↑−iχ1↑
}
× |u+(0)〉〈u0(0)|ρ˜(χ, t)|u0(0)〉〈u+(0)|
+
{
γ
(+)
↓ (ǫ− − ǫ0 +
Ω
2 ) sin
2(Θ2 )e
−i(ǫ−−ǫ0+
Ω
2 )χ2↓−iχ1↓ + γ
(+)
↑ (ǫ− − ǫ0 −
Ω
2 ) cos
2(Θ2 )e
−i(ǫ−−ǫ0−
Ω
2 )χ2↑−iχ1↑
}
× |u−(0)〉〈u0(0)|ρ˜(χ, t)|u0(0)〉〈u−(0)|
+
{
γ
(−)
↓ (ǫ+ − ǫ0 +
Ω
2 ) cos
2(Θ2 )e
+i(ǫ+−ǫ0+
Ω
2 )χ2↓+iχ1↓ + γ
(−)
↑ (ǫ+ − ǫ0 −
Ω
2 ) sin
2(Θ2 )e
+i(ǫ+−ǫ0−
Ω
2 )χ2↑+iχ1↑
}
× |u0(0)〉〈u+(0)|ρ˜(χ, t)|u+(0)〉〈u0(0)|
+
{
γ
(−)
↓ (ǫ− − ǫ0 +
Ω
2 ) sin
2(Θ2 )e
+i(ǫ−−ǫ0+
Ω
2 )χ2↓+iχ1↓ + γ
(−)
↑ (ǫ− − ǫ0 −
Ω
2 ) cos
2(Θ2 )e
+i(ǫ−−ǫ0−
Ω
2 )χ2↑+iχ1↑
}
× |u0(0)〉〈u−(0)|ρ˜(χ, t)|u−(0)〉〈u0(0)|
+
1
2
sinΘ e+i(ǫ+−ǫ−)t
{
γ
(+)
↓ (ǫ+ − ǫ0 +
Ω
2 )e
−i(ǫ+−ǫ0+
Ω
2 )χ2↓−iχ1↓ − γ
(+)
↑ (ǫ+ − ǫ0 −
Ω
2 )e
−i(ǫ+−ǫ0−
Ω
2 )χ2↑−iχ1↑
}
× |u+(0)〉〈u0(0)|ρ˜(χ, t)|u0(0)〉〈u−(0)|
+
1
2
sinΘ e−i(ǫ+−ǫ−)t
{
γ
(+)
↓ (ǫ− − ǫ0 +
Ω
2 )e
−i(ǫ−−ǫ0+
Ω
2 )χ2↓−iχ1↓ − γ
(+)
↑ (ǫ− − ǫ0 −
Ω
2 )e
−i(ǫ−−ǫ0−
Ω
2 )χ2↑−iχ1↑
}
× |u−(0)〉〈u0(0)|ρ˜(χ, t)|u0(0)〉〈u+(0)|
+
1
2
sinΘ e−i(ǫ+−ǫ−)t
{
γ
(−)
↓ (ǫ+ − ǫ0 +
Ω
2 )e
+i(ǫ+−ǫ0+
Ω
2 )χ2↓+iχ1↓ − γ
(−)
↑ (ǫ+ − ǫ0 −
Ω
2 )e
+i(ǫ+−ǫ0−
Ω
2 )χ2↑+iχ1↑
}
× |u0(0)〉〈u+(0)|ρ˜(χ, t)|u−(0)〉〈u0(0)|
+
1
2
sinΘ e+i(ǫ+−ǫ−)t
{
γ
(−)
↓ (ǫ− − ǫ0 +
Ω
2 )e
+i(ǫ−−ǫ0+
Ω
2 )χ2↓+iχ1↓ − γ
(−)
↑ (ǫ− − ǫ0 −
Ω
2 )e
+i(ǫ−−ǫ0−
Ω
2 )χ2↑+iχ1↑
}
× |u0(0)〉〈u−(0)|ρ˜(χ, t)|u+(0)〉〈u0(0)|. (A22)
Accordingly, the term [III] can be obtained following the similar procedure. By putting all the four terms in Eq. (A6)
14
together, one finally arrive at the GQME in the interaction picture as
d
dt
ρ˜(χ, t) =
{
Γ0,+(χ)J [|u0(0)〉〈u+(0)|]−
1
2
Γ0,+A[|u0(0)〉〈u+(0)|]−
i
2
κ0,+C[|u0(0)〉〈u+(0)|]
}
ρ˜(χ, t)
+
{
Γ0,−(χ)J [|u0(0)〉〈u−(0)|]−
1
2
Γ0,−A[|u0(0)〉〈u−(0)|]−
i
2
κ0,−C[|u0(0)〉〈u−(0)|]
}
ρ˜(χ, t)
+
{
Γ+,0(χ)J [|u+(0)〉〈u0(0)|]−
1
2
Γ+,0A[|u+(0)〉〈u0(0)|]−
i
2
κ+,0C[|u+(0)〉〈u0(0)|]
}
ρ˜(χ, t)
+
{
Γ−,0(χ)J [|u−(0)〉〈u0(0)|]−
1
2
Γ−,0A[|u−(0)〉〈u0(0)|]−
i
2
κ−,0C[|u−(0)〉〈u0(0)|]
}
ρ˜(χ, t)
− e+i(ǫ+−ǫ−)t{[Υ0,− + iξ0,−]|u+(0)〉〈u−(0)|ρ˜(χ, t) + [Υ0,+ − iξ0,+]ρ˜(χ, t)|u+(0)〉〈u−(0)|}
− e−i(ǫ+−ǫ−)t{[Υ0,+ + iξ0,+]|u−(0)〉〈u+(0)|ρ˜(χ, t) + [Υ0,− − iξ0,−]ρ˜(χ, t)|u−(0)〉〈u+(0)|}
+ e+i(ǫ+−ǫ−)t[Υ+,0(χ) + iξ+,0(χ) + Υ−,0(χ)− iξ−,0(χ)]|u+(0)〉〈u0(0)|ρ˜(χ, t)|u0(0)〉〈u−(0)|
+ e+i(ǫ+−ǫ−)t[Υ0,+(χ)− iξ0,+(χ) + Υ0,−(χ) + iξ0,−(χ)]|u0(0)〉〈u−(0)|ρ˜(χ, t)|u+(0)〉〈u0(0)|
+ e−i(ǫ+−ǫ−)t[Υ+,0(χ)− iξ+,0(χ) + Υ−,0(χ) + iξ−,0(χ)]|u−(0)〉〈u0(0)|ρ˜(χ, t)|u0(0)〉〈u+(0)|
+ e−i(ǫ+−ǫ−)t[Υ0,+(χ) + iξ0,+(χ) + Υ0,−(χ)− iξ0,−(χ)]|u0(0)〉〈u+(0)|ρ˜(χ, t)|u−(0)〉〈u0(0)|, (A23)
where we have introduced the superoperators J [r]ρ =
rρr†, A[r]ρ = r†rρ+ ρr†r, and C[r]ρ = [r†r, ρ].
The first four lines in Eq. (A23) depict the tunneling
between QD and side reservoir in the Lindblad-like form,
where the χ-dependent terms are directly responsible for
particle and energy transfer. The involved χ-dependent
rates are given by
Γ0,±(χ) =Γ
(↓)
0,±e
+i(ǫ±−ǫ0+
Ω
2 )χ2↓+iχ1↓
+ Γ
(↑)
0,±e
+i(ǫ±−ǫ0−
Ω
2 )χ2↑+iχ1↑ , (A24a)
Γ±,0(χ) =Γ
(↓)
±,0e
−i(ǫ±−ǫ0+
Ω
2 )χ2↓−iχ1↓
+ Γ
(↑)
±,0e
−i(ǫ±−ǫ0−
Ω
2 )χ2↑−iχ1↑ , (A24b)
with
Γ
(↓)
0,± =
1± cosΘ
2
Γ
(−)
↓ (ǫ± − ǫ0 +
Ω
2 ), (A25a)
Γ
(↑)
0,± =
1∓ cosΘ
2
Γ
(−)
↑ (ǫ± − ǫ0 −
Ω
2 ), (A25b)
Γ
(↓)
±,0 =
1± cosΘ
2
Γ
(+)
↓ (ǫ± − ǫ0 +
Ω
2 ), (A25c)
Γ
(↑)
±,0 =
1∓ cosΘ
2
Γ
(+)
↑ (ǫ± − ǫ0 −
Ω
2 ). (A25d)
The spectral functions Γ
(±)
σ (ω) are given in Eq. (A18).
The corresponding χ-independent rates are simply ob-
tained by setting χ = 0, i.e., Γ0,± = Γ0,±(χ = 0), and
likewise for Γ±,0. The terms κ0,± and κ±,0 are only re-
lated to energy renormalization and thus not involved in
particle and energy transport. They do not depend on
the counting fields
κ0,± =
1± cosΘ
2
D
(−)
↓ (ǫ± − ǫ0 +
Ω
2 )
+
1∓ cosΘ
2
D
(−)
↑ (ǫ± − ǫ0 −
Ω
2 ), (A26a)
κ±,0 =
1± cosΘ
2
D
(+)
↓ (ǫ± − ǫ0 +
Ω
2 )
+
1∓ cosΘ
2
D
(+)
↑ (ǫ± − ǫ0 −
Ω
2 ). (A26b)
The corresponding dispersion functions D±σ (ω) can be
found in Eq. (A20).
All the terms in the last six lines of Eq. (A23) are os-
cillating in time. They originate purely from the non-
secular treatment, where we also find some χ-dependent
terms. These terms also have important roles to play in
energy and particle exchange between the QD and side
reservoir. The χ-dependent coefficients read
Υ0,±(χ) =Υ
(↓)
0,±e
+i(ǫ±−ǫ0+
Ω
2 )χ2↓+iχ1↓
−Υ
(↑)
0,±e
+i(ǫ±−ǫ0−
Ω
2 )χ2↑+iχ1↑ , (A27a)
Υ±,0(χ) =Υ
(↓)
±,0e
−i(ǫ±−ǫ0+
Ω
2 )χ2↓−iχ1↓
−Υ
(↑)
±,0e
−i(ǫ±−ǫ0−
Ω
2 )χ2↑−iχ1↑ , (A27b)
ξ0,±(χ) =ξ
(↓)
0,±e
+i(ǫ±−ǫ0+
Ω
2 )χ2↓+iχ1↓
− ξ
(↑)
0,±e
+i(ǫ±−ǫ0−
Ω
2 )χ2↑+iχ1↑ , (A27c)
ξ±,0(χ) =ξ
(↓)
±,0e
−i(ǫ±−ǫ0+
Ω
2 )χ2↓−iχ1↓
− ξ
(↑)
±,0e
−i(ǫ±−ǫ0−
Ω
2 )χ2↑−iχ1↑ , (A27d)
where the individual spin-dependent components are
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given by
Υ
(↓)
0,± =
sinΘ
4
Γ
(−)
↓ (ǫ± − ǫ0 +
Ω
2 ), (A28a)
Υ
(↑)
0,± =
sinΘ
4
Γ
(−)
↑ (ǫ± − ǫ0 −
Ω
2 ), (A28b)
Υ
(↓)
±,0 =
sinΘ
4
Γ
(+)
↓ (ǫ± − ǫ0 +
Ω
2 ), (A28c)
Υ
(↑)
±,0 =
sinΘ
4
Γ
(+)
↑ (ǫ± − ǫ0 −
Ω
2 ), (A28d)
ξ
(↓)
0,± =
sinΘ
4
D
(−)
↓ (ǫ± − ǫ0 +
Ω
2 ), (A28e)
ξ
(↑)
0,± =
sinΘ
4
D
(−)
↑ (ǫ± − ǫ0 −
Ω
2 ), (A28f)
ξ
(↓)
±,0 =
sinΘ
4
D
(+)
↓ (ǫ± − ǫ0 +
Ω
2 ), (A28g)
ξ
(↑)
±,0 =
sinΘ
4
D
(+)
↑ (ǫ± − ǫ0 −
Ω
2 ). (A28h)
In the case when all the terms in the last six lines of
Eq. (A23) are oscillating fast, the effects of these terms
will very rapidly average to zero. It is then justified to
apply the secular approximation to drop these fast os-
cillating terms. By further setting χ = 0, one will ar-
rive at a Lindblad quantum master equation such that
the populations and coherences are dynamically decou-
pled [62, 66]. All the thermodynamics can be analyzed
in analogy to that for time-independent situations. By
comparing the quasienergies ǫ+ and ǫ− in Eq. (A10), one
readily finds that fast oscillations only take place in the
limit where the Rabi frequency is much larger than the
dissipation strength.
In this work, our investigation is based on the GQME
beyond the secular approximation, such that our ther-
modynamic analysis is valid for a wide range of Rabi
frequencies. In particular, we will reveal the essential
roles that the non–secular treatment will play in the
thermodynamics of the ESR pumped QD device. Fi-
nally, by converting from the interaction picture back
into Schro¨dinger’s picture, we arrives at the GQME in
the Floquet basis in Eq. (13).
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