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We designed and implemented an ontological 
solution which makes provisions for choosing 
adequate devices/sensors for remote monitoring of 
patients who are suffering from post-stroke health 
complications.  We argue that non-functional 
requirements in pervasive healthcare systems can be 
elicited and managed through semantics stored in 
ontological models and reasoning performed on 
them.  Our contribution is twofold: (i) we enrich the 
elicitation and specification of non-functional 
requirements within the requirements engineering 
discipline and (ii) we address the pervasiveness of 
healthcare software systems through the way of 
choosing devices embedded in them, and through 
user expectations in terms of having access to 
pervasive services personalized to their needs.  
 
1. Introduction  
 
Requirements engineering (RE) has come of age 
as a computer science discipline in spite of numerous 
discussions on what exactly we engineer in 
requirements, or how much is requirements 
engineering a research discipline [1, 2, 3]. We have 
known for decades that we depend on correctly 
elicited, understood, analyzed, verified, agreed and 
document requirements, because they are the 
backbone of successfully implemented software 
systems [4, 5]. Unfortunately, requirements 
engineering communities have not created a silver 
bullet which could guarantee that, if we perform 
requirements analysis and requirements engineering 
as a discipline, it would lead to the delivery of 
software systems that fully meet documented 
requirements [6, 7, 8].  Furthermore, the changing 
nature of software applications, with the proliferation 
of web-based software systems plus our acceptance 
that ubiquity [9] and pervasiveness [10] are the way 
we compute in the 21st century, have put a greater 
burden on the problem of eliciting and managing 
requirements.  The plethora of works in the field 
range from the Persona-Scenario-Goal methodology 
in user centered requirements engineering for a web 
applications system [11], requirements which deal 
with legislation, regulations, policy and regulatory 
compliance essential for requirements engineers and 
compliance auditors [12] and requirements  for open 
service systems, which have to be updated at run 
time, [13] to  works on requirements modeling in 
component-based systems [14], frameworks for 
requirements elicitations in integrated service 
creation environments in telecommunication 
networks [15] and applications of language patterns 
to an object oriented knowledge representation to 
improve the quality of requirements specification 
[16], to mention just a few. 
Our research concentrates on the requirements 
problem in an area which spans the pervasiveness of 
software systems and the domain of healthcare.  
Pervasive systems are characterized by a multitude of 
computational, communication, wearable and 
handheld devices, which are embedded in a pervasive 
computational environment and which require users 
to become part of a corresponding software 
infrastructure, when plugging-in their devices.  
Therefore the emphasis is on non-functional 
requirements of pervasive systems [17, 18], because 
the developers of such systems need to generate 
requirements that 
• enable analysis of their pervasiveness within the 
problem definition and according to user 
preferences and 
• assist in delivering context awareness [19]. 
There is a generic list of requirements for 
pervasive software infrastructure in [20] in terms of 
assembling intelligent environments from distributed 
devices and software components. They range from 
extensibility, exchangeability and autonomy of 
devices/components/intelligent systems to 
decentralization and conflict resolution mechanisms.  
It is obvious that the issues of 
(a) devices embedded in pervasive systems and 
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(b) users roles and expectations in terms of 
having access to pervasive services, 
personalized to their needs, which are non-
intrusive and which operate seamlessly within 
the pervasive environment 
require more comprehensive analysis of non-
functional requirements than is possible using the 
traditional techniques for requirements analysis RE. 
To illustrate the problem of managing non-
functional requirements in pervasive healthcare, we 
give a scenario of remote monitoring of patients who 
are suffering from post-stroke health complications.  
Our goal is to elicit requirements that will enable us 
to choose the most appropriate devices for patient 
monitoring in terms of their functionality, 
obtrusiveness, interfaces, communicational and 
computational facilities, etc. 
In section 2 we introduce the problem of non-
functional requirements in pervasive healthcare and 
give a scenario that illustrates the purpose of building 
a remote patient monitoring system (RPMS) for 
patients suffering from complications of strokes.  
Section 3 gives an overview of related works. Section 
4 and 5 describe ontologies for storing semantics of 
non-functional requirements for the RPMS and for 
classification of device/sensors characteristics that 
might fit these non-functional requirements.  Section 
6 describes the implementation process in terms of 
integrating the two ontologies and creating reasoning 
rules which help us to make decisions on the most 
suitable device for a particular use of the RPMS. We 
conclude in section 7.     
 
2. The Problem 
 
There are many works which address non-
functional issues in requirements elicitation and 
management [21, 22, 7, 23, 24, 25]. Software 
performance, quality, satisfaction, constraints, 
representations and similar have been accepted in the 
requirements engineering community as the 
backbone of non-functional requirements.  They have 
also been analyzed/categorized as part of a concern-
based taxonomy of non-functional requirements in 
[26].  However, the same author laments that there is 
no consensus on what the non-functional 
requirements are and how we should manage them.  
Therefore, [26] is an excellent source for 
underpinning discussions on differentiating between 
functional and non-functional requirements and the 
way we may categorize the latter, which is outside 
the scope of our work.    
The problem we would like to address here is that 
(i) pervasive systems rely heavily on non-
functional requirements [17, 18]; therefore they 
require early elicitation, analysis and verification   
(ii) pervasiveness dictates (a) and (b) from the 
introduction, which means that  the choice of 
embedded devices, which make up a pervasive 
environment, will have an impact on user 
adaptation and experiences of such systems and 
successful delivery of functionality built within 
them. 
  Therefore we deal with issues like: obtrusiveness, 
wearability, mobility, computations, ease of 
communication and exchange of information, 
interoperability versus heterogeneity, self-tuning and 
self-configuring, etc.  In the next section we give a 
scenario that illustrates the problem from (i) and (ii). 
 
2.1. The RPMS and its Purpose 
 
This example of the RPMS concerns patients who are 
suffering from health complications caused by 
strokes.   Therefore our RPMS is located at a 
patients home, which is equipped with adequate 
monitoring devices, communication and 
computational devices, persistent storage and 
software applications that enable patients to be 
monitored remotely by healthcare professionals.  The 
results of remote monitoring, which may include 
alerts, advices and decision making, may be stored 
within the home computing system, but are available 
for healthcare professionals, whose expertise is 
essential for the RPMS.  
From that perspective, the main purpose of RPMS 
is to give an objective measure of the patients status 
at any given time and to assist healthcare 
professionals in assessing the patients current status, 
determining the patients therapeutic strategy and its 
changes, managing alerts and abnormal situations 
that might occur when monitoring patients, etc.  In 
order to give an objective measure of the patients 
status, we need to measure a variety of conditions, 
experiences, feelings, disabilities, etc. for each 
patient.  If we add to that the specificity of problems 
that patients suffering from post-stroke complications 
may have, then we have to add tasks of issuing alerts 
if symptoms of new/repeated stroke have been 
detected and assisting patients in following the 
prescribed medication and stroke rehabilitation 
therapies. 
Therefore, MONITORING patients in RPMS 
means MEASURING a variety of conditions and 
situations, which are specific for such patients.  We 
need to decide what exactly has to be measured and 
how.  The first step is to systemize FACTORS which 
will determine what is to be MEASURED through 
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MONITORING within the RPMS.  They are 
systemized in A-F below: 
A. which type of stroke the patient had; 
B. which surgery has been carried out after the 
stroke; 
C. which disability has resulted from the stroke; 
D. which symptoms patients may have while being 
monitored in post-stroke condition (this may 
include symptoms of new or repeated strokes) 
E. which medication therapy has been prescribed 
by the consultant;  
F. which rehabilitation therapy has been suggested 
and advised by the consultant  (rehabilitation 
may be in the form of therapies and /or  
learning skills); 
G. which personal choice each patient might 
exercise in terms of using the RPMS. 
Apart from A-G above, the process of 
MONITORING patients and obtaining MEASURES 
of a patients status could be done through TWO 
different MODES: 
a) Patients can be monitored through SENSORS, 
which are often incorporated into devices of 
varied communication and computational power,  
which are embedded into patient pervasive 
systems; 
b) Patients can give their own, subjective input in 
terms of REPORTING to the RPMS their 
feelings/experiences/results of rehabilitation 
exercises/failures to take medications, etc.  
Finally it is obvious that the monitoring is 
expected to be specifically tailored for a particular 
patient (personalized) and should include a set of 
devices and sensors/commutations/computations 
/interfaces which fit the personalized picture of the 
patients needs within the RPMS.  Furthermore, we 
can add more personal choices to the RPMS by 
allowing patients to make certain decisions which 
will enable them to decide about their privacy, 
situations during the monitoring time/sessions, or 
improving their personalized RPMS to fit their needs 
better. Note: privacy in RPMS primarily means 
allowing patients to agree on what is to be monitored, 
when and how they will be monitored.  It also means 
adding patients requests in terms of devices 
unobtrusiveness, interface expressiveness and 
similar.  From that perspective privacy issues 
interfere with personalization of pervasive healthcare 
services within our RPMS. 
The most important part of the RPMS is to ensure 
that any symptom(s) of another stroke are detected 
early and adequate actions taken immediately.  The 
RPMS should have the ability to 
(I) Measure potential loss of balance, dizziness, 
falls, and weakness/numbness of the muscles through 
a variety of sensors.   This means that devices/sensors 
will generate data, which in turn can be analyzed and 
alerts issued as soon as dangerous anomalies have 
been detected, and 
(II) Accept the patients input based on his/her 
own perception of his/her health status in terms of 
reporting loss of sight, speech problems, headaches, 
loss of coordination and problems with any of his/her 
mental functions (confusion, understanding 
difficulties, etc.) 
(III) Generate alerts in audio format, with an 
option to have a step-by-step visual guide, through 
a user friendly GUI, on what the alert means and how 
to proceed. 
 
2.2. Problem Formulation 
 
In the previous section we have highlighted the 
basic functionality of RPMS, which is realized 
through specific measuring of a variety of conditions 
and situations for a particular patient.  Therefore the 
factors that determine what is to be measured and 
factors that determine the nature of the devices that 
are suitable for such measurements are non-
functional requirements, such as A.-F. and a) and b) 
from section 2.1.  Furthermore, the objective measure 
of the patient status at any time may include feelings 
and experiences of patients, which are then adapted 
to situations the patient may happen to participate in. 
Measurements are also dependent on the patients 
disabilities and medical conditions and are based on 
the patients preferences or personal choices in terms 
of using the RPMS.    
Therefore at the heart of RPMS is personalized 
monitoring and measuring, which cannot happen 
without correctly chosen devices/sensors.  The choice 
of devices, as a consequence of semantics stored in 
non-functional requirements, will determine further 
requirements and their elicitation for the pervasive 
system and software applications that are supposed to 
carry out its functionality. 
However, our problem is threefold: 
I. There is a plethora of devices available for remote 
health monitoring in the marketplace, but they 
differ significantly in terms of their suitability for 
the RPMS requirements depicted in Section 2.1.  
Therefore it is difficult to choose correct 
devices/sensors without analyzing the semantics 
stored in RPMS requirements.   For example, if we 
want to monitor a patients vital signs, do we 
choose devices that measure each individual vital 
sign separately, or do we choose a single device 
that encompasses all measurements?  
II. There are situations in remote monitoring, which 
may include cognitive measurements and personal 
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choices of patients that in turn might affect the 
functionality of such systems.  Therefore the 
choice of devices/sensors involved in remote 
monitoring is directly responsible for building 
functionality of such pervasive systems.  For 
example, if we want to monitor patients mood to 
assess his/her depression, then we can either use 
devices/sensors that support the management of 
face expressions or we can allow the patient to 
enter cognitive data into the system (see modes 
from a) and b) in Section 2.1.).  The choice of 
devices will determine the functionality of the 
software applications which support the RPMS, 
because if we reject patients individual input (see 
b) in section 2.1) we will have to build reasoning 
mechanisms for interpreting and managing data 
collected solely through sensors and then probably 
manage face expressions (amongst others!) to 
support the RPMS.     
III. Non-functional requirements in RPMS are difficult 
to structure. As they are difficult to grasp initially, 
they are often expressed in non-standard ways; 
particularly in the case of choosing correct 
devices/sensors, non-functional requirements might 
be overlooked or understated.  For example, we 
have tried to use bullets and numbering to structure 
non-functional requirements in Section 2.1. We 
have used letters (A-G), a)-b), (I)  (III) numbers 
1-6, bullets, but we probably did not contribute 
significantly to the understanding on what non-
functional requirements for the RPMS are.  
Furthermore, we could not place our knowledge of 
non-functional requirements within all these 
bulleted lists, because they cannot show 
relationships between list items, priorities, their 
significance, correlations, etc.      
It appears that by encapsulating our knowledge of 
all kinds of non-functional requirements and 
relationships between them in RPMS, we may be 
able to address problems I.-III.  This means that we 
need a semantically rich environment based on 
ontologies that can juxtapose requirements of the 
RPMS with characteristics of devices/sensors that 
may be used in such systems.  This could be a basis 
for making correct decisions about the 
devices/sensors from which we build our pervasive 
systems.  
 
   3. Related Works  
 
We list the works that might relate to ours.  The 
readers who are more interested in the role of non-
functional requirements in pervasive systems in 
general should look at [17, 18, 20].  For illustration of 
the latest works in pervasive systems and assessment 
of research done on requirements, we suggest reading 
the IEEE journal/conferences on pervasive systems 
published in 2007.  The works which use ontologies 
for eliciting and managing requirements in general 
can be found in [27, 28, 29, 30]. We could not find 
any related work that would use ontologies in order 
to make correct choices of devices that make up 
pervasive environments in healthcare.  Therefore we 
overview a few healthcare projects that are pervasive, 
i.e., they depend on devices embedded within them, 
they may cover remote patient mentoring, and they 
may use ontology for managing semantics of 
embedded devices and sensors in such pervasive 
systems.  
R.B. Jan Borchers et al. from [31] have surveyed 
different mobile phone interaction techniques as 
input devices in a ubiquitous environment.  They 
have used a taxonomy as a framework for their 
analysis of smart phones. The framework is 
structured around the tasks mobile input devices can 
perform and was adapted to suit smart phones. A 
smart phone was then placed in various positions to 
gather data and assess how users interact with their 
environment.  Therefore their taxonomy for 
analyzing features of mobile phones becomes a basis 
for deciding on  features and functionalities of smart 
phones. 
F. Paganelli and D. Giuli [32] give an ontology-
based context model for health monitoring and alert 
management for a system supporting patient care at 
home, through the use of devices and reasoning 
mechanisms built upon the devices. They focus on 
rule-based reasoning for analysis of measurement 
data values collected by devices.  The reasoning on 
context is used mainly to trigger alarms, based on 
vital sign measurements and the situations in a home 
environment.  Although reasoning is used to identify 
any important event, it can also be adapted to aid in 
selecting particular devices for home use.  
E-J. Ko et al. [33], which proposes a context-
aware framework for running applications on an 
embedded wearable system in ubiquitous healthcare 
environments, guarantees the independence of a 
services and devices in the system and mediates 
context information provided by sensors. 
J. ODonoghue et al. [34] present the Tyndall-
DMS-Mote, a wireless, low cost sensing device for 
monitoring vital signs in a non-intrusive manner, 
inside or outside of a home. A rule-based system is 
run to trigger predefined actions for a particular 
scenario and the mobile client communicates 
wirelessly with the wireless device, collecting patient 
readings and sending them to the server. 
None of these works above could relate firmly to 
our research in terms of addressing I-III from 2.2 
Proceedings of the 42nd Hawaii International Conference on System Sciences - 2009
4
Authorized licensed use limited to: University of Westminster. Downloaded on June 2, 2009 at 05:48 from IEEE Xplore.  Restrictions apply.
through ontologies.  There is only one paper that 
could support our decision to build ontologies and 
reason about them in order to make correct choices of 
devices/sensors when building pervasive healthcare 
environments like the RPMS.  [28] describes an 
ontology for non-functional requirements that can be 
used to enhance RE practices in service-oriented 
systems. The ontology is used as a unified conceptual 
model for non-functional requirements specification. 
They argue that a non-functional requirements 
ontology helps to structure and express constraints as 
part of quality of service specifications in service-
oriented systems.  From that perspective, we share 
their views that 
• non-functional requirements define the 
overall qualities of any system, particularly 
pervasive systems and 
• non-functional requirements are of critical 
importance, therefore functional 
requirements may need to be sacrificed to 
meet them.  
 
4. Ontology for Storing Semantics of Non-
Functional Requirements  
 
To address the problems from (I)-(III) in section 
2.2 we have decided to use ontologies and create a 
reasoning mechanism upon them in order to choose 
the best monitoring device for a particular patient 
when using a RPMS.  We started by creating two 
separate ontologies and name them as Req-ONTO 
and Dev-ONTO.  Req-ONTO stores semantics of 
non-functional requirements for the RPMS as 
described in section 2.  Dev-ONTO stores semantics 
of all characteristics of remote monitoring devices 
(and sensors) which might be needed when building a 
RMPS.   By juxtaposing the semantics stored in these 
two ontologies we have been able to integrate them in 
terms of matching (a) particular requirement(s), 
which a patient/healthcare professional might have 
within the RPMS, with the choices of devices which 
fit those requirements.  In our paper we use the term 
integrating ontologies for finding this match 
between requirements of a RPMS and devices which 
can be used within it. In this section we give an 
overview of Req-ONTO.  In Section 5 we give an 
overview of Dev-ONTO. 
Figure 1 shows Req-ONTO basic classes and 
their subclasses.  These main concepts are based on 
requirements described in section 2, i.e. the basic 
classes in Figure 1 mimic factors found under A-G 
labels in section 2.1.  Req-ONTO consists of eight 
super-classes; Disabilities, Medication, New-Stroke-
Symptoms, Patient, Personal-Choice, Rehabilitation-
Regime, Stroke-Types and Post-Stroke-Surgery.  The 
names of these basic concepts are self-explanatory.  
We give a rationale behind a few ontological 
concepts below. 
In Section 2.1 we state that we need to measure a 
variety of patients conditions.   The semantics of 
such measuring is described through the following 
classes of Req-ONTO: 
• Conditions are modeled through Medication, 
Stroke-types and Post-Stroke-Surgery ontological 
classes.  This is because a combination of all 
these three classes is responsible for having a 
clear picture of the types of measurements we 
need to take and the types of devices that might 
be suitable for them. 
• Experiences and feelings are modeled through 
the Personal-Preferences class which makes 
provisions for user/patient inputs. 
• Disabilities are modeled through the Disability 
class that defines the semantic behind a number 
of disabilities that may happen as a consequence 
of stroke. 
Determining a patient therapeutic strategy, as a 
consequence of a particular stroke, is modeled 
through a Rehabilitation class in Req-ONTO.    The 
same class also defines rehabilitation therapies as a 
part of Learning-Skills.   The semantics for cases of 
TIA (symptoms of possible new or repeated strokes) 
are modeled through the New-Stroke-Symptoms 
class.  The same can be said for medications, which 
are modeled through the Medication class and the 
semantic of rehabilitation therapies are modeled 
through the Rehabilitation-Program class.  
The Rehabilitation-Program class also holds 
details of a patients rehabilitation program, listing 
their daily schedule of activities. One of the 
subclasses of the Rehabilitation-Program class is 
Learning-New-Skills, which gives all the different 
skills that a patient who has suffered from a stroke 
can go through to re-adapt to his or her normal life.  
It is important to take note that the Patient and 
Personal-Preference classes hold personal data of the 
patient and the patients personal monitoring 
preferences. In reality, the personal preferences of a 
patient are usually specified by the patient and 
computed by an application. In our model, we store 
these preferences within an ontology. The Personal-
Preference class has two subclasses: Environmental-
Preference and Monitor-Time-Preference.  The 
Environmental-Preference lists the different places 
where the patient might be while using the 
monitoring device and the Monitor-Time-Preference 
class specifies the time of the day when the patient 
would like to be monitored and which type of 
measurements have been agreed to take place. 
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Figure 1: Req-ONTO: Ontology with 
Semantics of Requirements for RPMS 
 
5. Ontology for Classifying Devices  
 
The device ontology (Dev-ONTO) has been 
derived from categorizing a collection of healthcare 
devices used for monitoring various human functions.  
To underpin our modeling constructs, we had to read 
and analyze numerous academic papers, industrial 
white papers, web sites which advertise devices etc. 
Apart from providing a set of characteristics found in 
the different devices, Dev-ONTO stores semantics  of 
our non-functional requirements given in Section 2 in 
order to classify Dev-ONTOs ontological concepts 
and relationships between them.  For example, in (i) 
 (iv) below we show how we modeled the impact of 
our RPMS on patients adaptation and experiences of 
using RPMS when classifying characteristics of 
devices and sensors:  
(i) The Characteristics-of-Sensor-Device class has 
two subclasses: Display-Type and Privacy. The 
Display-Type subclass indicates all the different 
types of displays a devices interface may have. 
The Privacy subclass is seen as storing a 
characteristic of sensor-based devices, because it 
describes the level of physical privacy that a 
device allows to a user (thus it has been 
modelled as a single node in the Dev-ONT 
ontology). Therefore, it can hold the values of 
being invasive (e.g. we may say the invasive 
devices heavily interact with the user and the 
user is very much aware of device presence in 
his/her everyday life) and Non-Invasive (we 
may say that devices will perform their 
monitoring tasks, but without any interaction 
with the user).   However, when creating 
ontological instances, there should be a 
consensus on what exactly this interaction 
means and how it affects the users own privacy, 
i.e. should we consider CCTV as being non-
intrusive and handheld devices (or sensors 
implanted below the skin) as being intrusive? 
(ii) The semantics behind wearability is modeled 
as the Embedded subclass of the 
Characteristics-of-User-Input-Device class.  
(iii) The semantics behind mobility of devices are 
modeled as the Portability subclass of the 
Characteristics-of-User-Input-Device class. 
Therefore, the Characteristics-of-User-Input-
Device class has three subclasses: Embedded; 
Input-Capabilities and Portability. The 
Embedded class indicates where the device is 
located while being used. The Input-Capabilities 
class lists all the different methods that can be 
used by the user when entering any information 
into a RPMS through the device. The Portability 
sub-class indicates the ease with which a device 
can be moved.  
(iv) The semantics behind computations and 
communications are modeled as the 
Computational subclass of the Interface-Type 
class.  This is because the majority of devices 
are both communicational and computational.  
However, the semantics behind the 
communicational devices fit within the Input-
Capabilities subclass of the Characteristics-of-
User-Input-Device class.  Furthermore the 
Interactive class is where a device interface 
allows the user to interact with it and ultimately 
with the RPMS. This can be in the form of 
buttons, communicational video uplinks or 
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microphone speaker. The Computational class is 
where a device interface has the ability to 
compute readings it has gathered. Note: we have 
decided to model wireless computation to 
indicate that a device can compute all readings 
by itself and non-wireless computation to 
indicate that a device must be connected to a 
base computer for computation to happen.  
 
 
Figure 2 Dev-Onto: Ontology with Semantics of 
Device Characteristics 
The Monitoring-Device-Purpose class models 
semantics equivalent to a variety of symptoms the 
device can measure (see D from Section 2.1), which 
may include symptoms of new or repeated strokes).  
The way these symptoms have been categorized as 
subclasses of the Monitoring-Device-Purpose class 
corresponds to symptoms and measuring, which can 
be found in (I)-(III) from Section 2.1. 
6.  Implementation  
 
We have used OWL and its modeling constructs 
to create the two ontological models described in 
Sections 4 and 5. OWL uses the properties of classes 
to create restrictions based on the taxonomical 
relationships that have been defined between the 
classes and their properties. The ontological model 
was implemented using the Protégé 2000 Ontology 
Editor, version 3.4 [35]. The DIG Reasoner Inspector 
[36] was used to test the consistency of the 
ontologys classes/properties/instances. The SWRL 
rules were implemented through the SWRLTab 
plugin in Protégé, and executed using the Jess Rule 
Engine [37]. The implementation consists of: 
1. Integration of two ontologies (section 6.1.) and 
2. Performing reasoning upon integrated ontologies 
through rules written in SWRL (section 6.2) 
 
6.1. Integrating the two ontologies 
 
We have integrated the two ontologies to find a 
match between Req-ONTO and Dev-ONTO. For 
example, if in a particular ontological instance, Mr 
Smith is required to be constantly monitored for falls 
and weakness in muscles, he must have a device/set 
of devices that measure muscles weaknesses 
appropriately. Therefore a match between objective 
measure of the patient status at any given time (from 
Req-ONTO) and devices that can handle such 
measurements (from Dev-ONTO) is needed. The 
matching can be done by running reasoning rules.  
 
6.2. Reasoning Rules upon Ontologies 
 
We use the OWL-DL ontology language to model 
the semantics of ontological schemas and SWRL and 
SQWRL to model the rules needed for reasoning. 
SQWRL is a SWRL-based language that allows for 
more detailed querying of OWL ontologies.  We 
illustrate 4 reasoning rules upon the Dev-ONTO and 
Req-ONTO ontologies. These are shown in Figures 
[3-6]. The rules can be altered to accommodate 
more/different semantics about the patients/devices 
and match instances from both ontologies.  
Figure 3 describes a SQWRL rule that determines 
possible devices that a patient can use for monitoring 
a particular disability. The rule takes into account the 
personal monitoring preferences of the patient, the 
disability in question and characteristics of devices 
that the patient prefers. The rule then returns a set of 
devices that meet the criteria and therefore can be 
selected. The rule can be altered to accommodate any 
other type of disability or multiple disabilities.  
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Figure 3. Patient Device Choice Rule 
 
Figure 4 describes a SQWRL rule that determines 
possible devices a patient can use for monitoring 
their rehabilitation program. The rule takes into 
account the personal monitoring preferences of the 
patient, rehabilitation activity and characteristics of 
devices that are suited for the activity. The rule then 




Figure 4. Patient Rehab Device Choice Rule 
 
Figure 5 describes a SQWRL rule that determines 
a particular device that monitors a patients 
movement, based on preferences specified by the 
patient. This rule takes into account the devices 
embedded characteristics, weight and interactive 
functions. The rule then returns the particular device 
that monitors movement which matches all the 
preferences specified by the patient. 
Figure 6 describes a SQWRL rule that determines 
a patients preferences. The rule takes into account 
the monitoring environment, time and device 
preference of a patient.  
 
Figure 5. Function Device Choice Rule 
 
 
Figure 6: Patient Preferences Rule 
 
7. Conclusions  
 
In this paper we explore the possibilities of using 
ontologies and web semantic tools in order to deal 
with non-functional requirements in pervasive 
healthcare.  We use a specific scenario of remote 
monitoring of patients who are suffering from post-
stroke health complications to illustrate our research.   
The scenario generates a pool of non-functional 
requirements for such a system, which require 
making a correct choice of sensors/devices in order to 
monitor patients remotely.  We have created two 
ontologies: Req-ONTO and Dev-ONTO which store 
semantics of non-functional requirements imposed on 
our RPMS and the characteristics of devices/sensors 
which may have been essential for creating such a 
system. The choice of (an) adequate device(s) is 
based on reasoning on both ontologies, i.e., through 
matching the characteristics of available devices with 
the non-functional requirements of our RPMS.   
We have not found any similar work which deals 
with the selection of embedded devices in pervasive 
healthcare through semantically rich environments 
and ontologies for reasoning about them.  However, 
non-functional requirements in pervasive systems are 
often of critical importance and should be taken 
seriously, because they may affect the delivery of 
their functionality.  Therefore our idea to use 
ontologies and reasoning over them, in systemizing 
unstructured non-functional requirements and 
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ultimately choosing the most suitable devices for 
RPMS, proved to be a good starting point in building 
personalized pervasive services in healthcare. 
The work given in this paper is a part of our 
research into semantic management of requirements 
in pervasive healthcare. We have been motivated to 
create semantically rich environments for managing 
requirements in pervasive healthcare because: 
1. We need a systematic description and set of 
characteristics of  pervasive computing environments 
(PCEs), which not only will give a consensus on 
what exactly our healthcare computational 
environments for remote patient monitoring are, but 
will also enable us to  structure an initial set of 
requirements that must be met if we want to call our 
RPMS pervasive. From this perspective a correct 
choice of devices that make up any PCE and the 
assessment of user acceptance of and participation in 
such environments are a starting point.  
2. We need to look at the traditional division of 
requirements into categories of functional and non-
functional in PCEs and see whether we really need 
that barrier between them, and if so, then address 
how we can articulate their relationships. The 
specificity of PCEs dictates the existence of many 
requirements, traditionally described as non-
functional, which become the backbone of such 
systems, and which push functionality of PCEs into 
second place. Indeed, when dealing with the choice 
of devices that make up our RPMS we were more 
concerned with the users acceptance of it than with 
its functionality. Thus there should be a classification 
of requirements for PCEs that takes into account the 
specific nature of computation in pervasive 
healthcare, the purpose of such spaces, and the 
communicational/computational outcome from them. 
3. We need to look at the semantic management of 
requirements in PCEs and investigate the use of 
ontologies and mechanisms for reasoning over them, 
if we want to carry on working on a human 
conceptual level when reasoning about the specific 
requirements for RPMSs (and pervasive healthcare in 
general). However, we need to create a consensus on 
the feasibility, role and purpose of ontology pruning, 
alignment and merging in PCEs. In this work we 
have used the word integration for finding a match 
between Req-ONTO and Dev-ONTO, but it is 
debatable a) how correct this term is (i.e., it is more 
likely that we have performed an alignment of 
ontologies) and b) how much the semantics available 
in and generated by the reasoning sentences in 
SQWRL could have been stored as the basic concepts 
of Req-ONTO and Dev-ONTO ontologies in the first 
place. In other words, more work should be done in 
terms of incorporating results of reasoning within 
ontological concepts when managing the semantics 
of requirements in pervasive healthcare. This is the 
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