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Abstract
In many application areas, prediction rules trained based on high-dimensional data are sub-
sequently applied to make predictions for observations from other sources, but they do
not always perform well in this setting. This is because data sets from different sources
can feature (slightly) differing distributions, even if they come from similar populations.
In the context of high-dimensional data and beyond, most prediction methods involve one
or several tuning parameters. Their values are commonly chosen by maximizing the cross-
validated prediction performance on the training data. This procedure, however, implicitly
presumes that the data to which the prediction rule will be ultimately applied, follow the
same distribution as the training data. If this is not the case, less complex prediction rules
that slightly underfit the training data may be preferable. Indeed, a tuning parameter does
not only control the degree of adjustment of a prediction rule to the training data, but also,
more generally, the degree of adjustment to the distribution of the training data. On the basis
of this idea, in this paper we compare various approaches including new procedures for
choosing tuning parameter values that lead to better generalizing prediction rules than those
obtained based on cross-validation. Most of these approaches use an external validation data
set. In our extensive comparison study based on a large collection of 15 transcriptomic data
sets, tuning on external data and robust tuning with a tuned robustness parameter are the
two approaches leading to better generalizing prediction rules.
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1 Introduction
In the context of high-dimensional data and beyond, most prediction methods feature one
or several so-called tuning parameters. As opposed to parameters that are fitted during
the training process (such as regression coefficients), tuning parameters have to be chosen
beforehand. Their values affect the performances of the resulting prediction rules, often to
a substantial extent. That is why it is crucial that these values are well chosen. Usually, the
values of the tuning parameters are chosen as those that maximize the performance of the
prediction rule as estimated through cross-validation (CV) within the training data. This
approach is denoted as internal tuning in the following.
Internal tuning does not take into account data from independent sources, denoted as
external data from now on, for evaluating the prediction rules. Its principle is based on the
implicit assumption that the data to which the prediction rule is intended to be ultimately
applied (the test data) follow the same distribution as the training data. If this is not the
case (as common if the test data are external), the chosen tuning parameter value may not
be optimal. That is because tuning parameters do not only control the degree of adjustment
of the prediction rule to the specific observations in the training data, but also the degree of
adjustment to the specific distribution of the training data (Hornung 2016). While internal
tuning prevents over-fitting to the specific observations of the training data, it does not
prevent over-fitting to the specific distribution of the training data.
In many applications the test data do not follow the (exact) same distribution as the train-
ing data. For example, in the special case of phenotype prediction using high-dimensional
biomolecular data considered here, there are frequently strong so-called batch effects. These
effects are systematic differences between measurements from different studies which are
performed in different laboratories, by different staff, with different instrument types, etc.
(Scherer 2009). Batches can generally be defined as groups of observations that show dif-
ferences in measured data that are not caused by the biological signal of interest. Beyond
high-dimensional biomolecular data, also clinical prediction rules often perform consider-
ably worse when applied to external data, which is why it is essential that such rules are also
assessed using external validation on independent validation data sets (Collins et al. 2014;
Bleeker et al. 2003; Siontis et al. 2015). Following the terminology of Bernau et al. (2014),
in the following we use the term “cross-study prediction” to describe any situation in which
the test data does not have the same distribution as the training data.
As noted above, in such situations internal tuning may be a suboptimal procedure for
obtaining suitable tuning parameter values. In this paper we consider alternatives to inter-
nal tuning that address this shortcoming. We conjecture that underfitting the training data
may lead to a stronger prediction performance for data from external sources on average.
A prediction rule that underfits the training data takes into account only strong dependency
structures between the outcome and the covariates. Strong dependency structures are more
likely to be universal, that is, present in any data source relevant to the prediction prob-
lem of interest. By contrast, weaker dependency structures are more likely to be specific to
the considered training data. For example, in the context of gene expression analysis, there
may be factors with subtle systematic influences on the molecular phenotype that are spe-
cific to the subjects included in the training data, such as differences in age, ethnicity, or
hospital-/culture-specific delivery of therapeutic treatments. Such associations, specific to
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the training data, should ideally not be captured by the prediction rule as they tend to partly
mask the actually relevant, universal association patterns.
In this spirit, Zhang et al. (2020) demonstrated in a recent extensive empirical study that
in biomolecular data analysis the dependency structures between covariates and outcome
differ frequently across sources. They found this phenomenon to be the most important
reason for the worse results obtained in cross-study prediction compared with the prediction
of the outcome of observations from the same source. Recently, Dondelinger et al. (2020)
presented the joint lasso, a regression approach for high-dimensional covariate data that
allows for differing dependency structures between covariates and outcome across different
groups of observations.
If we had a large number of data sets from different sources available, an ideal tuning
strategy would be to choose that tuning parameter value that leads to an optimal mean
performance over these sources. Provided that the number of data sets considered in this
approach is large, the chosen tuning parameter value would subsequently also be associated
with an optimal mean performance on independent, future external data different from that
used for tuning. Unfortunately, this approach is almost never applicable, because in practice
there are usually not many data sets available for the same prediction problem. For this
reason, we will not investigate this approach in this paper. However, one external data set
is often available for testing purposes. This external data set might in principle be used
to choose a tuning parameter value suitable for cross-study prediction by maximizing the
prediction performance on this data set. We will consider this approach in this paper in
different variations.
The idea of optimizing tuning parameter values using external data has to our knowledge
been previously considered merely in a single publication: Rohart et al. (2017) present a
penalized variant of Partial Least Squares Discriminant Analysis for multiple training data
sets, where for tuning parameter value optimization a procedure referred to as “Leave-One-
Group-Out Cross-Validation” is used. It is analogous to CV, with the difference that the
concatenation of training data sets is not randomly split into folds, but instead the folds
correspond to the different data sources. This procedure reflects the intended use of the
prediction rule, that is, applying it to independent external data. Rohart et al. (2017) intro-
duced this approach in the context of their new prediction method for the case of training
data sets consisting of several data sources. In contrast, the approaches for tuning parameter
optimization introduced in the present paper are applicable to prediction methods for single
training data sets that feature tuning parameters.
Note that after using the external data set for tuning parameter value optimization, it can-
not be used for assessing the performance of the optimally selected prediction rule anymore.
Such an assessment would be over-optimistic (see Hornung et al. 2015 for a discussion of
the consequences of partly taking the test data into account while training or selecting pre-
diction rules). To estimate the prediction performance unbiasedly, we need a second external
data set that has not been involved in constructing the prediction rule. However, in many
applications two external data sets may not be available. In Section 3.4 we will present a
pragmatic procedure for estimating the prediction performance based on the external data
set in a biased but conservative way.
A strategy that does not in its general form require a second external data set is the
following. First, optimize the tuning parameter using internal tuning and, second, modify the
optimized tuning parameter value by a reasonable degree in order to obtain a less complex
prediction rule. This idea is already realized for Lasso and Ridge in the R package glmnet
(Friedman et al. 2010). It allows the use of a stronger penalizing λ value lambda.1se than
the one optimized using internal tuning (see Section 2.5.2 for details). In this paper, we gene-
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ralize this approach to other prediction methods and suggest improvements. In summary,
all approaches to parameter tuning considered in this paper for obtaining robust prediction
rules are based on such a modification of the results of internal tuning (denoted as “robust
tuning”) and/or on the use of external data sets (denoted as “external tuning”). The methods
are compared using 15 real gene expression data sets.
Throughout our analyses we use simple grid search to optimize the tuning parameter
values; that is, we restrict the search for suitable values of the tuning parameters to sets
of values given through prespecified grids. This strategy is valid, as it can be expected to
deliver optimized tuning parameter values that are close to the actual optimal values. How-
ever, there exist many, more sophisticated approaches to tuning parameter optimization
that approximate the optimal tuning parameter values more effectively. Examples of mod-
ern tuning parameter optimization approaches include: Bayesian optimization (Snoek et al.
2012; Bischl et al. 2017), gradient descent search (Chapelle et al. 2002), and swarm algo-
rithms (Lin et al. 2008) (see Claesen and De Moor 2015 for an overview). The procedures
presented in this paper may be used in combination with these approaches.
The paper is structured as follows. In Section 2 we describe the data used in our extensive
comparison studies as well as the study designs and provide detailed outlines of each of the
approaches considered in these studies. Subsequently, we present and interpret the results
of our studies in Section 3. Section 4 concludes the paper with a discussion of heterogene-
ity between data sources in the context of biomedical data and a set of recommendations
derived from our study.
2 Methods
2.1 Data
We use 15 publicly available microarray data sets of chip type HG-U133PLUS2 with differ-
ent numbers of observations. To ensure that the numbers of observations in the data sets are
not too small for prediction modeling, these 15 data sets are the subset of the 25 data sets
studied in Hornung et al. (2017) that feature at least 50 observations. They are independent
of each other and contain the same gene expression variables as covariates and the same
dependent variable, “gender.” Each gene expression variable provides the gene expression
value of a specific gene for the considered patient. Gene expression values are metric scores,
the levels of which indicate, how active the respective genes are for the different patients.
For some genes, these levels of activation have an important influence on the outcome of
prediction applications. We do not use all 54675 gene expression variables, but merely a
random subset of 2500 variables (the same for all 15 data sets). This subsetting of the covari-
ate space is performed in order to reduce the overly strong biological signal contained in the
gene expression data for explaining the dependent variable “gender” and thus make it com-
parable to signals observed in applications of clinical relevance. While “gender” is not a
clinically meaningful outcome in biomedical applications, it features major advantages for
a purely methodological investigation on cross-study prediction such as the one performed
in this paper (see Hornung et al. 2017 for a thorough justification of this choice).
2.2 PredictionMethods Considered in Comparison Study
We include five different prediction methods for binary dependent variables in our stud-
ies: Lasso regression (Tibshirani 1996), Ridge regression (Hoerl and Kennard 1970),
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component-wise boosting (Buehlmann and Yu 2003), Support Vector Machine (Cortes and
Vapnik 1995), and Random Forest (Breiman 2001) (see Table 1 for details on how each
method is used, in particular with respect to the involved tuning parameters). Since cen-
tering and standardization was found to affect cross-study performance in a previous study
(Hornung et al. 2017), we initially considered two variants for each of the methods Lasso,
Ridge, component-wise boosting, and Support Vector Machine. For Lasso, Ridge, and Sup-
port Vector Machine, in the first variant (suffix “ unstand”) the variables were left as they
are and in the second variant they were standardized to have mean zero and variance one
before fitting (“ stand”). Similarly, for component-wise boosting in the first variant the vari-
ables were again left as they are (“ uncenter”) and in the second variant they were centered
(“ center”) to have mean zero. When standardizing respectively centering was applied in the
training data, the same transformation was performed for the test data using the variances
respectively means of the variables estimated from the training data. With the exception of
component-wise boosting we, however, did not observe any relevant differences between
the two variants with respect to the performances of the compared approaches relative to
each other. Therefore, in order to make the presentation of the results more clear, we will
provide the results obtained for the unstandardized versions of Lasso, Ridge, and Support
Vector Machine only in the supplement (Online Resource 1). For the sake of simplicity,
we will, moreover, leave out the suffix “ stand” in the designations of these methods in the
following. In the case of Random Forest the variables were left unstandardized.
2.3 General Design of the Comparison Study
Before detailing each considered tuning approach, we first describe the general design of
our study. Most of the considered approaches use two data sets A and B. For example, for
one of the approaches (“Ext”), training is conducted on data set A, while data set B is used




2 = 210 possible combinations of two data sets out
of all available 15 data sets. The prediction performance of the resulting prediction rules
is measured by the area under the receiver operating characteristic curve (AUC) estimated
based on a large independent test data set, which is obtained by combining the data of all
13 = 15 − 2 remaining data sets. For better comparability, this procedure is also adopted
for internal tuning, even though for this approach the second data set is not used.
The optimal tuning parameters are always chosen from a grid of values (see Table 1).
We always choose the tuning parameter value from the respective grid that delivers the
highest AUC value, where the data used to calculate these AUC values depends on the
specific approach considered (see Sections 2.4 and 2.5). If the AUC is maximal for more
than one tuning parameter value, we choose among these values the one that leads to the
least complex (i.e., most robust) prediction rule (see Table 1 for what “more robust” means
for each of the different methods).
In this paper, we exclusively consider binary classification. However, the considered
approaches are extendable to other types of dependent variables, such as metric or survival
outcome, by considering performance measures other than the AUC and corresponding
variants of the respective prediction methods.
2.4 Preliminary Study: Conceptual Comparison of External and Internal Tuning
The comparison study presented in this section aims at conceptually comparing internal
and external tuning. In contrast to the rest of the paper, in this preliminary study the term















































































































































































































































































































































































































































































































































































































































































































but merely to the fact that training and tuning are performed on data from the same source.
We want to evaluate whether external tuning (i.e., tuning conducted on data from a different
source) performs better than such an internal tuning, the size of the data used for tuning
being equal for both procedures. For this purpose, we artificially make the sizes of the data
sets equal for these two approaches by random subsetting.
Consider a data set A of size nA, used for training, and a data set B of size nB , used
for tuning and denoted as external data set. With the aim of conceptually comparing inter-
nal and external tuning while eliminating the effect of the size of the data used for tuning,
we proceed as follows to obtain subsets of A and B to be used for training, external tun-
ing and internal tuning. If nA ≤ 3nB , we randomly draw a subset of size 2nA/3 from
data set A, which is used for training. The rest of data set A (of size nA/3) is used for
internal tuning. The data to be used for external tuning is obtained by randomly sam-
pling from the data set B a subset of size nA/3. Since this is not possible if nA > 3nB ,
in this case the whole data set B is used for external tuning, a random subset from A of
size nB is used for internal tuning, and training is performed using the other nA − nB
observations from A. In this way, the only difference between internal and external tun-
ing is the source (but not the size) of the data sets used for tuning. In order to decrease
the variability of the results, for each pair of training data set and external data set, 10
different random subsets of data used for training and tuning are considered (the same
for both tuning approaches). Subsequently, the 10 optimized tuning parameter values and
the 10 AUC values obtained on the combined data of the 13 remaining data sets are
averaged.
In contrast to the approaches considered in this conceptual study, however, in practice all
available data would be exploited as effectively as possible, as described in the next section.
2.5 Main Study: Internal vs. External Tuning and Procedures for Robust Tuning
Figure 1 gives an overview of all (internal, external or robust) tuning approaches consid-
ered in our main study and described in this section (see Figure S1 in Section A of Online
Resource 1 for an extended version of this overview that includes the approaches referred
to in Section 2.5.5). Note that these graphical representations are not self-explanatory, but
should help to maintain the overview of the different approaches subsequent to reading the
corresponding text passages (even if we will not refer explicitly to this figure again).
2.5.1 Ext and Int
In contrast to the procedures described in Section 2.4, when applying external tuning in
practice, the whole data set A is used for training and the whole external data set B is used
for tuning. This procedure is denoted as Ext.
As indicated in the introduction, a standard procedure used for internal tuning is CV-
based tuning. In our analysis this procedure is performed as follows. We use 5-fold CV.
For each CV iteration, four folds are used for training the prediction rule using each tuning
parameter value from the considered grid successively and the remaining fold is used to
estimate the AUC. If this fifth part only contains either females or males as response, the
AUC value is set to missing for this fold. For each considered tuning parameter value, the
AUC values are then averaged over the five CV folds. The optimal tuning parameter value is
chosen as the one yielding the highest average AUC (see Section 2.3 for details). Finally, the
prediction rule is trained on the whole training data set using the chosen tuning parameter
value. We denote this procedure as Int.
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Fig. 1 Overview of the approaches from Section 2.5 for external/ internal tuning and the procedures for
robust tuning. See the text for more details on RobustC and RobustTuneC
2.5.2 Robust1SE
In this and in the two next subsections we present approaches denoted as “robust tuning”:
Robust1SE, RobustC and RobustTuneC. The idea consists of intentionally select-
ing parameter values that lead to underfitting when performing internal tuning using data
set A, with the aim of obtaining prediction rules that generalize better to data from other
distributions.
The first variant, Robust1SE, is inspired by the R package glmnet (Friedman et al.
2010) implementing Lasso and Ridge: the most robust tuning parameter value (in the case
of Lasso and Ridge, the largest λ) is chosen “such that [the] error is within 1 standard error
of the minimum” (quotation from the glmnet manual).
In this vein, our approach Robust1SE consists of choosing the tuning parameter value
that leads to the least complex prediction rule for which the cross-validated AUC value is
larger than . ̂AUCCV max −ŜECV max . Here, ̂AUCCV max denotes the largest cross-validated
AUC value and ŜECV max stands for the quantity that is referred to as “standard error of the












where K is the number of CV folds and ̂AUCk denotes the estimate from the kth CV
fold obtained with the parameter value that yields ̂AUCCV max . Note that ŜECV max is not
intended as an estimator of the standard error of the estimator ̂AUCCV max . This standard
error is very difficult to estimate due to the dependencies between CV folds and to the
maximization process. Instead, ŜECV max should be seen as a pragmatic measure of the
reliability of the performance estimation.
Note that the original main motivation of the implementation of this approach in glmnet
was likely not cross-study prediction. Instead, its main purpose is to favor sparse models.
Further, for large data sets ŜECV max approaches zero and ̂AUCCV max−ŜECV max becomes
thus close to ̂AUCCV max . For this reason Robust1SE delivers similar results as Int for
large data sets. This is problematic in the context of cross-study prediction, because the
disparity between the training data set and the data set to which the rule is intended to be
applied does not depend on the size of the training data set.
2.5.3 RobustC
Motivated by the pitfall of Robust1SE outlined above, we suggest an alternative approach
for robust tuning, RobustC. Similarly to Robust1SE, the idea is to choose a parameter
value leading to a less complex prediction rule than the value that is optimal in terms of
prediction error on observations from the same source (as estimated by CV on data set A). In
contrast to Robust1SE, however, the sacrifice in terms of prediction error on observations
from the same source is independent of the sample size. In this section, we consider Err =
1− AUC as a measure for prediction error, where perfect and useless prediction rules have
values of 0 and 0.5, respectively.
RobustC consists of choosing the tuning parameter value leading to the least complex
rule with cross-validated Êrr smaller than c × ÊrrCV opt , where c ≥ 1 and ÊrrCV opt is the
cross-validated error achieved by the optimal parameter value on data set A.
The constant c controls the sacrifice in terms of prediction error one is willing to make
for observations from the same distribution as data set A in the hope of obtaining a robust
prediction rule that performs well for other distributions. The complexity of the result-
ing prediction rule decreases with increasing c. If the data to which the prediction rule is
intended to be applied follows the same distribution as data set A, the value c = 1 is opti-
mal. In contrast, if the distributions are substantially different, prediction rules obtained
from data set A with larger values of c are likely to perform better. For the investigation of
RobustC, we fix c to c = 1.5. A more flexible variant that considers c itself as a tuning
parameter is described in Section 2.5.4.
Regardless of the choice of c, using c × ÊrrCV opt as a threshold, as described above,
may be suboptimal in the case of a high ÊrrCV opt . Unless c is very close to 1, the sacrificed
prediction error may then be unacceptable. The resulting prediction rule may indeed not
only substantially underfit the distribution of data set A, but perhaps also the distribution(s)
of the data to which it is intended to be applied. To address this pitfall, we modify the
procedure described above as follows. We choose the tuning parameter value that yields the




c × ÊrrCV opt , if c × ÊrrCV opt < 0.4,
0.4, if c × ÊrrCV opt ≥ 0.4
and ÊrrCV opt < 0.4,
ÊrrCV opt , if ÊrrCV opt ≥ 0.4.
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2.5.4 RobustTuneC
As outlined above, the best value of the parameter c depends, roughly speaking, on the
difference between the distributions of the training data set A and the data set to which
the prediction rule is intended to be applied. In a variant procedure which we denote as
RobustTuneC, we thus suggest considering several candidate values of c successively
and finally selecting the one that leads to the best performing rule as assessed based on data
set B. Here we assume that external data other than data set B differ to a similar degree
from data set A, as does data set B. Note that with this procedure the best performance
obtained on data set B cannot be used as an estimate of the performance on independent
data sets, since it is the result of an optimization (across the candidate values of c). We will
suggest a conservative surrogate estimate of this performance when discussing the results
in Section 3.4.
We suggest the following sequence to be used for the value of c: 1, 1.1, 1.3, 1.5, 2.
By including small c values in this prespecified sequence, we avoid the risk of obtaining
an overly robust prediction rule with bad performance. This is because for some data, the
prediction rules obtained for high c values will be too robust. In such situations a small
c value will be chosen by the procedure, which will result in a merely moderately robust
prediction rule or, if the chosen c value is equal to one, in an internally tuned prediction rule.
2.5.5 Outlook: Procedures Using both A and B for Training
When having two data sets A and B available, some practitioners may be inclined to max-
imize the number of observations used for training by combining both data sets A and B
for training. Therefore, in addition to Ext and Int, we considered corresponding proce-
dures that use both data sets for training. However, since including the validation data set for
training does not seem to be very common in practice and because this proceeding does not
belong to the core topics of this paper, we describe these approaches and the results obtained
using them in Online Resource 1 (for the description of these approaches, see Section B of
Online Resource 1).
2.6 Additional Study: Optimistic Bias by Using the External Data Set for both
Tuning and Prediction Performance Estimation
In practice, there is often only one external data set available in addition to the training
data set. In such situations, when applying external tuning it would be practical if the exter-
nal data set could also be used for estimating the performance of the resulting prediction
rule on independent data. However, as mentioned in the introduction, this approach, which
we denote as ExtValidNoCV here, yields optimistic estimates. This issue is well-known
in the context of parameter tuning with CV and motivates the use of nested CV (Varma
and Simon 2006; Hornung et al. 2015). In order to assess the extent and reasons of this
overestimation in the different context of external tuning, we perform an additional study.
There are two distinct reasons for the optimistic bias of the prediction performance esti-
mate obtained by ExtValidNoCV. The first reason is known from classical tuning with
CV. AUC values calculated on the external data set B are not the true AUC values but
estimates fluctuating around the corresponding true AUC values. Selecting the maximum
observed AUC value will in general overestimate the maximum true AUC value, a prob-
lem commonly known as the winner’s curse. The second reason for the optimistic bias of
the prediction performance estimate obtained by ExtValidNoCV, however, is specific to
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external tuning: observations to which the prediction rule is intended to be applied do not
follow the same distribution as data set B used for external tuning, a problem which also
contributes to the bias of ExtValidNoCV.
To assess the contribution of these two sources of bias, we consider a proce-
dure ExtValidCV that eliminates the first source of bias and compare it with
ExtValidNoCV. The idea of ExtValidCV is to use different parts of data set B for
choosing the tuning parameter value and estimating the prediction performance. To do this,
data set B is split randomly into five approximately equally sized folds. For each fold k, the
following procedure is repeated: the four other folds are used to choose the tuning param-
eter value, while fold k is used to estimate the resulting performance. The performance is
then averaged over the five folds.
3 Results
All R codes written to produce and evaluate our results are available online with the
Electronic Appendix (Online Resource 2).
3.1 Preliminary Study: Conceptual Comparison of External and Internal Tuning
Figure 2 shows the AUC values obtained for external and internal tuning (see Figures S2


































































Fig. 2 Preliminary study. Prediction performance estimates based on independent test data (cf. Section 2.4)
in the conceptual comparison of external and internal tuning. The gray lines connect the values of pairs that
share the same training data sets, where in each case, for the sake of clarity, we do not show a line for each
of the pairs, but merely for a random subset of 30 pairs
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in addition the unstandardized versions of Lasso, Ridge, and Support Vector Machine).
Obviously, the AUC values hardly differ between external and internal tuning for any of the
prediction methods considered. Nevertheless, for some prediction methods we do observe
differences with respect to the tuning parameter values chosen by the two tuning approaches
(Figure 3). In each case, for which we can observe differences between external and internal
tuning, the tuning parameter values chosen by external tuning are associated with more
robust prediction rules. For example, in the case of Boost uncenter, the values of mstop
are smaller for external tuning and smaller values of mstop are associated with more robust
boosting models.
The above results suggest that, when comparing external and internal tuning fairly, exter-
nal tuning can lead to slightly more robust prediction rules, but the differences to internal
tuning are not strong enough to manifest themselves in notably differing prediction per-
formances. Note again that for the comparisons presented in this subsection we artificially
made the training and tuning data of equal size between external and internal tuning (and
thus did not fully exploit the size of the data sets). In the following subsection, we will
present comparisons of the practically relevant approaches to external and internal tuning.
For these, the whole training data set and the whole external data set are exploited.
3.2 Main Study: Internal vs. External Tuning and Procedures for Robust Tuning
Figure 4 shows the AUC values obtained for the approaches described in Section 2.5 (see
Figures S4 and S5 in Section D of Online Resource 1 for the extended results including,
SVM − C RF − n_node
Boost_uncenter − m_stop Boost_center − m_stop




































































Fig. 3 Preliminary study. Chosen tuning parameter values (cf. Section 2.4) in the conceptual comparison of
external and internal tuning. The gray lines connect the values of pairs that share the same training data sets,
where in each case, for the sake of clarity, we do not show a line for each of the pairs, but merely for a random












































































Fig. 4 Main study. Prediction performance estimates based on independent test data (cf. Section 2.3) for
various practically motivated approaches to external, internal, and robust tuning
in addition, the approaches mentioned in Section 2.5.5 and the unstandardized versions of
Lasso, Ridge, and Support Vector Machine). When comparing Ext and Int, that is, the
two basic practical approaches to external and internal tuning, we observe a clear improve-
ment by external tuning for Lasso and Boost uncenter, while there are no noteworthy
differences between the two tuning approaches for the other prediction methods. The tuning
parameter values chosen using each approach are shown in Figure 5 (see Figures S6 and S7
in Section E of Online Resource 1 for the extended results). For Lasso Ext delivered
slightly smaller λ values than Int. However, in the cases of the other prediction methods,
either the tuning parameter values do not differ systematically between Ext and Int or
more robust prediction rules are obtained using Ext. The observation that Ext was asso-
ciated with smaller optimized λ values than Int for Lasso is probably strongly related
to the combination of two facts: first, the variance of the λ values optimized using Ext is
smaller and, second, the λ values are bounded by zero. If two random variables X and Y
have the same type of probability distribution with support [0, ∞), where X has higher
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Fig. 5 Main study. Chosen tuning parameter values for various practically motivated approaches to external,
internal, and robust tuning
variance than Y , then it is likely that the mean of X is also higher than that of Y . This is
because the large variance of X will express itself rather in larger realizations of X than
in smaller realizations, because there is less allowance for smaller realizations due to the
support being bound by zero. This positive relation between the mean and the variance of
probability distributions with support [0, ∞) is well seen in the example of the gamma dis-
tribution (and its special cases exponential distribution and chi-square distribution), which
has mean kθ and variance kθ2.
The two robust tuning approaches, Robust1SE and RobustC, perform very similarly
in all cases. For some prediction methods, these two approaches perform similarly well or
even better than Ext, while they perform worse for other prediction methods. More pre-
cisely, we observe that these two approaches perform badly for those prediction methods for
which the cross-study prediction performance is bad in general, namely for Ridge, SVM,
and RF. Inspecting the tuning parameter values chosen by Robust1SE and RobustC for
these prediction methods reveals that they differ strongly from those chosen by the other
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tuning approaches in the direction of more robust prediction rules. This suggests that for
these prediction methods Robust1SE and RobustC deliver prediction rules that do not
use enough information from the training data. This might be explained as follows: if the
cross-validated prediction error measure ÊrrCV opt is large, as is the case for prediction
methods with bad cross-study prediction performance, then both ÊrrCV opt + ŜECV opt and
c × ÊrrCV opt are large as well (the variance of large ÊrrCV opt values is larger).
With respect to the results obtained using RobustTuneC, we can make the follow-
ing two main observations. First, for those prediction methods for which the two robust
tuning approaches Robust1SE and RobustC perform better or equally well as exter-
nal tuning, RobustTuneC also performed well. Second, for those prediction methods for
which Robust1SE and RobustC perform worse than external tuning, RobustTuneC
performed equally well as external tuning (with one slight exception, Ridge, where
RobustTuneC performed very slightly worse than external tuning). Thus, depending on
the specific setting, RobustTuneC performed either better or equally well as external
tuning, avoiding the disadvantages of Robust1SE and RobustC of delivering overly
robust prediction methods in cases in which the cross-study prediction performance is
low in general. The tuning parameter values optimized with RobustTuneC (Figure 5)
are congruent with the results obtained with respect to the prediction performance of this
approach: in the cases of the prediction methods, for which the robust tuning methods
(including RobustTuneC) performed better than external tuning, the tuning parameter
values optimized using RobustTuneC are similar to those optimized with Robust1SE
and RobustC. By contrast, for those prediction methods for which RobustTuneC and
external tuning performed better than Robust1SE and RobustC, the tuning parameter
values optimized using RobustTuneC are similar to those optimized with external tuning.
Figure S8 (Online Resource 1, Section F) shows the frequencies of selection of the consid-
ered candidate values of c: 1, 1.1, 1.3, 1.5, 2. Interestingly, for those prediction methods for
which the robust tuning methods performed better than external tuning, the highest value
c = 2 was chosen in the vast majority of cases. This suggests that the optimal value of c is
probably even larger than 2 for these methods. The prespecified sequence for the c values
might thus be expanded by one or several values larger than 2. However, note that allow-
ing very large values for c might lead to a bad cross-study prediction performance. This can
occur in situations in which the distribution of the external data set used for choosing the c
value happens to differ much more strongly from that of the training data set than do the dis-
tributions of other external data for which the prediction rule is intended. For the remaining
prediction methods, for which the value c = 2 was not chosen frequently, in the majority of
cases small c values tended to be chosen.
Finally, the results obtained for the procedures that include the external data set for
training are discussed in Section G of Online Resource 1.
3.3 Additional Study: Optimistic Bias by Using the External Data Set for both
Tuning and Prediction Performance Estimation
Figure 6 shows the prediction performance estimates obtained based on data set B using
ExtValidNoCV and ExtValidCV in comparison with the unbiased estimates based on
independent test data (see Figure S9 in Section H of Online Resource 1 for the extended
results). Obviously, both approaches lead to a substantial overestimation of the predic-
tion performance. Interestingly, the degrees of overestimation do not noteworthily differ
between ExtValidNoCV and ExtValidCV. This shows that the fact that the observed















































































Fig. 6 Additional study. Prediction performance estimates based on independent test data
IndepTestData (left) compared with estimates ExtValidNoCV (middle) and ExtValidCV (right)
the observed bias associated with this procedure. Instead, the main reason for the upward
bias in the AUC estimates obtained with ExtValidNoCV and ExtValidCV is the fact
that the same source is used for both tuning and prediction performance estimation.
Figure 6 clearly indicates that the prediction performance estimates obtained using both
ExtValidNoCV and ExtValidCV are not useful for measuring cross-study prediction
performance. However, those obtained using ExtValidCV are by construction valid for
estimating the prediction performance on observations that follow the same distribution as
the external data set used for tuning. Against this background, the fact that the AUC esti-
mates obtained using ExtValidCV are considerably higher than the independent test data
based prediction performance estimates shows the following: the tuning parameter values
obtained using external tuning are more suitable for observations from the same source as
the external data set than they are for other data. In other words, we observe an overadapta-
tion of the chosen tuning parameter value to the source of the data used for external tuning.
However, as seen in the previous Section 3.2, for some prediction methods we can still
expect improvement by performing external tuning in contrast to internal tuning in terms of
prediction performance.
3.4 A Conservative Prediction Performance Estimation Procedure
The analysis presented in Section 3.3 revealed that the external data set used for tuning
cannot be used for testing the performance of the prediction rule without introducing a major
optimistic bias. Thus, in order to obtain a realistic prediction performance estimate it would
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be necessary to use a second external data set that was neither used for training nor for
tuning. However, a second external data set may often not be available in applications or the
effort of obtaining one may not be justifiable as the improvement in prediction performance
through using external tuning is not huge in general.
We suggest the following pragmatic procedure to obtain a conservative prediction perfor-
mance estimate. Regardless of the procedure used for parameter tuning (internal, external,
or robust tuning), (i) construct a prediction rule based on data set A using internal tuning,
and (ii) estimate its prediction performance on the external data set B. This estimate can
be seen as a—according to our results, somewhat pessimistic—surrogate of the prediction
performance obtained using other (external or robust) tuning approaches. This (slightly)
conservative estimate should be appropriate in many cases, because, in applications, it is
most important that prediction performance is not overestimated. This procedure is not only
parsimonious (no second external data set is needed) but also allows the analyst to try sev-
eral tuning approaches without generating an optimistic bias in the performance estimate
when selecting the approach that performed best on the external data set.
4 Discussion and Conclusions
4.1 Sources and Implications of Batch Effects in Biomedical Data
An important application field of the statistical methodology considered in this paper are
biomedical data. Batch effects are a significant source of variation within high- and low-
dimensional biomedical data that are not related to the underlying biology. These effects
negatively affect various kinds of studies, in particular those aiming to identify feature
signatures (i.e., genes, micro RNAs, proteins, metabolites, etc.) and predict outcomes of
interest such as time-to-event endpoints (e.g., survival or disease recurrence) or binary or
categorical endpoints (e.g., diseased/not diseased). The causes of batch effects are mani-
fold and can be distinguished into two major classes: batch effects of experimental data
and batch effects of clinical data. For experimental data, batch effects can occur in low- as
well as in high-throughput data. However, for the latter they can be easier identified (Leek
et al. 2010). As noted in the introduction, batches, in our definition, are groups of obser-
vations that show differences in measured data that are not caused by the biological signal
of interest. Batch effects (i.e., systematic differences between measurements from different
batches) can be, for instance, introduced by the technical personnel preparing and process-
ing biological samples within one lab that apply slightly different routines while sticking to
standard protocols or due to inter-lab specific differences with regards to personnel or instru-
mental differences. Beyond these specific examples, multiple batch effect causing sources
are known (see Irizarry et al. 2005; Goh et al. 2017; Leek et al. 2010 for extensive reviews
of these sources). Although omics data generation, at least at the genomic, epigenomic,
transcriptomic and posttranscriptomic levels, is increasingly switching to highly standard-
ized next-generation sequencing technologies, it is unlikely that batch effects will disappear
in future applications—so the problem remains relevant to high-dimensional data analysis.
Tom et al. (2017) present a workflow for the identification and mitigation of batch effects
in whole genome sequencing data and one of the mostly used Bioconductor R packages,
DESeq2, has an implementation of linear-model based batch correction of RNAseq data
(Love et al. 2014).
Compared with batch effects of high-dimensional data, which are comprehensively
assessed, little is known about batch effects in clinical data. Clinical data usually provide
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time-to-event endpoints such as survival or recurrence in addition to tumor size, stage, grad-
ing, hormone receptor status and other prognostic or predictive factors. When assessed in
the frame of monocenter studies, batch effects should be small due to consistent procedures
and common rules implemented in the same clinics. However, changes in protocols over
time can also introduce batch effects that should be considered in the analysis of data, mak-
ing use of clinical endpoints. When assessing clinical endpoints in multi-center settings,
batch effects can occur due to slightly different definitions of these endpoints. Mathews
et al. (2016) present an approach for the elimination of batch effects in histopathological
images which are the basis for a lot of prognostic factors in clinical data. However, since for
most clinical data it will remain difficult to identify batch effects, communication between
different centers for the purpose of data harmonization should be the strongest tool for rul-
ing out such effects. Batch effects between data from different, unrelated sources can be
expected to be strong due to the absence of data harmonization efforts between unrelated
sources. In this context, the disparity between the prediction performance estimate of a clin-
ical prediction rule obtained on external data and that obtained on observations from the
same source can be huge (Bleeker et al. 2003).
To conclude, batch effects have various sources in biomedical data and their strength
depends on the specific application field under consideration.
4.2 Summary and Conclusion
We compared various strategies for parameter tuning with respect to their performance in
cross-study prediction. Several of these strategies were designed to deliver robust prediction
rules that can perform better in cross-study prediction than conventional strategies, because
they avoid over-fitting to the distribution of the training data.
The robust tuning procedure RobustTuneC can be used as a default tuning procedure.
Nevertheless, external tuning (using Ext) may also be considered. External tuning has the
advantage that it is easier to perform using any standard statistical software. Nevertheless,
the analysis presented in Section 3.3 suggests that external tuning may lead to tuning param-
eter values that are too specific to the considered external data set. This problem can be
expected to be less prevalent for RobustTuneC, unless a very large number of c values
are considered with this procedure. Moreover, given that all considered c values are larger
than or equal to one, this robust tuning procedure has the further advantage that it always
delivers prediction rules that are at least as robust as those obtained using internal tuning.
Summarizing, we recommend using, as a first choice, RobustTuneC and, as a second
choice, the more easily implementable external tuning. Moreover, regardless of the used
tuning procedure, we suggest reporting the prediction performance estimate obtained on
the external data with internal tuning—as a conservative surrogate of the performance on
independent data (see Section 3.4). We plan to implement RobustTuneC and external
tuning (using Ext) for the prediction methods considered in this paper in a CRAN R pack-
age, RobustPrediction. Readers may also consult the Electronic Appendix (Online
Resource 2) for R code implementing RobustTuneC and Ext.
In this paper, we focused exclusively on high-dimensional data, which is why our con-
clusions are only valid for applications to data of this type. However, there might also be
low-dimensional data applications for which there is relevant heterogeneity among data
sources. In such applications, the methods considered in our paper may also yield improve-
ments compared with internal tuning. Comparison studies, analogous to those presented in
this paper, would be required to determine which of the considered approaches could be
valuable in applications to low-dimensional data.
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