Contractible configurations, Z3-connectivity, Z3-flows and triangularly connected graphs by Hongjian Lai et al.
Contractible conﬁgurations, Z3-connectivity, Z3-ﬂows and
triangularly connected graphs
Hongjian Lai
Department of Mathematics
West Virginia University
Morgantown, WV 26506-6310
Rui Xu
Department of Mathematics
University of West Georgia
Carrollton, GA 30118
Cun-Quan Zhang ∗
Department of Mathematics
West Virginia University
Morgantown, WV 26506-6310
February 28, 2006
Abstract
Tutte conjectured that every 4-edge connected graph admits a nowhere-zero Z3-ﬂow and
Jaeger, Linial, Payan and Tarsi conjectured that every 5-edge connected graph is Z3-connected.
In this paper, we characterize the triangularly connected graphs G that are Γ-connected for any
Abelian group Γ with |Γ| ≥ 3. Therefore, these two conjectures are veriﬁed for the family of
triangularly connected graphs.
Let P be a graph theory property. A graph H is a P-contractible if, for every supgraph G of
H (i.e. G is a graph containing H as a subgraph), G has the property P if and only if G/H has
the property P. This concept is inspired by the following methods and techniques introduced by
Catlin, Seymour, Jaeger, Linial, Payan and Tarsi, such as, collapsible graph for supereulerian
graphs, Φk-graph in the proof of 6-ﬂow theorem, and group connectivity for integer ﬂows. In
this paper, we proved some basic and useful lemmas for P-contractibility: (1) If a graph H is
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1P-contractible, then, for every supgraph G of H, G is P-contractible if and only if G/H is P
contractible; (2) a graph H is Z3-connected if and only if it is Z3-ﬂow contractible.
1 Introduction
We follow the notations and terminology of [1] except otherwise stated.
Let G = (V,E) be a graph, Γ be a nontrivial Abelian group (an additive group with 0 as its
identity) and Γ∗ be the set of non-zero elements in Γ. For an orientation of D of G and a vertex
v ∈ V (G), we use E+(v) (or E−(v), respectively) for the set of all edges with tails (or heads,
respectively) at v. We deﬁne
F(G,Γ) = {f | f : E(G) 7→ Γ} and F∗(G,Γ) = {f | f : E(G) 7→ Γ∗}.
For each f ∈ F(G,Γ), the boundary of f is a function ∂f : V (G) 7→ Γ deﬁned by ∂f =
P
e∈E+(v) f(e) −
P
e∈E−(v) f(e), where “
P
” refers to the addition in Γ. We deﬁne Z(G,Γ) =
{b | b : V (G) 7→ Γ with
P
v∈V (G) b(v) = 0}.
A graph G is Γ-connected, if G has some (and thus every) orientation D such that for every
function b ∈ Z(G,Γ), there is a function f ∈ F∗(G,Γ) with ∂f = b. For an Abelian group Γ, let
hΓi denote the family of graphs that are Γ-connected. It has been observed in [7] that G ∈ hΓi is
independent of the orientation of G.
A Γ-nowhere-zero-ﬂow (abbreviated as Γ-NZF) in G is an ordered pair (D,f), where f is a
function f ∈ F∗(G,Γ) such that ∂f = 0 under some orientation D of G. The nowhere-zero-ﬂow
problems were introduced by Tutte [12] and surveyed by Jaeger in [6] and by Zhang in [15].
The concept of Γ-connectivity was introduced by Jaeger et al in [7] as a generalization of Γ-NZF.
This paper is motivated by the following conjectures. We conform these conjectures restricted
to triangularly connected graphs.
Conjecture 1.1 (Tutte, unsolved problem 48 in [1]) Every 4-edge connected graph admits a Z3-
NZF.
Conjecture 1.2 (Jaeger [7]) Every 5-edge connected graph is Z3-connected.
The following conjecture is a weak version of Conjecture 1.1.
Conjecture 1.3 (Xu and Zhang [13]) Let G be a 4-edge connected graph. If each edge of G is
contained in a circuit with length at most 3, then G admits a Z3-NZF.
A graph G is triangularly connected if for every e1,e2 ∈ E(G), there exists a sequence of circuits
C1,C2,...,Ck such that e1 ∈ E(C1), e2 ∈ E(Ck), |E(Ci)| ≤ 3 for 1 ≤ i ≤ k, and such that
E(Cj) ∩ E(Cj+1) 6= ∅ for 1 ≤ j ≤ k − 1.
The following are the main results of this paper.
Theorem 1.4 Let G be a triangularly connected graph. Then G ∈ hΓi for all additive Abelian group
Γ with |Γ| ≥ 3 if and only if G / ∈ hWFi.
2As the corollary of Theorem 1.4, we get the following result.
Theorem 1.5 Let G be a triangularly connected graph. Then G admits a Z3-NZF if and only if
G 6= G1 ⊕ G2 ⊕ ··· ⊕ Gk such that Gi ∈ hWoddi.
Graphs of hWFi are deﬁned as follows.
We use Pk for a path of length k. A nontrivial 2-regular connected graph is called a circuit and a
circuit with k edges is called a k-circuit. A wheel Wk is a graph obtained from a k-circuit by adding
a new vertex v and then joining this new vertex to all the vertices on the circuit. This new vertex
v is called the center of Wk. A wheel Wk is an even wheel if k is even and an odd wheel otherwise.
We use hWoddi to denote the set of all odd wheels.
A graph G is called a Fan-graph, if it can be obtained from a path Pk = v1v2 ···vk (k ≥ 2) by
adding a new vertex v and joining v to all the vertices on the path. v is called the center of G and
vv1,vvk are called the end edges of G. The set of Fan-graphs are denoted by hFi.
Let G be a graph with uv ∈ E(G) and H be a graph with u0v0 ∈ E(H). We use G ⊕ H to
denote a new graph obtained from the disjoint union of G − {uv} and H by identifying u and u0
and identifying v and v0. This operation is called attaching G on H over the edge uv, u0v0 and the
resulting graph is denoted by G ⊕ H.
We deﬁne hWFi = {H|H = H1 ⊕ H2 ⊕ ··· ⊕ Hk, where Hi ∈ hFi ∪ hWoddi for 1 ≤ i ≤ k}. We
call Hi (1 ≤ i ≤ k) is a WF-component of H. An end-WF-component of H is a WF-component
Hi such that Hi shares at most one edge with the union of all the other WF-components of H.
A connected graph G is locally connected if G[N(v)] is connected for every v ∈ V (G). Note that
every locally connected graph on at least three vertices is also triangularly connected.
Since all Z3-connected, triangularly connected graphs are completely characterized (Theorem 1.4
and 1.5), all of the following results are immediate corollaries of these two theorems.
Theorem 1.6 (Lai [8]) If G is 2-edge-connected and locally 3-edge-connected then G has a Z3-NZF.
Theorem 1.7 (Xu and Zhang [13]) Let G be a connected simple graph. Then G2 admits a Z3-NZF
if and only if G / ∈ ¯ T1,3.
Note that the square of a graph in ¯ T1,3 is either K2 or belongs to W3 ⊕ W3 ⊕ ··· ⊕ W3, see [13]
for details.
Theorem 1.8 (Devos, Xu and Yu [5]) Every triangularly connected graph with minimum degree at
least 4 is Z3-connected.
2 Contractible conﬁgurations
In order to study structures of smallest counterexamples to some conjectures in graph theory (such
as 3-, 4- and 5-ﬂow conjectures), we introduce the concept of contractible conﬁgurations in this
3paper. Note that any smallest counterexample contains no subgraph that is a contractible conﬁgu-
ration. This will reduce the size of possible counterexamples and will provide some local structural
information of smallest counterexamples.
Deﬁnition 2.1 Let P be a graph theory property. A graph H is a contractible conﬁguration with
respect to the property P (or, simply, H is P-contractible) if, for every graph G which contains H as
a subgraph, the graph G has the property P if and only if the graph G/H obtained by the contraction
of H has the property P.
In this paper, we will mainly discuss Z3-NZF contractible conﬁgurations, and will also provide
some general properties about P-contractible conﬁgurations.
The idea of ﬂow contractible conﬁguration can be traced back to the proof of 6-ﬂow theorem by
Seymour [9], the notion of collapsible graphs by Catlin [2], and the reﬁnement of Seymour’s method
by Jaeger [6], and the concept of group-connectivity by Jaeger, Linial, Payan and Tarsi [7].
The concept of group connectivity is very similar to the notion of ﬂow contractible conﬁguration.
In fact, it is easy to see that Γ-connectivity implies Γ-ﬂow contractibility. However, the Γ-ﬂow
contractibility does not imply Γ-connectivity in general since the 4-circuit is a Z4-NZF contractible
conﬁguration (by Catlin, [3]) but not Z4-connected.
Can we characterize the diﬀerence between Γ-ﬂow contractible conﬁguration and Γ-connectivity?
Are they equivalent for other group ﬂow problems? And which graph is a Z3-NZF contractible
conﬁguration? The following are some results related to the contractibility.
Lemma 2.2 A graph G is Z3-connected if and only if G is a Z3-NZF contractible conﬁguration.
Lemma 2.3 Let P be a graph theory property and let H be a P-contractible conﬁguration. Then,
for any supgraph G of H, G/H is P-contractible if and only if G is P-contractible.
Lemmas 2.3 and 2.2 are very useful in our inductive proofs and Lemma 2.2 is to be proved in
Subsection 4.3, Lemma 2.3 is to be proved in Subsection 4.2.
3 Notation and terminology
A cycle is a subgraph with d(v) even for every vertex v. (A cycle is the union of a set of edge-
disjoint circuits). An edge e of G is a bridge if the removal of e disconnects the graph G into more
components (or, equivalently, e is an edge that is not contained in any circuit of G).
For a subset X ⊆ E(G), the contraction G/X is the graph obtained from G by identifying the
two ends of each edge e in X and then deleting the edges of X. Note that even when G is simple,
G/X may have multiple edges. For convenience, we write G/e for G/{e}, where e ∈ E(G). If H is
a subgraph of G, then G/H denotes G/E(H).
44 Lemmas and primary results
4.1 Basic lemmas for Z3-NZF’s and Z3-connectivity
Lemma 4.1 (see [10]) A graph G admits a Z3-NZF if and only if the graph G admits a Z3-NZF
(D,f) with f(e) ≡ 1 for every edge e ∈ E(G). That is, under the orientation D, |E+(v)| ≡ |E−(v)|
(mod(3)) and D is called a modular 3 orientation of G.
Lemma 4.1 can be proved by reversing the orientation of any edge e if f(e) = 2. Using Lemma 4.1,
we can get the following result.
Lemma 4.2 Let V3 be the set of all degree 3 vertices of a graph G. If G admits a Z3-NZF (D,f)
with f(e) = 1 for every edge e, then, under the orientation D, each vertex v ∈ V3 is either the heads
of all incident edges, or the tails of all incident edges.
Therefore, we have the following corollary, which is also a generalization of a result by Tutte [11].
Corollary 4.3 Let G be a graph. If G admits a Z3-NZF, then the subgraph G[V3] of G induced by
V3 (the set of degree 3 vertices) is bipartite.
The following lemma, re-formulated by Jaeger ([6]), is based on a key method introduced by
Seymour in the proof of 6-ﬂow theorem ([9]).
Lemma 4.4 (Seymour [9], Jaeger [6]) If a graph G can be reduced to a single vertex by recursively
contracting circuits of length ≤ (k − 1), then the graph G is Zk-connected.
4.2 P-contractible conﬁguration (in general)
Lemma 2.3 is a very useful lemma in our inductive proofs.
Proof of Lemma 2.3. “⇒”: Assume that G/H is P-contractible. We are to show that G is
P-contractible.
Let J0 be a supgraph of G. By the deﬁnition of P-contractible conﬁguration, we need to show
the following statement is always true.
(α) “ J0 has the property P” ⇔ “J0/G has the property P”.
Note that J0/H is a supgraph of G/H. Since G/H is P-contractible, we have the true statement
(α1) “J0/H has the property P” ⇔ “(J0/H)/(G/H) has the property P”.
Note that J0/G = (J0/H)/(G/H). The statement (α1) is equivalent to the following true statement
(α2) “J0/H has the property P” ⇔” “J0/G has the property P”.
Since H is P-contractible, we have the following true statement
(α3) “J0/H has the property P” ⇔ “J0 has the property P”.
The combination of statements (α2) and (α3) is the statement (α).
“⇐”. Assume that G is P-contractible. We are to show that G/H is also P-contractible. Let J
be a supgraph of G/H, by deﬁnition, we need show that the following statement is always true.
(β) “J has the property P” ⇔ “J/(G/H) has the property P”.
5It is easy to ﬁnd a graph J0 such that J0 is a supgraph of G, J0/H = J and J0/G = J/(G/H).
Since G is P-contractible, we have the following true statement
(β1) “J0 has the property P” ⇔ “J0/G has the property P”.
Note that J0/G = J/(G/H). The statement (β1) is equivalent to the following statement
(β2) “J0 has the property P” ⇔ “J/(G/H) has the property P”.
Furthermore, since H is P-contractible, we have the following true statement
(β3) “J0 has the property P ⇔ “J0/H has the property P”.
Note that J0/H = J. The statement (β3) is equivalent to the following statement
(β4) “J0 has the property P” ⇔ “J has the property P”.
The combination of true statements (β2) and (β4) yields the statement (β).
4.3 Z3-connectivity and Z3-NZF contractible conﬁgurations
In this subsection, we are to prove Lemma 2.2.
Let T be a tree. Since every tree is bipartite, let {A,B} be the bipartition of V (T). Let L(T)
be the set of all leafs of T (the set of degree 1 vertices).
The following lemma is needed in the proof of Lemma 2.2.
Lemma 4.5 For every pair of non-negative integers {m,n} with m ≡ n (mod 3) and m + n > 0,
there is a tree T(m,n) with the bipartition {A,B} such that
(1) dT(v) = 1 or 3 for every v ∈ V (T),
(2) {|A ∩ L(T(m,n))|,|B ∩ L(T(m,n))|} = {m,n}.
Proof. By induction on m + n = k (> 0).
The base of the induction: k = 2. The only case for k = 2 is that m = n = 1 since m ≡ n
(mod 3). It is easy to see that T(1,1) = K2.
Assume that the lemma is true for every pair {m,n} with m+n < k, for some integer k (k ≥ 3).
Let m + n = k (≥ 3), and without loss of generality, let m ≥ n. Here, m ≥ 2 since m ≥ n and
m+n = k ≥ 3. By the inductive hypotheses, there is a tree T(m−2,n+1). Let v ∈ B ∩L(T(m−2,n+1))
where |B ∩ L(T(m−2,n+1))| = n + 1 > 0.
Let T be the tree obtained from T(m−2,n+1) by adding two new vertices v0 and v00, and two new
edges vv0 and vv00. Obviously, T = T(m,n).
Lemma 4.6 Let T = T(m,n) be a tree described in Lemma 4.5 with the bipartition {A,B}.
(1) Let T0 be the graph obtained from T by identifying all the leafs (degree one vertices) of T as a
single vertex. Then T0 is Z3-connected.
(2) Furthermore, let (D,f) be a Z3-NZF of T0 with f(e) = 1 for every e ∈ E(T0), then f is a map:
E(T) 7→ Z3 − {0} such that
{{v ∈ V (T) : ∂f(v) ≡ 1},{v ∈ V (T) : ∂f(v) ≡ −1}} = {A ∩ L(T),B ∩ L(T)}.
6Proof. (1) is proved by applying Lemma 4.4 and (2) is proved by applying Lemma 4.2.
Proof of Lemma 2.2. It is obvious by the deﬁnition of Zk-connectivity that if H is Zk-connected
then H is a Zk-ﬂow contractible conﬁguration. So, we only need to show the “only if” part. Assume
that H is Z3-NZF contractible and we are to show that H is Z3-connected. That is, let b be a
zero-sum boundary of H, we are to ﬁnd a mapping f : E(H) 7→ Z3 − {0} such that ∂(f) = b.
Let Vµ = {v ∈ V (H) : b(v) = µ} for each µ ∈ Z3. Since b is a zero-sum boundary of H, it is
obvious that |V1| ≡ |V−1| (mod 3) (note that 2 ≡ −1 (mod 3)).
Let T be a tree described in Lemma 4.5 that
(1) the degree of every vertex is either 1 or 3,
(2) Let {A,B} be the bipartition of the bipartite graph T and L be the set of all degree 1 vertices
(leafs) of T. Then |A ∩ L| = |V1| and |B ∩ L| = |V−1|.
Construct a new graph G as follows: identify vertices of V1 and A ∩ L one-by-one, and identify
vertices of V−1 and B ∩ L one-by-one. The new graph G is Z3-NZF contractible since both H and
G/H = T0 are Z3-NZF contractible (by Lemma 2.3 and Lemma 4.6-(1)). Hence G admits a Z3-NZF
(D,f). By Lemma 4.6-(2), the restriction of (D,f) on H yields the same boundary b.
4.4 Lemmas for inductive proofs
The following lemma is one of most useful lemmas in our proof and is stated in a general form so
that it can be applied for other related studies.
Lemma 4.7 Let H ∈ hZki. Then, for any supgraph G of H, G/H ∈ hZki if and only if G ∈ hZki.
Lemma 4.7 is an immediate corollary of Lemma 2.2 and Lemma 2.3. The special case of
Lemma 4.7 for k = 3 was already discovered by Chen et al in [4]. Note that Lemma 4.7 gener-
alizes a list of very useful structural results in [4], [8], [5], etc..
The following is an immediate corollary of Lemma 4.7 and Lemma 4.4 and generalizes some
earlier results in [4], [8], etc..
Corollary 4.8 Let G be a graph and H be a connected subgraph of G such that H ∈ hZ3i. Then
G ∈ hZ3i if
(1) H is spanning in G (that is, V (H) = V (G)); or
(2) for each vertex v ∈ V (G) − V (H), |N(v) ∩ V (H)| ≥ 2, or
(3) |E(H)| ≥ 2 and G is triangularly connected.
Lemma 4.9 (Devos et al [5]) Let G1,G2 be graphs and let H = G1 ⊕ G2. If neither G1 nor G2 is
Z3-connected, then H is not Z3-connected.
74.5 Z3-connectivity for some special graphs
Lemma 4.10 (1) (Devos et al [5]) Let G ∼ = W2n for some integer n ≥ 1. Then G ∈ hZ3i.
(2) Let G ∼ = W2n+1 for some integer n ≥ 1 and b ∈ Z(G,Z3). Then for any orientation D of G,
there exists an f ∈ F∗(G,Z3) with ∂f = b under D if and only if b 6= ¯ 0.
Proof. We need only to prove (2).
=⇒ Since the exterior circuit of G ∼ = W2n+1 is of odd length, by Corollary 4.3, G does not admit
a Z3-NZF. So, if there exists an f ∈ F∗(G,Z3) with ∂f = b under D, then b 6= ¯ 0.
⇐= Suppose that b 6= 0. Without loss of generality, we may assume b(v2n+1) 6= 0. For conve-
nience, orient the edges v1v2n+1, v2n+1v2n and v0v2n+1 as v2n+1 → v1, v2n → v2n+1 and v2n+1 → v0
to get an orientation D0 of G. So if we can ﬁnd a function f ∈ F∗(G,Z3) with ∂f = b under D0,
then this f can be easily adjusted to a function f∗ ∈ F∗(G,Z3) with ∂f∗ = b under D.
Let G0 = G \ {v0v2n+1} and deﬁne
b0(v) =

 
 
b(v) if v / ∈ {v0,v2n+1},
b(v) + b(v2n+1) if v = v0,
0 if v = v2n+1.
Let G00 = G0 \ {v1v2n+1,v2n+1v2n} ∪ {v1v2n} and orient the edge v1v2n as v2n → v1. Let b00
be the restriction of b0 to V (G00). Clearly, b00 ∈ Z(G00,Z3) and G00 ∼ = W2n. By (1), there exists an
f00 ∈ F∗(G00,Z3) with ∂f00 = b00. Now let us deﬁne
f0(e) =
(
f00(e) if e 6= v1v2n,
f00(v1v2n) if e ∈ {v2nv2n+1,v2n+1v1}.
By the relation between G00 and G0, we have f0 ∈ F∗(G0,Z3) and ∂f0 = b0. Clearly this f0 can
be extended to an f ∈ F∗(G,Z3) with ∂f = b under the orientation D0 by deﬁning
f(e) =
(
f0(e) if e 6= v0v2n+1,
b(v2n+1) if e = v0v2n+1.
Lemma 4.11 Let G be a graph. Then G ∈ hZ3i if and only if G ⊕ W2n+1 ∈ hZ3i for any integer
n ≥ 1.
Proof. If G ∈ hZ3i, then G ⊕ W2n+1/G is a triangularly connected graph containing a 2-circuit.
By Lemma 4.8, G ⊕ W2n+1/G ∈ hZ3i. Therefore by Lemma 4.6, G ⊕ W2n+1 ∈ hZ3i.
Conversely, for any b ∈ Z(G,Z3), let us deﬁne b∗ ∈ Z(G ⊕ W2n+1,Z3) as follows:
b∗(v) =
(
b(v) if v ∈ V (G),
0 otherwise
Since G ⊕ W2n+1 ∈ hZ3i, then there exists f∗ ∈ F∗(G ⊕ W2n+1,Z3) such that ∂f∗ = b∗. Let f
be the restriction of f∗ to E(G). We will show that f ∈ F∗(G,Z3) and ∂f = b.
8Let v0 be the center of W2n+1 and suppose that v1v2 ∈ E(G) ∩ E(W2n+1). Without loss of
generality, let v0v2,v1v2,v3v2 be oriented so that v2 is the head of these three edges.
If f∗(v0v2) + f∗(v1v2) + f∗(v3v2) = α ∈ Z3 \ {0} then change f(v1v2) to be α. It is easy to see
that f ∈ F∗(G,Z3) and ∂f = b. So assume that α = 0 ∈ Z3. In this case, it is also easy to see that
the restriction of f∗ on W2n+1 is a Z3-NZF which contradicts Lemma 4.10-(2). Therefore G ∈ hZ3i.
Lemma 4.12 Let H ∈ hFi. Then H / ∈ hZ3i.
Proof. Since H ∈ hFi, H is a nontrivial subgraph of W2n+1 for some integer n. By Lemma 4.10-(2),
W2n+1 / ∈ hZ3i. Then by Lemma 4.8, H / ∈ hZ3i.
Lemma 4.13 Let G = G1 ∪ G2 be a graph so that G1 and G2 are two distinct wheels. If |E(G1) ∩
E(G2)| ≥ 2, then G ∈ hZ3i.
Proof. Clearly, G is a triangularly connected. If one of Gi is an even wheel, then by Lemma 4.10-(1)
and Lemma 4.8, G ∈ hZ3i.
So we may assume both G1 and G2 are odd wheels. Since |E(G1) ∩ E(G2)| ≥ 2, let e1 =
u1u2,e2 = w1w2 be two edges in E(G1) ∩ E(G2).
Case 1. In the subgraph G[{e1,e2}] of G induced by edges {e1,e2}, there is a degree one vertex
which is not the center of either G1 or G2. In this case, let v be that vertex.
Case 2. (Not Case 1) e1,e2 must share one vertex, say u2 = w2, and u1,w1 are centers of G1
and G2 respectively. In this case, u1w1 is also an edge of E(G1) ∩ E(G2). And we let v = u2. For
both cases, G1 \ v and G2 \ v still share at least one edge. Note that v is not the center of either
G1 or G2. Then both G1 \ v and G2 \ v are triangularly connected. Therefore G \ v is triangularly
connected.
Clearly, dG(v) ≥ 4. Let NG(v) = {v1,v2,···,vk} with k ≥ 4. Since G is triangularly connected,
v must be contained in some triangle, say vv1v2v. Let G∗ be a new graph obtained from G by
deleting v and adding a parallel edge v1v2. Because G \ v is triangularly connected, G∗ remains
triangularly connected and contains a 2-circuit. By Lemma 4.8, G∗ ∈ hZ3i. By Lemma 4.4 and
Lemma 4.6, G∗ ∪ {vv3,vv4,···,vvk} ∈ hZ3i. Then it follows G ∈ hZ3i.
5 Proof of the Theorem
Proof of Theorem 1.4.
Note that since G is a triangularly connected graph, each edge of G is contained in at least one
circuit C with |E(C)| ≤ 3, then by Lemma 4.4, G ∈ hΓi for any Abelian group Γ with |Γ| ≥ 4. So
we need only to prove the theorem for Γ = Z3.
=⇒ By contradiction. Suppose that G ∈ hWFi. By Lemma 4.12, for any H ∈ hFi, we have
H / ∈ hZ3i and by Lemma 4.10-(2), we have W2n+1 / ∈ hZ3i. Therefore by Lemma 4.9, G / ∈ hZ3i, a
contradiction.
9⇐= By contradiction. Let G be a graph such that
(1) G is a counterexample to Theorem 1.4. That is, G is triangularly connected, G / ∈ hWFi and
G / ∈ hZ3i.
(2) Subjected to (1), |E(G)| is minimized.
Claim 1. (a) No subgraph of G is in hZ3i; (b) the girth of G is 3 and (c) δ(G) ≥ 3.
(a) If a subgraph H of G is Z3-connected, then, by Lemma 4.8, G ∈ hZ3i. This contradicts the
assumption that G is a counterexample.
(b) By Lemma 4.4, a 2-circuit ∈ hZ3i. Hence, by (a), the girth of G must be greater than 2.
(c) Note that G 6∼ = K3 since G / ∈ hWFi.
If there exists v ∈ V (G) such that dG(v) = 2, then let C = vxyv be a triangle containing the
vertex v. Since G contains no 2-circuits, C is the only triangle containing vx (and vy as well).
Therefore G \ v remains triangularly connected.
If G\v ∈ hZ3i, then it follows G ∈ hZ3i, contrary to (1); If G\v / ∈ hZ3i, then either G\v ∈ hWFi
or it is contrary to (2). Suppose that G \ v ∈ hWFi. Then G = (G \ v) ⊕ C, that is, G ∈ hWFi,
contrary to (1). So δ(G) ≥ 3.
Claim 2. Let H be a maximal triangularly connected subgraph of G such that |E(H)| < |E(G)|.
Then |E(G)| − |E(H)| = 1 and V (G) = V (H).
A proper subgraph of G that is triangularly connected exists since any triangle of G is a subgraph
of this kind.
If |E(G)| − |E(H)| has more than two edges, then there is an edge e ∈ H that is contained in a
triangle C such that E(C) \ E(H) 6= ∅ since G is triangularly connected.
So, adding E(C)\E(H) 6= ∅, which consists of at most two edges, into H. Repeat this procedure,
we are able to obtain the maximal one H. Clearly, |E(G)| − |E(H)| ≤ 2.
If |E(G)| − |E(H)| = 2, the two edges in E(G) \ E(H) must share one vertex, we may assume
these two edges are vx,vy. Clearly, xy ∈ E(H). If v ∈ V (G) \ V (H), then dG(v) = 2, contrary
to Claim 1. So V (H) = V (G). Clearly, dG(v) ≥ 4. Delete vx,vy from G and add a parallel edge
to xy, the resulting graph, call it H∗, is triangularly connected and contains a 2-circuit. Then by
Lemma 4.8, H∗ ∈ hZ3i. Therefore G ∈ hZ3i, contrary to (1).
So, |E(G)| − |E(H)| = 1. By Claim 1, δ(G) ≥ 3, then clearly V (G) = V (H).
The last one edge of E(G) \ E(H) will add the last triangle (say, C = xyzx) into H. For
convenience, we may assume that e = xz ∈ E(G) \ E(H).
Claim 3. H ∈ hWFi.
By Claim 1-(a), H / ∈ hZ3i but is triangularly connected. Hence, by the choice of G ((1) and (2),
as a smallest counterexample), H must be ∈ hWFi.
Claim 4. H contains exactly two end-WF-components, and one end-WF-component contains yx,
the other one contains yz.
If H contains exactly one WF-component, then H is either a Fan-graph or an odd wheel. Suppose
that H is a Fan-graph. Since δ(G) ≥ 3, the Fan-graph H has precisely two degree 2 vertices and
10they are x and z. Therefore G will be a wheel, contrary to (1). If H is an odd wheel, then G = H∪e
contains either an even wheel or a digon. By Lemma 4.4, this contradicts Claim 1-(a).
Now we will show that H contains exactly two end-WF-components. Otherwise, since E(G) \
E(H) = {xz}, yx,yz ∈ E(H) and δ(G) ≥ 3, there exists an end-WF-component H0 ∈ hWoddi such
that H = H∗⊕H0 with H∗ ∈ hWFi and {x,y,z}∩(V (H0)\V (H∗)) = ∅. Therefore G = (H∗∪e)⊕H0.
Since G / ∈ hWFi, H∗ ∪ e / ∈ hWFi. Since {x,y,z} ⊆ V (H∗) and H∗ ∈ hWFi, then H∗ ∪ e is
triangularly connected. It would contradict Claim 1-(a) if H0 ∪ e ∈ hZ3i. So, H0 ∪ e / ∈ hZ3i and
therefore, this smaller triangularly connected graph H0∪e is another counterexample which is smaller
than G, contrary to (2).
The WF-component of H containing yx must be an end-WF-component. Otherwise, since there
are two end-WF-components of H, then at least one of them, say H1, has the similar property as H0
mentioned above. By the same argument, we can get a contradiction. Similarly, the WF-component
of H containing yz is the other end-WF-component.
Final Step. By Claim 4, let H1,H2 be the two end-WF-components of H. We may assume
that yx ∈ E(H1), yz ∈ E(H2). Clearly, H1 will not share yx with other WF-components of H.
Otherwise, H1 would have the similar property as H0 in Claim 4. Similarly, H2 will not share yz
with other WF-components of H.
Since H1,H2 are the only two end-WF-components of H, both containing vertex y. Then every
other WF-component of H must contain y, too. Clearly, no edges is contained in more than two
WF-components of H (otherwise, H would have more than two end-WF-components) and if an edge
is contained in two WF-components of H, then it must have y as one end.
Since δ(G) ≥ 3, then each WF-component which belongs to hFi must have y as its center.
By the structure of H, there is a path in NH(y) connecting x and z, say, P = xu1u2 ···ukz,
such that P contains at least one edge of each WF-component of H. Then H[V (P) ∪ {y}] contains
a subgraph H4 ∈ hFi with y as its center and yx,yz as its end edges. Therefore, H5 = H4 ∪{xz} is
a wheel. Clearly H5 contains at least two edges of each WF-component of H because P contains at
least one edge of each WF-component.
We claim that H contains at least one odd wheel, say H6, as its WF-component. Otherwise,
each WF-component of H belongs to hFi and y is the center of each WF-component. Then H ∈ hFi
with y as it center and H has only one WF-component, a contradiction.
Clearly H5 and H6 are two distinct wheels sharing at least two edges, by Lemma 4.13, H5∪H6 ∈
hZ3i. By Lemma 4.8, G ∈ hZ3i, contrary to (1). And this ends the proof of Theorem 1.4.
Proof of Theorem 1.5. Similarly to the proof of Lemma 4.11, we can get the following result:
A graph H admits a Z3-NZF if and only if H ⊕ W2k+1 admits a Z3-NZF for any integer k ≥ 1.
Also it is easy to see that for any H ∈ hFi, H admits a Z3-NZF, therefore this theorem is a
corollary of Theorem 1.4.
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