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Metastable reverse-phase droplets are calculated by renormalization-group theory by evaluating
the magnetization of a droplet under magnetic field, matching the boundary condition with the re-
verse phase and noting whether the reverse-phase magnetization sustains. The maximal metastable
droplet size and the discontinuity across the droplet boundary are thus calculated as a function of
temperature for the Ising model in three dimensions. The method also yields hysteresis loops for
finite systems, as function of temperature and system size.
I. INTRODUCTION: CALCULATED
SUSTAINABILITY OF METASTABLE
DROPLETS
After outstanding success in the calculation of
critical exponents and in understanding the mecha-
nism underlying the universality of critical exponents,
renormalization-group theory has been equally success-
fully applied to global non-universal properties at and
away from critical points, such as entire thermody-
namic functions, discontinuities at first-order phase tran-
sitions, and entire multicritical phase diagrams, e.g.,
leading all the way to global spin-glass phase diagrams
in the variables of temperature, bond concentration,
spatial dimensionality d, and the continuous variation
of chaos and its Lyapunov exponent inside spin-glass
phases [1, 2]. Such wide application has not yet been
reached in non-equilibrium systems. On the other hand,
renormalization-group calculations have been applied to
finite-sized systems [3]. As explained below, these cal-
culations can be used to obtain the properties of non-
equilibrium metastable droplets inside ordered phases
and the hysteresis loops of systems partitioned into do-
mains. In addition to the metastable applications men-
tioned above, our calculations are applicable to paint cra-
tering due to surface defects [4].
Non-equilibrium studies away from the critical point
have been on the droplet formation of the equilibrium
phase, inside the non-equilibrium metastable phase (af-
ter a deep quench) [4]. We tackle here the converse prob-
lem, namely the existence of metastable droplets of the
non-equilibrium phase, inside the equilibrium phase. We
find that such droplets exist, and are clearly delimited by
size, magnetic field, and temperature, the latter two be-
ing a measure of the thermodynamic distance to the first-
order phase boundary where the non-equilibrium phase
becomes a coexisting phase.
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FIG. 1. Phase diagram of the ferromagnetic Ising model for
d > 1. The equilibrium phases are indicated. For T < TC
on the H = 0 line, there is a first-order phase transition be-
tween the down-magnetized phase with M =< si >< 0 and
the up-magnetized phase with M > 0. At the position in the
phase diagram marked by ×, where H > 0, the equilibrium
phase is the up-magnetized phase withM > 0, but metastable
droplets of size L < LC(H) of the down-magnetized phase
with M < 0 can exist, depending on the value of H , which
gives the thermodynamic-variable distance from the phase
boundary.
II. BOUNDARY-CONDITIONED
FINITE-SYSTEM CALCULATION FOR THE
PRESENCE OF A METASTABLE DROPLET
Finite-system renormalization-group calculation [3]
can readily be adapted to metastable droplet viability.
Such a droplet is a finite region of the opposite thermo-
dynamic phase persisting inside the equilibrium phase.
Even as a metastable region, a droplet can exist up
to a certain (critical) size, depending on how far away,
in the thermodynamic external (applied) variables, the
system is from the boundary in thermodynamic space
where the phase of the droplet becomes stable. The
further away, the smaller the maximal droplet size, up
to a certain limit, beyond which metastable droplets do
not exist. This critical droplet size and this limit of
2FIG. 2. The magnetization is calculated inside a droplet of
size L at position × on Fig. 1, that is under the system-wide
applicable value ofH > 0, matching with the boundary condi-
tion of down-pinned, si = −1 spins. This boundary represents
the outermost layer of the would-be droplet. If this calcula-
tion gives M < 0 inside the droplet, the droplet exists. If, in
this calculation, the applied field H > 0 overcomes the down-
pinned boundary condition and M > 0, then the droplet
of size L does not exist. Since under renormalization-group
transformation, the value of the magnetic field increases, there
is clearly a maximal value LC(H), whereH refers to the initial
(unrenormalized) magnetic field, to the metastable droplet
size.
FIG. 3. (a) Migdal-Kadanoff approximate renormalization-
group transformation for the d = 3 cubic lattice with the
length-rescaling factor of b = 2. Bond-moving is followed by
decimation. (b) Construction of the d = 3, b = 2 hierarchical
lattice for which the Migdal-Kadanoff recursion relations are
exact. The renormalization-group solution of a hierarchical
lattice proceeds in the opposite direction of its construction.
metastable droplet existence are obtained, based on a mi-
croscopic statistical mechanical (renormalization-group)
calculation, in our current work.
We illustrate with the Ising model, defined by the
Hamiltonian
− βH = J
∑
〈ij〉
sisj +H
∑
i
si (1)
where β = 1/kT , at each site i of the lattice the spin
si = ±1, and 〈ij〉 denotes summation over all nearest-
neighbor site pairs. The bond is ferromagnetic, J > 0,
and J−1 is thus the temperature variable. In three spa-
tial dimensions (d = 3), this system has the phase dia-
gram shown in Fig. 1. The equilibrium phases are in-
dicated. As is well known, for T < TC on the H = 0
line, there is a first-order phase transition between the
down-magnetized phase with M =< si >< 0 and the
up-magnetized phase with M > 0. At the position in
the phase diagram marked by ×, where H > 0, the equi-
librium phase is the up-magnetized phase with M > 0,
but metastable droplets of the down-magnetized phase
with M < 0 can exist, depending on the value of H ,
which gives the thermodynamic-variable distance from
the phase boundary.
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FIG. 4. Magnetization inside a would-be droplet of negative
magnetization immersed in the positive magnetization phase,
as a function of droplet size. Results for different magnetic
fields H are shown, at temperature J−1 = 5. When the mag-
netization calculated inside the droplet is positive, the droplet
does not occur. It is seen that this occurs, with a discontinuity
in the calculated magnetization, at a threshold size LC .
The basis of our method is as follows:
Renormalization-group theory enables us to calculate
the thermodynamic properties, including magnetization
M of finite and infinite systems. Thus, we calculate the
magnetization inside a droplet of size L at position × on
Fig. 1, that is under the system-wide applicable value
of H > 0. We match with the boundary condition of
down-pinned, si = −1 spins. This boundary represents
the outermost layer of the would-be droplet. If this
calculation gives M < 0 inside the droplet, the droplet
exists. If, in this calculation, the applied field H > 0
overcomes the down-pinned boundary condition si = −1
and M > 0, then the droplet of size L does not exist.
Since under renormalization-group transformation, the
value of the magnetic field increases, there is clearly
a maximal value LC(H), where H refers to the initial
(unrenormalized) magnetic fields, to the metastable
droplet size.
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FIG. 5. Threshold sizes LC as a function of magnetic field
H , at temperature J−1 = 5. The threshold droplet size LC
goes to infinity as the system approaches the phase transition
at H = 0, where the phase inside the droplet becomes an
equilibrium phase. Conversely, the threshold droplet size LC
goes to zero as the systems moves away from the phase tran-
sition under increasing H . Metastable droplets do not occur
for H > Hmax(J), which is seen to be Hmax = 0.0064 for
temperature J−1 = 5. The left inset gives Hmax as a func-
tion of temperature. It is seen that Hmax diverges as zero
temperature is approached.
III. RENORMALIZATION-GROUP
CALCULATION
For our calculation, we use the Migdal-Kadanoff ap-
proximation, which, as shown in Fig. 3(a), consists in
bond-moving followed by decimation [9, 10]. This much
used approximation gives, for the first renormalization-
group transformation, the recursion relations
K ′ = K ′(J,H), h′ = h′(J,H), G′ = G′(J,H), (2)
where the primes refer to the renormalized quantities and
G is the additive constant in the Hamiltonian automat-
ically generated by the renormalization-group transfor-
mation:
− βH =
∑
〈ij〉
[Ksisj + h(si + sj) +G]. (3)
In the latter equation, the magnetic field term is
expressed in the form that it takes after the first
renormalization-group transformation. After the first
renormalization-group transformation, the form of the
Hamiltonian in Eq. (3) is conserved and the recursion
relations have the form
K ′ = K ′(K,h), h′ = h′(K,h), G′ = bdG+ g(K,h). (4)
The recursion relations thus obtained from the Migdal-
Kadanoff approximation are exactly applicable to the ex-
act solution of the hierarchical lattice shown in Fig. 3(b)
[3, 11, 12]. Thus, a ”physically realizable”, therefore ro-
bust approximation is used. Physically realizable approx-
imations have been used in polymers [13, 14], disordered
alloys [15], and turbulence [16]. Recent works using ex-
actly soluble hierarchical lattices are in Refs. [17–21].
Sites at different levels of a hierarchical lattice have dif-
ferent coordination numbers. For example, on the right
side of Fig. 3(b), two different levels are seen for the in-
ner sites, with coordination numbers q = 8 and 16. In
our calculation, the magnetic field in Eq. (1) is applied
to sites in the lowest level of the hierarchy, which are the
least coordinated (q = 8) and most numerous, comprising
1− b−d = 7/8 of all the sites.
In the first renormalization-group transformation, go-
ing from Eq. (1) to Eq. (3) with a scale change, the
thermodynamic densities are related by
M = b−dm ·U, (5)
where the densities M ≡ [1, < sisj >,< si >] and
m ≡ [1, < sisj >,< (si+sj) >] respectively refer to Eqs.
(1) and (3). The matrix isU = ∂k/∂K with k ≡ [1,K, h]
and K ≡ [1, J, b−dH ]. The factor b−d in the last vector
accounts for the fact that there are as many unrenor-
malized fields H (applied only to the lowest level of the
hierarchy) as renormalized bonds K.
In the subsequent renormalization-group transforma-
tions, the thermodynamic densities obey the recursion
relation
m = b−dm’ ·T, (6)
where the densities m ≡ [1, < sisj >,< (si + sj) >] are
conjugate to the fields k ≡ [1,K, h] and the recursion
matrix is T = ∂k’/∂k. The densities are calculated by
iterating Eq.[6] until the boundary is reached and apply-
ing the boundary condition in the right side of Eq. [6].
The calculation yields the phase diagram in Fig. 1,
with the critical temperature J−1 = 15.3, which sets the
temperature scale.
IV. RESULTS: CALCULATED METASTABLE
DROPLET SIZE THRESHOLDS
Magnetizations, calculated as described above, inside
a would-be droplet of negative magnetization immersed
in the positive magnetization phase, as a function of size,
are shown in Fig. 4. Results for different magnetic fields
H are shown, at temperature J−1 = 5. When the mag-
netization calculated inside the droplet is negative, the
droplet-boundary match is self-consistent and the droplet
does occur. It is seen in Fig. 4 that this droplet occur-
rence terminates, with a discontinuity in the calculated
magnetization, at a threshold size LC .
Threshold sizes LC , as a function of magnetic field H ,
are shown in Fig. 5, at temperature J−1 = 5. The
threshold droplet size LC goes to infinity as the system
approaches the phase transition at H = 0, where the
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FIG. 6. Hysteresis loops at temperature J−1 = 5, for differ-
ently sized systems. The loops get narrower as the system size
grows, leading to a single discontinuity of the first-order phase
transition of the infinite (thermodynamic limit) system. The
inset shows the hysteresis loop area as a function of droplet
size. A maximum loop area is reached at zero temperature.
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FIG. 7. Hysteresis loops at system size L = 64, for differ-
ent temperatures. The loops get narrower as temperature
increases. The inset shows the loop area as a function of
temperature. The loop area diverges as zero temperature is
approached.
phase inside the droplet becomes an equilibrium phase.
Conversely, the threshold droplet size LC goes to zero as
the systems moves away from the phase transition un-
der increasing H . Metastable droplets do not occur for
H > Hmax(J), which is seen to be Hmax = 0.0064 for
temperature J−1 = 5. The left inset gives Hmax as a
function of temperature. It is seen that Hmax diverges
as zero temperature is approached.
V. RESULTS: CALCULATED HYSTERESIS
LOOPS
Our current calculation can also readily be adapted
to a hysteresis loop calculation. Hysteresis loops oc-
curs in systems composed of finite microdomains. As
the magnetization measurements/calculations are made,
the system carries a memory of the previous measure-
ment/calculation. In the present case, this is accom-
plished by keeping down-pinned boundary spins as the
system is scanned in the increasing H direction and
conversely up-pinned boundary spins as the system is
scanned in the decreasing H direction.
Thus, hysteresis loops at temperature J−1 = 5, for dif-
ferently sized systems, are shown in Fig. 6. The loops
get narrower as the system size grows, leading to a sin-
gle discontinuity of the first-order phase transition of the
infinite (thermodynamic limit) system. The inset shows
the hysteresis loop area as a function of droplet size. A
maximum loop area is reached at zero temperature.
Hysteresis loops at system size L = 64, for different
temperatures, are shown in Fig. 8. The loops get nar-
rower as temperature increases, as the spin-spin correla-
tions and specifically the correlations to the ”memory”
spins (in this case the boundary spins) decreases. The in-
set shows the loop area as a function of temperature. The
loop area diverges as zero temperature is approached.
VI. CONCLUSION
We have calculated metastable droplets inside a stable
thermodynamic phase, using renormalization-group the-
ory. We find the droplet existence is clearly delimited
by droplet size and thermodynamic distance to the sta-
bility of the phase inside the droplet. The method was
also adapted to hysteresis loop calculation, yielding loop
areas as a function of domain size and temperature.
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