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Until the late 1980s it was widely understood that bacterial variance emerges randomly 
during growth. Research that followed has convincingly shown evidence for mutations arising in 
non-growing conditions, a phenomenon known as stationary-phase mutagenesis. In Bacillus 
subtilis, an elegant mutagenic mechanism has been elucidated in non-growing cells that biases 
mutations to transcribed regions of a subpopulation. One interesting possibility is that mutations 
can be further biased to hotspots within genes through alternate DNA structures known as non-B 
DNA. Non-B DNA have been linked to genomic instability and disease in humans, lesser is known 
about its role in bacteria. Here we investigate if G4 DNA, a type of non-B DNA, are mutagenic 
hotspots in non-growing B. subtilis cells. We hypothesize that G4 DNA can block RNA 
polymerase and trigger gratuitous transcription coupled repair. Gratuitous repair, or repair 
occurring in the absence of DNA damage, can lead to mutagenesis via repetitive re-synthesis of 
DNA, which can introduce mutations. In order to test this hypothesis, we constructed strains 
differing in their ability to form G4 DNA in a gene of interest and measured the effect on 
mutagenesis. We found that a strain having the potential to form G4 DNA in the coding strand had 
the highest levels of mutagenesis and this effect was dependent on a transcription coupled repair 
factor Mfd. Our data adds to the evidence of how B. subtilis avoids genetic load by having an 
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elegant mechanism that biases mutations to distinct regions of genes under selection. Further, 
elucidating how alternate DNA structures promote genetic instability can lead to a better 
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CHAPTER 1: INTRODUCTION 
  The word evolution first appeared in the English language in 1647, as a way to describe 
progressions from simpler beginnings. It was not until 1859 when Charles Darwin published On 
the Origin of Species by Means of Natural Selection that evolution established a biological 
connotation, one now meaning descent with modification. This biological definition still remains 
a good description of the process acting on all forms of life today (1).  Darwins theory of evolution 
is described by three postulates: there is variation between individuals, there is heritability across 
generations, and there are differential survival and reproduction. Combining these postulates, 
Darwin proposed that spontaneous variations among individuals and beneficial mutations are 
selected for by the environment and passed on to future generations (2).  These principles proved 
correct for higher organisms, but a prevailing question by microbiologists at the time was if these 
principles applied to microbial populations.  
Mutations of Bacteria from Virus Sensitivity to Virus Resistance 
 The observation that a bacterial culture becomes clear upon phage exposure, only to 
become turbid hours later, led scientists to debate the nature of phage resistance. Scientists, like 
Felix DHerelle, believed that bacteria were not following Darwinian principles and instead could 
change their genetic makeup in response to the environment (3). Others, like Andre Gratia, 
believed that the phage was selecting mutants that arose spontaneously during growth (4).  In 1943, 
Salvador Luria and Max Delbruck sought to clear up this debate with their famous fluctuation test. 
The experimental set up was to compare the mean and variance in the number of resistant bacteria 
calculated from samples of the same culture, to the mean and variance from samples grown in 
independent cultures. In short, they found that samples from the same culture produced a variance 
similar to the mean, while samples from independent cultures produced a much higher variance. 
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The large variation in resistance mutants per culture meant mutations arose spontaneously during 
growth and the phage simply acted as a selective agent for the variants (5). It seemed the debate 
was finally settled, Luria and Delbruck proved that the cells were not responding to the selection 
that was applied. However, their experimental set up applied a lethal selection during active 
growth, and deviations from these conditions would once again question Darwins postulates. 
Spontaneous Mutation in Non-Dividing Bacteria 
Soon after the Luria and Delbruck experiments, in the 1950s, another scientist was 
studying mutations in bacteria but using a different type of selection and a different phase of 
growth. Francis Ryan in 1954 used Escherichia coli strains that were auxotrophic for the amino 
acid histidine and subjected these cells to histidine starvation as a selective pressure (6). He noted 
that under non-lethal selection, mutations arose during stationary phase growth that allowed for 
the synthesis of histidine. He concluded that mutations can arise in populations of bacteria that are 
in non-dividing conditions, a novel and controversial idea at the time. Unfortunately, before Ryan 
could elaborate on these initial findings, he died unexpectedly in 1963 (7).  
The Origin of Mutants 
It was not until 1988 that this concept was revisited again by Cairns, Overbaugh, and Miller 
in the Origin of Mutants. Similar to Ryan, the group investigated mutagenesis in non-growing 
conditions using E. coli as their model.  In their system, they used an E. coli mutant unable to 
utilize lactose due to a premature stop codon in the open reading frame of lacZ.  The experiment 
consisted of plating the mutant strain on minimal media lacking lactose and then overlaying an 
additional agar layer containing lactose at different days of the experiment to select for mutants in 
lacZ. They found that the addition of the lactose layer initially selected for an average of ~ 20 
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mutants and then the plates accumulated ~8 colonies a day after that, which they called late Lac+ 
mutants. Interestingly, if the addition of lactose was delayed, the results did not change as Day 1 
and Day 3 showed the same pattern of ~20 followed by ~8 a day. This observation led the group 
to conclude that the addition of lactose was required for the accumulation of the late Lac+ mutants. 
More broadly, they concluded that bacteria might have mechanisms that produce beneficial 
mutations under conditions of stress (8). This phenomenon has been termed stationary phase 
mutagenesis (SPM) or stress-induced mutagenesis (SIM).  
Stress-induced mutation via DNA breaks in E. coli: A molecular mechanism with implications 
for evolution and medicine 
 Over the next two decades the mechanism that produced beneficial Lac+ mutations under 
conditions of stress was elucidated. Work from Rosenberg, Hastings, and Roth proved that bacteria 
can indeed respond to the environment and trigger a cascade of events that lead to the production 
of beneficial mutations (9, 10). In E. coli, the induction of the SOS response and the general stress 
response were necessary for SIM. DNA damage induces the SOS response and leads to the 
upregulation of ~40 genes. The general stress response is activated by various stresses like 
oxidative damage, starvation, and changes in temperature (11). In E. coli Lac- cells or cells under 
non-lethal selection, double- stranded breaks that arise from replication fork collapses can activate 
the SOS response, and starvation for lactose in this experimental system, triggers the general stress 
response. Both stress responses once induced produce factors such as recombination proteins and 
error-prone polymerases that lead to amplification events, indels, and base substitutions (12).  
More recently, it was found that R-loops (a three-stranded structure containing the DNA-RNA 
hybrid and coding single strand) formed in transcribed regions may initiate this mutagenic cascade 
by forming replication forks that collapse at nicked DNA sites. Importantly, Mfd, the factor that 
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initiates transcription-coupled repair (TCR), facilitated E. coli SIM by allowing for R-loop 
formation via the removal of RNAP (13). Mfd is a highly conserved protein that directs repair to 
the template strand during transcription. Mfd is recruited to transcribed regions by RNAP that is 
stalled/blocked by DNA damage, proteins, or in the above case R-loops (14).  From the 1990s to 
the 2000s the E. coli SIM field developed, but whether this phenomenon and its underlying 
mechanism occurred in other bacterial models was not known. In 2002, Sung and Yasbin extended 
SIM to Bacillus subtilis, a model system that would further reveal Mfd as a significant factor in 
bacterial evolution and adaption to stress (15, 16).  Moreover, because stressed B. subtilis 
differentiates into different subpopulations, this system allowed researchers to test a new 
hypothesis in the field that SIM mutations occur in a differentiated cell subpopulation.  
Stationary Phase Mutagenesis, a Component of Bacterial Differentiation in Bacillus subtilis 
A key contrast that arose between mutagenesis during actively growing and non-growing 
cells, is the random nature of the former and the directed-like nature of the latter. Indeed, Cairns 
et al. boldly suggested that bacteria can choose which mutations they should produce under 
stress (8). While this concept was disproven later, research uncovered stochastic mechanisms by 
which bacteria may bias mutations to a subpopulation of cells and to specific genomic regions.  In 
E. coli, this bias is mediated through stress responses that do not activate uniformly in a population, 
and R-loops which form at transcribed regions (9-13). B. subtilis provided an ideal system to test 
SIM and the subpopulation hypothesis as it naturally differentiates into different subpopulations 
under conditions of stress (17). B. subtilis accomplishes this highly complex process of producing 
genetically identical sub-populations of cells with distinct functions through three master 
regulators that coordinate developmental programs. Activation of DegU leads to the expression of 
a set of genes that produces the miner subpopulation (cells that secrete proteases to break down 
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large biopolymers that can be used by the rest of the community). Activation of Spo0A leads to 
the expression of a set of genes that produce the cannibal and spore subpopulations (cells that 
produce toxins to lyse neighboring cells with the purpose of releasing nutrients and dormant cells 
that are highly resistant to stress). Importantly, activation of ComA results in the expression of a 
set of genes that lead to the surfactin producing population (cells that produce surfactin and 
subsequently leak cations as an external cue to trigger neighboring cells to differentiate into matrix 
producers/cannibals) and the competent subpopulations (cells that are able to take up DNA from 
the environment) (18).  
With this knowledge in hand, Sung and Yasbin conducted mutagenesis experiments to test 
whether SIM occurs in B. subtilis. However, instead of using carbon starvation, they subjected 
cells to amino acid starvation as a non-lethal selection pressure. They constructed a strain with 
mutations in metB, hisC, and leuC genes, which rendered the strain auxotrophic for methionine, 
histidine, and leucine, respectively.  Similar to E. coli, they plated the strain in minimal media 
lacking one of the essential amino acids and then scored prototrophic mutants that arose over time. 
Indeed, over the period of nine days of the experiment, they observed an accumulation of Met+, 
His+, and Leu+ colonies on the plates and demonstrated that SIM occurs in B. subtilis, later called 
stationary phase mutagenesis (SPM).  Furthermore, they addressed two specific questions: 1) what 
is the mechanism driving mutagenesis? 2) is SPM exclusive to a distinct subpopulation? To answer 
these questions, they performed their stationary phase experiments in cells lacking RecA and 
ComK. RecA mediates homologous recombination and induction of the SOS stress response. 
ComK is a transcriptional regulator, downstream of ComA, a transcriptional factor that controls 
the early development of competence. ComK controls the expression of genes needed for the late 
development of competence. Their results showed that RecA was not required for SIM, while 
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inactivation of ComK, impaired stressed B. subtilis in their ability to accumulate mutations.  This 
seminal study established B. subtilis as a model system to study SIM. Importantly, it provided 
insights into the mechanism driving mutagenesis by showing that the process was independent of 
homologous recombination and preferentially occurring in a genetically malleable subpopulation 
of competent cells (15).  
Our research team has elaborated on these initial findings to reveal an elegant mutagenesis 
mechanism in B. subtilis that biases mutations at the subpopulation and genomic level under 
conditions of stress.  
The Bacillus Subtilis K-State Promotes Stationary Phase Mutagenesis via Oxidative Damage 
 
 We found that B. subtilis biases mutations to the competence subpopulation through the K-
state (a growth arrested state where competence genes are upregulated). Interestingly, although 
ComK was initially described as a transcriptional regulator controlling expression of genes needed 
for the late development of competence, it was later revealed that the competence genes are only 
a subset of the ComK regulon (15). Our research team found that factors, not related to competence 
and produced under the ComK regulon, promote SIM. Also, while DNA uptake and homologous 
recombination do not influence SIM, structural features participating in competence do play a role. 
More specifically, our research has shown that the competence subpopulation experiences more 
oxidative damage due to free radicals that enter through the DNA uptake pore (19). 
Transcriptional de-repression and Mfd are mutagenic in stressed Bacillus subtilis cells 
We also found that B. subtilis biases mutation to highly transcribed genomic regions 
through Mfd-mediated mutagenesis. In 2006 Ross et al. showed that the loss of Mfd resulted in 
decrease in the accumulation of Met+, His+, and Leu+ colonies on the plates suggesting the Mfd 
had a novel role in SPM (16). To follow this result, Martin et al. investigated the role of 
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transcription on SPM using a riboswitch based induction system and overlays. Results showed that 



























CHAPTER 2: THE INFLUENCE OF G4 DNA STRUCTURES ON STATIONARY PHASE 
MUTAGENESIS IN BACILLUS SUBTILIS  
Introduction 
Non-B DNA Sequences are Hotspots for Mfd-mediated Stationary Phase Mutagenesis in B. 
subtilis 
Previous research in our lab has revealed a mechanism that biases mutations at the 
subpopulation and genomic level under conditions of stress (16, 20).  However, an understudied 
aspect of SPM is whether there are intrinsic features in the genes that further bias mutations by 
creating mutagenic hotspots. This process may prevent genotoxic events and provide a mechanism 
to avoid genetic load. In the 1960s, Seymour Benzer demonstrated that in a T4 phage genome, 
specific sites accumulated hotspots for mutations. This indicated there could be a characteristic of 
the DNA sequence causing these hotspots (21). One hypothesis was that regions that form alternate 
DNA secondary structures are prone to mutagenesis (22).   
Alternate DNA structures, or non-B DNA, are any structures that deviates from the 
canonical Watson and Crick B-form DNA. Some examples include triplex structures, cruciform 
structures, left-handed Z DNA, and G-quadruplex DNA (G4 DNA) (23).  Non-B DNA is 
implicated in multiple mutagenic and chromosomal rearrangement events.  Specifically, G4 DNA 
is linked to 50 genomic disorders by causing gross deletions, duplications, translocations, and 
inversions (24).  G4 DNA is a four-stranded structure that is characterized by having four tracts of 
guanine bases separated by three loop regions with about 1-12 nucleotides. The four guanine bases 
form a plane via Hoogsteen base pairing and stack vertically, creating the structure (25).  See figure 
6 for a pictorial representation of the structure of G4 DNA.  These stacks of G-quartets are 
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stabilized via potassium, sodium, or lithium cationic interactions with the O6 positions in the 
guanines. G4 DNA can also be unimolecular or intermolecular, depending on different 
combinations of strand direction (26). 
 There are a few aspects to G4 DNA that may contribute to SPM in B. subtilis. For one, G4 
DNA structures promote the formation of mutations (23). Also, G4 DNA forms during 
transcription, blocks RNAP in vitro, and interacts with components of the nucleotide excision 
repair system (NER) (25-27). Increased transcription, transcription blocks, and transcription-
coupled NER are known to influence SPM in B. subtilis (20).  Below discusses each of these topics.  
 During transcription, transient separation of DNA strands leaves the template strand with 
a strong R loop, or RNA/DNA hybrid, and the opportunity for the coding strand to form a 
sequence-dependent intramolecular G4 DNA structure. This type of structure is called a G loop 
and has been shown to form in vivo on plasmids transcribed in E. coli (28). Surprisingly, G loops 
are associated with hypermutable sites in the human c-myc gene, further implicating transcription 
as a mutagenic element (29).   
In addition, G4 DNA has been shown to block T7 RNAP and mammalian RNAP II in vitro. 
Experiments in which a synthetic G4 structure in the template strand or coding strand of 
transcription showed that after multiple rounds of in vitro transcription, incomplete mRNA 
transcripts were increased in the construct that contained the G4 structure on the coding strand 
(26).  This indicated G4 DNA on the coding strand increased RNAP pausing and there is a strand 
specific effect for G4 DNA.  RNAP pausing at G4 DNA sites could initiate the TCR pathway, and 
in humans G4 structures have been shown to interact with the NER system (30).  
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  The protein complex TFIIH is involved in TCR and NER in humans by promoting the 
opening of DNA around a lesion. This requires XPD and XPB a helicase and ATPase, 
respectively.  During NER, XPD unwinds G4 DNA and XPB binds G4 DNA (30). Also, the 
absence of CSA or CSB (proteins with similar functions to Mfd in humans), is associated with 
transcription-stalling at G4 DNA sites in the human genome (31).  Interestingly, mutations in the 
CSA or CSB genes are linked to Cockayne syndrome, a disorder characterized by accelerated 
aging. A hypothesis is the lack of CSA or CSB stalls transcription at ribosomal DNA sites, and 
activates PARP1 (ADP-ribose enzyme responsible for initiating various forms of DNA repair), 
which leads to continuing activation of DNA damage response (32).   
Given all these observations, I hypothesize that G4 DNA promote stationary phase 
mutations by blocking RNAP and triggering gratuitous TCR, creating a mutagenic hotspot 
in genes (Fig 1). Gratuitous repair, or repair happening in the absence of DNA damage can 
potentially lead to mutagenesis because of repetitive re-synthesis of DNA which can introduce 
mutations (for a graphical depiction, see Fig. 1).   
We will test this hypothesis in four steps: 
1. Develop a system to investigate if G4 DNA are mutagenic hotspots during SPM  
2. Determine if G4 DNA influence the accumulation of mutants during SPM 
3. Test if G4 DNA may be triggering gratuitous transcription-coupled repair 
4.  Determine if the effect of G4 DNA is specific to a bacterial growth phase 
Understanding how G4 DNA promotes mutagenesis can shed light on mutagenic mechanisms 
leading to the adaptation of pathogens and antibiotic resistance.  This work expands on research 
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that show undamaged DNA with the potential to form non-B DNA structures can promote 




Figure 1. Schematic of project hypothesis. Schematic of project hypothesis that G4 DNA promote 
stationary phase mutations in highly transcribed genes by blocking RNAP and triggering 






Materials and Methods 
Table 1: Strains used in this study 
Strain Name Construction or reference Genotype  
CV4000 Carmen Vallin, Robleto lab  metB5, hisC952, leuC427, 
argF::neo 
TE300 Constructed for this work  metB5, hisC952, leuC427, 
argF::neo, amyE::pHS-G4 
coding strand construct  
TE301 Constructed for this work metB5, hisC952, leuC427, 
argF::neo, amyE::pHS-G4 
template strand construct  
TE302 Constructed for this work metB5, hisC952, leuC427, 
argF::neo, amyE::pHS-no G4 
construct  
TE400 Constructed for this work metB5, hisC952, leuC427, 
mfd::tc, argF::neo, amyE::pHS-
G4 coding strand construct 
TE401 Constructed for this work metB5, hisC952, leuC427, 
mfd::tc, argF::neo, amyE::pHS-
G4 template strand construct 
TE402 Constructed for this work metB5, hisC952, leuC427, 
mfd::tc, argF::neo, amyE::pHS- 
no G4 construct 
TE600 Constructed for this work metB5, hisC952, leuC427, 
recB::erm, argF::neo, 
amyE::pHS-G4 coding strand 
construct  
TE601 Constructed for this work metB5, hisC952, leuC427, 
recB::erm, argF::neo, 
amyE::pHS-G4 template strand 
construct 
TE602 Constructed for this work metB5, hisC952, leuC427, 
recB::erm, argF::neo, 
amyE::pHS-no G4 construct 
TE700 Constructed for this work metB5, hisC952, leuC427, 
uvrA::erm, argF::neo, 
amyE::pHS-G4 coding strand 
construct 
TE701 Constructed for this work metB5, hisC952, leuC427, 
uvrA::erm, argF::neo, 
amyE::pHS-G4 template strand 
construct 
TE702 Constructed for this work metB5, hisC952, leuC427, 
uvrA::erm, argF::neo, 
amyE::pHS-no G4 construct  
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Strain Construction for G4 Structures 
G4 DNA is a four-stranded structure and is characterized by having long tracts of guanine 
bases followed by a loop region with about 1-12 nucleotides (25).   For a more detailed description 
of construction of strains, see the first results section and for genotype see Table 1. We used strains 
that carry constructs with G4 structures within a point-mutated argF defective gene (this argF 
gene contained a stop codon) and arginine starvation. Cells carrying these defective argF genes 
can only grow in the absence of arginine if they acquire a mutation that confers arginine 
biosynthesis. In short, to construct synthetic G4 structures in argF we used a software program 
called QGRS mapper, a predictor of G4 structures, to identify regions in argF with potential to 
form G4 DNA structures. QGRS mapper uses specific criteria in analyzing the G4 structure 
stability based on previous evidence of G4 structures in vivo.  QGRS mapper looks for: greater 
than three guanines in a row spaced by a loop region. The loop region (1-12 nucleotides) is also 
assessed to have shorter and more even spacing in between tracts of guanines (33). Using this 
software, we engineered G4 DNA sequences in argF by making synonymous mutations to design 
a sequence with potential to form a stable (by QGRS mapper scoring) structure. Essentially, we 
went through the entire argF gene and made synonymous changes to engineer more guanines in a 
row to promote the formation of G4 DNA. After making the synonymous changes, the changed 
sequence was entered and reanalyzed using QGRS, which produced multiple G-scores, (0 is least 
likely G4 structure will form, 105 is most likely G4 structure will form). We then chose the 
sequence with the highest scores.  We conducted this analysis to design a G4 DNA in the template 
and coding strands of transcription independently. Also, we used the same approach to generate a 
point-mutated argF gene that contains no G4 motifs as a control.  This was done by using alanine 
codons that contain less G residues in the reading frame of argF.  
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Once the three argF sequence variants were designed, they were sent out for synthesis. The 
sequences were sent to GeneWiz (Southplainfield, NJ) for the coding and template G4, and Gene 
Universal (Newark, DE) for the no G4 for construction. The DNA fragment sequences containing 
the G4 constructs or no G4 were placed in pUC57 vector. The plasmid was digested with NheI 
and SalI (New England Biolabs, Ipswich, MA) that were synthesized flanking the argF gene. After 
digestion, the mixture was resolved in a low-melting gel, and the correct fragment containing the 
argF synthetic G4 DNA gene was excised.  The low-melting gel piece was dissolved, and the 
fragment of DNA was isolated using the Qiagen MinElute Gel Extraction Kit (Venlo, 
Netherlands). The DNA fragment was ligated to pDR111, a plasmid with an inducible lac operon 
and homology to the amyE region of B. subtilis chromosome (Rudner lab, Harvard). The ligated 
plasmid was transformed into competent B. subtilis cells with the native argF deleted with a 
neomycin cassette and selected for on complex medium (TBAB) with 100 g/ml of spectinomycin. 
Strains were confirmed via PCR and sequencing. To construct Mfd-, AddA- , and UvrA- cells, 
genetic transformation was used with antibiotic resistance cassettes into each construct containing 
G4 in the coding strand, G4 in the template strand, and no G4.  
Fluctuation Tests  
To analyze mutation rates in exponential phase for arginine reversion, a fluctuation test 
was conducted.  The mutation rates were measured by the Lea-Coulson formula, r/m-ln(m) = 1.24, 
where m is the mean number of mutations occurred during growth, and r is the observed number 
of mutants in a culture (34). Essentially, an overnight culture in 2ml Pen Assay Broth (PAB) was 
diluted 1:10 in 1x Spizizen minimal salts (SMS), vortexed, and diluted 1:10 again in 1x SMS. 
Then, cells were diluted in PAB with 1mM IPTG or no IPTG, and split into 35 different test tubes 
with 1ml each. Cells were grown for 12h at 37°C with aeration (250 rpm). Each test tube was 
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individually plated on minimal media lacking arginine to test for arginine reversion. Plates were 
incubated at 37°C for 48h and colonies were counted.  
Stationary Phase Mutagenesis Assay   
Procedure for the stationary phase-mutagenesis assay is described below. 700 l of cells 
from an overnight culture was added to a flask containing 10 ml of Pen Assay Broth medium and 
10 l of Ho-Le trace elements. Cells were grown at 37°C with aeration (250 rpm) to 90 min after 
cessation of exponential growth (90 min after the time point in the culture where the slopes of the 
logarithmic and stationary phases of growth intercept). Growth was monitored with a 
spectrophotometer measuring the optical density at 600 nm (OD600). Cells were then harvested by 
centrifugation and resuspended in 10ml of Spizizen minimal salts (SMS) diluted 1x. To determine 
initial cell titers, 100 l of cells were serially diluted to 10-7 and spread plated on minimal media 
supplemented with arginine. Colonies were counted after 48 h of incubation at 37°C. Then, 100 l 
of culture was plated on 5 plates per strain of minimal media lacking arginine containing 1mM 
IPTG to induce expression of lac operon in the amyE operon or no IPTG. The plates were incubated 
for nine days at 37°C. Each day plates were scored for the appearance of Arg+ colonies. The initial 
titers were used to normalize the cumulative number of revertants per day to the number of CFU 
plated. To assay background survival of cells, the viability was tracked by taking agar plugs every 
odd day of the nine day assay. The plugs were put into 500 l of 1X SMS, serially diluted to 10-6, 
and plated in triplicate on minimal media supplemented with 50 g/ml of arginine. Colonies were 
counted after 48h of incubation and plotted.   
Suppressor Analysis  
            Suppressor analysis was conducted by patching colonies from late days of the stationary 
phase mutagenesis assay onto media lacking methionine or histidine. Our background strain 
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contains stop codons in metB5 and hisC952. Our assays scored Arg+ mutants, which can be the 
result of true reversion or a second-site mutation that suppress the stop codon mutation in the 
argF gene. One type of second-site mutations is one that appears in tRNA genes and suppress 
stop codons in genes other than argF. Therefore, in our case, an Arg+ colony that grows in the 
absence of histidine or methionine is likely to contain a tRNA suppressor mutation. The colonies 
were patched on minimal media with the addition of IPTG, minimal media without IPTG, trace 
methionine, and trace histidine. Growth was scored after 24h and 48h. If growth occurred 
without the addition of IPTG, revertants were considered IPTG independent. If growth occurred 
on trace methionine media and trace histidine media, those revertants were considered tRNA 
suppressors with the ability to read through the stop codons located at metB5 and hisC952 in the 
background of the strain.  
Quantitative Real-Time PCR  
Cells for this assay were grown in a 2 ml overnight in PAB. The next day, 1 ml of culture 
was added to 14 ml of PAB supplemented with 15 l of trace elements. Cells were grown as 
described above with or without 1mM IPTG, to 90 minutes past the cessation of growth and 
tracked via optical density (OD600). Cells were pelleted at 4°C for 15 minutes at 2800 rpm. RNA 
was extracted using MP Biomedicals FastRNA Pro Blue Kit (MP biomedicals, California). The 
RNA was DNAse treated with TURBO DNA-free Kit (Invitrogen, Carlsbad, CA). The RT-qPCR 
was carried out using One-Step SYBR Green RT-qPCR kit (Quanta, Biosciences, Beverly, MA). 
First, multiple master mixes containing One-Step SYBR Green RT-qPCR master mix, reverse 
transcriptase, and 300nM final concentration of primers (listed in Table 2) were made. The veg 
gene served as an internal control and no reverse transcriptase and no template served as a control.  
Reactions were performed on a Bio-Rad iCycler iQ Real-Time PCR Detection System (Bio-Rad, 
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Hercules, CA) using the One-Step SYBR Green RT-qPCR kit standard qPCR protocol with an 
annealing temperature of 60°C. Primers were first tested using a standard curve with dilutions of 
RNA. See Table 2 for a list of primers used for RT-qPCR.  
 
Table 2: List of Primers for RT-qPCR 
Primer and position relative to G4 structure in argF Sequence  
F Before G4  ATGCACACAGTGACGCAAAC 
R Before G4 AAAATCATCGCCAAGGTTTTGC 
F After G4 AAAGTCGCGTACATCGGTGA 
R After G4 AGAGCCGGATTGAAGTGCAT 
F veg GCGTTCGGGCATTTTAGCTG 
R veg AATGCCACTGAGCTTGCGG 
 
 
Statistical Analysis  
One way ANOVA with post-hoc Tukeys test was used to determine significance. All data 
except the uvrA- no G4 condition, was determined to have a normal (Gaussian) distribution and 
equal variance using Shapiro-Wilk test and Brown-Forsythe test, respectively. This was due to one 
outlier. For the uvrA- no G4 condition, a Kruskal-Wallis one-way analysis of variance was 





A System to Investigate if G4 DNA are Mutagenic Hotspots During SPM 
To investigate the hypothesis that G4 DNA are hotspots for mutagenesis during SPM 
through recruitment of gratuitous repair, we developed a system in which we either strengthened 
or destabilized G4s found in argF and measured the effect on mutagenesis. We also deleted argF 
in the chromosome to allow for our synthetic constructs of argF to be the sole gene copy. Since 
ArgF catalyzes the first step in arginine biosynthesis, deleting this gene renders the cells 
auxotrophic for arginine. We then would introduce three argF alleles, all containing a premature 
stop codon in the ORF but differing in their ability to form G4 structures, into an ectopic region in 
the chromosome. To measure mutagenesis, we performed our standard stationary phase 
mutagenesis assay established by Sung and Yasbin (15).  Briefly, the strains are grown to 
stationary phase (a phase of growth were B. subtilis enters non-dividing conditions) and plated on 
minimal media lacking arginine and reversion to arginine prototrophy (Arg+) is scored over time. 
I also tested the effects of Mfd and UvrA on the ability of cells to produce Arg+ stationary phase 




Figure 2. Schematic of experimental plan. A. Delete argF in the chromosome rendering the cells 
auxotrophic for arginine. B. Introduce argF alleles containing a stop codon and differing their 
ability to form G4 DNA into ectopic region. C. To measure mutagenesis, we would perform our 
standard stationary phase mutagenesis assay established by Sung and Yasbin. Briefly, the strains 
are grown to stationary phase and plated on minimal media lacking arginine and reversion to 
arginine prototrophy, or Arg+, is scored over time. 
 
 
argF was chosen because an in-house bioinformatic analysis identified this gene to be rich 
in hairpin structures. Hairpin structures are another type of non-B DNA that have also been linked 
to genomic instability (35). Currently, another Robleto lab member is testing the possibility that 
hairpin structures are hotspots for mutagenesis during SPM using argF.  I adopted the same gene 
to test the effect of G4 DNA on SPM.  I constructed a strain containing a stable G4 in the coding 
strand (G4 coding), a strain containing a stable G4 in the template strand (G4 template), and a 
control with no stable G4s in either strand (No G4). It was important to consider both strands 
because previous studies have shown a strand-specific effect for G4 DNA (26).  
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To design argF alleles differing in their ability to form G4 DNA, we inputted the argF 
sequence in the web-based program QGRS mapper. QGRS mapper predicts quadruplex forming 
G-rich sequences and gives a stability value called a G-score (33). This value describes the 
likelihood a sequence will form a G4 DNA structure from zero being the least likely, and 105 
being the most likely (the highest score of 105 can be accomplished by the sequence 
G6N1G6N1G6N1G6). A G-score is based on three criteria previously shown to be important for G4 
stability: the number of guanine tetrads, the size of the loops, and how similar the loop sizes are. 
Petracconea et al. showed that as the number of tetrads increased so did the melting temperature 
(Tm) value, therefore the higher the tetrad number the higher the G-score (36). Guedin et al showed 
that Tm decreases as the loop size increases and that having uneven loops affects structure stability, 
therefore the smaller the loop size and the more equal the loop sizes are, the higher the G-score 
(37). Although QGRS mapper does not consider loop sequence, a study found that certain 
nucleotides when found at the first base of the loop can have a destabilizing effect (38). Given 
these observations, we considered the contribution of the loop sequence into the design of stable 
G4 structures.   
QGRS mapper predicted argF had seven G4 sequences in the coding strand and two G4 
sequences in the template strand (Fig 3). The stability of the G4s ranged from a G-score of 14 to 
32. The goal was to choose one natural G4 in each strand and further stabilize it by making 
synonymous changes to the sequence or find a region to build a stable G4 sequence. In order to 
choose which G4 to stabilize, or a region to make a new G4, we considered several factors: which 
G4 had the potential to give us the highest G-score, codon bias, and position in the protein. 
To engineer a G4 with the highest G-score, I systematically examined all predicted G4 
individually and manually altered the sequence through synonymous changes to improve the G-
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score. For instance, if one of the sequences had the amino acid codon GGA for glycine, we would 
make a synonymous change to GGG. This change increases the tetrad number and the G-score. 





Figure 3. QGRS Mapper results for argF A. Schematic showing the position of G4s in the coding 
and template strand for argF with QGRS G-score on top. B. QGRS results identifying features of 
the G4 sequence and the G-score using the following parameters: 45 max length, 2 Min G-group 





After evaluating the G-score we analyzed codon biases. Although B. subtilis does not 
exhibit a strong codon bias, there are a few studies we used to produce synonymous changes (39). 
We tried to avoid codons that are rarely used like CUA and AUA which code for leucine and 
isoleucine respectively (40). We also avoided changes that would resemble a Shine-Dalgarno 
sequence (SD) since studies showed that internal SD-like sequences can slow translation rates 
(41). The SD consensus sequence in B. subtilis is thought to be GGAGGAAA and the sequence 
for argF is AAAAAGGAAG (42).  Lastly, we considered the actual placement of the G4 DNA 
relative to the conserved domains in the ArgF protein which include substrate binding sites.  
Ultimately, mutagenesis was measured by placing a stop codon in the loop of the G4s and 
then scoring for reversion to prototrophy. A prior study also found that the loop region is more 
flexible for mutations (43). This analysis was important because the position of the stop codon 
could limit the spectrum of mutations within argF that result in the Arg+ phenotype.  For example, 
if the stop codon was placed in a highly conserved site, then the mutations acquired are limited to 
reversion to WT.  However, if the stop codon was placed in a more flexible position in the protein, 
then the mutations possible may include changes that produce amino acids that resemble the WT 
amino acid properties.  To avoid highly conserved sites, we compared the B. subtilis argF sequence 
to the E. coli argF/argI sequence and made note of binding sites and other highly conserved 
residues between the two (Fig 4). We reasoned that E. coli is distantly related to B. subtilis and 
therefore, conserved sites between the two bacterial species are likely to be less permissive of 
mutations. Based on this study, we avoided the change of codons for conserved protein residues 
to design our constructs.  We also mapped WT G4 structures in E. coli argF and found G4 




Figure 4. BsubCyc results showing the highly conserved sites of argF. A. BsubCyc BLAST results 
comparing B. subtilis argF and E. coli argI. E. coli has two genes encoding for ornithine 
carbamoyltransferase: argI and argF. Both showed similar results. The areas boxed out in red 
represent the position of the G4 coding stop (TAG) and the position of the G4 template stop (TAA). 




From this exhaustive exercise, we identified a candidate G4 in the coding strand and a 
region in the template strand that met our criteria.  By making three point mutations to amino acid 
sites R61, G67, and G72 we were able to increase the  stability of the WT G4-1 by two-fold from 
a G-score of 32 to 60 (Fig. 5). The mutations introduced a guanine at the 3rd position of each 
codon: R61 (CGT CGG), G67 (GGC GGG), G72 (GGC GGG). We chose not to stabilize 
any of the existing G4s in the template strand as they overlapped with highly conserved carbamoyl 
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phosphate binding sites (See Fig. 5 WT G4-8 and WT G4-9). However, by making three point 
mutations in the amino acid sites A122, P125, and G129, we engineered a new stable G4 into the 
template strand that met our criteria (Fig. 5). The mutations introduced cytosine in the third 
position of each codon which resulted in a complementary guanine introduced into the template 
strand: A122 (GCT GCC), P125 (CCT CCC), G129 (GGA GCC). Our next step was to 
destabilize the other G4s in argF to ensure the effect on mutagenesis could be correlated to only 
our target G4.   
To do this, we made synonymous changes to decrease the number of guanines in a row, 
effectively reducing the G-score.  Overall, we made six point mutations in the third position of 
several codons of both strains to effectively reduce the Gs in the area and disrupt G4s. Each 
change was meant to disrupt the background G4s found in WT argF (Fig. 3). A change at V102 
(GTG GTA) disrupted G4-2. A change at E116 (GAG GAA) disrupted G4-3. A change at 
K147 (AAG AAA) disrupted G4-4. A change at V167 (GTG GTC) disrupted G4-5. A change 
in Q237 (CAG CAA) disrupted G4-6. Lastly, a change in Q294 (CAG CAA) disrupted G4-7. 
Of note, we did not disrupt G4-8 and G4-9 in either strain, and we did not disrupt G4-1 in the G4 
template strain. We discuss the possible implications of this in our discussion.   
Once we had our G4 template and G4 coding strains designed, we set out to design a control 
strain without any stable G4s (no G4 strain).  This strain was designed to have the same six point 
mutations mentioned above that disrupt G4-2 to G4-7, but also  more to disrupt G4-1.   
Removing all G4-1 from the argF gene proved challenging because it has three glycine 
codons and has a G-C content of 81.82% in a short 22bp region.  To address this, we decided to 
exchange two of the glycine amino acids (GGN) with alanine (GCN). Glycine and alanine have 
similar biochemical properties: they are both small hydrophobic amino acids, which allows them 
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to participate in protein folding in similar ways (44).  The glycine codons at position 67 (GGC) 
and 72 (GGC) were change to alanine (GCA).    
As an added control, we included a strain that contained two alanine changes but no stop 
codon.  We tested this strain for growth in the absence of arginine and found this construct to 
restore growth of the argF knockout strain similarly to the prototrophic parent.  To finish the strain 
design and in order to measure mutagenesis, a stop codon was engineered in the loop portion of 
each G4. By introducing a point mutation at the first position of codon 70 we created an amber 
stop in both the G4 coding and the no G4 strains: 70Q (CAG TAG). By introducing a point 
mutation in the first position of codon 120 in the G4 template strain, we created an ochre stop: 
K120 (AAA TAA). The G4 coding stop ends up in the second loop portion of the stable G4, 
while the G4 template stop ends up in the first loop of the stable G4 (See Fig 6 for predicted G4 
structure and stop location).   
Due to limitations on sequence changes, we could not engineer the same type of stop codon 
in the G4 template strain, and I considered this in the modification in the interpretation of our 
results.  Similarly, we did not construct a no G4 strain with the same stop as the G4 template.   
Once the three argF sequence variants were designed, they were sent out for synthesis. The 
sequences for the G4 coding and G4 template strains were sent to GeneWiz (Plainfield, NJ) and 
the sequence for the no G4 was sent to Gene Universal (Newark, DE).  
Once the argF alleles were cloned under the control of an inducible promoter, the plasmid 
was moved into an argF knockout strain.  Briefly, the fragments were excised out of pUC57 and 
ligated to pDR111 (plasmid from the Rudner lab).  pDR111 contains a multiple cloning site and a 
region of homology to the amyE locus of B. subtilis that facilitates recombination into the 
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chromosome. pDR111 also has the IPTG inducible lac operon promoter which controls 
transcription of the cloned gene. The three argF alleles were ligated to pDR111 and then 
transformed into the argF::neo background generating three different strains. amyE is a site 
commonly used for ectopic integration into the Bacillus chromosome. amyE codes for a non-
essential -amylase, and on transformation the amyE-front and amyE-back will recombine at their 
homologous sites inserting the sequences via a double-crossover event (45).  Of note, the pDR111 
construct recombined the G4 constructs in a manner in which transcription of the argF gene 





Figure 5. argF map showing the final position of all G4s in the WT, G4 coding, G4 template, and 
no G4 strains. Red stars represent residues that bind carbamoylphosphate and ornithine. These 
residues are important for function. Black underlined regions represent the stable G4s in the G4 
coding and the G4 template strains that contain the stop codons. Black boxes indicate where 





Figure 6. Predicted structure for the G4s used in this study and their QGRS G-score. A. Predicted 
structure for the G4 found in the G4 coding strain including the Amber stop (TAG) found in loop 
2.  B. Predicted structure for the G4 found in the G4 template strain including the Ochre stop 






G4 DNA Influence the Accumulation of Mutants During SIM 
To test the hypothesis that G4 DNA sequences are mutagenic hotspots during SIM, we first 
investigated if having a G4 DNA sequence influences mutagenesis. We performed a stationary 
phase mutagenesis experiment on three strains: G4 coding (contains a G4 in the coding strand), 
G4 template (contains a G4 in the template strand), and no G4 (all stable G4s have been disrupted). 
Briefly, each strain was grown to stationary phase and plated on minimal plates lacking arginine. 
Arg+ mutants were scored over a period of nine days. We found that the G4 coding strain 
accumulated ~3 fold more Arg+ mutants compared to the other strains (Fig. 7A).  In fact, the G4 
coding strain accumulated so many Arg+ mutants, that after six days the number of revertant 
colonies became too numerous to count. This effect was specific to the G4 coding strain, as we 
recorded countable number of mutants for the other strains up to the end of the experiment.  Figure 
7B compares day six between all strains, the last day we could differentiate single colonies in the 
G4 coding plates.   
We hypothesize that the G4 coding strain may accumulate more mutants by blocking 
RNAP and triggering gratuitous transcription-coupled repair. This result is consistent with 
Tornaletti et al. that showed only a G4 found in the coding strand blocked T7 RNAP in vitro (26). 
It is important to note that the G4 in the coding strand was double the QGRS G-score than in the 
template strand, which may explain the reduced levels of mutagenesis observed in that construct. 
The G4 coding strain contains a G4 with a G-score of 60, while the G4 template strain contains a 
G4 with a G-score of 32. It is possible that we needed to construct a more stable G4 in the template 
strand to truly compare mutagenesis levels.  
Also, one other factor that could have influenced mutagenesis levels was the type of stop 
codon used in the different strains. Due to sequence limitations we could not engineer the same 
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type of stop codon in all three strains. The G4 coding and no G4 contain an amber stop (TAG), 
while the G4 template contains an ochre stop (TAA). Despite these caveats, the differences in Arg+ 
mutagenesis between G4 coding and the no G4 suggests that the type of stop is not a major factor 




Figure 7. Stationary phase mutagenesis results for no G4, G4 template, and G4 coding strains. 
Graph is labeled with no G4 (blue, TE302), G4 template (gray, TE301), and G4 coding (red, 
TE300) strains. Results show the G4 coding strain accumulates more Arg+ revertants compared to 
the other strains (n=3; error bars=SEM). A. Cells were grown to stationary phase and plated on 
minimal media lacking arginine and Arg+ revertants were scored over 9 days. B. Statistics were 
determined for cumulative results at day 6, as the plate became too crowded to count and compare 
after that. Performed a one-way ANOVA with a post-hoc Tukeys test to determine significance. 
The data was determined to have a normal (Gaussian) distribution and equal variance using a 
Shapiro-Wilk test and Brown-Forsythe test, respectively. Different letters denote different 
statistical groups. Values that are statistically different (p<0.05) are denoted by the asterisks and 
bar.   
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Next, we performed an Arg+ mutant analysis. Because we measured mutagenesis using 
stop codons, we assessed the contribution of tRNA suppressors to the Arg+ mutant pool. tRNA 
suppressors are mutations in tRNA coding genes that result in the corresponding tRNA inserting 
its designated amino acid in the place of the stop codon. Since our parent strain, YB955, contains 
nonsense mutations in metB (TAA) and hisC (TAG), we can effectively screen for tRNA 
suppressors by screening Arg+ mutants on minimal plates lacking either of those amino acids. 
Briefly, 60 late independent Arg+ mutants were patched on minimal media lacking methionine or 
histidine, and growth was assessed after a 48hr period. Patches that grew on these media were 
scored as tRNA suppressors.  We calculated the proportion of tRNA suppressor mutants by 
dividing the number of tRNA suppressors over the total number of mutants.  This was turned into 
a percentage. Those scored as non-tRNA suppressors were sent for sequencing, and a percentage 
was calculated for those containing mutations in argF. Those mutants that were not tRNA 
suppressors or did not contain a mutation in argF were scored as Arg+ other.  For example, if 80% 
were determine not to be tRNA suppressors, and the sequencing revealed half of those sequenced 
had a mutation in argF, the percent would be assigned as followed, 20% tRNA, 40% argF mutant, 
and 40% Arg+ other.  
Figure 8 shows our Arg+ mutant analysis that revealed the Arg+ mutant pool for each strain 
contained three different types of mutants: 1) mutants that had mutations in argF (argF mutants) 
2) mutants that grew on methionine dropout or histidine dropout plates (tRNA suppressors) 3) 
mutants with an unknown suppressor mutation (Arg+ other) (Fig 8). These data suggested that 
although the G4 coding and the no G4 differed in mutagenesis levels, they both accumulated Arg+ 
mutations. This could be because they have the same type of stop codon and therefore tRNA 
suppressor values would be similar. The G4 coding strain, however, did accumulate the most 
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mutations in argF. This data suggests the G4 in the coding promotes mutagenesis particularly at 
the gene under selection. We speculate the G4 coding accumulates more Arg+ via a mechanism 
that involves blocking RNAP and recruiting gratuitous repair to argF. Interestingly, the Arg+ other 
contributed to ~50% of the Arg+ mutant pool for each strain, with the exception of the G4 template 
which was even higher ~70%. It is unclear where the Arg+ other mutations map, but we speculate 
there might be duplications and recombination events occurring. Previous experiments assessing 
mutation rate and frequency in the argF deletion strain did not yield Arg+ suggesting that our 
background Arg+ without the argF alleles is very low. Results from our new analysis suggest that 
there is a second suppressor mutation that is somehow promoted by introducing the argF alleles 
into the ectopic region. As the G4 template strain has a different pattern of suppressors than the 
other two strains, we considered the influence of the type of stop codon of each strain. It is possible 
that either the presence or absence of the G4 and the type of stop codon is influencing mutagenesis 
levels and the type of Arg+ mutants. To further understand the mechanism driving the differences 
in Arg+, we decided to perform our stationary phase experiments in cells deficient in transcription-





Figure 8. Arg+ analysis of the no G4, G4 template, and G4 coding strains. 60 late (day 5 and later) 
Arg+ revertants were taken from each replicate and patched on minimal media lacking methionine 
or histidine, and growth was assessed after a 48h period. Patches that grew were determined to be 
tRNA suppressors and the ratio of suppressors over non-suppressors was recorded and turned into 
a percentage. Those determined not to be suppressors were sent for sequencing and a percentage 
was calculated for those containing mutations in argF and the rest were grouped in Arg+ other. An 
example, if 80% were determine not to be tRNA suppressors, and the sequencing revealed half of 
those sequenced had a mutation in argF, the % would be assigned as followed, 20% tRNA, 40% 
argF mutant, and 40% Arg+ other. A. Graph shows % tRNA suppressors (light gray), argF mutants 
(dark gray), and Arg+ (gray) in each strain out of the 60 late Arg + mutants analyzed. B. Shows the 
estimate of type of Arg + that arose during the stationary-phase experiment. The figure shows the 
average final values of Day 6 in Fig. 7 in the first panel, followed by the estimate of Arg  + type in 
the middle, and then the last panel shows the graph after removal the tRNA suppressors. 
 
 
G4 DNA in the Coding Strand Triggers Gratuitous Transcription-Coupled Repair 
 To test if the G4 coding strain is accumulating more Arg+ mutants due to gratuitous 
transcription-coupled repair, we performed a stationary phase mutagenesis assay in cells deficient 
in Mfd and UvrA. We then compared this data to the same data in Figure 7 stationary phase 
mutagenesis assay.  It is well-proven that transcription-coupled repair is activated when an RNAP 
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pauses due to a lesion in the DNA of the template strand. A stalled RNAP recruits Mfd, which 
subsequently recruits UvrA and triggers repair through the nucleotide excision repair pathway. 
Ultimately, the damaged site gets excised, the gap is filled in, and the new fragment of DNA is 
ligated to the rest of the molecule (46).   
This assay demonstrated that Mfd promotes Arg+ in the G4 template and the G4 coding as 
we observed a ~2-3 fold decrease in Arg+ in the mfd-, while there is no role for Mfd in the no G4 
strain (Figs. 9,10,11). Contrastingly, UvrA showed anti-mutagenic activity in the G4 template and 
the no G4; there was a ~2 fold increase in Arg+ in the uvrA-, but no effect on the number of 
revertants in the G4 coding (Figs. 9, 10, 11).  These observations led us to hypothesize that the G4 
coding strain was accumulating more Arg+ through gratuitous transcription-coupled repair, yet 
UvrA did not affect this process. Our previous research has shown that Mfd can act independently 
of UvrA to promote stationary phase mutagenesis (16). Similarly, studies have shown that 
recruitment of error-prone polymerases that act downstream of UvrA can be recruited 
independently of UvrA (20). It would be interesting to conduct our stationary phase mutagenesis 
assay in strains deficient in error-prone polymerases to test this concept.  
One other way in which Mfd can affect Arg+ mutagenesis is through recombination. Ayora 
et al. studied Mfd in B. subtilis and noted that its deletion resulted in deficiencies in DNA repair 
and recombination (47). Interestingly, G4 DNA promoted recombination in human and microbial 
genomes (23). This observation brings up the interesting possibility that Mfd is further promoting 
recombination at G4 sites which could lead to increased mutagenesis through error-prone repair.  
Our data also showed that UvrA was anti-mutagenic in both the G4 template and the no 
G4 strain and based on the levels of mutagenesis observed in these strains, we speculate that the 
mechanism producing revertants in these strains is the same. To address this new hypothesis and 
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gain further insight into the mechanism driving mutations, we analyzed the Arg+ mutant population 




Figure 9. Stationary phase mutagenesis results for the WT no G4 and mutant strains. Graph is 
labeled with WT no G4 (solid blue, TE302), no G4 mfd- (blue outline, TE402), and no G4 uvrA  
(blue checkers, TE702). Results show there is no difference in Arg+ between the WT and mfd-, 
while there is a significant increase in Arg+ in the uvrA - mutant (n=3; error bars=SEM).  A. Cells 
were grown to stationary phase and plated on minimal media lacking arginine and Arg  + revertants 
were scored over 9 days. B. Statistics were determined for cumulative results at day 9. A Shapiro-
Wilk test determined that the uvrA - data set did not have a normal (Gaussian) distribution, 
therefore a Kruskal-Wallis one-way analysis of variance was performed with a post-hoc Dunn's 
multiple comparisons test instead of a standard one-way ANOVA. Different letters denote 
different statistical groups. Values that are statistically different (p<0.05) are denoted by the 




Figure 10. Stationary phase mutagenesis results for the WT G4 template and mutant strains. Graph 
is labeled with WT G4 template (solid gray, TE301), G4 template mfd- (gray outline, TE401) and 
G4 template uvrA  (gray checkers, TE701). Results show Mfd is pro-mutagenic as Arg+ decreases 
in the mutant, while UvrA is anti-mutagenic as Arg + increases in the mutant (n=3; error 
bars=SEM).  A. Cells were grown to stationary phase and plated on minimal media lacking 
arginine and Arg + revertants were scored over 9 days. B. Statistics were determined for cumulative 
results at day 9. Performed a one-way ANOVA with a post-hoc Tukeys test to determine 
significance at day 9. The data was determined to have a normal (Gaussian) distribution and equal 
variance using a Shapiro-Wilk test and Brown-Forsythe test, respectively. Different letters denote 
different statistical groups. Values that are statistically different (p<0.05) are denoted by the 




Figure 11. Stationary phase mutagenesis results for the WT G4 coding and mutant stains. Graph 
is labeled with WT G4 coding (solid red, TE300), G4 coding mfd- (red outline, TE400), and G4 
coding uvrA- (red checkers, TE700). Results show Mfd is pro-mutagenic as Arg+ decrease in the 
mutant, while UvrA is anti-mutagenic as Arg+ increases in the mutant (n=3; error bars=SEM).  A. 
Cells were grown to stationary phase and plated on minimal media lacking arginine and Arg+ 
revertants were scored over 9 days. B. Statistics were determined for cumulative results at day 6, 
as the plate became too crowded to count and compare after that. Performed a one-way ANOVA 
with a post-hoc Tukeys test to determine significance. The data was determined to have a normal 
(Gaussian) distribution and equal variance using a Shapiro-Wilk test and Brown-Forsythe test, 
respectively. Different letters denote different statistical groups. Values that are statistically 
different (p<0.05) are denoted by the asterisks and bar. 
 
 
Remarkably, we found that the Arg+ mutants in the mfd- and uvrA- strains for the G4 coding 
and the no G4 were almost entirely composed of tRNA suppressors (Figs. 12, 13, 14). Strikingly, 
this response deviated drastically in the G4 template strain.  The reversions in the uvrA- mutants 
were not the product of tRNA suppressors, while its mfd- mutants were mostly tRNA suppressors 
(Figs. 12, 13, 14). These results highlight that mutagenesis levels alone are not sufficient to suggest 
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a mechanism, however these data suggests TCR is promoting mutations at the gene under selection 
for no G4 and G4 coding, and the G4 template strand mutations are Mfd dependent. 
To understand these results further, we considered two major observations. First, although 
the mutagenesis levels differed between the G4 coding and the no G4 strains, the types of 
mutations displayed by WT, mfd-, and uvrA- strains is similar. Second, while the G4 template and 
the no G4 accumulated similar levels of mutants in the WT, mfd-, and uvrA- strains, they differed 
in the type of Arg+ mutants that compose each strain. We hypothesize that these differences could 
be due to: 1) the presence or absence of a stable G4 in the strain 2) efficiency in translation 
termination between the strains with different stop codons and 3) a possible effect of UvrA and 
Mfd on transcription of argF, tRNA genes, and termination release factors.  
The type of stop codon can have significant impacts on mutagenesis due to its effects on 
translation which can ultimately affect transcription.  B. subtilis, like many other bacteria, has a 
preference for stop codons with TAA, followed by TGA, and lastly TAG (40). The preference is 
directly correlated to termination efficiency, as TAG is the least efficient stop codon. Differences 
in termination efficiency can be attributed to the number of release factors (RF) that recognize a 
specific stop codon. RF1 recognizes UAG, while UAA and UGA are recognized by RF1 and RF2. 
Importantly, Korkmaz et al. found that RF2 is expressed 6-7 fold more than RF1 regardless of the 
bacterial growth phase (48). We speculate that in the WT strains, there is more efficient translation 
termination in the G4 template strain due to the TAA (ochre stop). This effect is important because 
it could explain why the G4 template accumulates the least amount of tRNA suppressors and argF 
mutants. 
It is possible that efficient translation termination in the G4 template outcompetes tRNA 
suppressors, resulting in the trend of low tRNA suppressor levels we see (~13%). Further, it has 
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been shown that a decrease in the number of trailing ribosome following RNAP results in a 
decrease in transcription rate (49). This means efficient translation termination at the premature 
stop codon in the G4 template can decrease transcription levels at argF and result in low levels of 
argF mutants (~16%) (Fig. 8).  
In the G4 coding and no G4 strains, we expect translation termination to be less efficient 
due to the TAG stop. In these strains, tRNA suppressor mutations in genes that are highly 
expressed may outcompete RF1 and result in a higher proportion of revertant colonies caused by 
tRNA suppressors (~20%).  Perhaps, the trend of differences in the proportion of tRNA suppressor 
mutations are the product of differences in phenotypic lag. By this premise, TAG suppressor 
mutants would be more frequent than TAA suppressor mutations. Further, the decrease in 
translation termination results in an increase in trailing ribosomes that ensure proper levels of 
transcription and more argF mutants. The difference in mutagenesis level in the G4 coding and no 
G4 strain can be attributed to the stable G4 found in the coding strand of the G4 coding since they 
contain the same TAG stop. 
In all strains, non-tRNA Arg+ mutants disappear in the mfd- while tRNA suppressors 
increase ~2-3 times in number. This suggests that Mfd is important for the generation of mutations 
at argF and the unknown locus that also produces Arg+. In addition, an increase in tRNA 
suppressors could be due to 1) Mfd having an anti-mutagenic effect at tRNA genes 2) loss of Mfd 
resulting in de-repression of tRNAs or 3) loss of Mfd resulting in repression of genes coding for 
the translation termination release factors RF1 and RF2. We examined our recent RNAseq results 
that compared a WT strain with an mfd- strain for more insight. Remarkably, we learned that indeed 
tRNA genes known to read amber (trnSL-Gln1) and ochre (trnY-Lys) stops were de-repressed in 
the mfd-. As we have previously shown that transcription de-repression leads to increases in 
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Figure 12. Suppressor analysis of the WT no G4 and mutant strains. Strains are represented in 
solid blue and tRNA suppressors are in solid light gray. Results show that the mfd- and uvrA- Arg+ 
revertants were mostly tRNA suppressors. 60 late Arg+ revertants were taken from each replicate 
and patched on minimal media lacking methionine or histidine, and growth was assessed after a 
48hr period. Patches that grew were determined to be tRNA suppressors and the ratio of 
suppressors over non-suppressors was recorded and turned into a percentage. A. Graph shows the 
average tRNA suppressor percent out of the 60 Arg+ sampled for each strain (20 for each replicate). 
B. Shows the estimate of tRNA suppressors that arose during the stationary phase experiment. The 
figure shows the average final values of day 9 from Fig. 9, followed by the estimate of tRNA 




Figure 13. Suppressor analysis of the WT G4 template and mutant strains. Strains are represented 
in solid gray and tRNA suppressors are in solid light gray. Results show that the mfd- consisted of 
mostly tRNA suppressors while the uvrA- and WT had few. 60 late Arg+ revertants were taken 
from each replicate and patched on minimal media lacking methionine or histidine, and growth 
was assessed after a 48hr period. Patches that grew were determined to be tRNA suppressors and 
the ratio of suppressors over non-suppressors was recorded and turned into a percentage. A. Graph 
shows the average tRNA suppressor percent out of the 60 Arg+ sampled for each strain (20 for 
each replicate). B. Shows the estimate of tRNA suppressors that arose during the stationary phase 
experiment. The figure shows the average final values of day 9 from Fig. 10, followed by the 
estimate of tRNA suppressors, followed by a graph that removes the tRNA suppressors from the 










Figure 14. Suppressor analysis of the WT G4 coding and mutant strains. Strains are represented 
in solid red and tRNA suppressors are in solid light gray. Results show the mfd- and uvrA- Arg+ 
revertants were mostly tRNA suppressors. 60 late Arg+ revertants were taken from each replicate 
and patched on minimal media lacking methionine or histidine, and growth was assessed after a 
48hr period. Patches that grew were determined to be tRNA suppressors and the ratio of 
suppressors over non-suppressors was recorded and turned into a percentage. A. Graph shows the 
average tRNA suppressor percent out of the 60 Arg+ sampled for each strain (20 for each replicate). 
B. Shows the estimate of tRNA suppressors that arose during the stationary phase experiment. The 
figure shows the average final values of day 6 from Fig. 11, followed by the estimate of tRNA 
suppressor, followed by a graph that removes the tRNA suppressors from the Arg+ values.  
 
 
Determine if the Effect of G4 DNA is Specific to Stationary Phase   
 To test if the mutagenesis differences observed in our experiments were specific to 
stationary phase, we determined the mutation rate during growth using a fluctuation test (5).  
Briefly cells were grown overnight in rich media, diluted, and dispensed into 35 independent 
cultures. The cultures were then grown for an additional 12hrs in rich media and then plated on 
minimal media lacking arginine to select for Arg+. The Lea-Coulson method was used to calculate 
mutation rate (34). We found the mutation rate to be similar across the no G4 and G4 coding strains 
however, the G4 template exhibited a slightly lower mutation rate (Table 3). We think this may be 
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due to differences in stop codons. Also, unlike in stationary phase, the mfd- mutant for all three 
strains was more mutagenic than their parental strains. During growth, we have shown Mfd to be 
important in high fidelity repair, which explains the increased mutation rate. This further 
emphasized that there are different mutagenic mechanisms occurring at different growth phases.   
 
Table 3. Fluctuation test for No G4, G4 coding, and G4 template with mfd- counterpart 
Strain  Exponential Mutation Rate (rate of Arg+ mutations/cells generated 
(10-9)) with Confidence Interval  
No G4 (TE302) 7.95 +/- 1.65  
G4 coding (TE300) 11.65 +/- 1.93  
G4 template (TE301) 2.35 +/- 0.70  
No G4 mfd -(TE402) 12.50 +/-  1.62 
G4 coding mfd -(TE400) 16.25 +/- 1.47  










CHAPTER 3: DISCUSSION, FUTURE DIRECTIONS, AND CONCLUSION  
Discussion  
Overall, an assay for mutagenesis was established to test G4 structures in the coding and 
template strand, as well as a no G4 control.  The stationary phase mutagenesis assay demonstrated 
that the G4 coding strand accumulated more mutations than the G4 template and no G4 strains and 
these mutations were at the gene under selection, argF.  The mutagenesis levels displayed by the 
mfd- and uvrA- strains were consistent across the G4 coding and G4 template. The mfd- strain 
accumulated less revertants and the uvrA- accumulated more than the parental strain. In the no G4 
mfd- accumulated the same revertants to WT conditions. However, examination of suppressor 
mutations and sequencing results suggested that G4 DNA promotes the accumulation of mutations 
in different DNA regions of the genome. Our analysis indicated that Mfd is required for the 
formation of mutations at the argF gene or suppressor mutations specific to deficiencies in argF, 
which resulted in an increase in the proportion of colonies with tRNA suppressor mutations. The 
uvrA- corresponding strains showed differing types of mutations.  The uvrA- no G4 strain and the 
uvrA- G4 coding strain accumulated more suppressor mutations than the uvrA- G4 template strain. 
The uvrA- G4 template strain accumulated more revertants that were not tRNA suppressors. This 
suggests TCR is the main pathway for promoting mutations in argF for the no G4 and G4 coding, 
and the G4 template mutations are Mfd dependent.   
One factor that may explain the response in the uvrA- G4 template strain is the nonsense 
mutation cloned into the argF gene used for our selective assays. This nonsense mutation was 
TAA and differs from the TAG cloned into the G4 coding and no G4 constructs. This difference 
was required to maintain the reading frame and codon composition of argF. TAA is read by two 
release factors while TAG is only read by one, and TAA suppressor mutations are active at TAG 
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stops. Therefore the number of mutations in tRNA genes that are active at TAG mutations is higher 
than those that are active at TAA sites.  Thus, the UvrA may be important to prevent the formation 
of mutations in tRNA genes. Because we are unable to compare different stops and potential issues 
with suppressors we placed in the future directions some changes in strain construction.    
Future Directions  
Create Additional G4 Strains for Better Mutagenesis Comparisons 
 Due to sequence limitations we were not able to construct the G4 template strain with the 
same TAG stop codon as the other two. Our suppressor analysis revealed that the G4 template 
strands TAA stop may have influenced suppressor mutations and revertants. To assess differences 
in strain construction, we first discussed potentially trying to find another G4 in the template strand 
where a TAG stop would be possible. We would then assay that strain alongside the other TAG 
stop codon strains to assess if that stop codon makes a difference. We also considered making a 
different control strain with a TAA stop and no G4 in order to compare the G4 in the template 
strand.   
Create an Inducible System to Investigate the Role of Transcription  
 In an attempt to have tighter control on transcription, we also discussed creating an 
inducible system prior to strain construction. Originally there were efforts to have a tighter control 
on transcription with induction by IPTG for the inducible condition.  However, after performing a 
stationary phase mutagenesis assay with an induced (addition of IPTG to the media) and un-
induced condition (no IPTG added to the media) there were no differences between the conditions.  
Fluctuation tests with an induced and no induction condition also had no differences. While 
performing the suppressor analysis after the assay, revertants were patched onto plates with no 
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IPTG.  There was still robust growth, indicating all revertants patched were not IPTG dependent.  
After this finding we sent revertants for sequencing and found multiple promoter mutations in the 
area.  Research indicated that in the lac system the second operator sequence (a palindrome) is a 
hot spot for mutations and this could have influenced the promoter regions of the strains (50, 51). 
In order to confirm that expression is the same when induced, we performed a RT-qPCR with an 
induced and un-induced condition.  Figure 15 shows fold change between G4 coding, G4 template, 
and no G4 condition induced and un-induced condition.  There were no differences between the 
induced condition (IPTG) and un-induced condition (no IPTG).  For comparison, a previous 
system used in the lab for induction had 20 to 50 fold change in expression (20).  After these 
results, we concluded there was no differences between the two conditions and they were both 
equally fully on and not partially.  In the future, if we plan on testing an un-induced condition and 
we hope to have tighter regulation on transcription with a plasmid lacking promoter mutations and 








Figure 15. Preliminary real time qPCR results. Calculations were made using the 2 CT (Livak) 
Method and veg gene as the housekeeping reference. CT value was calculated by taking the 
difference between the CT average of the target(argF) - CT average of the reference(veg) within 
each strain and condition. CT was calculated using the no IPTG sample as the calibrator and 
subtracting the CT test(IPTG) - CT calibrator(no IPTG). Each strain was first compared to itself 
without IPTG to determine the increase in expression with IPTG and then considered as a group. 
A. IPTG addition results in ~2-fold induction. Normalized expression ratio was calculated using 
the G4 coding no IPTG sample as the calibrator. B. IPTG addition results in ~.6-fold induction. 
Normalized expression ratio was calculated using the G4 template no IPTG sample as the 
calibrator. C. IPTG addition results in ~.7-fold induction. Normalized expression ratio was 
calculated using no G4 no IPTG sample as the calibrator. D. IPTG addition does not increase 
expression of the strains. Normalized expression ratio was calculated using the CT average of the 
no IPTG condition from TE300, TE301, and TE302 as the calibrator and then subtracting the CT 
test(all samples) - CT(calibrator/average no IPTG) resulting in 6 values. The values were grouped 
into no IPTG and IPTG groups and the graph displays the mean with SEM. 
 
 
Show evidence that the G4 sequence forms a G4 strcture in vitro and in vivo  
 Another experiment discussed was assessing G4 DNA formation and testing our synthetic 
constructs for actual G4 formation. We looked at three different methods and tested two that 
proved to be inconclusive at the time. First, PAGE gels have been shown to allow for the 
visualization of G4 DNA (52).  51 base pair oligonucleotides were constructed that contained the 
G4 coding, G4 template, and no G4. The oligonucleotides were denatured at 95°C in a potassium 
chloride solution taken from Moon et al. The denaturing allowed for one strand to form a G4 DNA 
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structure, which was then stabilized by the potassium chloride solution.  Running the 
oligonucleotides in a PAGE gel would yield different banding patterns for a G4 DNA constructs; 
a heavier band (the G4 DNA) and a lighter band (the corresponding strand).  Multiple runs did not 
allow for us to see a difference. Another procedure we attempted was with the use of restriction 
enzymes. Using the same procedure and same oligonucleotides to form G4 DNA structures, we 
then treated the oligonucleotides with restriction enzymes that cut right in the middle of the G4 
DNA structure. If the G4 DNA structure was formed and stable, the restriction enzyme would not 
be able to cut the DNA and we would see a similar banding pattern to a G4 DNA structure on a 
PAGE gel.  After multiple attempts we were unable to see a difference. For the future, we plan to 
reassess these inconclusive results and potentially run more controls. Also, we plan to utilize a G4 
DNA antibody, which would allow us to see fluorescence in the cell where G4 DNA is formed, 
potentially allowing us to see if the structure is forming.        
Show in vivo Evidence that the G4 Structures Blocks RNAP 
 After we check formation of G4 DNA, we then plan to assess pausing of the RNAP at these 
structures. Initially we planned to assess this though RT-qPCR.  We designed primers prior to the 
G4 DNA structures and after the structures to assess if we can differentiate between the amounts 
of expression. For a primer list, see Table 2.  Essentially, if the G4 DNA structure was blocking 
the RNAP, we may see more expression prior to the G4 DNA than after. After three RT-qPCR 
trials, the results showed no difference prior to the G4 DNA vs after. Another method that we plan 
to explore is net-seq.  Net-seq is an assay that allows for a pull down of RNAP and subsequent 
sequencing of the DNA fragments associated with the RNAP (53). Multiple of the same sequenced 
DNA fragment indicates a region of pausing, and would allow us to assess if pausing is occurring 
at that site. 
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Further Elucidate the Mutagenic Mechanism 
 Another future direction is parsing out the mechanism of mutagenesis associated with G4 
DNA.  Based on our data, Mfd seems to be involved in mutagenesis, however UvrA may not be 
which indicates mutagenesis is not through the NER pathway.  G4 DNA structures have been 
linked to promoting recombination due to instability caused in the genome. Interestingly, Mfd has 
been linked to promoting recombination and could potentially be allowing for the recombination 
pathway to occur (47). To assess this, we did a preliminary test with an addA- mutant for the 
corresponding G4 DNA strains. AddA is a homolog of RecB in E. coli.  RecB is involved in the 
RecBCD pathway for recombination, and is the first step in DNA unwinding as a 3-5 helicase 
(54).  Deleting RecB renders the RecBCD pathway unable to be initiated. We performed a 
stationary phase mutagenesis assay with addA- no G4, addA- G4 coding, and addA- G4 template 
(Fig 16). In the absence of AddA, revertants for the G4 coding strand was abolished. Also, there 
were a larger amount of revertants in the no G4 strain, with the G4 template slightly lower. Despite 
this, the amount of revertants accumulated are less than WT no G4, G4 coding, G4 template. This 
proved to us that the mutagenesis mechanism could be through recombination and recombination 




Figure 16. Preliminary stationary phase mutagenesis results for no G4, G4 template, and G4  
coding strains in recombination deficient background. Graph is labeled with WT no G4 (solid blue 
TE302), no G4 addA- (blue with white stripe, TE602), WT G4 template (solid gray, TE301), G4 
template addA- (gray with white stripe, TE601), WT G4 coding (solid red, TE300),  and G4 coding 
addA- (red with white stripe, TE600). Results show a decrease in Arg+ revertants for all three 
strains, and abolishment of revertants for the G4 coding strain.  
 
 
Another pathway that could allow for mutagenesis is through error prone polymerases.  
Error prone polymerases do not have to be recruited by UvrA and can act on their own to introduce 
mutations into the chromosome. Also, during recombination, error-prone polymerases could be 
involved in introducing mutations during synthesis (20). Therefore, in the future we plan to test 
mutants in error-prone polymerases to assess their influence in mutagenesis.  
Conclusion 
 G4 DNA has been linked to multiple disease processes and instability in the genome.  In 
prokaryotes, G4 DNA research is becoming more prominent due to mutagenesis implications.  A 
study that predicted G4 DNA throughout the genome in E. coli demonstrated that G4 DNA is more 
prominent in regulatory regions and promoters of genes for transcription (55).  G4 DNA has also 
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been found in the promoters of virulence genes of pathogens as a way to control virulence (56).  
G4 DNA has also been implicated in causing mutagenesis that allows for evolution. For instance, 
G4 DNA has been shown to be involved in recombination-mediated mutagenesis in Neisseria 
gonorrhoeae, an important pathogen that has been known to become antibiotic resistant (57).  
Understanding these mechanisms of mutagenesis could shed light on antibiotic resistance, 
instability in the chromosome, and even genetic disease processes in humans. Currently their 
importance is being investigated as having therapeutic potential.  G4 stabilizing ligands are being 
tested as anti-HIV agents, anticancer drugs, and as novel therapeutic targets (58-60).  The idea 
here is by stabilizing the G4 DNA in the promoter, instability and expression of cancer genes are 
theoretically halted.  Also, G4 DNA stabilizing ligands have been tested in numerous viruses 
including Influenza virus, Hepatitis A, SARS, Epstein-Barr, and Human papillomaviruses (61).  
Our data suggests that G4 DNA can further bias mutations in the chromosome and create hotspots 
in the genome. This adds a novel role to G4 DNA structures influencing mutagenesis and hopes to 












Figure 17. argF map showing the positions of G4s in the WT E. coli. Red stars represent residues 
that bind carbamoyl phosphate and ornithine. These residues are important for function. Arrows 
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