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Abstract.  We propose to develop reactive robot leg controllers in hardware using a 
morphogenetic approach that incorporates both evolutionary and developmental processes. 
Evolvable hardware has been crippled by issues of scalability and viability of evolved designs that 
arise when evolving complex circuits on modern mainstream field programmable gate arrays 
(FPGAs). To overcome these limitations requires a shift away from direct encodings of the FPGA 
configuration to encoding a growth process, morphogenesis, thus moving the complexity from the 
genotype to the genotype-phenotype mapping. Although a few researchers have attempted this, 
how to successfully apply morphogenesis to evolvable hardware still remains an open question. 
1 Introduction 
The work we present here was inspired by the hexapod walking robot Katherina built by A. 
Schneider at the Fraunhofer Institute for Factory Automation and Operation in Magdeburg, 
Germany [1]. The distinguishing feature of Katherina is that each leg has a three-axis force 
sensor in addition to joint angle sensors. Currently Katherina's walking is achieved with 
classical control methods. Efforts are under way to increase the speed and responsiveness of 
this walking robot. The force sensors together with the joint angle sensors provide rich 
sensory feedback that invite exploration of new ways of generating walking behaviour. We 
wish to explore means to achieve walking as the result of the cooperation of autonomous legs 
that each respond only to their own sensory feedback. As the legs are attached to the same 
body each leg's sensor signals not only contain information on its own situation with respect 
to ground and body, but also indirectly about information of the situation of the other legs. It 
is then conceivable that, with the appropriate behaviour of the individual legs, cooperative 
walking can be achieved. 
To design these controllers by hand would be a daunting prospect, and so, we have been 
investigating evolvable hardware (EHW) as an alternative. Evolvable hardware offers several 
advantages over other approaches to embedded controllers. Firstly, EHW is able to utilise the 
inherent parallelism and asynchronous nature of hardware rather than requiring these 
properties to be emulated on a sequential processor. Unlike conventional control circuit 
design, EHW also allows the physical medium of the control system to be utilized, removing 
arbitrary design constraints that prevent the characteristics of the hardware from being 
explored and exploited to create circuits with less components and superior performance in 
regards to noise, power dissipation and fault tolerance [2]. 
EHW has also been shown to be a viable alternative to artificial neural networks (ANNs) in 
classification and control tasks [3-5], with a much more compact hardware implementation, 
which makes it more feasible to embed a controller in a real-world application [5]. Another 
advantage of (digital) EHW over ANNs is that the evolved circuit can be readily analysed in 
terms of Boolean functions [3]. Thompson [6] showed how to analyse an evolved circuit to 
determine which parts are participating. However, when evolving circuits on modern FPGA 
families, directly evolving the configuration bitstream is no longer viable due to the increased 
complexity and size of the devices increasing the size of the genotype, as well as allowing the 
possibility of generating potentially damaging configurations. 
A separation between genotype and phenotype, and a way of generating the phenotype from 
the genotype, is the approach taken by nature to evolve complex organisms, and has 
increasingly been seen as a potential solution to the problems of scalability and viability faced 
in EHW. The integration of developmental and evolutionary processes is known as 
morphogenesis or embryogeny. This process of morphogenesis can be achieved in 
evolutionary computation by emulating biological cells, their development and interactions, 
using gene expression and protein signals, or through the use of a generative encoding 
scheme, such as Lindenmeyer systems, which are able to generate a complex phenotype 
through the successive, and recursive, application of rewrite rules to an initially simple 
structure. 
The rest of this paper is organised as follows: section two provides the background in 
evolvable hardware and morphogenesis necessary for understanding the rest of the paper; 
section three introduces the work done on applying morphogenesis to EHW to date; section 
four examines some issues discovered in attempting to implement development in EHW; and 
in section five we conclude. 
2 Background 
2.1 Evolvable Hardware 
Evolvable hardware (EHW) aims to generate a circuit with the desired behaviour by using 
simulated evolution. Reconfigurable hardware, such as field programmable gate arrays 
(FPGAs), allows evolving solutions to be tested in situ. This is well suited to embedded 
applications such as robot controllers and image processing. 
Field programmable logic arrays consist of a lattice of cells, with the outer cells connecting to 
pins on the chip for input/output, and the inner cells being either memory blocks or 
configurable logic blocks (CLBs). CLBs typically consist of some arrangement of basic logic 
gates, multiplexors, and flip-flops that can be configured to perform various digital logic 
functions. The functionality of the cells and the connections between cells can be configured 
to produce the desired circuit. 
The architecture and function of an FPGA is determined by a set of architecture bits that can 
be reconfigured. Simulated evolution is used to evolve a good set of architecture bits in order 
to solve a particular problem.  The fitness of a candidate solution is evaluated according to the 
behaviour of the configured FPGA circuit. 
2.2 Xilinx Virtex 
Currently the mainstream (commercially available) platform most used for EHW is the Xilinx 
Virtex. It offers partial reconfiguration, and although the Virtex architecture is course grained, 
fine grained access is possible through the JBits Java API [7]. The Virtex provides CLBs, 
block ram (BRAM), input output blocks (IOBs) and several layers of routing between them, 
including single lines to the neighbouring four blocks, hexlines to blocks six blocks away, 
longlines that span a row or column, and horizontal tristate busses between cells. The Virtex 
also provides dedicated clock signal routing with low skew. 
Each CLB is divided into two slices, each consisting of two lookup tables (LUTs) for use as 
function generators or memory, and two output flip-flops that may be positive or negative 
edge triggered and may have synchronous or asynchronous reset. The CLB also contains 
carry logic and may combine its LUT's to handle functions with up to 19 inputs. 
The Virtex device is configured by downloading a configuration bitstream to it. The details of 
this bitstream is proprietry and largely secret and thus can't be manipulated directly to the 
extent required for EHW (see [8] for details on the open portions of the bitstream). Generally, 
however, the configuration bitstream is generated by FPGA design software from schematics 
or a hardware description language such as VHDL.  The level of abstraction provided by 
FPGA design software doesn't allow low-level access to the specifics of the particulars of the 
FPGA structure (such as configuring routing wires or inner-CLB multiplexors). Also, to go 
from a hardware design specification to an FPGA configuration requires a few intervening 
steps, such as compilation and implementation (place and route) phases, which can be time 
consuming. Hence, this approach is unattractive for work in EHW. 
FPGA design software, however, generates a placed and routed FPGA data file, in NCD 
format, which is then fed through the Xilinx bitgen.exe to create the configuration bitstream. 
The NCD format is open, and there is a low-level ASCII equivalent, XDL, and tools to 
translate between the two formats, hence it is possible to configure the device manually using 
an XDL specification [9], although the amount of documentation available on the XDL 
format is limited. 
The alternative to these approaches, and the one generally used by the EHW community for 
evolving circuits on Xilinx FPGAs is JBits. The JBits Java API (available on request from 
jbits@xilinx.com) gives users the ability to configure a Xilinx Virtex device from software. 
All configurable resources, such as LUTs, flip-flops, routing, etc, are able to be individually 
configured to create or modify circuits on the FPGA. JBits operates on a configuration 
bitstream which is then downloaded onto the FPGA ready for use. 
2.3 EHW Problems 
Evolvable hardware has proven to be successful in the evolution of small novel circuits, but it 
has been limited in its applicability to complex designs due the use of direct encoding. In a 
direct encoding the chromosome directly represents the device's configuration, and may 
actually be the device's configuration bit stream. Thompson [6] reported that using a direct 
encoding at gate-level required 1800 bits to configure a 10x10 corner of a Xilinx XC6216 
FPGA. In comparison a Xilinx V1000 with a CLB matrix of 40x32 requires around 6 million 
configuration bits [8].  
With the increased size and complexity of modern FPGAs, and hence increased configuration 
bitstream length, along with the fact that some FPGA configurations may be illegal, it 
becomes increasingly unviable to use a direct encoding for EHW. Illegal configurations of an 
FPGA may occur when more than one output is attempting to drive the same wire with 
opposing voltages resulting in high currents [10]. This is known as contention on the wires 
and can result in circuits that may damage the FPGA. 
As Kitano [11] pointed out, direct encoding schemes have serious drawbacks in terms of the 
speed of convergence, in other words, the time required to find a solution. In problems 
requiring the production of repeated structures or modularity, search algorithms that use a 
direct encoding may not scale up to larger problems, as the search space grows exponentially 
with the size of the problem [12]. However, evolvability is not directly related to the size of 
the search space, instead being dependent on the structure of the search space, hence it is 
likely that it is the properties of the search space imposed by a direct encoding which causes 
the problem, by making good solutions hard to find. 
Function-level evolution has approached the problem by using high-level hardware functions 
(such as addition, subtraction, sine, etc.) as primitives, instead of simple logic functions. See 
[13-15] as examples of this approach. This approach introduces designer bias and higher gate 
counts, which go against some of the motivation for using EHW in the first place. 
Another approach is through decomposing the problem into components or subtasks which 
are evolved first and then combined. Increased Complexity Evolution [16], and Bidirectional 
Incremental Evolution [17] are examples of this. However, these approaches are limited to 
applications with straightforward decompositions, without interdependencies. 
It is becoming generally accepted that there needs to be a move away from a direct, or one-to-
one genotype-phenotype, mapping to enable evolution of large complex circuits. The 
alternative is to encode a growth process, morphogenesis, thus moving the complexity from 
the genotype to the genotype-phenotype mapping. 
2.4 Morphogenesis 
In traditional evolutionary computation genes are viewed as parameter settings on a fixed 
length genome at set loci. For evolving small or simple systems, it is adequate to directly 
encode the components types, their parameters, and interconnections sequentially in the 
genotype.  However, as a system becomes larger and more complex, then it can be expected 
that repetitions and symmetries are likely to play a more significant role. 
In nature genes indirectly code for a developmental process, rather than a description of the 
organism. Here the gene's functionality is according to its content on a variable length 
chromosome, and is expressed when its promoter site is activated by proteins in the cell. 
Genes produce proteins, which in turn trigger the expression of genes, as well as controlling 
cell growth, differentiation, etc. The genotype acts as a constraint on the way in which an 
organism develops from a single cell such that symmetries and repetitions are able to emerge 
naturally in organisms [18]. Such a mapping between genotype and phenotype using highly 
indirect chains of interacting rules that are applied iteratively and in parallel, and together 
specify the growth process is known as morphogenesis, or at times within evolutionary 
computation literature, as implicit embryogeny [19]. This process of morphogenesis can be 
seen to be comprised of two intertwined processes, that of gene expression, and of 
embryogenic development. 
In nature most evolution has occurred within the framework of a few existing body plans, the 
wide variety of species coming about through differences in the pattern of development 
occuring in the embryo. The reason that the complex and finely tuned development of an 
embryo can be altered, through evolution, at any stage of its development is because the 
development occurs through discrete and interacting modules [20]. Organisms are constructed 
of units that are coherent themselves and yet part of a larger unit. Thus cells are parts of 
tissues, which are in turn parts of organs, and so forth. Modular units allow different parts of 
the organism to change without interfering with other evolved functions. 
Gene expression allows the formation of junk DNA and alternate implementations of 
functions, which in turn enable neutral mutations to occur, in which it is possible to modify 
the genotype without changing the phenotype [21]. Due to the modularity of the 
developmental process and the neutral pathways obtained through gene expression, evolution 
has more freedom to explore without risking existing fitness while building upon existing 
gains. 
2.5 Genotype-Phenotype Mapping 
The development of an organism can be considered to be a mapping between a genotype and 
phenotype [22]. In relation to evolution, this creates two separate spaces. A search space 
comprised of genotypes and a solution space of phenotypes. A genotype represents a point in 
search space and is operated on by genetic operators. A phenotype represents a point in 
solution space and is evaluated by the fitness function. 
There are several advantages in separating the genotype from the phenotype. Firstly, by 
having the genotype specify a growth program to produce the phenotype, evolution is able to 
achieve greater scalability [23], and through the encoding of repetition and symmetry [18] 
more complex phenotypes may be evolved [19] while the genotype can be represented more 
compactly [23].  
A second advantage is when evolving solutions for problems with constraints.  In constrained 
optimisation problems a candidate solution is judged not just according to its fitness, but also 
according to how it fits the given constraints. In obeying constraints, entire regions of solution 
space may become unfeasible. Therefore in constrained optimisation, both the quality and 
feasibility of a solution have to be satisfied though these may be antagonistic. Often 
constraining the solution space leads to local hills or valleys, which are difficult to overcome 
with traditional methods of optimisation [22]. However, by separating the search and solution 
spaces (genotype and phenotype) and introducing a mapping between them the problem is 
greatly simplified. In the same manner that the result of evaluation gives the fitness of the 
phenotype, and by implication, of the underlying genotype; it is the phenotypes that must 
satisfy the problem constraints, not the genotypes [24]. Hence, with separated genotypic and 
phenotypic spaces, unrestricted search operators can be applied to the search space and 
feasibility can be guaranteed in the solution space [22]. 
Lastly, by separating genotype and phenotype, there is the possibility of utilising many-to-one 
mappings in which a number of different genotypes produce the same phenotype. Hence, it is 
possible to perform genetic operations, such as mutation, which modify the genotype without 
changing the phenotype. These neutral mutations allow movements in genotype space with no 
changes in fitness, which gives the population the ability to take mutations that are not 
immediately beneficial. Thus the population is able to drift along neutral ridges [25], rather 
than sacrificing its current fitness, which may significantly aid the evolutionary search. 
Instead of becoming trapped in sub-optimal regions of the landscape a population is able to 
continue moving through genotype space in search of areas that allow further increases in 
fitness. Neutral mutations have been shown to significantly aid evolutionary search for 
evolving telecommunications networks [21] and evolvable hardware [25, 26]. 
2.6 Implementing Morphogenesis 
A popular, and elegant, approach to generating complexity is to use a symbolic description to 
which is applied a set of rewrite rules, commonly known as production rules. Through 
successive rewrites the initial simple structure is transformed into a much more complex 
structure. This way of encoding a complex structure as a growth process is known as 
generative encoding. 
Lindenmeyer systems (L-systems) are a class of production rules in which the complete set of 
rules are applied in parallel at each iteration. They were introduced by Lindenmeyer [27] as a 
mathematical formalism for describing plant development. L-systems are hence able to 
generate complex structures with the recursive, iterative, and hierarchical properties seen in 
nature. L-systems are a general generative encoding systems, whereby through changing the 
language of terminals, different structures can be generated, such as plants [28], furniture 
[23], artificial neural networks [29], evolvable hardware [11], and locomoting creatures [12, 
30]. 
An alternative to using production rules for implementing development is to use a cellular 
model, in which development is driven by gene expression, whereby genes code for proteins 
(the building blocks of biological organisms), and the expression of genes is regulated by the 
presence of proteins in the cell, some of which may be the result of protein signals from other 
cells. There have been some examples of this approach for evolving neural networks for robot 
control [31, 32], EHW [33], 2D structures [34] and 3D organisms [35]. 
In the application of L-systems to evolutionary methods, such as EHW, the set of rules is 
encoded in the chromosome. The evolved set of rules is then applied to a set of start symbols 
for some number of iterations to give the resulting structure. Cellular approaches, however, 
encode proteins in genes in the chromosome, which are activated through their regulatory 
regions, by proteins in the cell. To initiate development, some cells may be seeded with 
particular proteins to activate gene expression. Cells continue to interact and develop for a 
number of developmental steps to give a resulting structure. This process of generating a 
phenotype (structure) from a genotype reflects the process of morphogenesis as seen in 
nature. 
3 Morphogenesis in EHW 
Kitano [11, 36] introduced the idea of using morphogenesis to generate circuits in EHW, 
based on his previous work with neural networks [29]. Kitano used map L-systems to evolve 
a multiple XOR circuit and a 6-multiplexor circuit on a simulator for combinational logic 
circuits. In both cases the results were superior to when a direct encoding was used. Circuits 
evolved with this approach had higher maximum and average fitness at each and every 
generation than those evolved with a direct encoding, and also reached their best solutions in 
fewer generations. 
More recently Haddow, et al. [37] presented work using L-systems to generate circuits on a 
virtual Xilinx 6200-like architecture consisting of a matrix of 'sblocks' (see [38] for a detailed 
description of the architecture). In this work, binary production rules were used to match 
against the binary configuration bitstream of the virtual FPGA, with a match producing either 
a change of cell state or cell growth. This scheme was used in an attempt to evolve routing 
blocks, cells whose only function is to transfer signals across cells, with only some limited 
success being achieved when crossover was removed to eliminate the effect of epistasis 
properties. Epistasis refers to the suppression of a gene by the effect of an unrelated gene. 
Hence, crossover is able to disrupt the expression of a gene (a production rule in this case) 
due to the elimination of another gene whose product (in nature a protein, but here a change 
of cell state or cell growth) was required to trigger it. The authors stated that their achieved 
solution was closer to hill climbing than evolution. Also, they surmised that their 
representation biased solutions with west router blocks favoured over others, and router 
blocks with zero-inputs were favoured over high-input blocks. 
Another approach was taken by Gordon and Bentley [33] who evolved adders on a Xilinx 
Virtex by evolving cellular automata rules on a matrix of cells, each of which maps to a 
distinct CLB on the FPGA. In this work, cells have five components, three of which map to 
components of the CLB, these being the inputs, outputs, and function generators (LUTs); and 
another two which exist only on the evolving cells, these being protein generators and 
detectors. Developmental rules are binary strings of fixed length specifying the required 
presence or absence (or don't care) of each of the five proteins for an action to take place, 
these being either the generation of a protein or selection of cell LUT inputs, function and 
outputs. When this scheme was applied to evolving two bit adders with carry, it was found 
that it didn't perform as well as a non-generative encoding scheme, being unable to find a 
fully functional solution. The authors attributed this to the increased epistatic interactions that 
may occur with an additional mapping from genotype to phenotype, if a phenotypic feature 
relies on the presence of more than one gene product. Additionally the fixed rule lengths here 
mean that building blocks composed of more than one gene product require multiple rules, 
thus increasing their probability of disruption by crossover. 
4 Implementing Developmental EHW 
We decided that morphogenesis offered promise for scaling EHW to the complexity required 
for generating circuits able to autonomously control and coordinate the robot Katherina’s legs 
to produce walking. Our initial intention was to use L-systems as the genetic encoding on a 
variable length genome. The L-system grammar would be used to control which parts of the 
genome are expressed, so as to implement gene expression, and would also specify explicit 
build instructions to construct circuits on the FPGA. However it proved to be difficult to 
devise a set of primitives that would be able to generate feasible and useful circuits within the 
constraints of the FPGA. From the work done to date in applying morphogenesis to EHW, it 
appears that the choice of rule representation and function, and primitives is of great 
importance, and remains as yet unresolved. 
A cellular approach seems to offer advantages for EHW over the more explicit approach of 
generating build instructions, generally taken in evolved L-systems for constructing furniture, 
plant or creature morphologies, due to the constraints of EHW. The explicit approach has 
been shown to work well for generating unconstrained structures, but for generating a circuit 
within the constrained architecture of an FPGA, such an explicit approach is likely to be 
fragile, with solutions difficult to find. Further, according to [19] in regards to explicit 
embryogenies (in which each step of the mapping from genotype to phenotype is explicitly 
specified as a set of instructions), the creation of suitable representations that can be 
successfully evolved can be difficult, and often require the use of specialised genetic 
operators to minimise disruption. This may explain the findings of [37] who applied L-system 
rules directly to the configuration bitstream of the virtual FPGA, with poor results, requiring 
the crossover operator to be removed to achieve some limited success. Implicit embryogenies, 
in contrast have been demonstrated to be resilient to genetic operators and to give the added 
advantage of coping with open ended, incremental evolution [31]. The biggest impediment to 
evolution in cellular approaches, however, according to [33], is that evolution is searching 
bias space. This means that evolution must find a representation that is evolvable before 
evolution is able to successfully search for a solution. However, the author's results with 
random search seem to indicate that the density of better solutions may be higher in 
developmental space than in a non-developmental encoding space. 
Existing EHW work has failed to fully utilise the capabilities of Virtex FPGAs, such as the 
work of [37] in which the use of the device was limited significantly (see [38] for a full 
description), and in [33] the authors only used one of the two slices in each CLB, and didn't 
use the flip-flops or carry logic at all. We are currently developing a cellular developmental 
approach that will be closely tied to the underlying hardware and will more fully utilise the 
Virtex architecture. In the design of this we have examined mechanisms and processes in 
biological development, to choose those that are both relevant and that can be usefully 
extracted and applied without weighing the system down with biological realism. 
5 Conclusion 
Evolvable hardware offers promise as an alternative to other more traditional approaches to 
creating robot controllers. However, for evolvable hardware to be implemented on modern 
FPGAs, such as the Xilinx Virtex, requires a mapping between genotype and phenotype. 
Although a hand-crafted mapping can be used to prevent illegal configurations from being 
evolved it is unable to aid the evolutionary search, and is thus limited to solving small-scale 
problems or those where higher-level functions can be used as primitives. Morphogenesis has 
shown promise in increasing the scalability of evolution to more complex domains, while also 
increasing its ability to explore without risking losses in fitness, thus allowing incremental 
evolution to be achieved. Such incremental evolution can be used, for example, to transfer an 
evolved leg controller to another leg, without requiring evolution to start from scratch. Also, 
unlike other forms of genotype-phenotype mapping, morphogenesis has demonstrated its 
resilience to genetic operators. 
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