We derive two oracle inequalities for regularized boosting algorithms for classification. The first oracle inequality generalizes and refines a result from Blanchard et al. (2003), while the second oracle inequality leads to faster learning rates than those of Blanchard et al. (2003) whenever the set of weak learners does not perfectly approximate the target function. The techniques leading to the second oracle inequality are based on the well-known approach of adding some artificial noise to the labeling process.
INTRODUCTION
One often employed method of finding a classifier with the help of empirical data D := ((x 1 , y 1 ), . . . , (x n , y n )) ∈ (X × Y ) n is that of regularized boosting, see e.g., [13] . In this approach, a family (h i ) i∈I of weak classifiers h i : X → R is given, and, with the help of D, a weighted combination f w * := i∈I w * i h i is constructed. Here w * := (w * i ) i∈I is a real-valued family that satisfies
L(y i , f w (x i )) + ε for some regularization parameter λ > 0, some convex loss function L, e.g. the logistic loss for classification, and some numeric tolerance ≥ 0. The family of weak classifiers may, e.g., be the output of some classification algorithms such as neural nets, decision trees, or support vector machines.
In this case, boosting may be viewed as an alternative to the often used parameter selection step required by these algorithms. However, the family of weak classifiers may also be a family of particular simple functions such as decision stumps that are not output of a previous classification algorithm. We refer to [13] for more information in this regard. Moreover, recall that the regularization term was motivated by the fact the early boosting methods such as AdaBoost may overfit in the presence of label noise, see, e.g., again [13] and the references therein. Another approach to resolve this potential overfitting is early stopping, which has been discussed by [21, 3] . In recent years boosting algorithms have been successfully applied in various application areas, such as optical character recognition, natural language processing, face recognition, cancer detection, and text classification. We refer again to the survey [13] for more applications and corresponding references. In this regard we note that a particularly nice feature of boosting algorithms is that basically no assumptions on the family of weak classifiers need to be made. In particular, the input space X is not required to be a subset of R d , which opens, like for support vector machines, the possibility to deal with non standard data formats. For support vector machines, however, this flexibility is only possible, if a reasonable kernel on X is available, which, at least in some circumstances, may be not the case. In contrast to this, the boosting algorithm (1) does not need such requirements on its base function class determined by the family of weak learners, and hence it may be applicable in potentially more situations. Last but not least, the optimization problem (1) is convex in w, and hence regularized boosting offers computational properties similar to those of support vector machines. We refer yet another time to [13] for a detailed list of references. Finally, some more information on boosting, which complements [13] , can be found in [10] .
For boosting methods based on optimization problems related to (1) , the articles [12, 6, 2, 21] establish both universal consistency and learning rates, where [6] considers an algorithm that, up to a discretization and some minor technical details, resembles (1) . So far, however, consistency and learning rates for the original approach described by (1) have not been established. The first goal of this work is to close this gap by establishing an oracle inequality for regularized boosting based on (1) . From this oracle inequality, we then derive universal consistency and learning rates under natural assumptions on the family (h i ) i∈I and the datagenerating distribution P, where the learning rates match those of [6] for the discretized version of (1) . As already observed in [6] , these learning rates become better for the logistic loss, if the posterior probability η of P is bounded away from the levels 0 and 1, i.e., if there is noise in each label. As a consequence, [6] suggested to add some artificial noise to the labels. Our second goal of this work is to establish an oracle inequality for this approach. Here it turns out that, if the family of weak classifiers approximates the target function in an optimal way, see Lemma 2.3 for a precise statement of optimality, then this new oracle inequality leads to the same learning rates as our first oracle inequality does. In the absence of such perfect approximation, however, the new oracle inequality always leads to faster learning rates. Note that this better behavior is of particular interest, if the used weak classifiers are the output of a classification algorithm, since in this case perfect approximation can almost never be guaranteed.
The rest of this work is organized as follows. In Section 2 we introduce all necessary concepts, present our two oracle inequalities, and discuss some of their consequences including consistency and learning rates. Section 3 contains all proofs.
MAIN RESULTS
In the first part of this section, we introduce all necessary notions for presenting our main results. Our first oracle inequality is then presented and discussed in Subsection 2.2, while the second oracle inequality is considered in Subsection 2.3.
Preliminaries
In the following we write Y := {−1, 1}. Moreover, X always denotes a complete measurable space and P a distribution on X × Y . We call a measurable L : Y × R → [0, ∞) a loss, and if there exists a ϕ :
we say that L is a margin-based loss. In this case, we call ϕ the representing function of L. Various loss functions used in classification algorithms are margin-based, here we only mention the hinge loss, the (truncated) least squares loss, the logistic loss represented by ϕ(t) := ln(1 + exp(−t)) for all t ∈ R, and the AdaBoost loss represented by ϕ(t) := exp(−t) for all t ∈ R. For some simple properties of these losses we refer to [2] and [17, Chapter 2.3] . Moreover, we need the classification loss
where sign 0 := 1 and 1 A denotes the indicator function of a set A. Clearly, L class , which is used to define the learning goal of binary classification, is not margin-based.
In the following, we say that a loss L is (strictly) convex or continuous, if and only if L(y, · ) : R → [0, ∞) is (strictly) convex or continuous for all y ∈ Y , respectively. While all the margin-based losses considered above are both convex and continuous, L class does not satisfy either of these properties. Furthermore, we say that a loss L is locally Lipschitzcontinuous if for all a ≥ 0 there exists a constant c a ≥ 0 such that Given a loss function L and a function f :
where P X denotes the marginal distribution of P, and η(x) := P(y = 1|x), x ∈ X, the posterior probability of P. Note that these definitions yield R L,P (f ) = E P L • f , and depending on the situation we will use either of these notations. Finally, if P is the empirical measure of a sample set D = ((x 1 , y 1 
n of length n, we usually write R L,D (f ) := R L,P (f ). Analogously, we denote the empirical expectation with respect to D by E D . Throughout this work the smallest possible L-risk
is called the Bayes risk with respect to P and L. Furthermore, a measurable function f B E . Clearly, reproducing kernel Hilbert spaces (RKHSs) are Banach function spaces. In order to introduce another type of BFSs we need the notation
where I is an at most countable and non-empty set, and (w i ) i∈I ⊂ R is an R-valued family over I. Clearly, the space
is a separable Banach space. With the help of this space, the following lemma, whose proof can be found in Section 3, introduces the type of BFSs we are most interested in.
Lemma 2.1. Let I be an at most countable and non-empty set, and (h i ) i∈I be a family of bounded functions h i : X → R with h i ∞ ≤ 1 for all i ∈ I. We define
where we note that the uniform boundedness of the family (h i ) i∈I ensures that the sum above converges absolutely for every x ∈ X. Furthermore, for f ∈ E, we write
Then (E, · E ) is a separable Banach function space that consists of bounded functions and we have
Finally, if all h i , i ∈ I, are measurable, then E consists of measurable functions.
Bounds on the generalization performance of regularized empirical risk minimizers often include a complexity measure of the underlying function class. Since in this work we will use average empirical entropy numbers as a complexity measure, let us briefly recall the definition of entropy numbers. To this end, let (T, d) be a metric space and m ≥ 1 be an integer. Then the m-th (dyadic) entropy number of 
Entropy numbers are closely related to the well-known covering numbers; in fact, both concepts are inverse to each other modulo constants. We refer to, e.g., [17, Lemma 6 .21 & Exercise 6.8] for precise statements and to [8] and [17, Appendix A.5.6] for several properties of entropy numbers. In the following, we are only interested in entropy numbers that are computed with respect to the norm of an empirical L 2 -space. To be more precise, let Z be a non-empty set and D ∈ Z n be a finite Z-valued sequence of length n ≥ 1. For Z → R, we then define
and denote the corresponding Hilbert space of equivalence classes by L 2 (D). Note that if E is the BFS introduced in Lemma 2.1 and
) equals the m-th entropy number of the absolute convex hull of the family (h i ) i∈I , where id : E → L 2 (D X ) denotes the identity map that assigns to every f ∈ E the corresponding equivalence class in L 2 (D X ). By results from, e.g., [9, 7, 11, 15 ] the latter can be estimated from the entropy numbers of the family (h i ) i∈I .
An oracle inequality for regularized boosting algorithms
In this subsection, we establish our first oracle inequality for regularized boosting algorithms and discuss some of its consequences.
Let us begin by formally introducing these learning methods. 
an -approximate regularized boosting algorithm ( -ARBA) with respect to E and L.
Let us briefly check that the definition above matches our notion of regularized boosting algorithms from the introduction. To this end, we fix the BFS E introduced in Lemma 2.1. For an w := (w i ) i∈I ∈ 1 (I), we further define f w := i∈I w i h i . By the definition of · E we then immediately obtain
for all w ∈ 1 (I). Conversely, given an f ∈ E and an ε > 0, there exists an w ∈ 1 (I) with f = f w and w 1(I ) ≤ f E + ε, and hence we find
From these two inequalities it is straightforward to check that (2) is equivalent to (1) . However, our definition ofARBAs is not restricted to the BFS of Lemma 2.1. Indeed, if E is a separable RKHS, we obtain a support vector machine (SVM) whose regularization term is not squared. Recall that such SVMs have been recently investigated in [5, 16] . If the BFS E considered in (2) (2) . In the following, we always implicitly assume that we consider such a measurable version.
We also need infinite sample versions of -ARBAs. To introduce these, we fix a distribution P on X ×Y and assume that the BFS E over X consists of bounded measurable functions. Then every f P,λ ∈ E satisfying
is called an infinite sample version of the -ARBA with respect to E and L. Finally, we define the corresponding approximation error function
The following lemma collects some useful properties of the approximation error function. Here we note that the implication from (5) to A(λ) ≤ cλ for all λ ≥ 0 was already observed in [6] .
Lemma 2.3. L : Y × R → [0, ∞) be a convex loss, E be a BFS over X that consists of bounded measurable functions, and P be a distribution on
is increasing, concave, and continuous. Moreover, we have A(0) = 0 and
In addition, A( · ) is subadditive in the sense of
A(λ + κ) ≤ A(λ) + A(κ), λ,κ ≥ 0.
Moreover, for a constant c ≥ 0, we have A(λ) ≤ cλ for all λ ≥ 0 if and only if we have
(5) inf f ∈cB E R L,P (f ) = R * L,P .
Finally, if there exists an
Before we can present our first oracle inequality, we finally need to assume a variance bound. To formulate the latter, we fix a convex, margin-based loss L with L = 0 and a distribution P on X × Y . We define ϕ(−∞) := lim t→−∞ ϕ(t) and ϕ(∞) := lim t→∞ ϕ(t), where ϕ is the representing function of L, and extend L to Y × [−∞, ∞] in the same way. By the convexity of L it is then easy to show that there exists a measurable function f *
L,P (x) = ±∞ if and only if P(y = 1|x) ∈ {0, 1}. Let us fix such an f * L,P . Then, we say that L satisfies a variance bound for P, if there exists a constant c ≥ 1 such that
for all bounded measurable functions f : X → R. We refer to [2] and [6] for various examples of margin-based losses, including the logistic loss for classification and the AdaBoost loss, that satisfy (6). In particular, recall [6, Lemma 19] , which provides an easy sufficient condition for (6) to hold. With these preparations we can now present our first main result that establishes an oracle inequality for approximate regularized boosting algorithms. We further assume that P and L satisfy the variance bound (6) . We fix an n ≥ 1 and further assume that there exist constants a ≥ 1 and p ∈ (0, 1) such that
Theorem 2.4. Let E be a separable Banach function space over X that consists of bounded measurable functions and whose norm satisfies
for all m ≥ 1, where P n X denotes the product measure of the marginal distribution P X on X n . Then there exists a constant K ≥ 1 only depending on p and c such that, for all λ ∈ (0, 1] and τ ≥ 1 satisfying λn ≥ Kτ and λ 1+p n ≥ a 2p K, every λ/2-ARBA with respect to E and L satisfies
where P n denotes the product measure of
Note that it is possible to derive a formula for the constant K from the proof of Theorem 2.4. However, the formula has a relatively complicated structure, and in addition, we conjecture, that the resulting values for K are overly pessimistic. Consequently, we omit the details for the sake of simplicity.
One simple way to ensure the average empirical entropy number assumption of Theorem 2.4 is to assume a uniform empirical entropy number assumption. Recall that the latter type of assumption has been widely used in the literature. For example, for RKHSs, the smoothness of the corresponding kernel can ensure such an entropy bound, see, e.g., [17, Theorem 6.26] . Moreover, for the BFSs considered in Lemma 2.1, [2, 6] bound these entropy numbers in terms of the VC-dimension of the family (h i ) i∈I . Finally note that although these approaches are easy to use, they may, however, be sometimes not tight. We refer to [17, Theorem 7.34] for an example in this direction.
Let us now briefly illustrate the consequences of the above oracle inequality for ε-ARBAs that uses the BFS of Lemma 2.1. To this end, we fix a sequence (λ n ) ⊂ (0, 1] such that λ 
L,P for all distributions P on X × Y , then the λ n -ARBA is universally consistent with respect to the risk R L,P . Moreover, if L is classification calibrated in the sense of [2] , i.e. ϕ (0) < 0, then the λ n -ARBA is also universally classification consistent. Finally, note that [17, Theorem 5 .31], see also [6, Lemma 16] , shows that the richness assumption above is satisfied if E is dense in L 1 (μ) for all distributions μ on X, and by [17, Theorem 5 .36] one can show that for many loss functions the converse implication is also true. In particular, the logistic loss for classification is such a loss.
Let us now assume that there exist constants c > 0 and
The sequence (λ n ) considered above then yields the learning rate n
for the R L,P -risks of the ARBA. Recall that [2] showed that this leads to the learning rate n − β 2+2p for the classification risk. Moreover, if the distribution P satisfies Tsybakov's noise assumption [19] , that is, if there exist constants c > 0 and q ∈ (0, ∞] with
this classification learning rate can be typically improved to the rate n − β(q+1) (1+p)(q+2) . We refer to [2] and [17, Chapter 3 & Chapter 8] for details. In any case, these learning rates coincide with the learning rates established in [6] for certain discretized versions of ARBAs, where we refer to [6, page 884] for the necessary translation of VC-dimension bounds to entropy number bounds. Finally, [6, Corollary 9] shows that these learning rates are asymptotically optimal if E is built from decision stumps, the logistic loss is used, and the function f * L,P : X → [−∞, ∞] is of bounded variation. Note that the latter implies that the posterior probability η : X → [0, 1] is bounded away from zero and one and that β = 1. In order to artificially enforce the former, [6] suggests to add a coin flipping noise to the labels. In the following subsection, we will establish an oracle inequality for this approach, which, for β < 1, leads to improved learning rates.
Oracle inequalities for two-sided losses
As mentioned at the end of the previous subsection, our goal in this subsection is to establish an oracle inequality that addresses the idea of adding a coin flipping noise to the labeling process. The key technique to establish this oracle inequality is to translate this additive noise into a loss function that enjoys additional properties. With the help of these properties we can then refine our analysis in the case β < 1.
Let us begin by introducing some more notions. Following [17] , we say that a loss L can be clipped at
where t denotes the clipped value of t at ±M , that is Obviously, neither the logistic loss nor AdaBoost loss can be clipped, and it is well-known, that they fail to have a Bayes decision function for exactly the distributions P that have a noise-free region for the labeling process, i.e.,
On the other hand, if we have a convex, margin-based loss L it is not hard to see that there exists a Bayes decision function f * L,P for all distributions P on X × Y that do not satisfy (8), i.e., for distributions that are noisy everywhere. In addition, this Bayes decision function is P X -almost surely determined if L is strictly convex. For example, for the logistic loss, we have
and for the AdaBoost loss we have f * [6, page 873] , is to add some noise to the labeling process. More precisely, if P is a distribution on X × Y with marginal distribution P X and posterior probability η, and 0 < δ < 1/2, we can define a new distribution
In other words, P (δ) is constructed by adding some noise of order δ to the posterior probability η of P. Now note that we have 1/2 < η
Consequently, the Bayes classifiers of both distributions P and P (δ) coincide. Moreover, it is easy to see that
is noisy everywhere. In particular, all convex and marginbased losses have a Bayes decision function for P (δ) . Our next goal is to encode the above construction into a loss function. To this end, we need the following definition.
Definition 2.6. Let L be a loss function and
Note that, for every distribution P on X × Y and every measurable f : X → R, a straightforward calculation, see (17) and (18) , shows
In other words, adding some noise to the posterior probabilities is, in terms of the learning goals described by the risk functionals, equivalent to using the two-sided version of a loss function. However, in terms of algorithmic design, there may be a substantial difference in both approaches. Indeed, a straightforward implementation of using P (δ) would individually flip each label y i of the training set with probability δ whereas an algorithm based on L δ pretends to see y i with probability (1 − δ) and −y i with probability δ, simultaneously.
Before we present our oracle inequality for algorithms based on L δ we need a few more preparations. Let us begin with the following lemma that collects some simple, yet useful properties of two-sided versions of margin based losses. 
iii) For every probability measure
With the help of the lemma above we can now introduce the learning methods we consider in this subsection. (10) .
CARBAs are a particular example of more general, clipped regularized empirical risk minimizers introduced in [17, Chapter 7.4] . We refer to this chapter for a discussion of these learning methods including the existence of measurable versions.
Before we can establish an oracle inequality for CARBAs we finally need to present a variance bound for two-sided losses. This is done in the following proposition, which extends [6, Lemma 19] . Proposition 2.9. Let L be a strictly convex, twice continuously differentiable, classification calibrated, and marginbased loss. We fix a δ with 0 < δ < 1/2 and define M δ by (10) . We further writẽ
and
we have
Note that the strict convexity and differentiability of ϕ is actually only needed on the interval [−M δ , M δ ], if the Bayes decision function f * L δ ,P is uniquely determined. Moreover, the same is true for the following theorem, which presents the already announced oracle inequality for CARBAs. 
for all m ≥ 1. Then there exists a constant K ≥ 1 only depending on L, δ, and p such that, for all λ ∈ (0, 1], ≥ 0, and τ > 0, every -CARBA with respect to E and L satisfies with probability P n not less than
where the approximation error function is with respect L δ .
Let us now briefly compare the consequences of Theorem 2.10 with those of Theorem 2.4. To this end, we again consider a BFS E defined by Lemma 2.1. Obviously, Theorem 2.10 yields consistency of λ n -CARBAs if we fix a sequence (λ n ) ⊂ (0, 1] with λ n → 0, λ 2p n n → ∞, and λ n n ≥ 1 for all n ≥ 1. Moreover, if we assume that there exist constants c ≥ 0 and β ∈ (0, 1] such that A(λ) ≤ cλ β for all λ > 0, then [17, Lemma A. 1.7] shows that λ n := n −ρ , where
, asymptotically minimizes the right-hand side of the oracle inequality of Theorem 2.10. Obviously, this yields the learning rate n −ρβ with respect to the risk R L δ ,P , and by (9), this rate can be immediately translated into a learning rate for binary classification. Analogously to the learning rates derived from Theorem 2.4, these learning rates can be further improved if P, or equivalently P (δ) , satisfies a Tsybakov noise assumption.
Formally, the learning rates n −ρβ are faster than those derived from Theorem 2.4, whenever β < 1, while for β = 1 both learning rates coincide. However, strictly speaking we cannot compare both learning rates since they are based on assumptions on different approximation error functions. In this direction we note that the decision stumps considered 2 Note that this choice of λn obviously requires knowledge on β, which, in general, is not available. However, since L δ can be clipped, the adaptive training/validation approach of [17, Chapter 7.4] can be easily modified to CARBAs.
by [6] 
has bounded variation. In particular, η(x) must be bounded away from both 0 and 1. On the other hand, it is easy to check that the approximation error function for a two-sided version L δ of L satisfies A(λ) ≤ cλ for a constant c ≥ 0 and all λ > 0, if x → η(x) has bounded variation. In particular, it is not necessary that η(x) is bounded away from zero and one, i.e., the faster learning rate of Theorem 2.10 holds under weaker assumptions on P. We conjecture, that this relationship between the two approximation error functions holds in most situations.
Finally, let us briefly consider a concrete situation in which Theorem 2.10 yields asymptotically optimal rates for β < 1. To this end, we pick a margin based, strictly convex, twice continuously differentiable, classification calibrated and Lipschitz continuous loss L represented by some ϕ : R → [0, ∞). In addition, we assume that ϕ(t) ≤ (1 − t) 2 
for all t ∈ R and ϕ(t) = (1 − t)
2 for all t ∈ [−1, 1]. If L ls denotes the least squares loss, it is then easy to check that R * 
for all i ∈ I, and hence the family (h i ) i∈I satisfies the assumptions of Lemma 2.1 modulo a normalization constant. Let E be the corresponding BFS defined in Lemma 2.1. Since the absolute convex hull of {h i : i ∈ I} is contained in the closed unit ball of W s (X), we then obtain, see [4] or [17, Appendix A.5.6] , that 
From this it is easy to conclude that f *
for all square integrable f : X → R. If P X is absolutely continuous with respect to the uniform distribution and its density is bounded away from zero and infinity, the results in [14] , see also [17, Chapter 5.6 and Exercise 5.11], can then be used to show that
for all λ > 0, where c 2 > 0 is some constant. In addition, it can be shown that the infimum on the left-hand side is attained by an f P,λ = 0 with f P,λ W s (X) ≤ λ −1 . Given an ε > 0 there then exists an i ∈ I with
and, for h := f P,λ W s (X) h i , we hence conclude that
where in the first estimate we used (13) and in the last estimate we used
. In addition, we have h E ≤ f P,λ W s (X) , and therefore we find
Letting ε → 0, we conclude that
s+k for all λ > 0, and hence Theorem 2.10 yields the learning rate n 
PROOFS
Proof of Lemma 2.1. We obviously have f E ≥ 0 for all f ∈ E, and it is also obvious that f E = 0 if and only if f = 0. Now let f, g ∈ E have the representations f = i∈I w i h i and g = i∈I v i h i , where we note that our assumptions guarantee that the sums converge pointwise absolutely. We then find f + g = i∈I (w i + v i )h i , and hence we conclude
Considering the infimum over all representations of f and g, we then obtain the triangle inequality for · E . The homogeneity of · E , i.e., αf E = |α| · f E can be shown analogously.
Let us now show that · E is complete. 3 To this end, we fix sequence (f j ) j≥1 ⊂ E with ∞ j=1 f j E < ∞. Moreover, 3 One could shorten this part of the proof by using the fact the Ψ : for all j ≥ 1, we fix a representation
and hence
i0 does exist. Moreover, by ignoring the first inequality on the left-hand side of (14), we further see that (14) yields (w i ) i∈I ∈ 1 (I). Let us now define f := i∈I w i h i ∈ E, where we note that this sum also converges pointwise absolutely since (w i ) i∈I ∈ 1 (I) and all h i are assumed to be bounded functions. Consequently, for all x ∈ X, we have
and from this we deduce
for all sufficiently large n ∈ N. In other words, we have found f = ∞ j=1 f j , where the convergence is with respect to · E . From this we easily deduce the completeness of · E .
The separability of E is trivial, and so is the fact that the measurability of all h i implies the measurability of all f ∈ E.
Finally, in order to show that E consists of bounded functions, we fix an f ∈ E and a representation f = i∈I w i h i . We then obtain
and by taking the infimum over all representations, we thus find f ∞ ≤ f E . 
Proofs of the results related to
and hence we conclude f λ,ε ∈ (1 + ε)cB E . For fixed ε > 0 and λ → 0 we further conclude R L,P (f λ,ε ) → R * L,P , and therefore we find
for all ε > 0. By letting ε → 0 we then obtain (5). Conversely, if (5) holds, there exists, for all ε > 0, an
for all λ > 0 and ε > 0. By letting ε → 0, we then obtain A(λ) ≤ cλ for all λ > 0.
In the following lemmas, we consider -approximate regularized boosting algorithms and their infinite sample counterparts. Before we can formulate these lemmas we need to introduce one more notation. To this end, we fix a separable BFS E over X that consists of bounded measurable functions, a loss function L :
where f P,λ denotes an arbitrary but fixed function satisfying (3) for some fixed ∈ [0, 1].
The following lemma, which is needed for the proof of Theorem 2.4, establishes a supremum bound on g f,λ . Then for all 0 < λ ≤ 1 and f ∈ E we have
Lemma 3.1. Let E be a separable BFS over X that consists of bounded measurable functions and whose norm satisfies
Proof. Let us fix an f ∈ E. Then we have
∈ R. By · ∞ ≤ · E and (15), we consequently obtain
where in the last step we used 0 < λ ≤ 1. Since this inequality holds for all f ∈ E, we then obtain the assertion.
The following lemma translates the variance bound (6) into a bound on E P g 2 f,λ . (6) holds. Then for all λ ∈ (0, 1] and all f ∈ 2λ −1 B E we have
Lemma 3.2. Let E be a separable BFS over X that consists of bounded measurable functions and whose norm satisfies
Proof. We fix a λ ∈ (0, 1] and an f ∈ 2λ −1 B E . Using the shorthands E := E P , g := g f,λ , and · = · E , as well as
3 for all a 1 , a 2 , a 3 ≥ 0, we then obtain
Let us write C :
Combining these estimates, we thus obtain
Let us finally bound the constant C. To that end, observe that Lemma 3.1 implies
Combining this estimate with our previous considerations then yields the assertion.
Finally, we need to translate the entropy number bound assumed in Theorem 2.4 into an entropy number bound on certain sets of functions of the form g f,λ . 
for all m ≥ 1. For λ ∈ (0, 1] and ε > 0 with ε ≤ A(λ)+λ+ , we define
Then, for all m ≥ 1, we have
Proof. Let us fix a λ ∈ (0, 1] and an ε > 0. For
we then observe by Lemma 3.1 that f E ≤ Λ for all f ∈ G ε (λ). Moreover, the assumptions λ ≤ 1, ≤ 1, and ε ≤ A(λ) + λ + , together with A(λ) ≤ 1, imply Λ ≤ 6λ −1 . Let us now define the auxiliary sets
The translation invariance and additivity of the entropy numbers, see the arguments on pages 11 & 12 of [8] for the latter, then yields
wherec p is a constant only depending on p. By the monotonicity of the entropy numbers, we then also find the assertion for even indices, if we increase the constantc p by a factor only depending on p.
Proof of Theorem 2.4. We write
and define G ε (λ) as in Lemma 3.3. Moreover, we write
by Lemmas 3.1 and 3.2. Moreover, Lemma 3.3 shows
.
By symmetrization and [17, Theorem 7.16] , which translates bounds on average entropy numbers into bounds on local Rademacher averages, we thus find a constant C p ≥ 2c only depending on p and c such that
We further write F := G(λ) and we then see that the supremum bound (6) of [18, Theorem 3.1] is satisfied. Moreover, the variance bound (7) of [18, Theorem 3.1] is satisfied for v := ϑ := 1, w := 3c, and W := 3c(A(λ)+λ+ ). In addition, λn ≥ Kτ and C p ≥ 2c imply
Using these estimates together with a repetition of the proof of [18, Theorem 3.1] for a := 1/2 instead of a = 0, we further see that every ε/2-ARBA satisfies
with probability P n not smaller than 1 − e −τ . Since we obviously have λ/2 ≤ ε/2, we then obtain the assertion for → 0.
Proofs of the results related to Theorem 2.10
Proof of Lemma 2.5. For the proof of Lemma 2.7 and Proposition 2.9 we need some preparations. To this end, we define, as in [17, Chapter 3] , the inner risk of a loss function L :
where Q is a distribution on Y and η := Q({1}). Obviously, the L-risk of a function f : X → R can then be computed by
Moreover, for 0 < δ < 1/2 we define η (δ) := (1−δ)η+δ(1−η). A simple calculation then shows
for all t ∈ R. Obviously, if we define the minimal inner risk of a loss L by
which contains all global minimizers of t → C L,η (t). Note that we always have C * L,η < ∞, and hence the definition of M L,η (0 + ) coincides with that on page 53 of [17] . Moreover, our considerations above show
The following lemma collects some useful properties of the latter set. Moreover, we fix a δ ∈ R with 0 < δ < 1/2. Then, for all
we further have 0 < M δ < ∞ and 
For the proof of the last assertion, we first observe that the strict convexity of ϕ implies that t → C L,η (t) is strictly convex, and hence this function has indeed a unique global minimizer. The monotonicity of η → t * η then follows by another application of [17, Lemma 8.31 ]. Finally, if ϕ is decreasing, the last assertion is trivial. On the other hand, if ϕ is not decreasing, [17, Lemma 8.37 ] shows that
where ∂ϕ(t) denotes the subdifferential of ϕ at t, satisfies 0 < t 0 < ∞ and 0 ∈ ∂ϕ(t 0 ). Consequently, we have t 0 = inf M L,1 (0 + ), and hence we obtain
by yet another application of [17, Lemma 8.31] . Moreover, by the convexity of ϕ, we see that ϕ is strictly decreasing on (−∞, t 0 ], and hence the last assertion follows. 
Proof of Lemma 2.7. i).
Obviously, it then suffices to show
To this end, we further define
for all t ∈ R, the minimizer t * η satisfies
As in the proof of [6, Lemma 19] , we thus obtain
where we used (21) to obtain the second equality. We now define
and observe by the last assertion of Lemma 3.4 that , and hence (21) yields
. 
where in the inequality we used δ 2 ≤ δ and (1 − δ) 2 ≤ 1 − δ. Moreover, by (18) we have
for all η ∈ [0, 1] and t ∈ R. In addition, we have 
i.e., the supremum bound (7.35) in [17] is satisfied for B := ϕ(−M δ ). Moreover, Proposition 2.9 shows that the variance bound (7.36) in [17] is satisfied for ϑ := 1 and
In addition, we obviously have V ≥ B 2−ϑ . In the following, we pick a function f 0 ∈ E with
The assumptions on L then yield
In the following, we thus set B 0 := B +
2A(λ)
λ . Last but not least, the definitions (7.32)-(7.34) in [17] become r * := inf
where the latter two sets are only defined for r > r * . Now observe that for f ∈ F r we have λ f E ≤ r, and hence we conclude that F r ⊂ r λ B E . Since L δ is Lipschitz continuous with |L δ | 1 ≤ |L| 1 ≤ 1, we thus find
Moreover, for f ∈ F r , we have
and consequently [17, Theorem 7.16] shows that the Rademacher average in (7.37) of [17] is bounded by the function < 1 is all we need for the peeling argument [17, Theorem 7.7] employed in the proof of [17, Theorem 7.20], Condition (7.38) in [17] only changes by a constant c p in front of 30ϕ n (r). Consequently, Condition (7.38) reduces to r >c L (δ, p) a 
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