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A bus running length prediction method based 
on Gradient Boosting
Abstract
At present, China’s public transport companies rely on experienced staff to estimate the return time of vehicles and 
then conduct vehicle dispatch. This method often results in large errors and wrang decisions due to the lack of auxiliary 
prediction methods. Based on the actual needs of bus companies, a prediction method R-GBDT based on dynamic feature 
selection was proposed. The R-GBDT utilizes feature selection components and model parameter adjustment components 
to provide predictive components with feature combinations and parameters that conform to the line characteristics, then 
the fusion component combines the results of other components to form a framework for predicting the final time interval. 
The experimental results from real bus to off-site data show that compared with other algorithms, the method can greatly 
improve the accuracy of bus transit time prediction.
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本 文 从公 交 公司的 实 际 调 度 需 求出
发，提出了一种基于机器学习模型的公交
车运 行 时 长 的 预 测方法 —— 修 正 的 梯度
提升决策树（revised gradient boosting 
decision tree，R- GBDT）。该方法利用
特 征 选 择 组件和 模 型调参 组件选 择符 合















































































































本 文 使 用 的 原 始 数 据 来自于厦 门 市
22路 公交车数据，从动态接口获得的原始
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数 据 包括公交车到离 站时上传 的 G P S 数














































































































缺 失 数据 处 理方式包括 删除 缺 失大量数
据的样本 、删除缺失大量数据的特征、数
据填充。数据填充的方式包括均值填充、
中 位 数 填 充 、众 数 填 充 、相 同 条 件下 的
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测结果的影响程度，提 供特征排名，尝试
不同 特 征 数 量 对 预 测 结 果 的 影 响 ，选 择
最 佳 特 征 数 量与 特 征 组 合，将 其作 为 预






























































G r a d i e nt  B o o s t i n g实际上是一种
B o o s t i n g算法，其通 过多次 迭 代 ，根 据
一定的规则，不断改 进模型误差，提高模





































类型 种类 特征名 维数












动态特征 路段特征 最新的各个站点的行驶时长 2×站点数量
最新的各个站点的停留时长 2×站点数量
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归引入正则化项作为阈值，见式（3）。其
中，λ是正则化参数，作用是控制θj( j=1,…,n)
的取值平 衡 ，以 减 弱 异 常 值 对 模 型 的 影
响程度。此外，由于自变量之间往往存 在
多重 共 现 性 ，即 使 这 种多重 共 现 性 并 不




但 其 精 度 却 比 无 偏 估 计 量 高 。此 外，岭
回 归 通 常用于自变 量间 存 在多重 共 线 性
的 情 况 ，由于 各 时 刻 和 各 站 点 之 间 的 停
留时长可能存 在时间与空间 上 的 相 关 关

























































留时长 预 测的准确率 和 误差率随特 征 数
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优 参 数 组 合 也不同 ，故 需 要 经 过 模 型 调
参组件找到最优的参数。
首先对比了4种情况下模型的误差率，
表7中列出了G B DT 算法中的各项参数 。
其中，l oss 表示采用的损失函数（hu b e r
表示Huber损失，ls表示均方差，lad表示
绝对损失，quantile表示分位数损失），
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如图9所示，alpha对loss为quantile时












































方法 loss learning_rate n_estimators subsample alpha
1 huber 0.1 600 0.7 0.2
2 ls 0.4 550 0.5 0.4
3 lad 0.5 550 0.1 0.1
4 quantile 0.45 400 0.1 0.2





















准确率与误 差率依 旧呈 现 一 个 波 动 变 化
的过程，也 就是说，特征数量并不是越多













通 过 特 征 选 择 组 件 和 模 型 调参 组 件
为线路选择合适的特征和模型参数组合，
行驶时长 预 测组件将 根 据 特 征和参 数 进
行模型训练，给出行驶时长预测结果，作
为融合组件中所用的行驶时长预测特征。
图 9  模型误差率随 alpha 的变化
图 10  模型误差率随 subsample 的变化
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B o o s t i n g 慢，因此 ，选 择综合表 现 较 好



















在 实 验 中 还 对 比了 不同 特 征 数 量在
各 个模 型 上预 测总 时长的准确率与误差
率（如图16、图17所示），并对比了随着特










图 11  模型误差率随 n_estimators 的变化
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能会筛选出不同的特征，因此同一个模型
的 最 优 参 数 组 合 也不同 ，故 需 要 经 过 模























通 过 特 征 选 择 组 件 和 模 型 调参 组 件
为 线 路 选 择 合 适 的 特 征 和 模 型 参 数 组
合，融 合 组件 根 据 特 征 和 参 数 进 行 模 型
训 练 ，将 行 驶 时 长 预 测 组 件 和 停留时 长





















● R - G B DT：本 论 文 提 出的 方 法 ，即
利用特 征 选 择 组件与模 型调参 组件选 择
合 理 的 特 征 组 合与参 数 。由 停 留时 长 预












































STUDY   研究 73
测 最 终 结 果 的 方 式 ，R - G B D T 采 用 的 是
类 似于 分 类 预 测 再 累 加 的 方 式 ，对 于 实
















本 文 提 出了一 种 利 用 机 器 学 习 模 型
的 动 态 特 征 选 择 预 测 方 法 R - G B D T，该
方法将 特 征 选 择 组 件 、停 留 时 长 预 测 组
件、行驶时长预测组件、融合组件以及模
型 调 参 组 件 连 接 组 合 形 成一 个 框 架 ，将
Gradient Boosting和岭回归预测出的站
点停留时长和站间行驶时长作为特征，融
合其他 线 路 特 征 ，预 测 从 起 点 站 到 终点
站 的总 时 间 。通 过 对真 实 公 交 到离 站 数
据 进 行 实 验 得 到 的 结 果 表 明 ，相 对 于其
他 算 法 ，本 文 提 出的 方 法 能 大 大 提 高 公
交运行时长的预测准确度。
对于未 来 工作，由于不同线 路、不同
方向、不同站点和路段对最终结果的影响
程度不同，且存在多种复杂因素的影响，











1 huber 0.35 550 0.1 0.6
2 ls 0.35 600 0.1 0.4
3 lad 0.1 250 0.8 0.6
4 quantile 0.15 250 0.2 0.9
图 19  不同参数组合对总时长预测的误差率
图 20  不同模型对总时长预测的准确率随 learning_rate 的变化
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