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Highlights
GANCCRobot: Generative Adversarial Nets based Chinese Cal-
ligraphy Robot
Ruiqi Wu, Changle Zhou, Fei Chao, Longzhi Yang, Chih-Min Lin, Changjing
Shang
• This project developed Generative Adversarial Nets for the implemen-
tation of a calligraphy robot.
• The robot can control the type and style of strokes through the pro-
posed model.
• The robot can write strokes with good quality that is close to the human
level.
• Latent variables in the proposed model improve the diversity of styles
of strokes.
• Our model is superior to the other models regarding the quality and
diversity of strokes.
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Abstract
Robotic calligraphy, as a typical application of robot movement planning, is
of great significance for the inheritance and education of calligraphy culture.
The existing implementations of such robots often suffer from its limited abil-
ity for font generation and evaluation, leading to poor writing style diversity
and writing quality. This paper proposes a calligraphic robotic framework
based on the generative adversarial nets (GAN) to address such limitation.
The robot implemented using such framework is able to learn to write fun-
damental Chinese character strokes with rich diversities and good quality
that is close to the human level, without the requirement of specifically de-
signed evaluation functions thanks to the employment of the revised GAN.
In particular, the type information of the stroke is introduced as condition
information, and the latent codes are applied to maximize the style quality of
the generated strokes. Experimental results demonstrate that the proposed
model enables a calligraphic robot to successfully write fundamental Chinese
strokes based on a given type and style, with overall good quality. Although
the proposed model was evaluated in this report using calligraphy writing,
the underpinning research is readily applicable to many other applications,
such as robotic graffiti and character style conversion.
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1. Introduction
Robotics has been widely applied to promote human culture and educa-
tion, such as robotic Chinese character writing [1, 2], dancing, and drawing.
Robotic writing is a particularly hot topic due to the great applicability of
its key technology in other applications, including robotic drawing [3], in-
dustrial welding [4, 5], and medical rehabilitation [6] among others. The
essence of robotic writing is the generation of sequences of robotic actions
in accordance with human evaluation criteria. Thus, the focus of recent re-
search is the design of control algorithms to drive robotic end-effectors to
write complex characters or letters [7, 8]. It is generally more challenging for
a robot to write Chinese characters than western letters, because a Chinese
character often consists of many strokes, each of which must be placed in a
specific position with specific size [9, 10]. Therefore, the writing quality of
Chinese characters fundamentally depends on the quality of its comprising
strokes. Two challenges still remain to be resolved in order to generate high-
quality strokes and thus characters: 1) restricted stroke diversity limited by
the training samples [11, 12], and 2) difficulty in designing the evaluation
mechanism in generating strokes [13].
The first challenge is often handled by the employment of large stroke
datasets to train robot control systems [14]. These methods indeed improves
the style diversity of the generated strokes to some extent, but the challenge
remains as the styles are still tied with the training samples [15, 16]. Notice
that calligraphers break through the limitation of learning samples and create
new writing styles through human creativity, and human-computer interac-
tion methods have been widely used in robotic control [17, 18]. Therefore,
the follow-up ability of manipulators has been applied to generate new writ-
ing styles that are learned by robots directly from human demonstrators
[19, 20, 21]. Despite the success in learning new writing styles that do not
exist in the sample library, such methods usually entail significant human
work to enable manipulators to produce sufficient style information, which
is a typical drawback of open-loop robotic systems [22, 23].
Different evaluation mechanisms have been adopted to robotic writing
systems based on either an open- or closed-loop structure [24]. In particular,
human expertise is often utilized in open-loop systems to evaluate the gen-
erated results, which is very labor intensive [25, 26]. An evaluation function
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is typically employed in a closed-loop robot system, which is designed by al-
gorithm engineers based on stroke features and human aesthetic mechanisms
[27]. Such process, again, requires significant human effort, in addition to
aesthetic knowledge of calligraphy. Furthermore, due to the subjectivity of
calligraphy art, many evaluation criteria are difficult to be regularized. As
a result, it is extremely difficult for humans to design an evaluation func-
tion that can accurately measure the quality level of calligraphy. This leads
to the demand of an automatic learning mechanism to build the evaluation
function.
This paper proposes a novel robotic writing approach based on the Gener-
ative Adversarial Nets (GAN) [28] in an effort to address the aforementioned
challenges, which allows the robot to learn to write and control the styles and
types of fundamental Chinese strokes. The GAN model, as a semi-supervised
learning approach, is structurally simple and functionally powerful in terms
of diversity, which has been widely applied in computer vision. Thanks to
such great features, the GAN model is employed in this work to support
robotic calligrapher to learn new writing styles. To control the type of the
generated strokes, the label information of the stroke is provided to the GAN
model so that the robot can write the stroke according to the stroke label.
In addition, inspired by the InfoGAN [29], a set of latent codes is added at
the input of the proposed model, which learns the style features of strokes by
maximizing mutual information between the latent codes and the generated
strokes.
Different from the traditional robotic calligraphy models, the proposed
robot system is implemented based on a modified GAN model. Thanks to
the introduction of the modified GAN model, the proposed robot system
can control the type and style of the generated strokes, as demonstrated
and verified by a series of experiments in Section 4. The main contribution
of this work includes: 1) implementing a new GAN model that can handle
the dominant features and recessive features of data, with theoretical and
empirical proof; and 2) developing a Chinese calligraphy robot based on the
proposed GAN model that is able to produce various types of writing strokes
without the common requirement of an explicit evaluation function.
The remainder of this paper is organized as follows: Section 2 introduces
the related background of the proposed model, including the GAN model
with the support of mutual information theory, and the calligraphy robot
system. Section 3 describes the proposed model which can write strokes
according to the specified stroke labels and styles. Section 4 details the
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experimentation and discusses the experimental results. Finally, Section 5
provides a brief conclusion and directions for future work.
2. Background
2.1. Generative Adversarial Nets and Variants
The GAN model owns good performance in data distribution learning
tasks [28]. A typical GAN model consists of two competing networks: the
generative network and discriminative network. The function of the discrim-
inative network is to determine whether the sample x is within the real data




Ex∼Pθ [log(1−Dφ(x))] + Ex∼Pr [log(Dφ(x))], (1)
where Dφ is an appropriate real-valued function parameterized by φ, and Pθ
denotes a data distribution that is mutually exclusive with Pr (i.e., Pθ
!
Pr =
∅). On the contrary, the function of the generative network is to convert the
input z that obeys the distribution Pz into fake data x̂ that obeys the dis-
tribution Pf . The goal of the generative network is to drive the distribution
Pf infinitely approaching to the distribution Pr. The Jensen-Shannon diver-
gence can be used to measure the distance between two distributions [30];
thus, the goal of generative network can be essentially transformed to mini-
mizing the Jensen-Shannon divergence between Pf and Pr. If Pf = Pr, the
Jensen-Shannon divergence is minimized, indicating the generative network





where Gφ(z) denotes the fake data generated by the generation model ac-
cording to the noise z.
The generative and discriminative networks are usually optimized by the
Minimax algorithm. The working process of the GAN can be expressed as
that: the generator takes noise as input and generates samples, and the
discriminator receives samples from both the generator and training dataset
and then distinguishes between the two sources. These two networks play
a continuous game, where the generator learns to produce more and more
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realistic samples, and the discriminator learns to become more and more
powerful in distinguishing the generated data from the real ones. These
two networks are trained simultaneously, with the expectation to generate
indistinguishable samples from real data.
A large number of variations have been proposed in the literature due to
its great success, such as Wasserstein GAN, Condition GAN [31], SeqGAN
[32] and InfoGAN [29]. Different from the original GAN, the label of each
sample in the Condition GAN is added to the inputs of the generator and
discriminator. Thus, the Condition GAN can control the type of the genera-
tor output. Unlike the explicit control of the Condition GAN, the infoGAN
implicitly controls the results of the generator by controlling a part of the
input noise. In particular, the InfoGAN divides the input noise from the
generator into two parts, and maximizes the mutual information between
one part of the noise and the output of the generator through an auxiliary
distribution network. When the part of the noise and the output of the gen-
erator have high mutual information, the part of the noise can be regarded as
partial feature representation of the output of the generator. Thus, when the
value of the part of the noise is changed, some features of the output of the
generator will be changed accordingly. In addition, GAN has also been com-
bined with other algorithms to expand its application range. For example, as
a combination of GAN and expectation-maximization (GAN-EM) learning
approach, GAN-EM can be used for clustering, semi-supervised classifica-
tion and dimensionality reduction [30]; in particular, GAN-EM can achieve
state-of-the-art clustering and semi-supervised classification results.
The GAN and its variants have been widely applied, including in the filed
of computer painting and robotic calligraphy [33]. In particular, GAN and
auto-encoder has been combined for the synthesis of Chinese calligraphy [34].
This only solved the image-to-image conversion problem and did not work for
image-to-action conversion. The task of the robot writing Chinese characters
can be regarded as a robot that generates and performs writing actions based
on the provided image, so as to write on the canvas. Because the calligraphy
is artistic, it is difficult to establish a suitable aesthetic evaluation standard.
Therefore, it is a challenging task to create a proper evaluation mechanism
for robotic calligraphy writing behaviors. However, the discriminate network
in GAN is able to learn aesthetic criteria entailed in the training data through
the adversarial training phase, and actually, it has been attempted to apply
GAN into the robot calligraphy in the work of [35]. In this work, although
the robot can learn to write strokes, but the type and style of the output
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strokes cannot be controlled.
2.2. Robotic System
The robotic system used in this work, similar to most of the calligraphy
robots, is comprised of a robotic arm with a pen [12, 36, 37]. The robot’s
arm uses the pen to write characters on a white board or a piece of paper.
Fig. 1a shows the hardware of the calligraphy robot system, which includes
a 5-DOFs industrial robot arm, a calligraphy brush, a camera, and a writing
board. The robot arm is fixed in a position, and the white board is placed
in front of the robot arm. A brush is attached to the robot’s hand, and a
camera is mounted above the brush. When the robot writes a character on
the white board, the camera captures a picture of this character and converts
it into a binary image.
Four joints of the arm are used to achieve the writing task. The writ-
ing activity happens within the working range of the arm. The kinematic
configuration of these four joints is shown in Fig. 1b. The four joints are rep-
resented by j1, j2, j3, and j4. The links between joints are represented as LI ,
l2, l3, and l4, with lengths of 150mm, 375mm, 354mm, and 175mm, respec-
tively. Having known the hardware information and the forward kinematics,
the inverse kinematics function can be calculated. After calculating the tra-
jectory of the brush movement for a given character, the angular values of
the four joints of the robot can be determined by inverse kinematics.
3. Proposed Approach
3.1. The Approach Overview
It has become a common practice to apply neural networks to robotic
control to meet various real-world demands [38, 39]; and this work also fol-
lows this general practice, by focusing on robotic calligraphy using the GAN.
The framework of the proposed method is illustrated in Fig. 2, which is
comprised of four parts: (1) a stroke generative module, (2) a stroke discrim-
inative module, (3) an auxiliary distribution module, and (4) a calligraphy
robot system. The task of the generative module is to generate stroke trajec-
tory points based on certain given input information that includes a random
noise, z, stroke type information, l, and latent codes, c. The task of the dis-
criminative module is to correctly classify the samples, distinguishing them
between those from the generative module and the rest from the real training
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(a) The robotic system for writing Chi-
nese strokes.
(b) The kinematic configurations of the
experimental manipulator.
Figure 1: The robotic system.
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data. The auxiliary distribution module is used to maximize the mutual in-
formation between the input latent codes c, and the stroke trajectory points
generated by the generative module. The calligraphy robot system has two
functions: (1) writing a stroke using the stroke trajectory points; (2) con-






































































Figure 2: The flowchart of the proposed approach for robotic handwriting. The solid line
shows the flow of data and the dotted line shows the direction of the gradient information.
The training objectives of the model are summarized as follows: (1) to
train the discriminative module to minimize the classification error rate, (2)
to train the auxiliary distribution module to maximize the mutual informa-
tion between the specified latent codes c, and the output of the generative
module; (3) to train the generative module to generate the stroke trajectory
points such that the trajectory is difficult for the discriminative module to
classify and has the implicit features expressed in the latent codes c.
Different with the traditional GAN model, the output of the generative
module in the proposed approach cannot be directly used as the input of
the discriminative module, but the images of the generated strokes are the
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input of the discriminative module. The robot is required to learn the cal-
ligraphy writing behaviors from the calligraphy images in this work; thus,
the generator network needs to produce the writing action sequences and the
discriminator network still takes the images as input. Consequently, the writ-
ing action sequences cannot be processed by the discriminator network. The
writing action sequences generated by the generator are performed by the
robot, then, the writing results are captured as stroke images by a mounted
camera, which are used as fake samples for the input of the discriminator.
The proposed approach also differs from the traditional GAN model in
its training stage, because the proposed model requires the robot to write
strokes. The traditional GAN uses the back-propagation algorithm to update
model parameters; and the generator updates its parameters by backpropa-
gating the discriminator’s predicted error. However, in the proposed model,
the output of the generator cannot be directly used as the input of the dis-
criminator, as the model itself is non-differentiable. To address this issue,
the policy-gradient method employed in the work of [32] is introduced in
this work to train the GAN model. Briefly, the policy-gradient method is a
basic training mechanism in the reinforcement learning algorithm that can
implement the error backpropagation of the discriminator on the generator
with the participation of the robot.
3.2. Stroke Discriminative Module
The discriminative module is fundamentally a binary classifier, which
computes the probabilities that a sample is from the training set and that
the sample is generated by the generative module. This module is practically
implemented as a Multi-layer Perceptron (MLP) network, D. Denote the
training data set and the set of the generated images as Xreal and Xfake,
respectively; and denote the overall data set as X, that is X = Xreal∪Xfake.
The traditional GAN model only takes one input which is a sample x, (x ∈
X), and produces the output which is the probability that sample x belonging
to Xreal. Differently, the input of the proposed GAN model consists of two
parts; the label information about the stroke type is also included as the
input of the proposed GAN model, in addition to a stroke image.
The network D consists of three layers of neurons, the input layer, the
hidden layer, and the output layer. In particular, the input layer contains
794 neurons; the size of each image is 28 × 28, and the size of each label is
10. There are 128 neurons in the hidden layer, and there is only one neuron
in the output layer. As shown in Fig. 2, each data instance in the Xreal set
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consists of a stroke image and a label of the stroke. After the robot writes the
stroke according to the stroke trajectory points generated by the generative
module, the output stroke image is captured by a camera mounted on the
gripper of the robot. The image is then added in the Xfake set, while the
label l is provided by system users as system input.
3.3. Stroke Generative Module
The stroke generative module generates a sequence of stroke trajectory
points according to the input information. The stroke generative module
is also established by an MLP network, G. The input information consists
of three parts: the noise, z; the stroke label, l; the latent code, c. The
added stroke type label is used to control the type of the output stroke.
The added latent code is employed to control the style transformation of
the output stroke, which is detailed in the Auxiliary Distribution Module.
The input noise, z, is generated by a Gaussian noise generator, which is
set as a 128-dimensional vector. The input stroke label is represented by
one-hot encoding, with the dimension of 6. The input latent code is set as 2-
dimensional continuous noise. The latent code can be regarded as controller
noise.
Denote the output layer as Goutput, each stroke trajectory point in this
later contains two parts: (1) coordinate information of the point in the 28×28
coordinate system, (2) width information about the trajectory. Thus, the
output of Goutput is defined as follows:
Goutput = (PN +WN) · TN , (3)
where PN denotes the coordinates of the points; WN denotes the width of
each level of the strokes in the trajectory of the manipulator of the robot;
TN denotes the number of trajectory points. In particular, WN is set as
20 in this work. The input image of the network D is of a resolution of
784 pixels. Thus, to fully map the image coordinates, the coordinates of a
trajectory point are represented as a 784-dimensional vector through one-hot
encoding. Likewise, the type of trajectory width (WN) is also represented by
one-hot encoding. Because PN and WN belong to two different distributions,
the activation values for PN and WN must be separately calculated using a
“softmax” activation function.
The complexity of the generative module increases when the number of
track points increases. Thus, the number of neurons is proportional to the
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number of trajectory points in the hidden layer with the ratio of (128:1) in
this work. In the proposed model, TN is set as 5. Consequently, the number
of neurons is 640. In summary, the number of neurons in the G network
is set as follows: 136 neurons in the input layer, 640 neurons in the hidden
layer, and 4,020 neurons in the output layer.
After the G network generates all the probability distributions of the
trajectory points, a random sampling method is used to sample the trajec-
tory points from the probability distribution of each trajectory. Then, the
calligraphy robot writes a stroke based on these trajectory points.
3.4. Auxiliary Distribution Module
A latent code is introduced in this work to the input layer of the proposed
generative network, inspired by the InfoGAN [29]. The latent code, as part
of the input noise, is assumed here to represent some features of a stroke.
Moreover, the G network requires assurance that the feature information
represented by the latent code cannot be lost in generating the trajectory
points. This was assured by the proposed network using an information-
theoretic assumption: if the feature information is not lost, there should
be high mutual information between the latent codes c and the generator
distribution G(z, l, c).
In information theory, mutual information is used to measure how much
knowledge about a random variable, X, can be learned from another random
variable, Y . If X and Y are independent, their mutual information I(X;Y )
is zero. In contrast, after observing variable, Y , the greater the uncertainty
reduction of the variable, X, the greater their mutual information. Then,
the mutual information is expressed as the difference of two entropy terms
as follows:
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X). (4)
Denote the mutual information between the latent codes c and generator
distribution G(z, l, c) as I(c;G(z, l, c)). The proposed work also sets a varia-
tional lower bound, LI(G,Q), to approximate I(c;G(z, l, c)), where G is the
generative network, and Q denotes an auxiliary distribution to approximate
the posterior, P (c|G(z, l, c)). Practically, the auxiliary distribution, Q, is set
as a neural network, whose input is G(z, l, c) and whose output is the param-
eters for the conditional distribution Q(c|G(z, l, c)). Therefore, the auxiliary
distribution Q can be interpreted as: Q restores the latent codes c, according
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to the input G(z, l, c). In addition, there is another function of Q, which
provides the gradient information for the G network working together with
the D network.
The structure of the latent codes c, consists of the latent variables c1, c2, . . . , cL,
where L is the number of the latent codes. The values of the latent codes,
c, can be continuous or discrete. In this particular work, the length of c is
set as 2, and the values are continuous. This setting can better observe the
impact of the latent codes on the stroke style. Hence, the auxiliary distribu-
tion network Q has an input layer with 4,020 neurons, a hidden layer with
740 neurons, and an output layer with 2 neurons.
3.5. Training Module
The training module, as shown in the dotted lines of Fig. 2, is used to
train the stroke discriminative module, the stroke generative module, and
the auxiliary distribution module. The policy gradient and label information
are introduced into the training module, the training objective of the original





V (D,G) =Ex∼pr [logD(x|l)]+
Ez∼pz [log(1−D(W (G(z|l, c))))],
(5)
where x denotes the input of the D network; G(·) denotes the G network’s
output; W (·) denotes the writing process of the robotic system; and D(·)
denotes the D network’s output.
Due to the additions of the variational regularization and auxiliary dis-
tribution networks, the proposed model can be regarded as a minimax game
of these three networks (G, Q, D). Thus, the training objective of the model





VB(D,G) = V (D,G)− λLI(G,Q), (6)
where λ denotes a hyper-parameter for controlling the impact of the mutual
information in the game; and LI(G,Q) denotes the lower bound of the mutual
information of G(z, l, c) [29].
The task of the discriminative network is to identify the source of the
input stroke image, x, and the label, l. Thus, the loss function of the D
network is expressed as follows:
Dloss =− Ex∼pr [logD(x|l)]−
Ez∼pz [log(1−D(W (G(z|l, c))))].
(7)
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The task of the Q network is to restore c; thus, the selection of the loss
function in the Q network is designed in accordance with the type of values
for the latent codes, c. As there are only two consecutive latent codes in the
proposed model, the least squares method is employed to implement Q in




(ci −Q(G(c|z, l)i))2, (8)
where n denotes the size of the mini-batch training samples, and i denotes
the index of the sample.
As shown in Eqs. 5 and 6, the gradient information of the G network is
provided by the D and Q networks. The gradient information provided by
D is a policy gradient. Then, as shown in Eq. 9, the loss function of the G
network contains two parts: policy gradient information, Ploss, and gradient
of mutual information, λQloss:
Gloss = Ploss + λQloss, (9)
Ploss = Ez∼pz ,l∼pl,c∼pc [(log
n#
i=1
G(z, l, c)i) ·D(W (G(z, l, c)))], (10)
where n denotes the number of trajectory points, and i denotes the index of
the trajectory points.
An advanced gradient optimization algorithm, the Adam algorithm, is
adopted in this work to train these three networks. The training process
of the model is indicated by the dotted line in Fig. 2. The training pro-
cesses in the three networks alternate according to their loss functions. The
hyper-parameter, λ, is set as 1, indicating that, in each round of training,
the Q network updates once the parameters of the G network are updated.
Therefore, the parameters of the G network are updated twice in a round of
training. In addition, another update is conducted according to the policy
gradient provided by the D network. The pseudo-code of the entire training
procedures is summarized in Algorithm 1.
3.6. Theoretical Analysis of Stability
Given that the generator and discriminator play a “minimax game” in
their training process, the training procedure of the proposed model includes
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Algorithm 1 Training procedure of GANCCRobot
Require: Real stroke image dataset (Xreal, Lx) and random number Z, L,
C;
1: Initialize G, D and Q with random weights;
2: repeat
3: for g-step do
4: Produce a set of random number z, l, c;
5: Input z, l, c into G;
6: Output a set of probability distribution Gout for trajectory points;
7: for t in 1 : TN do
8: Sample a trajectory point position form trajectory point distribu-
tion;
9: Sample a trajectory point width corresponding the above trajec-
tory point;
10: end for
11: Robot writes the trajectory, then the writing result is converted to
an image Xfake;
12: calculate Ploss by Eq. 10;
13: Use Ploss as Qloss to update G parameters;
14: end for
15: for q-step do
16: Input Gout into Q;
17: output qout
18: calculate Qloss by Eq. 8;
19: Update G parameters by Adam algorithm;
20: Use λQloss as Qloss to update G parameters;
21: end for
22: for d-step do
23: Produce current G and robot to generate new trajectory
images(Xfake, c) and combine with (Xreal, lx);
24: Train D by Eq. 7;
25: end for
26: until GAN Converges
two steps: 1) keep G fixed, to maximize the quantity of V (G,D) to optimize
D; and 2) keep D fixed, to minimize the quantity of V (G,D) to optimize G.
14











pr(x|l) log(D(x|l)) + pg(x|l) log(1−D(x|l)) dx.
(11)









= Ex∼pr [logD∗G(x|l)] + Ez∼pz [log(1−D∗G(W (G(z|l, c))))]











pr(x|l)(log 2− log 2)pr(x|l) + log
pr(x|l)
pr(x|l) + pg(x|l)




= − log 2
$
x
pr(x|l) + pg(x|l) dx+ 2 · JSD(pr‖pg).
(13)
Since the Jensen-Shannon divergence between the two distributions is always
non-negative, and is zero only when the two distributions coincide, the global
minimum of C(G) is then C∗ = − log(4) which can only be reached if pr = pg.
In addition, it is difficult to directly compute the mutual information values,
G(z, l, c), between the latent code, c, and generated actions, because the
posterior P (c|G(z, l, c)) is unknown. To solve this, an auxiliary distribution
Q(c|G(z, l, c)) is introduced to approximate P (c|G(z, l, c)). Thus, the mutual
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information I(c;G(z, l, c)) can be expressed as:















Since the Kullback-Leibler divergence between the two distributions is








≤ I(c;G(z, l, c)) ≤ H(c).
(15)
Lemma 1. For random variables X, Y and function f(x, y) under suitable
regularity conditions: Ex∼X,y∼Y |x[f(x, y)] = Ex∼X,y∼Y |x,x′∼X|y[f(x
′
, y)][29].
According to Lemma 1, LI(G,Q) can be easily approximated by a Monte
Carlo simulation. According to Eq. 14, the lower bound becomes tight when
the auxiliary distribution, Q, approaches the true posterior distribution:
DKL(P (c
′ |x)‖Q(c′ |x)) → 0. In addition, the effect of maximizing LI(G,Q)
is equivalent to minimizing DKL(Pc(c)‖Px(x)), here x = Q(G(z, l, c). Thus,
LI(G,Q) can be reformulated as:
LI(G,Q) = c · logQ(G(z, l, c)) +H(c). (16)
The DKL(P (c)‖P (x)) can be defined as:
DKL(Pc(c)‖Px(x)) = −c · log
Q(G(z, l, c))
c
= −c · logQ(G(z, l, c)) + c · log c
= −c · logQ(G(z, l, c)) +H(c)
= −LI(G,Q) + 2H(c).
(17)
Thus, when DKL(P (c
′ |x)‖Q(c′ |x)) = 0 and DKL(Pc(c)‖Px(x)) = 0, the
lower bound becomes tight and attains its maximum LI(G,Q) = H(c). Since
LI can be maximized with respect to Q directly and with respect to G via
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the re-parametrization trick, the inclusion of LI in the GANs objectives (as
defined in Eq. 6) does not change the training procedure of the GAN model.
When the Stochastic Policy Gradient algorithm is introduced into the
GAN model, the model becomes a combination of the GAN model and the
reinforcement learning algorithm. The generator of the GAN model is also
a parametric representation of the policy, θ. The objective of the reinforce-








logP (τ, θ)R(τ), (18)
where τ denotes the action trajectory sampled from the policy, θ; R(τ) de-
notes the reward value of τ . Then, the gradient information of the generator,
G, is reformulated as:
∇θJ(θ) = Ez∼pz ,l∼pl,c∼pc [∇(log
n#
i=1
G(z, l, c)i) ·D(W (G(z, l, c)))]. (19)
In fact, the approximation of ∇θJ(θ) can be readily calculated using the
Monte Carlo Simulation method. Thus, the parameters of the generator can
be updated by:
θnew ← θold + α∇θJ(θ), (20)
where α denotes the learning rate of the generator.
Since a trajectory, τ , is sampled from the policy, θ, through Monte Carlo
Simulation, τ is not fixed when the same state is encountered. Therefore, the
policy, θ, has the capability to explore the working environment. This prop-
erty of the stochastic policy can improve the stability of the GANmodel. This
is because in the original GAN model, the utilization of the Kullback-Leibler
divergence for loss measurement of the model has the potential to cause the
gradient to disappear and the generated samples to be non-diversified. For
example, if there is no overlap between two data distributions, the Kullback-
Leibler divergence of these two distributions is a constant, “log 2”, i.e., the
gradient value being 0. In addition, due to the asymmetry of the Kullback-
Leibler divergence, the Kullback-Leibler divergence is not balanced in the
evaluation of the generated samples; so as to cause the generation strategy
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of the generator to be conservative. However, in the proposed model, due to
the exploration mechanism of the stochastic policy, even when the gradient is
disappeared, the exploration mechanism can still provide potential gradient
information. Therefore, the introduction of stochastic policy gradient al-
gorithm alleviates these two limitations of the Kullback-Leibler divergence,
so as to improve the performance of the proposed system in theory with
empirical proof provided in the next section.
4. Experimentation
The evaluation of the proposed approach is reported in this Section. The
experimental setup and training data sets are introduced first; then, the
training phase and writing results are demonstrated. This is followed by the
evaluation of the condition information and latent codes. Two comparison
experiments are conducted to show the writing quality and stroke diversity
of the proposed method.
4.1. Experimental Setup
The proposed model was applied to perform a Chinese character stroke
writing task to verify its effectiveness. The robot writing platform used in
the experiment is shown in Fig. 1a. The model was implemented using the
Tensorflow, an open-source software library for machine intelligence. There
are a number of parameters in the proposed model, and the values used in
this experiment are summarized here. The value for each instance of noise
ranges from -1 to 1. The number of latent codes (whose values are set to
continuous) is 2. Therefore, the values for the latent codes are also in the
range of [-1, 1]. The hyper-parameter λ is empirically set as 1. The learning
rates for all three networks are set to 0.001.
4.2. Training Data
The training data set includes samples from two sources, and thus there
are two categories of samples, including the “real samples” and the “fake
samples”. In particular, a fake sample was generated by the network G and
the calligraphy robot system. Each such sample (xfake) is comprised of the
input (l) of the network G and the output image (x) of the robot system.
The real samples were taken from a stroke data set, containing six different
Chinese character strokes. Each sample of this data set contains a stroke
image and a stroke type label. This data set contains 3,578 data instances.
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Each stroke has more than 500 samples. The images of some example strokes
are shown in Fig. 3. The types of strokes from a to f are: “short left-falling”,
“horizontal”, “horizontal and left-falling”, “right-falling”, “long left-falling”,







Figure 3: Illustrative training samples used in the experiment, each row shows one type
of strokes with various variations.
The training samples in the network Q were generated from the G net-
work. In each training sample, s(c,G(z, l, c)), c is a part of the input of
network G, and G(z, l, c), depending on its input c, is the output of network
G. Moreover, in the training phase, the inputs c and l of network G were
generated randomly.
4.3. Training Phase and Writing Results
In the model training process, the G network began to converge after
4,000 epochs. The cost change of three networks during the training process
is shown in Fig. 4. The cost value of the discriminative network, calculated
by Eq. 7, is shown in Fig. 4a. The discrimination ability of the D network
changes in the training process is summarized as follows:
1. Before the first hundred training epochs, the cost value of the D net-
work is about 1.4 (2 × ln 0.5). This indicates that the D network in
this phase is unable to determine whether or not each sample is real or
fake. Thus, the probability that the D network correctly distinguishes
a sample is around 0.5.
2. After several hundreds of training epochs, the cost value of the D net-
work quickly decreased, but the cost of the G network was kept high.
In this case, the quality of the strokes generated by the G network was
still not good, and the D network sped up in gaining the discriminative
ability.
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(a) Discriminative network. (b) Generative network. (c) Auxiliary distribution net-
work.
Figure 4: Cost change of three networks during the training process.
3. After the cost of the G network was further reduced, the G network
generated several good-quality strokes. As a result, the task complexity
of the D network increased, and the cost of the D network began to
increase slowly.
4. Finally, the G network reached its maximum ability to generate sam-
ples, and the training of the G network began to converge to its limit.
During this convergence process, the cost of the D network increasingly
fluctuated. What is worse, for some epochs, the cost even exceeded the initial
cost value (1.4), which indicates that the D network in these epochs, without
discrimination ability, mistakenly identified fake samples as real or vice versa.
Fig. 4b shows that the capacity of the G network steadily increased
until the maximum was reached, indicating that the policy gradient method
was effective in the training process. As demonstrated in Figs. 4a and 4b,
whenever the ability of the G network reached a local peak, the ability of
the D network reached a local minimum. After the G network converged,
the cost of the D network has reached 1.4 or more in only a few epochs,
indicating that the learning ability of the D network is greater than that of
the G network. Accordingly, the quality of the strokes generated by the G
network may still have room for improvement.
Fig. 4c shows the Q network cost changes in the training process. The Q
network convergence was very rapid. In less than one hundred epochs, the
Q network has started to converge, showing that the problem the Q network
faces is not complicated. Notably, after a period of training, the cost of Q
suddenly increased significantly, and then quickly decreased. Accompanying
this phenomenon is that the feature information presented by c is changed
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after this period of Q network training. For example, first, after a training
period, c learned the width feature of the short left-falling stroke. Second,
the Q network trained in another period, until the cost of the Q network rose
and fell quickly. After these two stages of training, the feature information
represented by c was replaced by other features, such as size, length, etc.
After the proposed model finished its training, the robot was able to write a
variety of strokes based on the trajectory points generated by the G network.
4.4. Evaluation of Condition Information
To verify the effect of condition information, l, in the model, a set of
experiments were included where l was set as the label of the six strokes.
In these experiments, the values of z and c were generated randomly. The
experimental results are shown in Fig. 5, which confirms that the model can
generate the corresponding strokes based on the label information. With the
same label, the styles of the generated strokes are also different, which shows
the power of the proposed approach in producing required strokes with good
diversity. In addition, since the values of z and c were generated randomly,
the generated stroke styles were also random.
Several strokes shown in Fig. 5 are very close to those written by a
human, despite a few incorrect ones. The reason for these errors can be very
complex, but is related to the following: (1) Different strokes interfere with
each other. Label information, l, may not be fully utilized in the G and D
networks. Their classification ability for the label must be enhanced. (2) The
G network is too small to fully learn to generate all six kinds of strokes. The
error rate for complex strokes (i.e., “Horizontal and left-falling stroke”, and
“Vertical, turn-right and hook stroke”) is significantly higher than that for
simple strokes (including “Horizontal stroke”, and “long left-falling stroke”),
which indicates the insufficient generative capacity of the G network.
4.5. Evaluation of Latent Codes
To verify the effect of the latent codes, c, the third set of experiments were
designed. In these experiments, the label information, l, is fixed; the noise z,
is generated randomly; and the Latent codes, c1 and c2, are increased from
-1 to 1 with fixed steps. The experimental results are shown in Fig. 6. From
this figure, it is interesting to see that the shape of a stroke went from curved
to straight when the value of c1 changed from -1 to 1; the shape of a stroke
changed from thick to thin, when the value of c2 went from -1 to 1. This
illustrates that c1 learned the curved nature of the long left-falling stroke, and
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(a) Short left-falling stroke (b) Horizontal stroke (c) Horizontal and left-
falling stroke
(d) Right-falling stroke (e) Long left-falling stroke (f) Vertical, turn-right and
hook stroke
Figure 5: Writing results of all the six strokes.
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(a) (b) (c)
Figure 6: The effect of stroke style changes with potential code changes. (a) Long left-
falling stroke; (b) Vertical, turn-right and hook stroke; (c) Horizontal and left-falling
stroke. The horizontal axis shows the change of c1 from -1 to 1 and the vertical axis shows
the change of c2 from -1 to 1.
c2 learned the width nature of this stroke. However, by comparing Fig. 6a,
Fig. 6b and Fig. 6c, it is clear that the feature information learned by each
latent code varies for different strokes. In addition, the feature information
learned by a latent code ci is also different in different training periods for
the same stroke. This means that the feature information that the latent
codes learned was only partially controllable. Although the learned features
of the latent codes are not controllable, the variation of the stroke styles is
modifiable by revising the value of the latent code.
4.6. Chinese Character Writing
The proposed stroke writing model can be combined with stroke combi-
nation methods to write Chinese characters [40], [41], [42]. The last experi-
ments combined the proposed model with the stroke combination method as
reported in the work of [43]. In this work, the stroke trajectories obtained by
the human-robot interactions were retained into a stroke database, and the
human gestures must match the strokes in the stroke database. Then, the
robot writes the corresponding strokes on the writing board according to the
human gesture. As shown in Fig. 7, based on six strokes generated by the
proposed model, the Chinese character “yong” (which means forever) can be
written via the stroke combination method.
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Figure 7: Chinese characters are written by the proposed model in combination with other
methods. The first is a printed character.
4.7. Findings
In the process of writing a stroke by a robot, according to trajectory points
generated by the model, the robot sometimes exhibited several interesting
behaviors. For example, the robot can use only three points to write a
stroke; then, the robot uses the remaining two trajectory points to fine tune
the written stroke; so that, a high writing quality stroke can be obtained.
Moreover, in the proposed model, to ensure the robot writes the stroke in
the center of the writing board, the trajectory points located beyond the
range of the coordinate system are set as null. The robot does nothing when
it is instructed by these null trajectory points. The model uses this rule
unexpectedly to learn a generation skill that uses fewer trajectory points to
write a stroke. Occasionally, more than two of all five trajectory points are
null, and the robot uses the remaining points to write a complete stroke. In
addition, the probabilities of this phenomenon and the appearance of null
trajectory points are higher when writing simple strokes in writing strokes
than those in writing complex strokes. This shows that the model learned
to use different strategies to generate strokes of different complexity, and to
choose a more effective strategy when writing simple strokes.
When the model generates a stroke with fewer than five trajectory points,
the remaining points, in addition being represented as null trajectory points,
are sometimes also used to describe a portion of the stroke. As shown in Fig.
5b, the stroke in the first row of the first line was generated in such a way.
After the robot writes a stroke based on the three points, it refines the stroke
with the remaining two points. This kind of beautification behavior also
often happens when children learn to write. When children cannot correctly
understand stroke order, they often write the outline of the stroke first and
then further refine the stroke with more details. Similarly, in the proposed
model, this phenomenon might be caused by the fact that the model does
not consider the stroke order when generating stroke trajectory points.
These interesting behaviors manifested by the robot, on the other hand,
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also reflects the limitations of the proposed model in terms of character stroke
order. In the proposed model, the G network learns to generate trajectory
points based on the reward feedback from the D network. The input of the
D network is simply an image of a stroke, which does not contain any stroke
order. This can be eliminated if needed, by adding the stroke order as part
of the input of the D network.
The discrete latent codes also attempted to learn the label information
of strokes from unlabeled training samples. In this experiment, the label
information l was removed from the G and D networks, and the latent codes
were changed to a 6-dimensional discrete vector. The experimental results are
reported in Fig. 8. The model only successfully learned three kinds of stroke
label information. Among them, three hidden codes were all learned the
Short left-falling stroke. Their styles are different. The results demonstrate
that the difference between the three styles of this stroke is greater than the
difference between other strokes from the model point of view. In addition,
the model also learned the label of a null stroke. The reason for task failure
may be down to the small number of training samples; also, the difference
between the same type of samples is greater than that between different types
of samples.
4.8. Comparative Study
In order to prove that the effects of the proposed approach, two com-
parative experiments were conducted. The first experiment is to evaluate
the writing quality and the second one is to evaluate the style diversity. In
addition, in order to analyse the differences in mathematics, “Fréchet Incep-
tion Distance” (FID) [44] was used to measure the difference between the
experimental results:
d2((m,C), (mw,Cw)) = ||m−mw||22 + Tr(C +Cw − 2(CCw)1/2), (21)
where m and C denote the mean and covariance of the model samples,
respectively; mw and Cw denote the mean and covariance of the samples
from real world, respectively.
4.8.1. Writing Quality Comparison
In order to verify the advantages of the proposed method compared to
other methods, two similar approaches were employed here. The first com-
parison method is a reinforcement learning method [45], which evaluates the
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Figure 8: Experimental results of six discrete latent codes, each column represents the
result of a latent code.
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results of calligraphy by a manually designed reward function. Another com-
parison method is a traditional GAN model-based robotic writing system
[35]. These two methods were trained using the same training set in this
experiment to facilitate the comparison.
First, these methods are compared from the perspective of the quality
of the generated strokes. The FID values between the results generated by
the two comparison methods, and the employed data set for comparison are
shown in Table 1. The column “Real strokes” in the table indicates the FID
value between the two sub-data sets in the training set. And, the column
“Proposed method” represents the FID values between the comparison data
set and the test set generated by the proposed model. The last two columns
of Table 1 represent the FID values of the two comparison methods, respec-
tively. It is clear in this table, the reinforcement learning method using the
artificial design reward function had the worst performance, while the meth-
ods based on the GAN model were better. This shows that the replacement
of the reward function by the GAN model does improve the writing qual-
ity of the robot. In addition, compared with the traditional GAN model,
the performance of the proposed model does not degrade and achieve better
results on the four strokes. This shows that the introduction of condition
information and latent codes in the model does not significantly reduce the











Stroke a 11.53 53.12 56.19 88.02
Stroke b 5.41 54.80 49.62 85.89
Stroke c 16.30 49.58 64.89 92.67
Stroke d 11.77 58.04 59.28 91.69
Stroke e 15.52 57.73 57.77 94.39
Stroke f 9.26 52.70 48.49 93.70
Table 1: FID values between Various methods and the training data set.
4.8.2. Stroke Diversity Comparison
The three methods were also compared in terms of the style diversity
of the generated results. To measure the diversity of the generated data,
the internal FID value between the results generated by the model is calcu-
lated. This is achieved by firstly randomly dividing the generated data into
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four subsets; then the FID values between every two sub-sets are calculated;
from this the mean value of all FID values is computed as the internal FID
value of the generated data. If the FID value between the internals of the
generated data is small, the distribution of the data is generally more concen-
trated. And, the more concentrated the distribution of data is, the smaller
the diversity of data is.
The internal FID values of the data generated by the three methods are
shown in Table 2. From this table, it is clear that the FID value of the
proposed method is significantly larger than those of the other two methods.
This demonstrated that the hidden code designed in the model does improve









Stroke a 23.43 16.20 8.19
Stroke b 14.95 10.78 5.82
Stroke c 27.61 24.35 12.88
Stroke d 24.38 15.96 9.08
Stroke e 26.67 23.41 10.73
Stroke f 21.10 14.17 7.79
Table 2: The internal FID values of the data generated by the three methods.
4.8.3. Qualitatively Comparison
Based on the above experiments, the advantages of the proposed approach
have been verified. To further reveal its strengths, the proposed model is
qualitatively compared with the conventional calligraphy robot methods. In
addition to the two methods listed in Table 2, six extra existing methods are
also employed here for qualitative comparison, with the results summarized
in Table 3. From this analysis, the advantages of the proposed model can be
summarised from three aspects:
1. Simpler evaluation mechanism: A large number of existing robotic
calligraphy systems use an open-loop structure, all with the require-
ment of human involvement. The intensive labor requirement indeed
restricts the efficiency of the model. Some other models use a closed-
loop structure. Such models must contain evaluation mechanisms to
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Options: Conventional approaches: Proposed approach:
Evaluation
mechanism
Evaluate by humans [21, 25] or
evaluate by an evaluation algo-
rithm designed by algorithm en-





Diversity Only a few styles exist in the
front database and limited to the
style of the study sample [9, 12,
13, 35, 45]
A style different from the
training sample can be
generated. In theory,
it can generate unlimited
kinds.
Style control Most methods cannot be con-
trolled [9, 12, 13, 35, 45]
Supported by input pa-
rameters
Quality The reinforcement learning
method has larger FID distance
[45]; and the GAN method
demonstrates an advantage in
two of the six strokes [35].
Closed to training data
set.
Table 3: Summary of the qualitatively comparison with the conventional approaches.
support the training modules with clear optimization objectives or gra-
dient information. The performance of these models is limited by the
evaluation mechanisms, given the challenges in designing such mecha-
nisms. Compared with these methods, the proposed model does not
need to design an evaluation function; instead, the task of evaluating
functions in the proposed work is achieved by the discriminator of the
GAN network. Based on the evaluation results of the discriminator, the
generator learns to generate appropriate calligraphy actions. Therefore,
the discriminator can be used instead of the artificially designed eval-
uation function as used in conventional calligraphy robots.
2. The diversity of stroke styles: In traditional methods, the styles of
the generated strokes are dependent on the stroke database for train-
ing. However, the styles of characters in the stroke database are lim-
ited, which leads to a limited type of stroke styles generated by the
model. Although the robot model based on a closed-loop structure can
remove the restriction of the stroke database to generate some novel
stroke styles, the number of stroke styles is still limited. For exam-
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ple, the traditional GAN model is able to generate many stroke styles,
different from the database. However, only 128-dimensional Gaussian
distribution-based random noise was used as the input of such models,
which limits the stroke style variation, and the change is not control-
lable. In contrast, in the proposed model herein, the space for each
trajectory point is 784, and its width is 20. In addition, the input, z,
of the G network is 128-dimensional random noise; c is 2-dimensional
controllable noise. Hence, the G network is able to generate a massive
number of different trajectory points for each stroke. Furthermore, the
proposed model can also control the type and style of a stroke through
the introduction of the label information, l, and latent codes c, which
is not featured by the traditional GAN method.
3. High writing quality with simple learning system: The goal of
the robot model based on a closed-loop structure is to find the optimal
solution to the evaluation function. Thus, the quality of writing funda-
mentally depends on the quality of the evaluation function. However, it
is difficult to obtain human-level writing performance using only com-
putational generation methods. In the GAN model, the function of the
D network is to distinguish the authenticity of the input sample. The
goal of G network is to generate real samples. Therefore, in theory,
the G network can generate samples that human beings cannot tell the
source of the sample. In addition, the G network is trained through
a policy gradient method, and it is proved that the optimal solution
can be infinitely approximated in theory. In conclusion, the proposed
model simulates human-level writing using a simple learning structure,
which is very promising in calligraphy robotics.
5. Conclusion
This paper presented a novel closed-loop calligraphy robot system based
on the GAN. The model uses an end-to-end learning approach, which does
not need a specifically designed evaluation function but a decision network.
The training data are real stroke images from Chinese calligraphy textbooks,
and the output is strokes that the robot writes on the board. The proposed
model can control the type and style of a generated stroke, by adding label
information and latent codes in the traditional GAN. The proposed model
successfully generated strokes according to specified types and styles in the
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experiments, with some of the results reaching human-level quality. In ad-
dition to controlling the type and style of generated strokes, the proposed
approach can also evaluate the generated results through a neural network,
which thus does not require purposely designed evaluation functions or hu-
man engineers to be involved.
The proposed model combines several GAN variants with the support
of a training method adopted from reinforcement learning. Compared with
the traditional GAN, the proposed approach adds condition information and
latent codes to the model, which improves the controllability of the generated
data. The proposed GAN model can also be used to generate other data,
which requires simultaneous control of the dominant features and recessive
features. Because the proposed model uses the discriminator of the GAN
network instead of an evaluation function, the model has great potential
in many other tasks where an explicit evaluation function is difficult to be
designed such as robot dancing and painting. Moreover, this new usage of the
discriminator network may also be used to support reinforcement learning.
For example, it is sometimes difficult to design a suitable reward function
for some tasks when using reinforcement learning; this can be potentially
addressed by applying multiple GAN variants jointly as the reward function
of reinforcement learning.
Of course, the proposed method also has several limitations when gener-
ating calligraphy actions. First, because the input of the discriminator is a
calligraphy image, the model does not consider the order information of the
generated actions and thus the order may be wrong. Second, the features
indicated by the latent codes may be uncontrollable. During the training
stage of the model, the features represented by the latent codes are always
changing, and thus the final features may not be consistent with the expec-
tation from human experts. Thus, there is room for improvement in the
proposed approach. The larger the sample data is, the more accurate the
model estimates the distribution of the sample. There are only a few thou-
sand training samples applied in this work. In the future, if more training
samples are collected, the performance of the proposed model is expected to
be further improved. Also, the stroke order is not considered in the proposed
work, which can be taken as system input in order to generate improved
results in the future [46]. In addition, the stroke style learned by the model
is semi-controllable, that is the change of style is controllable but the exact
style is not; thus, it is worthwhile to investigate the precise control of the
output stroke styles. For instance, the model may be able to, based on the
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user request, generate a transition style between the two learned styles used
in the training data sets. In addition, although only sub-ideal results were
led by the use of discrete latent codes, further research effort is required to
enable a robot to learn a stroke label directly from label-free samples.
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