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C
OLLECTIVE research findings in the past decade agree that potential benefits of small-scale distributed generators (DGs), ranging from savings on fuel costs to deferral of infrastructural upgrades, are delivered when DGs are sited and sized discerningly [1] - [4] . Contrarily, crude decisions on DG planning not only deprive distribution utilities of such benefits but bring upon negative economic and operational impacts: voltage variations, high thermal losses, stranded assets and increased wear-and-tear of legacy equipment [5] , [6] . As a result, regulatory codes have begun to push utilities to submit distribution planning proposals that suggest optimal locations for DG deployment [7] .
In an effort to fulfill the aforementioned goal, this paper develops a methodology for optimal placement and sizing of inverter-based wind and photovoltaic (PV) DGs in multi-phase distribution networks under the uncertainty of load and renewable generation. The goal is to minimize costs of DG installation, average power import from transmission, and DG curtailment. Three-and single-phase inverter models for wind and PV technologies are presented under a unifying umbrella. By leveraging linear approximations of multi-phase power flow and scenario reduction techniques, a tractable stochastic formulation for placement and sizing of DGs is developed.
Research on DG placement and sizing in distribution networks has continuously flourished in the past few years.
Beyond the reviews in [1] - [4] , a large body of works have already proposed novel formulations for DG placement and sizing. The works which will be reviewed next, differ in five major criteria: planning and operational objectives and considerations, distribution network models, DG models, incorporation of uncertainty, and solution methodology.
By considering aggregate real power balance equations of unbalanced distribution networks, power and energy losses are minimized in [8] by placing and sizing of one or two DGs. Maximizing DG capacity in coordination with existing relay protection schemes is investigated in [9] . The works in [8] , [9] propose deterministic formulations. Using forecasted wind data, placement and sizing of multiple DG units in distribution networks is the theme of [10] , where in addition to loss minimization, voltage stability is also accounted for. Considering various load levels, placement of dispatchable and stochastic DG (wind turbines) together with capacitor banks is pursued in [11] . Works [8] - [11] use heuristic algorithms, such as genetic and tabu search. An enumeration technique based on the voltage stability index obtained from a probabilistic load flow is proposed in [12] for placement, sizing, and coordination of squirrel-cage and doubly-fed induction inverters.
A mixed-integer linear program (MILP) for optimal investment in wind and PV units that also accounts for various operational costs is derived in [13] . The MILP is obtained from piecewise linear approximations of the power flow equations. A mixed-integer nonlinear program (MINLP) arises in [14] by considering discrete DG sizes. Conservation voltage reduction is used as an objective to ensure energy efficienvy and linearized DistFlow equations for radial networks are employed to alleviate nonlinearity. The resulting problem is solved using the sample average approximation method. The linearized DistFlow equations have also been leveraged in [15] to obtain a tractable robust DG planning formulation against natural disasters. The column-and-constraint generation method is used to tackle the problem. An iterative lower-and upper-bounding algorithm is proposed in [16] for computing optimal distributed storage sizes and control policies.
Formulations in [13] - [16] are two-stage stochastic in that uncertainty due to wind and PV generation or natural disasters is modeled by a finite set of scenarios and problem decisions are either scenario-independent or scenario-dependent. Multi-stage formulations for DG placement and sizing also exist, see e.g., [17] , which derives a MILP for sizing, timing, and placement of DG technologies in coordination with energy storage and reactive power sources. The MILP utilizes linearized power flow equations in voltage magnitudes and angles.
The reviewed literature [8] - [17] touch upon important aspects of DG placement and sizing in distribution networks. However, with the exception of [8] , their methods provide per phase analysis of distribution systems. Further, the formulation in [8] considers only aggregate power balance equations and does not include multi-phase power flow constraints.
The operation of distribution networks, however, is usually unbalanced and far from single-phase simplifications [18] . To the authors' knowledge, the only work in the literature that considers three-phase power flow constraints in the DG placement and sizing problem is [19] , where the problem is formulated as a two-stage mixed-integer semidefinite program. Tractability is then achieved by relaxing binary variables to continuous and employing sparsity-promoting regularization.
The present paper considers the placement and sizing of DGs in multi-phase distribution networks. Linear approximations of multi-phase power flow equations and scenario reduction are leveraged to render a tractable formulation. Highlights of this work compared with [19] - [21] are as follows:
r Three-and single-phase inverter-based renewable DG models that preserve the underlying mapping between the uncertainty and injected power are presented. The models encompass PV and wind technologies and further allow the optimization of the inverter DC-to-AC size ratio.
r Recent linearization techniques are employed to mitigate the nonlinearity of the multi-phase power flow equations.
r Uncertainty scenarios are selected based on realistic data from NREL's PVWatts tool [22] . To provide tractability, the number of scenarios input to the optimization problem are reduced based on minimizing the Kantorovich distance from the original scenario set.
r The optimization problem is two-stage stochastic. DG placement and sizing are scenario-independent decisions. Second-stage decisions are scenario-dependent and include real power curtailment, reactive power support, and the feeder voltage profile. The goal is to minimize DG investment costs, average power import cost from the transmission network, and average curtailment cost. However, the framework can naturally accommodate additional optimization objectives.
r The overall problem is presented as a mixed-integer second-order cone program (MISOCP). The MISOCP can be efficiently solved using existing solvers. In our numerical setup, we found that relaxing the binary variables to [0, 1] and solving the resulting SOCP problem does not significantly compromise optimality. Therefore, the SOCP formulation presents itself as a scalable DG placement and sizing methodology in multi-phase networks with hundreds of buses, as indicated in the numerical tests. This paper is structured as follows. Section II introduces the distribution network model, load and DG scenarios, the power flow equations and their linearization, thermal line constraints, and voltage regulation. Section III presents single-and threephase inverter models. Optimization objectives are detailed in Section IV. Section V formulates the DG placement and sizing problem and elaborates on the design steps. Scenario reduction and case studies on IEEE distribution feeders are presented in Section VI. Concluding remarks are provided in Section VII.
II. NETWORK MODEL
Consider a power distribution network modeled by the graph (N , E) with N := {1, . . . , N} ∪ {S}. The set of edges E represents network series elements including transmission lines, step-voltage regulators (SVRs), or transformers. Bus S is the substation transformer connected to the transmission network. The set of available phases at bus n ∈ N + := N \{S}, denoted by Ω n , may have one, two, or three available phases. For ease of exposition only wye connections are considered; however, a general mixture of delta and wye connections can be readily handled by leveraging the modeling approach of [23] , [24] .
Two sources of uncertainty are considered: 1) Constant power (PQ) injection of inverter-based renewable resources, and 2) PQ consumption of network loads. It is further assumed that the possible realizations for distributed generation and loads can be adequately characterized by a finite set of scenarios, indexed by κ ∈ K = {1, . . . , K}, where each scenario occurs with probability π κ . Load uncertainty is modeled by introducing a scenario-dependent scaling factor l κ n,φ of the nominal PQ consumption s l n, φ as follows:
Let s κ g , s κ l , v κ , and i κ collect their counterparts across all nonslack buses and phases.
A. Power Flow Equations
Per scenario κ ∈ K, the vector of nodal current injections is dependent on the vector of nodal voltages through
Nodal current injections also conform to Ohm's law given by
Matrices
, and Y κ SS are obtained from nodal admittance models of the distribution network series elements. The dependency on scenario κ accounts for system reconfiguration. For example, SVR taps may be adjusted for various load levels. Incorporating (2) in (3), taking conjugate, and then multiplying both sides by diag(v κ ) yields (4) amounts to the non-convex power flow equations per scenario κ ∈ K. Essential to obtaining a tractable DG placement and sizing formulation for multi-phase distribution networks is the derivation of a linear approximation to the power flow equations, in the flavor of [24] , [25] . Denote by v κ =v κ + e κ the solution to (4) wherev κ is a nominal voltage profile. Then, it is proved in Appendix A that
where
In (6),v κ could be the voltage profile absent of DG injection.
B. Line Thermal Loss Limits
It is proved in Appendix B that a linear approximate expression for thermal loss p
where v n and v m respectively collect the entries of v pertaining to buses n and m and
where admittance matrices [Y
m n ] κ , and
are given in e.g., [23] for transmission lines, transformers, and step-voltage regulators. Thermal loss limits are then simply enforced using
C. Voltage Regulation
Enforcing the upper-limit on voltage magnitudes is a secondorder cone constraint, as follows:
Enforcing the lower-limit on voltage magnitudes, however, is not convex. We seek a convexification of the lower-limit constraint that facilitates the development of a computationallytractable optimization problem. First, notice that |v 
It can often be assumed thatv 
III. DISTRIBUTED GENERATION MODEL
In this section, we present models for three-and singlephase inverter-based DGs. The models can adequately represent wind and PV technologies, as demonstrated in Appendix C. To keep the formulation tractable, the models presented account for the aggregate inverter installation per bus. Therefore, if Ω n = {a, b, c}, then a three-phase inverter may be connected to bus n, as well as at most three single-phase inverters (one per phase). If |Ω n | < 3, then a single-phase inverter may be connected to each available phase.
A. Single-Phase Inverters
For n ∈ N + , phase φ ∈ Ω n , and scenario κ ∈ K, γ κ n,φ is the random variable that the single-phase renewable source is dependent on. For PV units γ κ n,φ represents solar irradiance conditions, and for wind turbines γ κ n,φ is the wind speed. For PV units, p R n, φ represents the PV array DC size, and for wind turbines p R n, φ is a function of the rotor sweep area. For both technologies, s R n, φ represents the inverter's AC rating. Notice that p R n, φ and s R n, φ are rated quantities, i.e., they are scenarioindependent. The operational region of a single-phase inverter is characterized by the following equations:
is the mapping of γ κ n,φ to normalized power and is provided in Appendix C for solar and wind generators. The curtailment variable c κ n,φ is introduced to protect against network over-voltages due to DG over-production, while the mappings provided in Appendix C already (implicitly) limit the DG input in scenarios where the DC production is above the rated DC size p R n, φ . Equation (11a) indicates that DG injection equals available DG power minus curtailment. A similar model is used in [11, eqs. (19) - (22)] for wind generated DFIGs, albeit without curtailment.
Assuming that the binary variable b n,φ equals to one if inverters are installed at bus n and phase φ ∈ Ω n , variables p R n, φ and s R n, φ adhere to the following constraints:
Constraint (12a) gives the minimum and maximum of the nameplate DG capacity. Constraint (12b) lower bounds the ratio of DG output to inverter rating by θ R n, φ . For PV units, θ represents the smallest allowable DC-to-AC ratio. If θ R n, φ is smaller than one, then the inverter allows for reactive power compensation at its rated DG output [26] . However, the DC-to-AC ratio is set to 1.1 in [27] , which corresponds to θ R n, φ = 1.1 and (12b) holding as equality.
Finally, there may be a maximum limit to the number of buses that allow one-phase installations:
B. Three-Phase Inverters
The DG random variable for a three-phase inverter is independent of phase and is given by γ κ n per scenario κ. The operational region of a three-phase inverter is assumed balanced and characterized by
The nodal net real and reactive power injection from DGs is the sum of injections from single-and three-phase inverters installed at a bus, as follows:
Assuming the binary variable b n equals 1 if there exists a three-phase inverter at a bus n ∈ N + , analogous to (12) and (13), the following constraints hold for three-phase inverters:
IV. OPTIMIZATION OBJECTIVES It is convenient to introduce the following collection of variables for n ∈ N + and φ ∈ Ω n :
nm } collects the thermal losses for all (n, m) ∈ E. Further, collect scenarioindependent and scenario-dependent variables respectively in
The optimization objective accordingly includes first-and secondstage costs. First-stage costs account for DG and inverter installations, given by
Denote the second-stage costs by g(z κ ). Notice that g(z κ ) is a random variable. We consider that g(z κ ) comprises the costs of power import from the substation and the economic loss due to curtailment. Total curtailment per scenario κ is simply computed as 1 T c κ . We use (3) to obtain the total real power injected from the slack bus per scenario κ, as follows:
The second-stage cost per scenario κ is then given by
The second-stage costs can account for other transactions. For example, payments for reactive power compensations from DGs can be captured by adding a linear term in |q κ g |, where |.| denotes the element-wise absolute value. In such a case, the ensuing MISOCP formulation is preserved using the epigraph form of the objective; see e.g., [28, p. 134 ].
V. THE OPTIMIZATION PROBLEM
The optimal placement and sizing problem is as follows:
subject to (12) , (13), (16), (17), b binary (5), (7), (9), (10a), (11), (14), (15), (19) 
Constraints (21b) and (21c) enforce zero injections for buses where the corresponding installation is not permitted. The linear constraint in (21d) enforces a maximum DG penetration level of μ with respect to the loads, see e.g., [29] . Problem (21) is a MISOCP due to the conic constraints in (10a), (11d), and (14d), and the binary variables in b.
The MISOCP (21a) may be solved using branch and bound via existing solvers. A suboptimal but faster way of solving this MISOCP is to relax the binary variables to the continuous interval [0, 1], rendering an SOCP formulation. We will refer to this solution methodology as SOCP placement and sizing. The obtained continuous b can be sliced into 0,1 (upon elementwise comparison to 1/2). Once the locations are identified, an additional problem is solved to size the units. We find in our numerical setup that placement and sizing using the SOCP does not compromise optimality and significantly reduces computational times.
A diagram of the proposed design is given in Fig. 1 . On the left-hand side of the diagram, the optimization step is carried out which entails the following blocks: 1) Scenario reduction: The set of scenarios in (21) must capture essential information in the data, but should not be so large that computational tractability is compromised. Section VI-A utilizes a systematic approach to reduce an original scenario set of renewable energy generations F, which could have been obtained as a long record of measurements, to a selected scenario set F. Although scenario reduction is only applied to renewable generation profiles here, it can be applied to load scenarios as well. 2) Placement and sizing: Network and load data and the reduced scenario set F along with probabilities π κ are input to the placement and sizing problem (21) . The problem is then solved to obtain its optimal objective valueĥ +ĝ and binary placement indicatorsb. 
Remark 1:
In the SOCP formulation, the obtained continuous b sliced into 0,1 (by comparing to 1/2) yieldsb. The optimal value of the SOCP problem (prior to slicing) is also recorded for comparisons.
3) Sizing: Problem (21) is solved with b fixed tob obtained in the previous step. The ratio of the DC to AC sizes indicates the calculated optimal DC-to-AC ratio. The optimal value of this step is given by h + g.
4) Load flow: Voltages v
κ obtained in the sizing step are based on the linear power flow equations (5) . In order to ensure the power import (19) accounts for the nonlinear power flows, the net injections s g obtained from the sizing problem are input to a load-flow solver, namely, the Z-Bus method [30] , to obtainv κ . This value is fed into (19) and (20) to obtain corrected second-stage costsg.
5) Cost evaluation:
The value h +g is the total cost predicted by the proposed method. Second-stage costg is further broken down to electricity cost, computed as π κ C ep κ S , and curtailment cost computed as π κ C c (1 T c κ ). The right-hand side of Fig. 1 corresponds to the validation step. The system performance is assessed using a larger set of scenariosκ ∈K that encompass the original generation profiles f (γκ ) ∈F. The following steps are performed: 1) Dispatch: The binary variable b is fixed tob, and the remaining first-stage variables p R , and s R are fixed at their optimal values obtained from the sizing problem. The DGs in n ∈ N + and φ ∈ Ω n are instructed to dispatch as follows forκ ∈K:
where for eachκ, the values of p κ g , q κ g in (22) correspond to the closest generation profile in the reduced set F. Remark 2: The dispatch in (22) is only pursued to validate the results of the optimization problem (21) . In practice, secondstage variables obtained from a planning study are discarded since these will be subsequently decided by real-time operation and control algorithms. The dispatch formulas in (22) can thus be substituted by optimal setpoints as determined by optimal power flow problems.
2) Load flow: Validation voltagesṽκ are computed by running an additional load flow per scenarioκ. Three-phase real power import pκ S is then obtained using voltagesṽκ . 
VI. NUMERICAL TESTS
A. Uncertainty Scenarios
We assume that 1) load and renewable generation uncertainty are independent; and 2) buses and phases follow the same uncertainty, i.e., it holds that l κ n,φ = l κ and γ κ n,φ = γ κ n = γ κ for n ∈ N + and φ ∈ Ω n . These assumptions are taken for simplicity; however, the proposed approach can account for more complicated uncertainty distributions, e.g., different load levels across user buses, phases, and load types (residential, commercial, industrial). Three load levels l κ , corresponding to low, nominal, and high load conditions, each with probability π κ l = 1 3 , are assumed. The method to obtain f (γ κ ) and its probability π κ γ is described next. Using default parameters on NREL's PVWatts with ZIP code 78249 for San Antonio, the AC power production of a system with 3.63 kW AC size is obtained for an entire meteorological year. Quantities pertaining to hours 6:00 AM to 6:00 PM are selected, yielding solar data corresponding to 13 hours and 365 days. Dividing the AC production by 3.63 kW gives a set of normalized generation valuesF = {f j } where |F| = 365 × 13 = 4745.
The setF of normalized generation values is observed data. Therefore, we assign a uniform probability measure to the set F so that Prob({f j }) = 1 |F| for f j ∈F. Next, we reduce the original solar dataF = {f j } j ∈S indexed by S = {1, . . . , |F|} and with cardinality |F| = 4745 to a set F = {f j } j ∈S\J where |F| << |F| and J denotes the set of deleted scenarios from S. Selection of F is performed so that the Kantorovich distance betweenF and F is below a certain threshold . That is, we require the following: The set F with such property is computed using the fast-forward selection algorithm detailed in [31] and [32, pp. 80-84] . The input scenarios to (21) Fig. 2. In Fig. 2 , the x-axis shows normalized generation value and the y-axis shows the probability of the normalized generation. The blue stem plots represent the original scenario setF which has uniform probability. The reduced data-set F is shown with red stem plots which are non-uniform but are representative of the original set, albeit with reduced cardinality. The Kantorovich distance versus the number of selected scenarios is also plotted.
Remark 3: The structure ot the MISOCP formulation (21) also motivates the use of decomposition techniques to reduce computational complexity, such as Bender's decomposition; see, e.g., [33] , [34] . In such approaches, the master problem solves for the first-stage variables while the subproblem accounts for the second-stage variables by keeping the first-stage variables fixed. In this way, the second-stage problem can be solved in parallel for all scenarios. Even if a decomposition method is used, the large number of scenarios may delay the solution of the second-stage subproblem. See e.g., the computation times reported in [33] ranging from 24 hours to 3 days for a full year on a 30-bus single-phase network model. The scenario reduction methodology presented here significantly reduces the number of scenarios considered for optimization. The implication is that the solution to the optimization problem would be close to the one that considers original solar scenarios. Scenarioreduction techniques are common in decomposition methods for other placement and sizing problems as well, see e.g., [34, Algorithm 2], [16] .
B. Optimization Parameters
In the considered test cases, p min R n, φ = p min R n = 10 kW and p max R n, φ = p max R n = 400 kW are selected for inverters. We set the minimum DC-to-AC ratio to θ R n, φ = θ R n = 1. The DC installation cost for single-phase inverters is selected as C 1p = 1.85 $ W [35] , and we further select the AC installation cost of C 1s = 0.15 $ W so that the ratio C 1p /C 1s closely conforms to [36] . For three-phase inverters, C 3p and C 3s are discounted by 1.66% to incentivize larger but balanced inverters. Similar to [11] , PF ind = 0.93 and PF cap = 0.99 are selected. This is for illustration purposes; however, the proposed approach can handle arbitrary values of PF ind and PF cap . Electricity price is set to C e = (1 + α) 15 × 0.08 $ kWh × 15 × 365 × 13 accounting for 15 years and 13 hours per day, with a per-year inflation rate of α = 1%. Curtailment price is assumed equal to electricity price, that is, C c = C e , implying a net-metering strategy. Sets N 1φ and N 3φ are given next. If n ∈ N + has loads, then n ∈ N 1φ . If n ∈ N + has loads on three phases then n ∈ N 3φ ; otherwise n / ∈ N 1φ ∪ N 3φ . The limits on the number of single-and threephase inverters are selected respectively as B 1φ = n ∈N 1 φ |Ω n | and B 3φ = |N 3φ |. No limit on DG penetration is assumed, that is, μ = ∞. We further drop the constraints on line-thermal limits (9) in our numerical tests. Voltage limits are set to v min = 0.9 and v max = 1.1. In the ensuing tests, optimization problems are modeled via CVX [37] , [38] and solved by the MOSEK optimization toolbox [39] . The relative optimality tolerance for the mixedinteger solver is set to 0.01. Computations for the 37-bus network are performed on a computer with 8.0 GB RAM and 2 GHz CPU processor, while computations for the 8500-node feeder are performed on a computer with 32.00 GB RAM and 3.60 GHz CPU processor. The MATLAB scripts conducting the numerical tests are available at the following link: https://github.com/hafezbazrafshan/ three-phase-placement
C. Simulations on the IEEE 37-Bus Feeder
In this section, the IEEE 37-bus feeder [40] is chosen to assess the performance of the proposed approach. Network base power and voltage are respectively 2500 kVA and 4.8 kV line to line. Loads are treated as wye constant power and delta connections are assumed wye but their nominal values are converted using constant-impedance delta-towye transformations. After such conversions, the total load amounts to 0.9828 + j0.4804 pu composing of 0.3436 + j0.2194, 0.2682 + j0.1444, and 0.3709 + j0.1166 pu, respectively on phases a, b, and c. Transformers are modeled as wye-g-wye-g by using their series impedances. Two benchmark approaches are pursued for comparisons. The first approach is when no DG installations are considered. In this case, the total costs will amount to the electricity cost during the total time-span with load-levels l κ ∈ {0.75, 1, 1.25}. The second approach combines the interval relaxation of the binary placement variables with the chordal SDP relaxation of the power flow equations [41] . Notice that this chordal SDP formulation is a natural extension of previous work [19] ; however it is computationally more efficient since it exploits radiality of distribution networks. We emphasize here that SDP relaxation of power flows is generally not applicable to three-phase or meshed networks whereas the proposed formulation (21) is. The workflow of the SDP approach is very similar to that described in Section V, however, in (21) the linearized power flow equations (5) are replaced by their chordal SDP relaxations, voltage constraints (10a) are replaced by their corresponding linear constraints in the chordal SDP formulation, and binary variables are relaxed to continuous. The optimal value of the SDP formulation denoted byĥ SDP +ĝ SDP (which corresponds to the value ofĥ +ĝ in the workflow of Section V) is a lower bound for the placement and sizing problem (21) .
For solar scenario profiles F with |F| = 1, 5, 25, 200 and corresponding Kantorovich distances D K (F, F) = 0.2224, 0.0474, 0.0089, 0.001, the workflow of Section V is performed for MISOCP, SOCP, and SDP formulations and their performances are summarized in Table I . The entries of Table I r The objective value of the problem decreases as the scenario size increases (row 4). The same trend is observed for the corrected objective value that accounts for nonlinear power flows (row 6).
r SOCP yields optimality gaps respectively below 5% and 10% for smaller and larger number of scenarios. SDP yields a gap of 0.3% for all scenarios (row 7).
r Using the average scenario (D K = 0.2224), all methods predict a negative electricity cost, which implies substantial generation from PV sources, and zero curtailment r By increasing the number of scenarios, the SOCP reduces the total DC installation from 7.25 pu to 3.08 pu. The total DC installations for 25 scenarios and 200 scenarios are very similar for the SOCP approach. The total DC installation for SDP does not seem to correlate with the number of scenarios. The average DC-to-AC ratio, however, reduces to a reasonable value below 1.2 for 25 and 200 scenarios, for all methods.
r The SOCP approach respects voltage limits in all scenarios (row 17). The SDP with 25 and 200 scenarios, however, yields net injections that result in 0.02 pu over-voltages. We suspect this voltage violation is due to the fact that in some scenarios the SDP fails to produce numerically exact rank-1 solutions and yields net injections which result in voltage violations.
r Using the average scenario in the optimization step results in a significantly poor performance during validation for all methods (row 18). Despite some reduction in the electricity cost, the curtailment cost is so large that there is a loss of more than 150% compared to the no DG case. With 5 scenarios the situation is somewhat mitigated; however, the curtailment cost still results in an overall loss of 0.7% for the SOCP, and about 5% for the SDP compared to the no DG case. By increasing the number of scenarios in the optimization step to 25 and 200, the curtailment cost is more correctly accounted for during the validation step. Subsequently, the SOCP results in respectively 11.61% and 13.81% savings, while the SDP results in 14.93 % and 18.27% savings (albeit with 0.02 pu voltage violation), compared to the no DG case.
r Accurate cost assessment using only a single scenario is not possible. More concrete conclusions can be extracted when 25 or 200 scenarios are used in the optimization since the cost predicted from the optimization step (h +g) is close to the validated cost (h +g). Placement and sizing of PV units are depicted in Fig. 3 for SOCP. The x-axis shows the set N 1φ ∪ N 3φ and buses n ∈ N 3φ are highlighted in bold.
1 They y-axis depicts DC sizes of PV units. In Fig. 3(a) , the placement results using the average scenario are shown. Most available locations are selected with a considerable PV size and three-phase inverters are also significantly taken advantage of, which, as previously observed in Table I , results in a very poor performance during validation. As the number of scenarios in the optimization step increases (Figs. 3(b) and 3(c) ), smaller size PVs are allocated to most single-phase locations while the three-phase PVs seem to remain unchanged. These adjustments in placement and sizing as well as the decrease in the DC-to-AC ratio result in larger savings as verified by Table I . Placement and sizing of PV units resulting from SDP are depicted in Fig. 4 . The placement and sizes do not appear to significantly depend on the number of scenarios. Optimization of the DC-to-AC ratio (see Table I ) is thus a crucial factor in transitioning from system cost degradation under lower scenarios to the savings under a larger number of scenarios. Voltage plots for other setups are available on our github page. Finally, we expand on the accuracy of the linear approximation (5) here. Using SOCP with 200 scenarios, the maximum difference between voltages obtained during optimization using the linear approximation v and the ones computed after the loadflowv amount to 0.0329 pu. A similar, but smaller difference was obtained using fewer scenarios. It should be emphasized that the linear approximation (5) is only a model for optimization; the feeder voltage profile is assessed using the solutionv to the nonlinear power flows. Additional evidence that linear models produce very accurate voltage representations is provided in [24] and [42] . 
D. Scalability to Large Distribution Networks
In this section, placement and sizing of DGs on the 8500-node feeder [40] is pursued. 2 The SOCP formulation is selected, due to its superior performance in Section VI-C in comparison to MISOCP and SDP.
The Performance indicators of the SOCP placement and sizing on the 8500-node feeders are provided in Table II . The trend previously observed in Section VI-C is repeated here. Using the average scenario for placement and sizing results in a significant loss during the validation stage. Incorporating larger number of scenarios in the optimization allows more accurate prediction of the curtailment costs and ultimately yields savings for the distribution network.
In addition to financial savings, an advantage of the SOCP formulation is that it can produce viable DG placement and sizing solutions for very large problems within a relatively short amount of time [cf. Table II row 3 ]. The report generated by MOSEK indicates that after the presolve stage, the optimization problem has more than 18 million variables, 3 million linear constraints, and 4.5 million cone constraints. Such a large problem is solved on a personal computer in less than 25 minutes, implying its application for DG placement and sizing in largescale multi-phase distribution networks.
VII. CONCLUDING REMARKS
The presented framework for placement and sizing of renewable DGs in distribution networks tackles practical issues in unbalanced system modeling, renewable uncertainty, and formulation tractability. Distribution system components are modeled accurately based on their multi-phase nodal admittances. Single-and three-phase inverter-based DG models that embrace PV and wind technologies and facilitate consideration of the underlying renewable uncertainty are presented. Linear approximation techniques are leveraged to mitigate the challenge of multi-phase nonconvex power flow equations. Voltage regulation and sizing of inverters are translated into efficient local second-order cone constraints. The overall problem falls into the category of MISOCP and can be solved efficiently either by existing optimization solvers or by relaxing the binary variables to [0, 1]. To further reduce the computational burden imposed by the uncertainty scenarios, a structured scenario reduction algorithm is employed that selects a smaller scenario set with a guaranteed distance from the original scenarios. Simulations on realistic distribution test feeders verify that in comparison to using the average scenario, incorporating larger number of scenarios in the planning stage reduces system costs and provides reasonable estimates during validation.
APPENDIX A LINEAR APPROXIMATION OF THE POWER FLOW
We can re-write (4) in terms of e as follows: 
APPENDIX B LINEAR APPROXIMATION OF LINE THERMAL LIMITS
Denote by i nm the current flow from bus n to bus m. The losses on edge (n, m) are given as follows:
Expanding the currents i nm and i m n using [23, Eq. (4)] and employing the same linearization technique as that of Appendix A yields (7).
APPENDIX C DG TECHNOLOGIES
1) Photovoltaic Units:
For PV units, γ represents the solar irradiance. The normalized generation is then
where d, η inv , and γ STC are respectively the derating factor, the inverter efficiency, and the solar irradiance at standard test conditions (STC). The model in (27) is an approximation of the more elaborate PV model in [27] .
2) Wind Turbines: For wind turbines, γ represents the wind speed. The mapping f (γ) is as follows:
where γ out , γ in , and γ f are respectively the limiting (cut-out), the cut-in, and the furling wind speed of a wind turbine. The parameters of the model are v mid , A, α, and q. A set of values are suggested in [43] . Specifically, γ mid ∈ [0, γ lim ] is the wind speed that guarantees f (γ mid ) = (29) A simplified linearization can also be used [44] , [45] 
