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Abstract. In this article, we investigate the spectrum of the Neumann-Poincare´ operator associated to a
periodic distribution of small inclusions with size ε, and its asymptotic behavior as the parameter ε vanishes.
Combining techniques pertaining to the fields of homogenization and potential theory, we prove that the limit
spectrum is composed of the ‘trivial’ eigenvalues 0 and 1, and of a subset which stays bounded away from 0
and 1 uniformly with respect to ε. This non trivial part is the reunion of the Bloch spectrum, accounting for
the collective resonances between collections of inclusions, and of the boundary layer spectrum, associated
to eigenfunctions which spend a not too small part of their energies near the boundary of the macroscopic
device. These results shed new light about the homogenization of the voltage potential uε caused by a
given source in a medium composed of a periodic distribution of small inclusions with an arbitrary (possible
negative) conductivity a, surrounded by a dielectric medium, with unit conductivity. In particular, we
prove that the limit behavior of uε is strongly related to the (possibly ill-defined) homogenized diffusion
matrix predicted by the homogenization theory in the standard elliptic case. Additionally, we prove that
the homogenization of uε is always possible when a is either positive, or negative with a ‘small’ or ‘large’
modulus.
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1. Introduction
Perhaps the first historical evidence of plasmonic resonances is the Lygurcus cup, a piece of antique art
modeled around the fourth century A.D.: when illuminated from the outside (i.e. the reflected rays are
observed), the cup appears green; however, when illuminated from the inside (i.e. the transmitted rays are
observed), it looks red. The reason for this stupendous behavior is that the cup is encrusted with a colloid
of silver and gold nanoparticles, that cause a very strong scattering enhancement at wavelengths close to
350 nm; see for instance [51]. An analogous (heuristic) consideration guided the fabrication of the stained
glass adorning medieval cathedrals.
Over the last decades, plasmonic resonances have made possible several breakthroughs to face the ever
increasing need for imaging small features, and more generally for concentrating electromagnetic energy in
very small regions. A surface plasmon is an electromagnetic wave which is confined to the interface between
two media whose permittivities have opposite signs. This rather unusual situation arises for instance at
the interface between a dielectric medium (such as void, air), and a metal at infrared or optical frequency.
Surface plasmons have the unique ability to confine electromagnetic energy in areas much smaller than the
wavelength of the incident wave (and thus smaller that the diffraction limit which constrains conventional
dielectric media); this opens the door to many interesting applications, ranging from the design of efficient
photovoltaic cells (whose light absorption has been enhanced thanks to the strong absorption bands of metal
nanoparticles), to cancer therapy (gold nanoparticles being compatible with in vivo detection since they
present no toxicity [38]). In biochemistry, the unique sensitivity of surface plasmons to the local shape of the
dielectric-metal interface has inspired valuable enhancements of spectroscopic methods, allowing for instance
very accurate observations of molecular adsorption phenomena in the context of DNA, polymers, or proteins
[60, 66]. See for instance the monograph [50] for further details about plasmonic resonances and possible
applications.
From the mathematical point of view, plasmonic resonances have attracted a great deal of attention -
see [41] for a review of some results. To set ideas, consider a domain D (representing a metallic particle or
film, or a collection of such particles) with electric permittivity εc := ε
′
c + iε
′′
c , embedded in a matrix with
permittivity εm > 0 (both media have identical magnetic permeability µ > 0). In the considered applications,
the real part ε′c is negative (as is the case of metals in the infrared-visible light regime); the imaginary part
ε′′c > 0 accounts for the absorption of electromagnetic waves by the inclusions and the dissipation of the
corresponding energy as heat. In the setting of the time-harmonic Helmholtz equation for the transverse
magnetic (TM) mode, a surface plasmon is defined as a non trivial solution u to the system governing the
intensity of the magnetic field in the direction transverse to the propagation of the wave:
−div( 1εm∇u) + µω2u = 0 outside D,−div( 1εc∇u) + µω2u = 0 in D,
1
εc
∂u−
∂n =
1
εm
∂u+
∂n on ∂D,
+ other homogeneous B.C.
Such a solution may only exist provided that ε′c < 0, and that the absorption coefficient vanishes (ε
′′
c = 0),
in the limit where the size of the particles goes to 0. In our dimensionless setting where this size is fixed,
this corresponds to the limit ω → 0. Hence, studying the asymptotic regime when both ε′′c and ω vanish
provides valuable information in terms of designing nearly-resonant structures.
That this quasi-static approximation is indeed an accurate description of the physical phenomenon of
plasmonic resonances has been mathematically justified in the work of H. Ammari and his collaborators for
the Maxwell system; see [10, 15]. The scalar case of the Helmholtz equation has been investigated further
in [14].
In this spirit the present contribution to the study of plasmonic resonances focuses on the quasistatic
scalar equation for the voltage potential u:
(1.1) − div(AD(x)∇u) = f, where AD(x) :=
{
1 if x /∈ D,
a if x ∈ D.
Here, f stands for a source acting in the medium, and the conductivity a inside the inclusions has a complex
value; notice that adequate boundary conditions have to be added to (1.1) in order to describe the behavior
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ot the field u at the boundary of the external device. When the imaginary part of the conductivity in the
inclusions is small, but positive (or negative), the equation (1.1) is elliptic and the associated partial differ-
ential operator has a bounded inverse. However, as this imaginary part vanishes, the inverse operator may
blow up for particular (negative) values of the real part of a - our plasmonic eigenvalues. In such a situation,
the voltage potential u concentrates around the boundaries of the inclusions and presents large gradients in
these regions.
The invertibility of the partial differential operator associated to (1.1) in the case where a assumes a
real, negative value, has been investigated from different viewpoints. M. Costabel and E. Stephan [37]
used the framework of integral equations (and of the Neumann-Poincare´ operator) in the case where D
is a piecewise smooth inclusion with corners. Potential theory has also been used by H. Ammari and his
collaborators in [10, 14, 15]. A.S. Bonnet-Ben Dhia, P. Ciarlet and their collaborators [21] introduced the
notion of T-coercivity as a generalization of the inf-sup theory of Ladyzenskaja-Babuska-Brezzi. H.-M.
Nguyen formalized the notion of complementary media in [55] (see also the ideas exposed in [54]) to recast
(1.1) as a Cauchy problem posed on the interfaces between the inclusions and the background medium. In
a subsequent series of articles (see the overview [56]), he used this construction to analyze the cloaking and
superlensing properties of devices described by a system of the form (1.1).
Notice that the work on plasmonic resonances mentionned above is closely related (via the Neumann-
Poincare´ operator) to work on cloaking by anomalous localized resonance [8, 9, 26] and to the problem of
estimating the strength of the gradient of the voltage potential between two close-to-touching smooth inclu-
sions embedded in a dielectric medium [13, 23]. In this spirit, in [24, 25], the first and third authors have
derived the asymptotic expansion of the plasmonic resonances associated to two close to touching inclusions
of size one.
In this article, we aim to study how resonant metallic particles may interact and act collectively: for a
given (small) size ε > 0, the set D of inclusions is an ε-periodic collection ωε of smooth metallic inclusions
distributed in a bounded domain Ω ⊂ Rd (see Section 2 for precise definitions). The voltage potential uε is
the solution to:
(1.2)
{ −div(Aε∇uε) = f in Ω,
uε = 0 on ∂Ω
, where Aε(x) :=
{
1 if x /∈ ωε,
a if x ∈ ωε.
Of particular interest is the limiting behavior of this system and of the corresponding plasmonic eigen-
values as the size ε of the particles goes to 0 (and their number tends to infinity). As we shall see, this
question is closely connected to the construction of so-called hyperbolic metamaterials, that is, anisotropic
materials whose permittivity tensor has sign-changing eigenvalues. Such materials have raised a great ent-
housiasm among the physics community, since they potentially allow e.g. for subwavelength imaging (since
the wavelength of the propagating waves allowed by their dispersion relation may be arbitrarily short), as
was theoretically investigated in [22], or for calculating density of states in solid-state and condensed matter
physics; see [61, 65] for an overview and references. Interestingly, some authors have started to address the
design of hyperbolic metamaterials by topology optimization techniques [59].
Let us now outline how we intend to study the well-posedness of (1.2). As we have mentioned, one way
relies on potential theory; see for instance [11, 18, 45]. Roughly speaking, the values of a for which (2.3)
is ill-posed are related to the eigenvalues of the Neumann-Poincare´ operator K∗ωε : L2(∂ωε)→ L2(∂ωε) (see
(3.11) hereafter). The nice feature of this point of view is that it decouples the geometry of the set ωε of
inclusions from the value of the conductivity inside. The drawback is that it makes it difficult to account for
complex variations of the geometry of the set of inclusions, which is typically what we are interested in.
To circumvent this difficulty, we take advantage of the enlighting work of D. Khavinson, M. Putinar and
H.S. Shapiro [46], who explained H. Poincare´’s and M. Krein’s results about the Neumann-Poincare´ operator
in the context of modern functional analysis. As in [24], we tackle the system (1.2) at the level of the so-called
Poincare´ variational problem, which brings into play the operator Tε : H
1
0 (Ω) → H10 (Ω) defined as follows:
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for u ∈ H10 (Ω), Tεu is the unique element in H10 (Ω) such that:
(1.3) ∀ v ∈ H10 (Ω),
ˆ
Ω
∇(Tεu) · ∇v dx =
ˆ
ωε
∇u · ∇v dx.
As we recall in Section 3, it turns out that the spectrum of the Neumann-Poincare´ operator and the spectrum
σ(Tε) of the Poincare´ variational operator are explicitely related to one another.
Our aim is to study the behavior of the sets σ(Tε) as the period ε of the distribution of inclusions tends
to 0, and more precisely the structure of the limit spectrum limε→0 σ(Tε), defined as the set of accumulation
points of the σ(Tε):
(1.4) lim
ε→0
σ(Tε) :=
{
λ ∈ [0, 1], s.t. ∃ εj ↓ 0, λεj ∈ σ(Tεj ), λεj j→∞−−−→ λ
}
.
Regarding plasmonic resonances, this question is related to understanding whether collective effects of reso-
nant particles may enhance or annihilate the concentration of large gradients in Ω.
Another question we address in this article concerns the relation between the asymptotic behavior of the
spectrum σ(Tε) and the well-posedness of the formally homogenized limit system associated to (1.2).
Our work is organized as follows: In Section 2, we set notations and describe the geometry of the periodic
distribution of inclusions.
Section 3 is concerned with a discussion about the main features of the Poincare´ variational problem, in
the case of a general inclusion (or collection of inclusions) D embedded in a macroscopic domain Ω. We
recall some known facts about the Poincare´ variational operator TD, in particular its connection with the
Poincare´-Neumann operator of the inclusion D; we also present a construction which we shall use repeatedly
in the sequel, connecting TD with an operator acting on functions defined only inside the inclusion D.
Starting from Section 4, we assume that D = ωε is a periodic collection of inclusions, and in addition,
that the considered inhomogeneities are smooth and strictly included in the periodicity cells. This section is
devoted to the study of the spectral properties of the Poincare´ variational problem for ωε, and of how they
behave as ε tends to 0. A summary of the main results obtained in this direction is presented in Section
4.1; in a nutshell, we first prove in Section 4.2, by using the min-max principle associated to the Poincare´
variational problem, that the non-degenerate spectra of the Poincare´ variational operators Tε are uniformly
contained in an interval [m,M ] ⊂ (0, 1). Then, in order to cope with the ‘bad’ convergence properties of
Tε, we carry out a two-scale reformulation of the problem, and construct a two-scale limit operator (in the
sense of pointwise convergence) the spectrum of which contains that of T0, the Poincare´ operator defined
on the periodicity cell. Carrying out this rescaling over larger and larger blocks of inhomogeneities, in the
spirit of the work of G. Allaire and C. Conca [6, 7], we then show that the limit spectrum limε→0 σ(Tε) can
be decomposed as σ∂Ω ∪ σBloch, where the ‘Bloch spectrum’ σBloch accounts for the collective resonances
of groups of inclusions as ε → 0, and the ‘boundary layer spectrum’ σ∂Ω, consists of limits of sequences of
eigenvalues associated to eigenfunctions that spend a not too small part of their energy near the boundary.
In Section 5, we investigate the properties of the boundary value problem (1.2) associated to a conduc-
tivity a ∈ C filling the periodic distribution of inclusions. We first study in Section 5.1 the properties
(well-posedness, positive definiteness,...) of the tensor A∗, formally obtained by applying the usual periodic
homogenization formulae. In Section 5.2, we generalize F. Murat and L. Tartar’s compactness theorem for
homogenization to the case of elliptic equations with possibly non positive coefficients inside the inhomo-
geneities. In particular, we explain that the homogenized tensor A∗ partially encodes the behavior of the
voltage potential uε as ε→ 0. In Section 5.3, we use these results to partially characterize the limit spectrum
limε→0 σ(Tε) in terms of A∗. Sections 5.4 and 5.5 focus on the ‘high-contrast’ source problem, i.e. when
a→ ±∞. Using results from Section 4, we show that this problem is always well-posed, and converges to its
homogenized limit as ε→ 0 uniformly with respect to the value of a. Finally, in the Appendix, we perform
the explicit calculation of the limit spectrum in the particular setting of rank 1 laminates. This situation is
an interesting source of examples and counter examples to the general features exposed in the main parts of
this work.
4
2. Description of the setting and notations
Let Ω ⊂ Rd and D b Ω be bounded, Lipschitz regular domains. We denote by u+ (resp. u−) the
restriction to Ω \D (resp. D) of a function u : Ω→ R. If u+ and u− have traces u+|∂D and u−|∂D on ∂D,
we denote by [u] := u+|∂D−u−|∂D the jump of u across ∂D. Introducing the unit normal vector n to ∂D
pointing outward D, we denote by
∂u±
∂n
(x) = lim
t→0+
∇u(x± tn(x)) · n(x)
the exterior and interior normal derivatives of u at x ∈ ∂D, when u is regular enough. The associated
normal jump across ∂D is denoted by
[
∂u
∂n
]
= ∂u
+
∂n − ∂u
−
∂n .
As far as the geometry of the set D is concerned, the main part of this article is devoted to the particular
case where it is a periodic distribution of many ‘small’ identical inclusions of size ε > 0.
To be more precise, let us denote by Y = (0, 1)d the unit periodicity cell of Rd, and by ω b Y the
region occupied by the rescaled inclusion. For the sake of simplicity, we assume that both ω and Y \ ω are
connected. In due time, we shall put additional assumptions as far as the regularity of ω is concerned, but
for the moment, we only require that it is Lipschitz regular. For ε > 0, for any point x ∈ Rd, there exists a
unique pair (ξ, y) ∈ Zd × [0, 1)d such that x = εξ + εy, which we denote
ξ =
[x
ε
]
Y
, and y =
{x
ε
}
Y
.
For given ξ ∈ Zd, we denote by Y ξε := ε(ξ + Y ) (resp ωξε := ε(ξ + ω)) the copy of Y (resp. ω) with actual
size ε and position ξ. Let Oε be the open reunion of all ε-cells which are completely included in Ω, that is,
Oε is the interior of
(2.1) Oε =
⋃
ξ∈Ξε
ε(ξ + Y ), where Ξε =
{
ξ ∈ Zd, Y ξε b Ω
}
,
and let Bε = Ω \ Oε be the complementary region in Ω. The subset ωε b Ω occupied by the inclusions is
therefore defined by:
(2.2) ωε =
⋃
ξ∈Ξε
ε(ξ + ω);
see Figure 1 for an illustration.
!
Y
⌦
Figure 1. Setting of the homogenization problem.
We consider a situation where the external medium to Ω is kept at constant, null potential; the matrix
Ω \ ωε and the set of inclusions ωε are respectively filled with materials with constant conductivities 1
and a ∈ C \ {0}. The main purpose of this article is to investigate the properties of the voltage potential
u ∈ H10 (Ω) generated by a source f ∈ H−1(Ω) acting in the medium, which is solution to the system:
(2.3)
{ −div(Aε(x)∇u) = f in Ω,
u = 0 on ∂Ω
, where Aε(x) =
{
1 if x ∈ Ω \ ωε,
a if x ∈ ωε.
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As we recall in Section 3.1, the system (2.3) does not fall into the classical setting of the Lax-Milgram
theory when the conductivity a inside the inclusions is negative, and there actually exists such values of a,
called plasmonic eigenvalues - depending on the geometries of Ω and of ωε (thus on ε) -, for which (2.3) has
non trivial solutions when f ≡ 0.
Our goal is to understand the behavior of these plasmonic eigenvalues in the limit ε→ 0, when the set of
inclusions is ‘homogenized’ inside Ω.
3. Generalities about the Poincare´ variational problem
In this section, we discuss some general properties of the Poincare´ variational problem, in connection
with the Neumann-Poincare´ operator of a general Lipschitz regular subdomain D b Ω. Since we chiefly
intend to use these concepts in the setting of Section 2, we may think of D as consisting of several connected
components, that we denote D1, ..., DN . We also assume throughout this section that Ω \D is connected.
3.1. Definition of the operator TD, and connection with the conductivity equation.
Following [46], we first define the operator TD : H
1
0 (Ω) → H10 (Ω) featured in the Poincare´ variational
problem. Throughout this article, the space H10 (Ω) is equipped with the inner product and associated norm:
(3.1) 〈u, v〉H10 (Ω) =
ˆ
Ω
∇u · ∇v dx, and ||u||2H10 (Ω)= 〈u, u〉H10 (Ω).
For an arbitrary function u ∈ H10 (Ω), TDu is the solution in H10 (Ω) to the following variational problem:
(3.2) ∀v ∈ H10 (Ω),
ˆ
Ω
∇(TDu) · ∇v dx =
ˆ
D
∇u · ∇v dx.
The existence and unicity of TDu are direct consequences of the Riesz representation theorem.
Roughly speaking, TDu accounts for the fraction of the energy of u which is contained in D. The following
properties of TD immediately stem from the definition (3.2):
Proposition 3.1. TD is self-adjoint and bounded, with operator norm ||TD||= 1. It is also non negative:
∀u ∈ H10 (Ω), 〈TDu, u〉H10 (Ω) =
ˆ
Ω
∇(TDu) · ∇u dx =
ˆ
D
|∇u|2 dx.
This operator naturally arises in the study of the conductivity equation: assume that the inclusion D is
filled with a material with conductivity a, and the complementary part Ω \D is occupied by a material with
unit conductivity, so that the potential u ∈ H10 (Ω) generated by a source f ∈ H−1(Ω) is solution to the
equation:
(3.3)
{ −div(A(x)∇u) = f in Ω,
u = 0 on ∂Ω
, where A(x) =
{
1 if x ∈ Ω \D,
a if x ∈ D ,
or under variational form:
(3.4) ∀v ∈ H10 (Ω),
ˆ
Ω
A(x)∇u · ∇v dx = 〈f, v〉H−1(Ω),H10 (Ω),
where 〈·, ·〉H−1(Ω),H10 (Ω) stands for the usual duality pairing between H−1(Ω) and H10 (Ω).
Obviously, when either a ∈ R, a > 0, or a ∈ C with nonzero imaginary part, the well-posedness of (3.3)
is a straightforward consequence of the Lax-Milgram lemma.
In the general case, let g ∈ H10 (Ω) be the representative of f supplied by the Riesz representation theorem:
∀v ∈ H10 (Ω),
ˆ
Ω
∇g · ∇v dx = 〈f, v〉H−1(Ω),H10 (Ω).
Simple manipulations show that (3.4) is equivalent to:
(λI − TD)u = λg, with λ = 1
1− a.
Hence, much information on the solvability of (3.3) can be gleaned from the study of the eigenvalues of TD.
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3.2. Basic spectral properties of TD.
One of the main stakes of this article is the study of the spectrum σ(TD); as we shall see soon, this problem
essentially amounts to considering the eigenvalue problem for TD: seek λ ∈ R and u ∈ H10 (Ω), u 6= 0, such
that TDu = λu, i.e. in variational form:
(3.5) ∀v ∈ H10 (Ω), λ
ˆ
Ω
∇u · ∇v dx =
ˆ
D
∇u · ∇v dx.
A first property of interest is the following:
Proposition 3.2. The spectrum σ(TD) of TD is included in the interval [0, 1]. Moreover,
(i) The eigenspace associated to the eigenvalue λ = 0 is
Ker(TD) =
{
u ∈ H10 (Ω), u = a constant cj in each connected component Dj of D, j = 1, ..., n
}
.
(ii) The eigenspace associated to λ = 1 is
Ker(I − TD) =
{
u ∈ H10 (Ω), u = 0 in Ω \D
}
,
which can naturally be identified with H10 (D).
(iii) The following orthogonal decomposition of H10 (Ω) holds:
(3.6) H10 (Ω) = Ker(TD)⊕Ker(I − TD)⊕ h,
where the closed subspace h is defined as:
(3.7) h =
{
u ∈ H10 (Ω), ∆u = 0 in D ∪ (Ω \D),
ˆ
∂Dj
∂u+
∂n
ds = 0, j = 1, ..., N
}
.
Proof. The points (i) and (ii) are pretty straightforward from (3.5), and we focus on proving (iii). First,
Ker(TD) and Ker(I − TD) are clearly closed, orthogonal subspaces of H10 (Ω). Then, a function u ∈ H10 (Ω)
is orthogonal to Ker(TD) if and only if
∀v ∈ Ker(TD),
ˆ
Ω\D
∇u · ∇v dx = 0;
using Green’s formula, taking at first test functions v ∈ C∞c (Ω \ D), then arbitrary v ∈ Ker(TD), this
condition turns out to be equivalent to:
∆u = 0 on Ω \D, and
ˆ
∂Dj
∂u+
∂n
ds = 0 on each connected component ∂Dj of ∂D.
Likewise, one proves that a function u ∈ H10 (Ω) is orthogonal to Ker(I − TD) if and only if ∆u = 0 on D.
The desired result follows. 
3.3. Connection between TD and the Neumann-Poincare´ operator.
The material collected in this section is not new in the literature; it appears e.g. in [24, 46] (see also the
references quoted throughout this section) in the context where the inclusion D is embedded in the whole
space Rd, and not in a bounded domain Ω. Since we intend to use several slightly different versions of this
framework, we sketch the main points here in the context of Section 3.1; these may be easily adapted to the
other situations we shall consider.
In all this subsection, we assume D to be of class C2 (but Ω may still only assumed to be Lipschitz
regular).
Let P (x, y) be the Poisson Kernel associated to the domain Ω, i.e. for any x ∈ Ω, P (x, ·) is the unique
solution of:
(3.8)
{
∆yP (x, y) = δx for y ∈ Ω,
P (x, y) = 0 for y ∈ ∂Ω,
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where δx stands for the Dirac distribution centered at x. Recall that P (x, y) is symmetric, that is P (x, y) =
P (y, x) for x 6= y ∈ Ω, and has the structure:
P (x, y) = G(x, y) +Rx(y),
where G(x, y) is the free space Green function:
G(x, y) =
{
1
2pi log|x− y| if d = 2,
|x−y|d−2
(2−d)ωd if d ≥ 3.
, ωd = area of the unit sphere in Rd,
and where, for given x /∈ ∂Ω, Rx(y) is the (smooth) solution of:{
∆yRx(y) = 0 for y ∈ Ω,
Rx(y) = −G(x, y) for y ∈ ∂Ω;
see for instance [11, 39].
In this context, the single and double layer potentials SDφ, DDφ ∈ L2(∂D) associated to a density
φ ∈ L2(∂D) are respectively defined by:
∀x ∈ D ∪ (Ω \D), SDφ(x) =
ˆ
∂D
P (x, y)φ(y) ds(y), and DDφ(x) =
ˆ
∂D
∂P
∂ny
(x, y)φ(y) ds(y).
Both SDφ and DDφ are harmonic functions in D and in Ω \D, and vanish on ∂Ω. Moreover, their behavior
in the neighborhood of the boundary ∂D is described by the Plemelj jump relations:
(3.9) SDφ+(x) = SDφ−(x), and ∂SDφ
±
∂n
(x) = ±1
2
φ(x) +K∗Dφ(x),
(3.10)
∂DDφ+
∂n
(x) =
∂DDφ−
∂n
(x), and DDφ±(x) = ∓1
2
φ(x) +KDφ(x),
where the Neumann-Poincare´ operators KD, K∗D : L2(∂D) → L2(∂D) are the weakly singular integral
operators, adjoint from one another, defined by:
(3.11) KDφ(x) =
ˆ
∂D
∂P
∂ny
(x, y)φ(y) ds(y), and K∗Dφ(x) =
ˆ
∂D
∂P
∂nx
(x, y)φ(y) ds(y).
Let us recall facts from potential theory (see e.g. [11, 52, 64]):
• The single layer potential extends into an operator H−1/2(∂D) → H10 (Ω), which we still denote by
SD. For any potential φ ∈ H−1/2(∂D), SDφ is the unique u ∈ H10 (Ω) such that:
(3.12) ∀v ∈ H10 (Ω),
ˆ
Ω
∇u · ∇v dx = 〈φ, v〉H−1/2(∂D),H1/2(∂D).
• Owing to (3.9), the single layer potential induces a bounded operator SD : L2(∂D) → L2(∂D),
defined by SDφ = SDφ|∂D. Moreover, this operator naturally extends as an operator H−1/2(∂D)→
H1/2(∂D).
• The operator KD extends as an operator H1/2(∂D) → H1/2(∂D), and K∗D extends as an operator
H−1/2(∂D)→ H−1/2(∂D).
• Since D is of class C2, both operators KD and K∗D are compact.
Of particular interest for our purpose is the space hS of single layer potentials:
hS =
{
SDφ, φ ∈ H−1/2(∂D)
}
=
{
u ∈ H10 (Ω), ∆u = 0 in D and Ω \D
}
.
Note that hS is a closed subspace of H10 (Ω) and in light of Proposition 3.2, the following facts hold:
• TD maps hS into itself.
• hS contains h and is orthogonal to Ker(I − TD); hence:
h ⊂ hS ⊂ h⊕Ker(TD).
More precisely, it holds:
hS = h⊕ span {hj}j=1,...,N ,
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where, for j = 1, ..., N , hj ∈ H10 (Ω) is the unique function such that:
hj =
{
1 on Dj ,
0 on Dk, k 6= j , and ∆hj = 0 in Ω \D.
• The spectrum of TD : H10 (Ω) → H10 (Ω) is the reunion of the two eigenvalues 0 and 1 (whose
eigenspaces are described in Proposition 3.2) with the spectrum of the restriction TD : hS → hS .
Hence, TD naturally induces an operator (still denoted as TD) hS → hS , which captures ‘almost’ all the
spectrum of TD : H
1
0 (Ω)→ H10 (Ω).
On the other hand, this operator is connected with the Neumann-Poincare´ operator K∗D of D, as accounted
for by the following proposition.
Proposition 3.3. The operator RD := TD− 12I, from hS into itself, is compact, self-adjoint, and ||RD||≤ 12 .
The spectrum of RD consists in a discrete sequence of eigenvalues with 0 as unique accumulation point.
Moreover, (λ, u) ∈ R×hS, λ /∈ {0, 1}, is an eigenpair for RD if and only if (λ, S−1D (u|∂D)) ∈ R×H−1/2(∂D)
is an eigenpair for K∗D.
Proof. An underlying statement in this proposition is that SD : H
−1/2(∂D)→ H1/2(∂D) is an isomorphism,
which we first verify. We already know that this operator is Fredholm with index 0 (see e.g. [52], Th. 7.6);
hence to show that is has a bounded inverse, it is enough to prove that it is injective, which follows in turn
from the identity:
∀φ ∈ H−1/2(∂D),
ˆ
∂D
φ SDφ ds =
ˆ
∂D
∂SDφ+
∂n
SDφ ds−
ˆ
∂D
∂SDφ−
∂n
SDφ ds,
= −
ˆ
Ω\∂D
|∇SDφ|2 dx;
thus, if SDφ = 0 on ∂D, then SDφ is constant on Ω, and thus identically vanishes in Ω since it satisfies
SDφ = 0 on ∂Ω. Hence, φ = ∂SDφ
+
∂n − ∂SDφ
−
∂n = 0.
As a consequence of this mapping property, any function u ∈ hS has the integral representation:
(3.13) u = SDφ, where φ = S−1D (u|∂D) ∈ H−1/2(∂D).
The rest of the proof closely follows that of Theorem 2 in [24], and consists in relating RD to the compact
operator K∗D. For a given u ∈ hS , the function RDu satisfies the following variational identity:
(3.14)
∀v ∈ H10 (Ω), 2
ˆ
Ω
∇(RDu) · ∇v dx =
ˆ
D
∇u · ∇v dx−
ˆ
Ω\D
∇u · ∇v dx
=
ˆ
∂D
(
∂u+
∂n
+
∂u−
∂n
)
v ds.
.
Representing u as in (3.13) and using the Plemelj jump relations (3.9), we obtain:
1
2
(
∂u+
∂n
+
∂u−
∂n
)
= K∗Dφ = (K∗D ◦ S−1D )(u|∂D).
Comparing with (3.14) and using (3.12) now yields:
2RDu = SD ◦ (K∗D ◦ S−1D )(u|∂D).
Since K∗D is compact, it readily follows that so is RD. All the remaining statements are easily inferred from
this identity. 
It follows from Proposition (3.3) that TD : hS → hS is a Fredholm operator with index 0; its spectrum
consists in a discrete sequence of eigenvalues with 12 as unique accumulation point. Let us denote by
{
λ±i
}
i≥1
these eigenvalues, ordered in such a way that:
0 = λ−1 ≤ λ−2 ≤ ... ≤
1
2
,
and:
1
2
≤ ... ≤ λ+2 ≤ λ+1 < 1.
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The min-max principle for the compact, self-adjoint operator RD : hS → hS immediately implies the following
proposition (again, see [24, 46]):
Proposition 3.4. Let
{
w±i
}
i≥1 be the set of eigenfunctions of TD : hS → hS, associated to the eigenvalues{
λ±i
}
i≥1. The following min-max formulae hold:
λ−i = min
u∈hS\{0}
u⊥w−1 ,...,w
−
i−1
ˆ
D
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
= max
Fi⊂hS
dim(Fi)=i−1
min
u∈F⊥i \{0}
ˆ
D
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
,
and
λ+i = max
u∈hS\{0}
u⊥w+1 ,...,w
+
i−1
ˆ
D
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
= min
Fi⊂hS
dim(Fi)=i−1
max
u∈F⊥i \{0}
ˆ
D
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
.
Remark 3.1. It follows from this discussion that the spectrum σ(TD) of TD is only composed of eigenvalues,
except possibly for the value 12 , which is the only element in the essential spectrum of TD.
Remark 3.2. in the study of the operator TD, it will prove of interest to consider either TD : hS → hS , or
alternatively TD : H
1
0 (Ω) → H10 (Ω). The former point of view is interesting insofar as TD is then ‘close’ to
a compact operator, whereas the latter allows to consider TD as an operator defined on a functional space
which is independent of the inclusion D.
3.4. Restriction of the operator TD to the set of inclusions.
In this section, we discuss a general construction which will be useful on several occasions in this article,
in slightly different contexts. Our purpose is to define an operator T˚D which ‘resembles’ TD - in particular,
it retains its spectral properties - except for the fact that it acts on functions defined solely on the set of
inclusions D.
Let us first introduce some notations:
• The harmonic extension operator UD : H1(D)→ H10 (Ω) maps u ∈ H1(D) into the function UDu ∈
H10 (Ω) defined by the properties:
(UDu)|D= u in D, and −∆(UDu) = 0 in Ω \D.
As a straighforward consequence of the usual energy estimates for the Laplace operator, there exists
a constant C (depending on both D and Ω) such that:
(3.15) ∀u ∈ H1(D), ||UDu||H10 (Ω)≤ C||u||H1(D).
• C(D) is the subset of H1(D) composed of functions which are constant on each connected component
of D:
C(D) =
{
u ∈ H1(D), ∃ cj ∈ R, u = cj in Dj , j = 1, ..., N
}
.
• The quotient space HD := H1(D)/C(D) is a Hilbert space when equipped with the inner product
and norm:
(3.16) 〈u, v〉HD :=
ˆ
D
∇u · ∇v dx, and ||u||2HD= 〈u, u〉HD .
We denote by u˜ ∈ HD the equivalence class of a function u ∈ H1(D).
We now rely on the following facts about TD, which arise immediately from the definition (3.2):
(3.17)
(i) TD : H
1
0 (Ω) → H10 (Ω) induces a bounded operator, still denoted by TD for simplicity, from
HD into H
1
0 (Ω) by the relation:
∀u˜ ∈ HD, TDu˜ = TDu, for any u ∈ H10 (Ω) such that u|D belongs to the class u˜.
(ii) For any function u ∈ H10 (Ω), one has: UD(TDu)|D= TD (UD(u|D)) = TDu.
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We are now in position to define our operator T˚D : HD → HD by:
∀u˜ ∈ HD, T˚Du˜ = ˜(TDu˜)|D.
The first interesting property of T˚D is the following:
Proposition 3.5. The operator T˚D is a self-adjoint isomorphism from HD into itself.
Proof. That T˚D is self-adjoint follows from the chain of equalities:
∀u, v ∈ H10 (Ω),
ˆ
D
∇(TDu) · ∇v dx =
ˆ
Ω
∇(TDu) · ∇(TDv) dx =
ˆ
D
∇u · ∇(TDv) dx.
It is also fairly easy to prove that T˚D is injective. Indeed, let u ∈ H10 (Ω) be such that (TDu)|D∈ C(D);
we have to prove that u ∈ C(D). Obviously, TDu ∈ Ran(TD), but, using Proposition 3.2, TDu ∈ Ker(TD),
which is also Ran(TD)
⊥, since TD is self-adjoint. Therefore, TDu = 0, and u ∈ Ker(TD), that is, u|D∈ C(D),
which is the desired conclusion.
The surjectivity of T˚D is a little more involved; it is implied by the following statement:
(3.18) ∀v ∈ H10 (Ω), ∃v0 ∈ Ker(TD) and u ∈ H10 (Ω) s.t. TDu = v − v0.
Since TD is self-adjoint, one has Ker(TD)
⊥ = Ran(TD). Hence, (3.18) is proved provided we show that TD
has closed range, which we now do. Let v ∈ H10 (Ω) and a sequence un ∈ H10 (Ω) be such that:
TDun
n→∞−→ v strongly in H10 (Ω).
Then, for any n,m ∈ N, and an arbitrary function w ∈ C(D), it holds:ˆ
D
|∇un −∇um −∇w|2 dx =
ˆ
Ω
∇(TDun − TDum) · ∇(UDun − UDum − UDw) dx,
≤ C||TDun − TDum||H10 (Ω)||un − um − w||H1(D),
where we have used (3.15) and (3.17). Now choosing
w =
1
|Dj |
ˆ
Dj
(un − um) dx in Dj , j = 1, ..., N,
and using the Poincare´-Wirtinger inequality, we obtain:
||∇un −∇um||L2(D)d≤ C||TDun − TDum||H10 (Ω),
which proves that u˜n|D is a Cauchy sequence in HD. It thus converges to some element u˜ ∈ HD. Let
u ∈ H10 (Ω) be such that u|D belongs to the equivalence class u˜. By the continuity of TD (and more exactly
using (3.17), (i)), it follows that TDun = TD(u˜n|D) → TDu˜ = TDu, which ends proving that TD has closed
range, and thus Proposition 3.5. 
Proposition 3.6. The spectrum of the operator T˚D is σ(T˚D) = σ(TD) \ {0}. Moreover, λ 6= 0 is an
eigenvalue of TD if and only if it is an eigenvalue of T˚D.
Proof. Let λ ∈ σ(TD) \ {0}. Then there exists a sequence un ∈ H10 (Ω) of quasi-eigenvectors, i.e.
(3.19) ||TDun − λun||H10 (Ω)
n→∞−−−−→ 0, and ||un||H10 (Ω)= 1.
Let vn = u˜n|D ∈ HD. Then,
||T˚Dvn − λvn||HD = ||∇(TDun)− λ∇un||L2(D)d ,
≤ ||TDun − λun||H10 (Ω),
converges to 0 as n → ∞, which proves that λ ∈ σ(T˚D), provided vn does not converge to 0 in HD. But
if that were the case, by (3.19), we would have TDun → 0 in H10 (Ω), and therefore λun → 0 in H10 (Ω); the
latter is impossible since λ 6= 0 and ||un||H10 (Ω)= 1. Hence λ belongs to the spectrum of T˚D.
Conversely, let λ ∈ σ(T˚D). By Proposition 3.5, λ 6= 0, and there exists a sequence vn ∈ HD of quasi-
eigenvectors for λ:
(3.20) ||T˚Dvn − λvn||HD n→∞−−−−→ 0, and ||vn||HD= 1.
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Taking functions un ∈ H10 (Ω) such that the restriction un|D belongs to the class vn, (3.20) becomes:
||∇(TDun)− λ∇un||L2(D)d n→∞−−−−→ 0, and ||∇un||L2(D)d= 1.
Let wn ∈ C(D) be defined by wn = 1|Dj |
´
Dj
(TDun − λun) dx on each connected component Dj of D,
j = 1, ..., N . By the properties of the extension operator UD and the the Poincare´-Wirtinger inequality, it
comes:
||UD(TDun|D)− λUD(un|D)− UDwn||H10 (Ω) ≤ C||TDun − λun − wn||H1(D),≤ C||∇(TDun)− λ∇un||L2(D)d .
Now defining zn = (UD(un|D)− 1λUDwn) ∈ H10 (Ω), and using (3.17), we obtain
||TDzn − λzn||H10 (Ω)
n→∞−−−−→ 0,
which allows to conclude that λ ∈ σ(TD), provided we can show that zn does not converge to 0 in H10 (Ω).
But this last fact is obvious since ||∇zn||L2(D)d= ||vn||HD= 1.
The correspondance between eigenvalues λ 6= 0 of TD and eigenvalues of T˚D is proved in exactly the same
way, working directly on eigenvectors rather than on quasi-eigenvector sequences. 
Remark 3.3. From these results, one might get the misleading impression that the operator TD (and
notably its spectral properties) depends only on the geometry of the set of inclusions D, and not on that
of Ω. This is wrong: the above material is merely a convenient point of view for appraising TD only by its
action on functions defined on D; in this regard, see the results of Section 4.5.
4. Structure of the limit spectrum of the Poincare´ variational problem
We now come back to the periodic inclusion setting described in Section 2: for a fixed ε > 0, the considered
set of inclusions is D = ωε, as defined by (2.2), and we use the shorthand Tε := Tωε . Our main goal in this
section is to describe the structure of the limit spectrum limε→0 σ(Tε), which is the closed subset of [0, 1]
defined by (1.4); unless otherwise specified, we proceed under the following assumptions:
(4.1)
(i) The rescaled inclusion ω is strictly contained in the unit periodicity cell Y : ω b Y ,
(ii) ω is of class C2.
Interestingly, many of the conclusions of this section do not hold if these assumptions are not satisfied; see
the Appendix A for counter-examples.
4.1. Presentation of the main results.
The first result of this investigation concerns the behavior of the non-degenerate part of the spectrum
σ(Tε) as ε → 0 (i.e. the eigenvalues of Tε which are different from 0 and 1). We show in Theorem 4.4 that
this part of σ(Tε) is uniformly contained in some interval of the form (m,M) for some 0 < m < M < 1
independent of ε, which we manage to characterize in terms of the shape of ω only. We shall draw several
important consequences from this result in Section 5.
We then examine in more details the behavior of the limit spectrum limε→0 σ(Tε). Usually, such endeavour
involves the study of the limiting behavior of the operator Tε as ε→ 0. Unfortunately, in the present context,
Tε lacks ‘nice’ convergence properties; indeed, it is fairly simple to show that Tε converges weakly to the
trivial operator |ω|I, that is:
∀u ∈ H10 (Ω), Tεu ε→0−→ |ω|u, weakly in H10 (Ω),
but that convergence yields no information about the asymptotic behavior of σ(Tε).
The reason for this ‘bad’ behavior is well understood in the mathematical theory of homogenization:
the sequence Tεu shows oscillations of small amplitude, at the ε-scale of the inclusions, which are somehow
averaged in the trivial limit operator |ω|I. Usually, so-called bulk or boundary layer correctors are introduced
in order to strenghten this convergence (see for instance [4, 20, 43]), but this approach seems difficult to
implement here.
To carry out our study, we follow the approach of [6, 7], using the Bloch-wave homogenization method:
namely, we rescale the operator Tε : H
1
0 (Ω) → H10 (Ω) into one Tε : L2(Ω, H1(ω)/R) → L2(Ω, H1(ω)/R),
which explicitely takes into account both the macroscopic and microscopic scales of the problem. The
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operator Tε retains the spectral features of Tε, but shows better convergence properties. More precisely,
Proposition 4.9 below shows that it converges pointwise to a limit operator T0, i.e.:
(4.2) ∀φ ∈ L2(Ω, H1(ω)/R), Tεφ ε→0−−−→ T0φ, strongly in L2(Ω, H1(ω)/R).
We shall then make use of the following abstract result:
Proposition 4.1. Let Tε : H → H be a sequence of bounded, self-adjoint operators in a Hilbert space
(H, 〈, ·, ·〉). We assume that Tε converges pointwise to a limit self-adjoint operator T0. Then, every point λ0
in the spectrum σ(T0) is the accumulation point of a sequence λε, where λε ∈ σ(Tε).
Proof. Assume that there exists λ0 ∈ σ(T0) which is not the accumulation point of any sequence λε ∈ σ(Tε).
Then, there exists δ > 0 such that
∀ε > 0, ∀λ ∈ σ(Tε), |λ− λ0|> δ.
Introducing a resolution of the identity ETε associated to the operator Tε, it comes, for an arbitrary u ∈ H
(see e.g. [63], Chap. 12):
||Tεu− λ0u||2=
∣∣∣∣∣
∣∣∣∣∣
ˆ
σ(Tε)
(λ− λ0) dETε(λ)u
∣∣∣∣∣
∣∣∣∣∣
2
=
ˆ
σ(Tε)
|λ− λ0|2〈dETε(λ)u, u〉 ≥ δ2||u||2.
Since the convergence Tεu→ T0u is strong, passing to the limit ε→ 0 in the previous relation yields:
∀u ∈ H, ||T0u− λ0u||≥ δ2||u||.
Thus, T0−λ0I is injective and has closed range. Since it is self-adjoint, it follows that it is also surjective, and,
by the open mapping theorem, that it is an isomorphism. This contradicts the hypothesis λ0 ∈ σ(T0). 
Hence, combining (4.2) with Proposition 4.1 allows to capture one part of the limit spectrum, which is
(partially) identified in Lemma 4.10 below as the spectrum of the periodic Poincare´ variational operator
associated to the inclusion pattern ω.
Theorem 4.2. The limit spectrum limε→0 σ(Tε) contains the cell spectrum, that is, the spectrum σ(T0) of
the operator T0 : H
1
#(Y )/R → H1#(Y )/R defined as follows: for u ∈ H1#(Y )/R, T0u is the unique element
in H1#(Y )/R such that
(4.3) ∀v ∈ H1#(Y )/R,
ˆ
Y
∇y(T0u) · ∇yv dy =
ˆ
ω
∇yu · ∇yv dy.
In the above statement, H1#(Y ) stands for the completion of the set of smooth Y -periodic functions for
the usual H1(Y )-norm (this definition readily extends to define the set W 1,p# (Y )). The Hilbert quotient
space H1#(Y )/R is equipped with the inner product:
〈u, v〉H1#(Y )/R =
ˆ
Y
∇yu · ∇yv dy,
and its associated norm.
By changing the topology measuring the convergence of Tε, we are able to capture one part of the limit
spectrum limε→0 σ(Tε), but not all of it. There are actually several ways to consider Tε on both macroscopic
and microscopic cells. Indeed, following an idea of J. Planchard [58], then carried on by G. Allaire and C.
Conca [6, 7], we could perform the very same procedure with a pack of Kd cells as a basis for the microscopic
scale, which are naturally associated to a discrete Bloch decomposition. We then obtain:
Theorem 4.3. The limit spectrum limε→0 σ(Tε) contains the Bloch spectrum σBloch defined by
(4.4) σBloch =
∞⋃
j=0
[
min
η∈[0,1]d
λj(η), max
η∈[0,1]d
λj(η)
]
,
where, for j = 0, ... and η ∈ [0, 1]d, λj(η) is the jth eigenvalue of the Bloch operator Tη defined in (4.40-4.41)
below.
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Obviously, the Bloch spectrum contains the cell spectrum; it really captures ‘bulk’ effects of the collective
resonances of particles.
The former study makes it possible to capture the so-called Bloch part of the limit spectrum, and one may
wonder whether all the possible limits are captured. Such is not the case because of the possible concentration
of energy on the boundary. In Section 4.5, Theorem 4.20, we show that limε→0 σ(Tε) = σBloch ∪ σ∂Ω, where
the so-called Boundary layer spectrum σ∂Ω is composed of the accumulation points λ of the sequences of
eigenvalues λε ∈ σ(Tε) whose associated eigenfunctions concentrate a large enough proportion of their energy
near the boundary ∂Ω of the macroscopic domain.
4.2. Uniform bounds on the eigenvalues of the Poincare´ variational problem.
From Proposition 3.2, we already now that the spectrum σ(Tε) is included in the interval [0, 1]. Moreover,
this proposition states that 0 and 1 are both eigenvalues of Tε, and gives a complete characterization of the
associated eigenspaces.
The following theorem actually reveals that there is a gap between the eigenvalues 0 and 1 and the rest
of the spectrum σ(Tε), which is uniform with respect to ε.
Theorem 4.4. Under the assumptions (4.1), there exists ε0 such that, for 0 < ε < ε0,
(λ ∈ σ(Tε), λ /∈ {0, 1}) ⇒ m ≤ λ ≤M,
where 0 < m < M < 1 are the constants, independent of ε, defined by:
(4.5) m = min
u∈ĥ0
u 6=0
ˆ
ω
|∇yu|2 dyˆ
Y
|∇yu|2 dy
, M = max
u∈ĥ0
u 6=0
ˆ
ω
|∇yu|2 dyˆ
Y
|∇yu|2 dy
,
and ĥ0 ⊂ H1(Y )/R is the Hilbert space defined by:
(4.6) ĥ0 =
{
u ∈ H1(Y )/R, ∆yu = 0 in ω ∪ (Y \ ω), and
ˆ
∂ω
∂u+
∂ny
ds = 0
}
.
Proof. Let us start with a short comment about the bounds m,M and the space ĥ0 defined by (4.5) and (4.6)
respectively. Considering the version of the Poincare´ variational problem (3.2) associated to the inclusion
ω in the periodicity cell Y , let us introduce the operator T̂0 : H
1(Y )/R → H1(Y )/R defined as follows: for
u ∈ H1(Y )/R, T̂0u is the unique element in H1(Y )/R such that:
∀v ∈ H1(Y )/R,
ˆ
Y
∇y(T̂0u) · ∇yv dy =
ˆ
Ω
∇yu · ∇yv dy.
Observe that the operator T̂0 and space ĥ0 are very close in essence to those T0 and h0 defined below (see
(4.32) and Proposition 4.17), except that they do not bring into play Y -periodic functions.
Adapting the analysis of Section 3.3 to the present case - in particular, replacing the Poisson kernel (3.8)
with the so-called Neumann function of the inclusion ω b Y - one shows that m and M are respectively the
smallest and largest eigenvalues of T̂0 which are different from 0 and 1 (and thus 0 < m < M < 1).
Let us now pass to the proof of Theorem 4.4, properly speaking. We denote by λ−ε (resp. λ
+
ε ) the smallest
(resp. largest) eigenvalue of Tε which is different from 0 (resp. different from 1).
Exploiting the min-max principle of Proposition 3.4 in combination with the characterization of Ker(Tε)
given in Proposition 3.2, it comes:
(4.7) λ−ε = min
u∈hε
u 6=0
ˆ
ωε
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
, and λ+ε = max
u∈hε
u6=0
ˆ
ωε
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
,
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where the space hε is defined by (see (3.7)):
hε =
{
u ∈ H10 (Ω), ∆u = 0 on ωε ∪ (Ω \ ωε), and
ˆ
∂ωξε
∂u+
∂n
ds = 0, ξ ∈ Ξε
}
.
Our purpose is to prove that
(4.8) m ≤ λ−ε , and λ+ε ≤M.
Proof of the right-hand inequality in (4.8): Let u ∈ hε, u 6= 0 be arbitrary. For any ξ ∈ Ξε, define the
rescaled function uξε(y) := u(εξ + εy) in H
1(Y ). A simple change of variables yields:
(4.9)
ˆ
ωε
|∇u|2 dx = εd−2
∑
ξ∈Ξε
ˆ
ω
|∇yuξε|2 dy,
and similarly:
(4.10)
ˆ
Ω
|∇u|2 dx =
ˆ
Bε
|∇u|2 dx+ εd−2
∑
ξ∈Ξε
ˆ
Y
|∇yuξε|2 dy.
We then obtain:
(4.11)
ˆ
ωε
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
=
εd−2
∑
ξ∈Ξε
ˆ
ω
|∇yuξε|2 dy
ˆ
Bε
|∇u|2 dx+ εd−2
∑
ξ∈Ξε
ˆ
Y
|∇yuξε|2 dy
≤ max
ξ∈Ξε
ˆ
ω
|∇yuξε|2 dyˆ
Y
|∇yuξε|2 dy
,
where we have used the easy algebraic identity:
(4.12) min
(
p1
q1
,
p2
q2
)
≤ p1 + p2
q1 + q2
≤ max
(
p1
q1
,
p2
q2
)
, p1, p2, q1, q2 ≥ 0, q1q2 6= 0.
Now, since u ∈ hε, it follows that for every ξ ∈ Ξε, uξε (or more exactly its class up to constants) belongs
to ĥ0. Hence, in view of (4.5), the right-hand side in (4.11) is bounded from above by M . The desired
inequality now follows from the combination of (4.7) and (4.11).
Proof of the left-hand inequality in (4.8): The proof of this inequality is a little more involved than that of
the former one, and we proceed in two steps.
First step: We prove that, for an arbitrary u ∈ hε, u 6= 0, there exist |Ξε| real constants cξ ∈ R, indexed by
ξ ∈ Ξε, so that the function v ∈ H10 (Oε) defined by the system:
(4.13)
 −∆v = 0 in Oε,v = u+ cξ in ωξε , for each ξ ∈ Ξε,
v = 0 on ∂Oε
additionally satisfies:
(4.14)
ˆ
∂ωξε
∂v+
∂n
ds = 0 for all ξ ∈ Ξε.
To see this, for a given ξ ∈ Ξε, let sξ ∈ H10 (Oε) be defined by:
−∆sξ = 0 in Oε,
sξ = 1 in ω
ξ
ε ,
sξ = 0 in ω
η
ε , for each η ∈ Ξε \ {ξ} ,
sξ = 0 on ∂Oε.
We then search for v under the form:
v = u+
∑
ξ∈Ξε
cξsξ,
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where the constants cξ have to be adjusted so that (4.14) holds; this last condition in turn rewrites:
(4.15) ∀ξ ∈ Ξε,
∑
η∈Ξε
Aξηcη = bξ,
a linear system of size |Ξε|, whose matrix A = (Aξη)ξ,η∈Ξε and right-hand side {bξ}ξ∈Ξε are defined by:
Aξη =
ˆ
∂ωξε
∂s+η
∂n
ds, and bξ = −
ˆ
∂ωξε
∂u+
∂n
ds.
Hence, the existence of v satisfying (4.13) and (4.14) follows from the invertibility of A = (Aξη)ξ,η∈Ξε , which
we now prove. Assume then that
∑
η∈Ξε Aξηcη = 0 for some collection {cξ}ξ∈Ξε of |Ξε| real constants, and
consider the function
w =
∑
ξ∈Ξε
cξsξ;
w satisfies by construction:  −∆w = 0 in Oε,w = cξ in ωξε , for each ξ ∈ Ξε,
w = 0 on ∂Oε,
together with
´
∂ωξε
∂w+
∂n ds = 0 for each ξ ∈ Ξε. Hence, an integration by parts produces:
ˆ
Oε
|∇w|2 dx = −
ˆ
Oε\ωε
∆w w dx−
∑
ξ∈Ξε
ˆ
∂ωξε
∂w+
∂n
w ds,
= −
∑
ξ∈Ξε
cξ
ˆ
∂ωξε
∂w+
∂n
ds,
= 0,
and so w ≡ 0 on Oε; in particular, this implies cξ = 0, for ξ ∈ Ξε, which eventually proves the invertibility
of the matrix A in (4.15), thus the existence of v satisfying (4.13) and (4.14).
Second step: We use the construction of the first step to obtain a lower bound for λ−ε in (4.7). First,
let u ∈ hε, u 6= 0 be arbitrary, and let {cξ}ξ∈Ξε and v ∈ H10 (Oε) be as in the first step. We define
r ∈ Ker(Tε) by (see Proposition 3.2): −∆r = 0 in Ω \ ωε,r = cξ in ωξε , for each ξ ∈ Ξε,
r = 0 on ∂Ω.
Then,
(4.16)
ˆ
Ω
|∇u+∇r|2 dx =
ˆ
Ω
|∇u|2 dx+
ˆ
Ω
|∇r|2 dx ≤
ˆ
Oε
|∇v|2 dx,
where the left-hand identity follows from the orthogonality between hε and Ker(Tε), and the right-hand
inequality follows from the fact that u+ r is the minimizer of the energy
´
Ω
|∇w|2 dx over the closed, convex
subset of H10 (Ω) defined by: {
w ∈ H10 (Ω), w = u+ cξ in ωξε , ξ ∈ Ξε
}
.
Eventually, introducing again the rescaled function vξε(y) = v(εξ+εy), a change of variable produces (viz.
(4.9) and (4.10)):
ˆ
ωε
|∇v|2 dx = εd−2
∑
ξ∈Ξε
ˆ
ω
|∇yvξε |2 dy, and
ˆ
Oε
|∇v|2 dx = εd−2
∑
ξ∈Ξε
ˆ
Y
|∇yvξε |2 dy,
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whence, using (4.12) and (4.16):
ˆ
ωε
|∇u|2 dx
ˆ
Ω
|∇u|2 dx
≥
ˆ
ωε
|∇v|2 dx
ˆ
Oε
|∇v|2 dx
=
εd−2
∑
ξ∈Ξε
ˆ
ω
|∇yvξε |2 dy
εd−2
∑
ξ∈Ξε
ˆ
Y
|∇yvξε |2 dy
≥ min
ξ∈Ξε
ˆ
ω
|∇yvξε |2 dyˆ
Y
|∇yvξε |2 dy
,
which allows to conclude from (4.5) and (4.7), since by construction vξε belongs to ĥ0 for each ξ ∈ Ξε. 
Remark 4.1.
• Interestingly, the bounds (4.5) over the non degenerate part of the spectrum of Tε only depend on
the geometry of the inclusion ω b Y , and not on that of the macroscopic domain Ω.
• As a consequence of Theorem 4.4, the operator ( 11−aI − Tε), from hε into itself, is invertible as soon
as a belongs to (−∞, m−1m )∪(M−1M , 0). We believe that this result can be extended to the case where
the inclusion ω is only assumed to be Lipschitz regular. However, for the sake of simplicity, we do
not discuss such generality in the present article.
• In the case where ω is additionnally assumed to be star-shaped, it is possible to derive more explicit
expressions of the bounds (4.5) in terms of the Lipschitz character infy∈∂ω(y · n(y)) of the inclusion
ω, be relying on the Rellich identities as in [17].
4.3. Individual resonances of the inclusions: proof of Theorem 4.2.
4.3.1. Extension and projection operators: the periodic unfolding method.
The cornerstone of our rescaling procedure of Tε is the definition of extension and projection operators
for transforming a function of the macroscopic variable x ∈ Ω into one depending on both the macroscopic
and microscopic variables x ∈ Ω, y ∈ Y , and the other way around. These operators have been introduced
in [6, 7], then studied in a more systematic way in [32, 33], under the name of ‘periodic unfolding method’.
We follow the presentation of the latter references.
Definition 4.1. Let p ∈ [1,∞].
(i) The extension (or unfolding) operator Eε : L
p(Ω)→ Lp(Ω× Y ) is defined for u ∈ Lp(Ω) by:
Eεu(x, y) =
{
u(ε
[
x
ε
]
Y
+ εy) if x ∈ Oε,
0 otherwise.
(ii) The projection (or local averaging) operator Pε : L
p(Ω× Y )→ Lp(Ω) is defined for φ ∈ Lp(Ω× Y ) by:
Pεφ(x) =

ˆ
Y
φ
(
ε
[x
ε
]
Y
+ εz,
{x
ε
}
Y
)
dz if x ∈ Oε,
0 otherwise.
Remark 4.2. A more intuitive definition of the projection Pεφ would read: Ω 3 x 7→ φ(x,
{
x
ε
}
Y
), but this
function may not be measurable for general φ ∈ Lp(Ω× Y ).
These operators satisfy the following properties, whose elementary proofs are reproduced for the sake of
convenience:
Proposition 4.5. Let Ω ⊂ Rd be a bounded, Lipschitz domain.
(i) For any function u ∈ L1(Ω), one has:
(4.17)
ˆ
Ω
u dx =
ˆ
Ω×Y
Eεu dxdy +
ˆ
Bε
u dx.
In particular, for p ∈ [1,∞], if uε is a bounded sequence in Lp(Ω) and v ∈ Lq(Ω) is a fixed function,
with 1p +
1
q = 1, one has:
(4.18)
∣∣∣∣ˆ
Ω
uεv dx−
ˆ
Ω×Y
Eεuε Eεv dxdy
∣∣∣∣ ε→0−→ 0.
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(ii) For p ∈ [1,∞], both operators Eε : Lp(Ω)→ Lp(Ω× Y ) and Pε : Lp(Ω× Y )→ Lp(Ω) are bounded with
norm 1.
(iii) If p ∈ [1,∞] and 1p + 1q = 1, Pε : Lq(Ω× Y )→ Lq(Ω) is the adjoint of Eε : Lp(Ω)→ Lp(Ω× Y ).
(iv) For p ∈ [1,∞], the operator Pε : Lp(Ω × Y ) → Lp(Ω) is ‘almost’ a left inverse for Eε : Lp(Ω) →
Lp(Ω× Y ): for any function u ∈ Lp(Ω),
PεEεu(x) =
{
u(x) if x ∈ Oε,
0 otherwise.
(v) For p ∈ [1,∞) and a given function u ∈ Lp(Ω), Eεu→ u strongly in Lp(Ω× Y ).
(vi) For p ∈ [1,∞), and a given function ψ ∈ D(Ω, Lp(Y )), define uε(x) := ψ(x, xε ) ∈ Lp(Ω); then Eεuε → ψ
strongly in Lp(Ω× Y ).
(vii) For p ∈ [1,∞), and for any function φ ∈ Lp(Ω× Y ), one has:
Eε Pεφ→ φ strongly in Lp(Ω× Y ).
Proof. (i) Let u ∈ L1(Ω) be arbitrary; it follows from the definitions that:ˆ
Ω
u dx =
ˆ
Oε
u dx+
ˆ
Bε
u dx,
=
∑
ξ∈Ξε
ˆ
ε(ξ+Y )
u dx+
ˆ
Bε
u dx,
=
∑
ξ∈Ξε
εd
ˆ
Y
u (εξ + εy) dy +
ˆ
Bε
u dx,
=
∑
ξ∈Ξε
εd
ˆ
Y
Eεu(ξ, y) dy +
ˆ
Bε
u dx,
which leads to the desired conclusion.
The convergence (4.18) follows from Ho¨lder’s inequality and Lebesgue’s dominated convergence theorem
applied to the last term in the right-hand side of (4.17).
(ii) Follows directly from (i).
(iii) Let u ∈ Lp(Ω), and φ ∈ Lq(Ω× Y ) be arbitrary functions. Then,ˆ
Ω
u(x) Pεφ(x) dx =
∑
ξ∈Ξε
εd
ˆ
Y
u (εξ + εy)Pεφ (εξ + εy) dy,
=
∑
ξ∈Ξε
εd
ˆ
Y
ˆ
Y
Eεu (εξ, y)φ (εξ + εz, y) dzdy,
=
∑
ξ∈Ξε
ˆ
Y
ˆ
ε(ξ+Y )
Eεu (x, y)φ (x, y) dxdy,
=
ˆ
Ω×Y
Eεu(x, y)φ(x, y) dxdy.
(iv) Let u ∈ Lp(Ω) be given. Then, a simple computation reveals that, for a.e. x ∈ Oε,
PεEεu(x) =
ˆ
Y
Eεu
(
ε
[x
ε
]
+ εz,
{x
ε
})
dz =
ˆ
Y
u
(
ε
[x
ε
]
+ ε
{x
ε
})
dz,
which is by definition u(x).
(v) Assume first that u ∈ D(Ω). Then, for a.e. (x, y) ∈ Oε × Y ,
|Eεu(x, y)− u(x)|= |u
(
ε
[x
ε
]
Y
+ εy
)
− u(x)|≤ Cε|∇u(x)|.
Integrating over Oε × Y , then using (i), it follows that ||Eεu − u||Lp(Ω×Y )→ 0 as ε → 0. The result for
general u ∈ Lp(Ω) follows from a standard density argument, using the fact that Eε has operator norm 1.
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(vi) The proof is almost identical to that of (v), noticing that, for a.e. (x, y) ∈ Oε × Y ,
Eεuε(x, y) = ψ
(
ε
[x
ε
]
Y
+ εy, y
)
.
(vii) For a.e. (x, y) ∈ Ω× Y , one has:
EεPεφ(x, y) = Pεφ
(
ε
[x
ε
]
+ εy
)
=
ˆ
Y
φ
(
ε
[x
ε
]
+ εz, y
)
dz.
From this formula, it is easily seen that, if φ ∈ D(Ω× Y ), one has, for ε small enough:
||EεPεφ− φ||Lp(Ω×Y )≤ Cε,
where C only depends on a modulus of continuity for φ. The general result follows by a density argument,
again using the fact that ||Eε|| ≤ 1 and ||Pε|| ≤ 1. 
The operators Eε and Pε enjoy several additional important properties, which are the transcription of the
compactness properties of the two-scale convergence topology (see e.g. [3, 57]). We only quote the results,
referring to [33] for proofs.
Theorem 4.6. Let p ∈ (1,∞), and let uε be a bounded sequence in W 1,p(Ω). Then, up to a subsequence,
there exist u0 ∈W 1,p(Ω) and û ∈ Lp(Ω,W 1,p# (Y )) such that:
uε → u0 weakly in W 1,p(Ω), and Eε(∇uε)→ ∇u0 +∇yû weakly in Lp(Ω× Y ).
4.3.2. A two-scale formulation of the Poincare´-Neumann variational problem.
As mentionned previously, the operator Tε : H
1
0 (Ω) → H10 (Ω) fails to have ‘nice’ convergence properties,
amenable to the study of its asymptotic spectral properties. To improve this feature, we ‘unfold’ Tε into an
operator Tε, from L2(Ω, H1(ω)/R) into itself, where L2(Ω, H1(ω)/R) is equipped with the inner product
〈φ, ψ〉L2(Ω,H1(ω)/R) =
ˆ
Ω×ω
∇yφ(x, y) · ∇yψ(x, y) dxdy,
and the associated norm.
This task relies on the extension and projection operators Eε and Pε introduced in the previous section
and demands a little caution, since the definition of Tε involves first-order derivatives of functions, operations
that are not necessarily well-behaved with respect to Eε and Pε (for instance, if u ∈ H1(Ω), Eεu is in general
not in H1(Ω× Y )).
More precisely, to cope with this technical difficulty, we use the ideas of Section 3.4: let us introduce the
Hilbert space
(4.19) Hε = H
1(ωε)/C(ωε), where C(ωε) =
{
u ∈ H1(ωε), ∃ cξ ∈ R, u = cξ on ωξε , ξ ∈ Ξε
}
,
equipped with the inner product 〈·, ·〉Hε and norm ||·||Hε defined by (see (3.16)):
〈u, v〉Hε =
ˆ
ωε
∇u · ∇v dx, and ||u||2Hε= 〈u, u〉Hε , u, v ∈ Hε.
To simplify notations, we shall write in the same way a function in H1(ωε) and its class in Hε in the
forthcoming developments. We have seen that Tε induces an isomorphism T˚ε : Hε → Hε which retains the
spectral properties of Tε, in the sense of Proposition 3.6.
Let us now observe that:
• The operator Eε : L2(Ω) → L2(Ω × Y ) induces an operator (still denoted by Eε) from Hε into
L2(Ω, H1(ω)/R), and:
(4.20) ∀u ∈ Hε, ∇y(Eεu) = εEε(∇u),
• The operator Pε : L2(Ω×Y )→ L2(Ω) induces an operator (still denoted by Pε) from L2(Ω, H1(ω)/R)
into Hε and:
(4.21) ∀φ ∈ L2(Ω, H1(ω)/R), ∇(Pεφ) = 1
ε
Pε(∇yφ).
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Taking advantage of these facts, we now define the rescaled operator Tε = EεT˚εPε from L2(Ω, H1(ω)/R)
into itself.
Lemma 4.7. The operator Tε is self-adjoint.
Proof. We simply calculate, for arbitrary functions φ, ψ ∈ L2(Ω, H1(ω)/R),ˆ
Ω×ω
∇y(Tεφ) · ∇yψ dxdy =
ˆ
Ω×ω
∇y(EεT˚εPεφ) · ∇yψ dxdy,
= ε
ˆ
Ω×ω
Eε
(
∇(T˚εPεφ)
)
· ∇yψ dxdy,
= ε
ˆ
Ω×Y
Eε
(
∇(T˚εPεφ)
)
· (1ω(y)∇yψ) dxdy,
where 1ω is the characteristic function of the inclusion ω. Then,ˆ
Ω×ω
∇y(Tεφ) · ∇yψ dxdy = ε
ˆ
Ω
Pε(1ω)
(
∇(T˚εPεφ)
)
· Pε (∇yψ) dx,
= ε
ˆ
ωε
∇(T˚εPεφ) · Pε (∇yψ) dx,
= ε2
ˆ
ωε
∇(T˚εPεφ) · ∇ (Pεψ) dx.
In the above equalities, we have used (4.20), (4.21) and Proposition 4.5 (iii). Now, using the self-adjointness
of T˚ε (see Proposition 3.5), and the exact same calculations as above, we obtain:ˆ
Ω×ω
∇y(Tεφ) · ∇yψ dxdy = ε2
ˆ
ωε
∇(Pεφ) · ∇
(
T˚εPεψ
)
dx,
= ε
ˆ
ωε
Pε(∇yφ) · ∇
(
T˚εPεψ
)
dx,
= ε
ˆ
Ω×ω
∇yφ · Eε
(
∇
(
T˚εPεψ
))
dxdy,
=
ˆ
Ω×ω
∇yφ · ∇y(Tεψ) dxdy,
whence the desired result. 
We now verify that Tε retains the same spectrum as Tε.
Proposition 4.8. For given ε > 0, the spectrum of the operator Tε : L2(Ω, H1(ω)/R) → L2(Ω, H1(ω)/R)
equals:
σ(Tε) = σ(Tε) \ {0} .
Moreover, λ 6= 0 is an eigenvalue of Tε if and only if it is an eigenvalue of Tε.
Proof. Let λ ∈ σ(Tε), λ 6= 0. By Proposition 3.6, λ belongs to σ(T˚ε), and there exists a sequence un ∈ H10 (Ω)
such that:
||∇(Tεun)− λ∇un||L2(ωε)d
n→0−−−→ 0, and ||∇un||L2(ωε)d= 1.
Set φn = Eεun ∈ L2(Ω, H1(ω)/R); it comes:ˆ
Ω×ω
|∇y(Tεφn)− λ∇yφn|2 dxdy = ε2
ˆ
ωε
|∇(Tεun)− λ∇un|2 dx n→∞−−−−→ 0,
where we have used Proposition 4.5 and the identity, for u ∈ Hε,ˆ
Ω×ω
|Eε∇u|2 dxdy =
ˆ
Oε×ω
|Eε∇u|2 dxdy =
∑
ξ∈Ξε
ˆ
ε(ξ+Y )×ω
|Eε∇u|2 dxdy
=
∑
ξ∈Ξε
εd
ˆ
ω
|∇u(εξ + εy)|2 dy =
ˆ
ωε
|∇u|2 dx.(4.22)
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Moreover,
||φn||2L2(Ω,H1(ω)/R)=
ˆ
Ω×ω
|∇yφn|2 dxdy = ε2
ˆ
Ω×ω
|Eε(∇un)|2 dxdy = ε2;
since φn is bounded away from 0 in L
2(Ω, H1(ω)/R) as n→∞, we conclude that λ ∈ σ(Tε).
Let now λ ∈ σ(Tε) \ {0}; there exists a sequence φn ∈ L2(Ω, H1(ω)/R), such that:
(4.23) ||∇yφn||L2(Ω×ω)= 1, and
ˆ
Ω×ω
|∇y(Tεφn − λφn)|2 dxdy n→∞−−−−→ 0.
Let us define the sequence un ∈ H10 (Ω) by:
un = Pεφn − wn on ωε, and −∆un = 0 on Ω \ ωε,
in which Pεφn stands for any element of the equivalence class Pεφn ∈ Hε, and wn ∈ C(ωε) is a function
which is constant in each connected component of ωε, yet to be chosen. Using Proposition 4.5, (ii) yields:ˆ
Ω×ω
|∇y(Tεφn − λφn)|2 dxdy ≥
ˆ
ωε
|Pε(∇y(Tεφn)− λ∇yφn)|2 dx,
= ε2
ˆ
ωε
|∇(Tεun)− λ∇un|2 dx.
Now, using the boundedness of the harmonic extension operator, we obtain:
||∇(Tεun − λun)||L2(Ω)d ≤ C||Tεun − λun||H1(ωε),
≤ C||∇(Tεun)− λ∇un||L2(ωε)d ,
provided wn is chosen in such a way that
´
ωξε
(Tεun − λun) dx = 0 for all ξ ∈ Ξε (owing to the Poincare´
Wirtinger inequality). Note that, in the above inequality, the constant C may depend on ε, which has a
fixed value in the present proof. Therefore,
(4.24) ||∇(Tεun − λun)||2L2(Ω) n→∞−−−−→ 0.
To complete the proof of the claim, we only need to show that the sequence un does not converge to 0 in
H10 (Ω) as n → ∞. But this follows easily from (4.24): since λ 6= 0, if un were to converge to 0 in H10 (Ω),
then so would Tεun; in turn EεTεun = Tεφn would converge to 0 in L2(Ω, H1(ω)/R), which is impossible in
view of (4.23). The claim follows.
The last statement of Proposition 4.8, concerning eigenvalues, is proved in an analogous way. 
4.3.3. Pointwise convergence of the rescaled operator Tε.
The main result in this section states that Tε converges pointwise, albeit possibly not in operator norm,
to a limit operator T0 : L2(Ω, H1(ω)/R)→ L2(Ω, H1(ω)/R).
Proposition 4.9. The operator Tε converges pointwise to a limit operator T0, mapping L2(Ω, H1(ω)/R) into
itself: for any function φ ∈ L2(Ω, H1(ω)/R), the following convergence holds strongly in L2(Ω, H1(ω)/R):
Tεφ
ε→0−−−→ T0φ.
The operator T0 is defined by
T0φ(x, y) = Q (∇v0(x) · y + v̂(x, y)) ,
where
• Q : L2(Ω, H1(Y ))→ L2(Ω, H1(ω)/R) is the natural restriction operator,
• v̂ is the unique solution in L2(Ω, H1#(Y )/R) to the following equation:
(4.25) −∆y v̂(x, y) = −divy(1ω(y)∇yφ)(x, y) in H1#(Y ), a.e. in x ∈ Ω,
• v0 is the unique solution in H10 (Ω) to the equation:
(4.26) −∆v0 = −div
(ˆ
ω
∇yφ(x, y) dy
)
.
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Proof. Let φ ∈ L2(Ω, H1(ω)/R) be given, and define uε as (any element in the class) Pεφ ∈ Hε. The function
vε := Tεuε ∈ H10 (Ω) fulfills the following variational problem:
(4.27) ∀v ∈ H10 (Ω),
ˆ
Ω
∇vε · ∇v dx =
ˆ
ωε
∇uε · ∇v dx,
and it follows from the definitions that Tεφ = QEεvε. Standard energy estimates imply:
||∇vε||L2(Ω) ≤ C||∇uε||L2(ωε),
≤ C
ε
||∇yφ||L2(Ω×ω).
Then, using Theorem 4.6, we infer that, up to a subsequence still indexed by ε, there exist v0 ∈ H10 (Ω)
and v̂ ∈ L2(Ω, H1#(Y )/R) such that the following convergences hold:
(4.28) εvε → v0 weakly in H10 (Ω), and ∇y(Eεvε) = εEε(∇vε)→ ∇v0 +∇y v̂ weakly in L2(Ω× Y ).
The identity (4.27) may be rewritten as:
∀v ∈ H10 (Ω),
ˆ
Ω
ε∇vε · ∇v dx =
ˆ
ωε
Pε(∇yφ) · ∇v dx,
and, using Proposition 4.5, it can be rescaled into:
(4.29) ∀v ∈ H10 (Ω),
ˆ
Ω×Y
εEε(∇vε) · Eε(∇v) dxdy + rε =
ˆ
Ω×ω
EεPε(∇yφ) · Eε(∇v) dxdy,
where the remainder rε is defined by rε :=
´
Bε ε∇vε · ∇v dx. Let us now consider a test function of the form
v(x) = ϕ(x) + εψ
(
x, xε
)
, where ϕ ∈ H10 (Ω), ψ ∈ D(Ω, H1#(Y )). Using Proposition 4.5, (v), (vi), it comes:
Eε(∇v) −→ ∇ϕ+∇yψ strongly in L2(Ω× Y ), and rε → 0.
Thus, taking limits in (4.29), using the weak convergence (4.28), and Proposition 4.5, (vii), it follows
that:
(4.30)
ˆ
Ω×Y
(∇v0 +∇y v̂) · (∇ϕ+∇yψ) dxdy =
ˆ
Ω×ω
∇yφ · (∇ϕ+∇yψ) dxdy,
and a standard density argument reveals that (4.30) actually holds for arbitrary ϕ ∈ H10 (Ω), ψ ∈ L2(Ω, H1#(Y )).
This two-scale variational formulation allows to identify the functions v0 and v̂: taking ϕ = 0 and arbitrary
ψ in (4.30), it follows that v̂ satisfies the equation:
−∆y v̂(x, y) = −divy(1ω(y)∇yφ)(x, y) a.e. in Ω× Y,
i.e. v̂ is the function defined in (4.25). Likewise, taking arbitrary ϕ ∈ H10 (Ω) and ψ = 0 in (4.30) yields:
−∆v0 = −div
(ˆ
ω
∇yφ(x, y) dy
)
,
i.e. v0 is the function defined in (4.26).
To complete the proof, we now show that the convergence ∇y(Eεvε) → ∇v0 + ∇y v̂ holds strongly in
L2(Ω× Y ). We start by proving the convergence of energies:
(4.31) lim
ε→0
ˆ
Ω
|ε∇vε|2 dx = lim
ε→0
ˆ
Ω×Y
|∇y(Eεvε)|2 dxdy =
ˆ
Ω×Y
|∇v0 +∇y v̂|2 dxdy.
To achieve (4.31), remark that, by lower semi-continuity of the weak convergence,
ˆ
Ω×Y
|∇v0 +∇y v̂|2 dxdy ≤ lim inf
ε→0
ˆ
Ω×Y
|∇y(Eεvε)|2 dxdy.
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Now, we have successively:
lim inf
ε→0
ˆ
Ω×Y
|∇y(Eεvε)|2 dxdy = lim inf
ε→0
ε2
ˆ
Oε
|∇vε|2 dx,
≤ lim inf
ε→0
ε2
ˆ
Ω
|∇vε|2 dx,
= lim inf
ε→0
ε2
ˆ
ωε
∇uε · ∇vε dx,
= lim inf
ε→0
ε
ˆ
ωε
Pε (∇yφ) · ∇vε dx,
= lim
ε→0
ˆ
Ω×ω
EεPε (∇yφ) · ∇y(Eεvε) dxdy,
=
ˆ
Ω×ω
∇yφ · (∇v0 +∇y v̂) dxdy,
where we have used Proposition 4.5, (vii), and the weak convergence (4.28). Considering the variational
equation (4.30), this proves (4.31). We now calculate the discrepancy:ˆ
Ω×Y
|∇y(Eεvε)−∇v0 −∇y v̂|2 dxdy =
ˆ
Ω×Y
|∇y(Eεvε)|2 dxdy − 2
ˆ
Ω×Y
∇y(Eεvε) · (∇v0 +∇y v̂) dxdy
+
ˆ
Ω×Y
|∇v0 +∇y v̂|2 dxdy.
Using the convergence of energies (4.31) for the first term in the right-hand side of the above identity and the
weak convergence (4.28) for the second one, we obtain that the difference
´
Ω×Y |∇y(Eεvε)−∇v0 −∇y v̂|2 dxdy
vanishes. Putting definitions together, we have eventually proved that:
Tεφ = QEεvε
ε→0−−−→ Q (∇v0 · y + v̂) , strongly in L2(Ω, H1(ω)/R),
which terminates the proof. 
4.3.4. End of the proof of Theorem 4.2.
Theorem 4.2 now arises as a simple consequence of Propositions 4.1 and 4.9, and of the following partial
identification of the spectrum of T0 in terms of that of a simpler operator.
Lemma 4.10. Let T0 : H
1
#(Y )/R → H1#(Y )/R be the operator that maps u ∈ H1#(Y )/R into the unique
solution T0u ∈ H1#(Y )/R of the equation:
−∆y(T0u) = −divy(1ω∇yu),
or under variational form:
(4.32) ∀v ∈ H1#(Y )/R,
ˆ
Y
∇y(T0u) · ∇yv dy =
ˆ
ω
∇yu · ∇yv dy.
Then the spectrum σ(T0) contains the set σ(T0).
Proof. First observe that, adaptating the general setting of Section 3.3 to the case of the operator T0, we
see that σ(T0) ⊂ [0, 1] simply consists of a sequence of eigenvalues with 12 as unique accumulation point.
Let now λ ∈ σ(T0); since it is easily seen that 0 ∈ σ(T0), we may assume that λ 6= 0 is an eigenvalue of
T0. Then, there exists a function u ∈ H1#(Y )/R, u 6= 0, such that
(4.33) ∀v ∈ H1#(Y )/R, λ
ˆ
Y
∇yu · ∇yv dy =
ˆ
ω
∇yu · ∇yv dy,
and we define φ ∈ L2(Ω, H1#(Y )/R) by φ(x, y) = u(y). Using (4.33), one sees that
(4.34) λ
ˆ
Ω×Y
∇yφ · ∇yψ dxdy =
ˆ
Ω×ω
∇yφ · ∇yψ dxdy
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holds for any test function ψ ∈ L2(Ω, H1#(Y )/R) of the form ψ(x, y) =
∑N
j=1 ϕj(x)vj(y), where the ϕj ∈
L2(Ω) are the characteristic functions of some measurable subsets of Ω and the vj are arbitrary elements in
H1#(Y )/R. Hence, it follows from a usual density argument that (4.34) holds for all ψ ∈ L2(Ω, H1#(Y )/R).
Let us now recall that T0(Qφ) ∈ L2(Ω, H1(ω)/R) is defined by T0(Qφ) = Q(∇v0 · y+ v̂), where Q, v0 and
v̂ are as in in Proposition 4.9. In particular, v̂ is the unique element in L2(Ω, H1#(Y )/R) which satisfies (see
(4.25)):
∀ψ ∈ L2(Ω, H1#(Y )/R),
ˆ
Ω×Y
∇y v̂ · ∇yψ dxdy =
ˆ
Ω×ω
∇yφ · ∇yψ dxdy.
Hence, v̂ = λφ, and, using the definition (4.26), it follows that v0 = 0. Thus, we have proved that T0(Qφ) =
λQφ. In addition, it is easily verified from (4.34) and the fact that λ 6= 0 that Qφ 6= 0 in L2(Ω, H1(ω)/R),
i.e. λ is an eigenvalue of T0. 
Remark 4.3. Roughly speaking, σ(T0) captures the modes of T0 which are ‘self-resonating’: in the above
proof, we have indeed seen that these have at least one associated eigenfunction which is independent of the
macroscopic variable x ∈ Ω.
4.4. Collective resonances of the inclusions.
4.4.1. Extension of the previous work to a rescaling procedure over packs of cells.
The work carried out in Section 4.2 allows to capture that part of the limit spectrum limε→0 σ(Tε), which
measures the self-resonance frequencies of the inclusion ω. However, as ε → 0, it may happen that several
inclusions come into resonance together, thus giving rise to many different limit modes λ ∈ limε→0 σ(Tε).
To capture these, we rely on the idea of homogenization by packets put forth by J. Planchard in [58], then
used by G. Allaire and C. Conca [6, 7]. We rescale the operator Tε over a collection of K
d copies of the unit
periodicity cell Y , where K is an arbitrary integer. This new rescaling procedure is quite similar to that
described in Section 4.3.2, and we only outline the main features, emphasizing the differences between both
settings.
The ambient space Rd is now divided into copies of KY . We accordingly set the notations:
ΞKε :=
{
ξ ∈ Zd, εK(ξ + Y ) b Ω} , and OKε is the interior of the set ⋃
ξ∈ΞKε
εK(ξ + Y ).
We also denote by:
ωK :=
⋃
j∈Nd
0≤j≤K−1
ωKj ⊂ KY, where ωKj := j + ω ⊂ KY,
the reunion of Kd copies of the pattern inclusion ω in KY .
In the above definition, and throughout this article, the indexation 0 ≤ j ≤ K − 1 is a shorthand for:
0 ≤ ji ≤ K − 1, i = 1, ..., d, when j = (j1, ..., jd) ∈ Nd is a multi-index with size d.
For a given point x ∈ Rd, there exists a unique pair (ξ, y) ∈ Zd × [0,K)d such that x = εKξ + εy, and we
denote:
ξ =
[x
ε
]
KY
, and y =
{x
ε
}
KY
.
Observe that, with these definitions, OKε is a strict subset of Oε, as defined in (4.2); the difference between
both sets is the reunion of the ε-cells which do not intersect ∂Ω, but whose associated εK-cell does intersect
∂Ω.
Definition 4.2. Let p ∈ [1,∞].
• The extension operator over Kd cells EKε : Lp(Ω)→ Lp(Ω×KY ) is defined by:
EKε u(x, y) =
{
ue(εK
[
x
ε
]
KY
+ εy) if x ∈ Oε,
0 otherwise
, x ∈ Ω, y ∈ KY,
where ue(x) = u(x) if x ∈ Oε, and 0 if x ∈ Rd \ Oε.
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• The projection operator over Kd cells PKε : Lp(Ω×KY )→ Lp(Ω) is defined by:
PKε φ(x) =

1
Kd
ˆ
KY
φe
(
εK
[x
ε
]
KY
+ εz,
{x
ε
}
KY
)
dz if x ∈ Oε,
0 otherwise
, x ∈ Ω,
where φe(x, y) = φ(x, y) if x ∈ Oε and 0 otherwise.
Remark 4.4. Let us stress that EKε and P
K
ε are not exactly the straightforward generalizations of Eε and
Pε to the case of a rescaling over a set of K
d cells (instead of one single cell). Indeed, there are some packs
of Kd cells which intersect ∂Ω (and are thus excluded from OKε ) and nevertheless contain inclusions ωξε ,
for some ξ ∈ Ξε. The straightforward generalizations of Eε and Pε to the present context would vanish on
Ω \OKε ; this would entail a loss of the information contained in the inclusions of Oε \OKε , and in particular,
Proposition 4.12 would not hold.
The operators EKε and P
K
ε enjoy the counterpart properties of those of Proposition 4.5. For the sake of
convenience, we state the results without proof.
Proposition 4.11. Let Ω ⊂ Rd be a bounded, Lipschitz domain.
(i) For an arbitrary function u ∈ L1(Ω), one has:ˆ
Ω
u dx =
1
Kd
ˆ
Ω×KY
EKε u dxdy +
ˆ
Bε
u dx.
(ii) If p ∈ [1,∞] and 1p + 1q = 1, PKε : Lq(Ω×KY )→ Lq(Ω) is the adjoint of EKε : Lp(Ω)→ Lp(Ω×KY ).
(iii) For p ∈ [1,∞], and for any function u ∈ Lp(Ω):
PKε E
K
ε u(x) =
{
u(x) if x ∈ Oε,
0 otherwise.
(iv) For p ∈ [1,∞), and for any function u ∈ Lp(Ω×KY ),
EKε P
K
ε u→ u strongly in Lp(Ω×KY ).
We are now in position to rescale the operator T˚ε, from Hε into itself (see (4.19)), in a way that allows to
take into account the interactions between several inclusions. Let us define the subspace C(ωK) ⊂ H1(ωK):
C(ωK) =
{
u ∈ H1(ωK), ∃ cj ∈ R, u = cj on ωKj , j ∈ Nd, 0 ≤ j ≤ K − 1
}
,
and consider the quotient space HK := H1(ωK)/C(ωK). The desired rescaled operator is:
(4.35) TKε : L2(Ω, HK)→ L2(Ω, HK), TKε = EKε T˚εPKε .
The next result is proved in the same way as Proposition 4.8, using the ingredients of Proposition 4.11.
Proposition 4.12. TKε is a self-adjoint isomorphism from HK into itself. Its spectrum σ(TKε ) is:
σ(TKε ) = σ(Tε) \ {0} ,
and a real value λ 6= 0 is an eigenvalue of TKε if and only if it is an eigenvalue of Tε.
The following result is the counterpart of Proposition 4.9 in the present context.
Proposition 4.13. The operator TKε converges pointwise to a limit operator TK0 : L2(Ω, HK)→ L2(Ω, HK),
i.e. for any function φ ∈ L2(Ω, HK), the following convergence holds strongly in L2(Ω, HK):
TKε φ
ε→φ−−−→ TK0 φ.
The operator TK0 is defined by
TK0 φ(x, y) = Q(∇v0(x) · y + v̂(x, y)),
where
• Q : L2(Ω, H1(KY ))→ L2(Ω, HK) is the restriction operator,
• v̂ is the unique solution in L2(Ω, H1#(KY )/R) to the following equation:
(4.36) −∆y v̂(x, y) = −divy(1ωK (y)∇φ)(x, y) in H1#(KY ), a.e. in x ∈ Ω,
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• v0 is the unique solution in H10 (Ω) to the following equation:
−∆v0 = − 1
Kd
div
(ˆ
ωK
∇yφ(x, y) dy
)
.
In the above statement, H1#(KY ) is the closed subspace of H
1(KY ) consisting of functions which are
KY -periodic. We equip the space H1#(KY )/R with the inner product:
〈u, v〉H1#(KY )/R =
ˆ
KY
∇yu · ∇yv dy.
4.4.2. Study of the limit operator TK0 with a discrete Bloch decomposition.
The considerations of the previous section lead us to the study of the spectrum of the operator TK0 . One
first remark in this direction is the following counterpart of Lemma 4.10, whose proof is omitted.
Lemma 4.14. Let TK0 : H
1
#(KY )/R → H1#(KY )/R be the operator that maps u ∈ H1#(KY )/R into the
unique solution TK0 u ∈ H1#(KY )/R of the equation:
(4.37) −∆y(TK0 u) = −divy(1ωK∇yu),
or under variational form:
∀v ∈ H1#(KY )/R,
ˆ
KY
∇y(TK0 u) · ∇yv dy =
ˆ
ωK
∇yu · ∇yv dy.
Then the spectrum of TK0 contains the spectrum σ(TK0 ) of TK0 .
Hence, our problem boils down to the study of the spectrum of the operator TK0 : H
1
#(KY )/R →
H1#(KY )/R. Since TK0 has Y -periodic coefficients, a natural idea is to consider its effect on the Bloch coef-
ficients of a function u ∈ H1#(KY )/R.
Following the lead of [2, 6, 7], the main tool of this section is the following discrete Bloch decomposition
theorem, which roughly speaking will allow us to diagonalize operators with Y -periodic coefficients acting on
KY -periodic functions; see [20] Chap. 4 §3.2, [62], §XIII.16, [48, 67] for the continuous Bloch decomposition,
and [5, 35, 36] for its use in the context of periodic homogenization. In this article, we shall use several
versions of the discrete decomposition, associated to various scalings. All of them are proved in the same
way, which is exemplified in Appendix (see Theorem A.1).
Theorem 4.15. Let u in L2#(KY ). Then, there exist K
d complex-valued functions uj(y) ∈ L2#(Y ), j =
(j1, ..., jd), j1, ..., jd = 0, ...,K − 1, such that the following identity holds:
(4.38) u(z) =
∑
0≤j≤K−1
uj(z) e
2ipij
K ·z, a.e. z ∈ KY ;
The uj ∈ L2#(Y ) satisfying (4.38) are unique and are defined by:
uj(y) =
∑
0≤j′≤K−1
u(y + j′)e−2ipi
j
K ·(y+j′), a.e. y ∈ Y.
Furthermore, the Parseval identity holds: for u, v ∈ L2#(KY ), with coefficients uj, vj, 0 ≤ j ≤ K − 1, one
has:
(4.39)
1
Kd
ˆ
KY
u(z)v(z) dx =
∑
0≤j≤K−1
ˆ
Y
uj(y)vj(y) dy.
Note that, in the above statement and throughout this article, we use the same notation for a real-valued
Hilbert space (e.g. L2(Y ), H1(Y ),...) and its complexified version.
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If u additionally belongs to H1#(KY ), each coefficient uj , 0 ≤ j ≤ K − 1 belongs to H1#(Y ), and the
following relation holds:
∇u(z) =
∑
0≤j≤K−1
(
∇uj(z) + 2ipij
K
)
e
2ipij
K ·z, a.e. z ∈ KY.
Using this tool, the spectrum of TK0 may be given a quite convenient expression. The following result
is an immediate consequence of the definition (4.37) in combination with the decomposition (4.38) and the
Parseval identity (4.39).
Proposition 4.16. For a multi-index j = (j1, ..., jd), 0 ≤ ji ≤ K − 1, define the quasi-momentum ηj = jK .
Then, the spectrum σ(TK0 ) of T
K
0 is exactly the reunion
σ(TK0 ) =
⋃
0≤j≤K−1
σ(Tηj ),
where the operators Tη are introduced and analyzed in the next Section 4.4.3.
4.4.3. Definition and properties of the operators Tη.
For any quasi-momentum η ∈ Rd, we introduce an operator Tη as follows:
• For η = 0, T0 is defined from H1#(Y )/C into itself; it maps an arbitrary function u ∈ H1#(Y )/C into
the unique element T0u ∈ H1#(Y )/C such that:
(4.40) −∆y(T0u) = −div(1ω(y)∇yu).
• For η 6= 0, Tη : H1#(Y )→ H1#(Y ) maps u ∈ H1#(Y ) into the unique element Tηu ∈ H1#(Y ) such that:
(4.41) − (divy + 2ipiη)(∇y + 2ipiη)(Tηu) = −(divy + 2ipiη)(1ω(∇yu+ 2ipiηu)).
These definitions make sense owing to the Riesz representation theorem, since the mapping
(u, v) 7→
ˆ
Y
(∇yu+ 2ipiηu) · (∇yv + 2ipiηv) dy
is an inner product on H1#(Y ) when η 6= 0.
In the following, it is convenient to see alternatively Tη, η 6= 0 as an operator acting on the space H1η (Y )
of e2ipiη-periodic functions:
H1η (Y ) :=
{
u(y)e2ipiη·y, u ∈ H1#(Y )
} ⊂ H1(Y ),
which is a Hilbert space when equipped with the inner product
(u, v) 7→
ˆ
Y
∇yu · ∇yv dy.
With a small abuse in notations, when η 6= 0, we thenceforth denote by Tη the operator which maps any
u ∈ H1η (Y ) to the unique element Tηu ∈ H1η (y) such that:
∀v ∈ H1η (Y ),
ˆ
Y
∇y(Tηu) · ∇yv dy =
ˆ
ω
∇yu · ∇yv dy.
Notice that, from this perspective, even though Tη makes perfect sense for η ∈ Rd, it is only worth studying
it when η ∈ Y , the closed unit cell. Also, observe that Tη is self-adjoint.
For a fixed value η ∈ Y , the analysis of the spectral properties of the operators Tη arises in pretty much
the same way as that detailed in Section 3.2 (see in particular Proposition 3.2):
Proposition 4.17. In the context outlined above,
• The following orthogonal decomposition holds:
H1#(Y )/C = Ker(T0)⊕Ker(I − T0)⊕ h0,
where the spaces Ker(T0), Ker(I − T0), and h0 are respectively equal to:
Ker(T0) =
{
u ∈ H1#(Y )/C, u = 0 in ω
}
, Ker(I − T0) =
{
u ∈ H1#(Y )/C, u = 0 in Y \ ω
}
, and
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h0 =
{
u ∈ H1#(Y )/R, −∆yu = 0 in ω and in Y \ ω
}
.
• For η ∈ Y , η 6= 0, the following orthogonal decomposition holds:
H1η (Y ) = Ker(Tη)⊕Ker(I − Tη)⊕ hη,
where the spaces Ker(Tη), Ker(I − Tη), and hη are respectively equal to:
Ker(Tη) =
{
u ∈ H1η (Y ), ∃c ∈ C, u = c in ω
}
, Ker(I − Tη) =
{
u ∈ H1η (Y ), u = 0 in Y \ ω
}
, and
hη =
{
u ∈ H1η (Y ), −∆yu = 0 in ω and in Y \ ω, and
ˆ
∂ω
∂u+
∂n
ds = 0
}
.
The next result about the spectrum of the operators Tη is proved in exactly the same way as Proposition
3.3, following the approach developed in [24], replacing the Green function of the macroscopic domain Ω
with either the periodic Green function (in the case η = 0), or with the quasi-periodic Green function of the
unit cell Y with quasi-period η (in the case η 6= 0). We refer to [12] for properties of these Green functions
(see also [49]).
Proposition 4.18. For every η ∈ Y , the operator Rη := Tη − 12I : hη → hη is compact with operator norm
||Rη||≤ 12 . Consequently, the spectrum of Tη is a discrete sequence of eigenvalues with finite multiplicity; its
unique accumulation point is 12 .
Hence, for a fixed value η, the operator Tη : hη → hη has a discrete spectrum, which is only composed of
eigenvalues λ±k (η), whose only accumulation point is
1
2 . We order these eigenvalues as follows:
0 < λ−1 (ηj) ≤ λ−2 (ηj) ≤ ... ≤
1
2
≤ ... ≤ ...λ+2 (ηj) ≤ λ+1 (ηj) < 1.
We also denote by w±k (η) the k
th eigenfunction of Tη, associated to the eigenvalue λ
±
k (η). Our next purpose
is to prove that the mappings η 7→ λ±k (η) are continuous with respect to η, a result, which to the best of our
knowledge is new.
Theorem 4.19. For any k ≥ 1, the mappings η 7→ λ−k (η), η 7→ λ+k (η) are Lipschitz continuous, with a
Lipschitz constant which is independent of the index k.
Proof. The proof is inspired from an idea in [40] and consists in expressing η 7→ λ±k (η) as min-max of
Lipschitz functions with respect to η. However, before doing so, we have to deal with the difficulty that the
operators Tη are defined on different Hilbert spaces. We use again the idea introduced in Section 3.4, which
relates Tη with an operator T˚η, from H
1(ω)/C into itself:
• For η ∈ Y \ {0}, T˚η is defined as follows:
∀u ∈ H1(ω)/C, T˚ηu = (TηUηu)|ω,
where Uη : H
1(ω)→ H1η (Y ) is the harmonic extension operator:
(Uηu)|ω= u, and −∆y(Uηu) = 0 on Y \ w,
which induces a bounded operator (still denoted by Uη) from H
1(ω)/C into H1η (Y )/Ker(Tη) (see
Proposition 4.17).
• The construction of T˚0 : H1(ω)/C→ H1(ω)/C is carried out in a completely analogous way.
One proves along the line of Section 3.4 that, for any η ∈ Y :
• The spectrum of T˚η equals σ(T˚η) = σ(Tη) \ {0}.
• λ ∈ R is an eigenvalue of T˚η if and only if it is an eigenvalue of Tη.
• T˚η is injective, and the following decomposition holds:
H1(ω)/C = Ker(I − T˚η)⊕ hω, where
Ker(I − T˚η) =
{
u ∈ H1(ω)/C, ∃ c ∈ C, u = c on ∂ω} , and hω = {u ∈ H1(ω)/C, −∆yu = 0 in ω} .
• The mapping R˚η := T˚η − 12I, from hω into itself, is compact.
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We now rely on the min-max formulae for the eigenvalues of compact operators:
λ−k (η) = minu∈hω\{0}
u⊥w−1 (η),...,w
−
k−1(η)
ˆ
ω
∇y(T˚ηu) · ∇yu dxˆ
ω
|∇yu|2 dx
= max
Fk⊂hω
dim(Fk)=k−1
min
u∈F⊥k \{0}
ˆ
ω
∇y(T˚ηu) · ∇yu dxˆ
ω
|∇yu|2 dx
,
and similar fomulae hold for the eigenvalues λ+k (η). Hence, to prove Theorem 4.19, it is enough to show
that, for any u ∈ hω, u 6= 0, the mapping
(4.42) η 7−→
ˆ
ω
∇y(T˚ηu) · ∇yu dyˆ
ω
|∇yu|2 dy
is Lipschitz continuous with Lipschitz constant independent of u, which we do now.
Let u ∈ hω, u 6= 0 and η1, η2 ∈ Y be given. Let z ∈ H1(ω) denote an element in the class u ∈
hω. By definition, T˚η1u (resp. T˚η2u) is the class modulo constants of Tη1Uη1(z + c1)|ω∈ H1(ω) (resp. of
Tη2Uη2(z + c2)|ω), where c1 and c2 are arbitrary constants. We set vi = TηiUηi(z + ci) ∈ H1ηi(Y ), i = 1, 2.
By definition of Tηi , vi solves
(4.43) ∀w ∈ H1ηi(Y ),
ˆ
Y
∇yvi · ∇yw dy =
ˆ
ω
∇yu · ∇yw dy.
The quantity of interest is now:ˆ
ω
∇y(T˚η1u) · ∇yu dy −
ˆ
ω
∇y(T˚η2u) · ∇yu dy =
ˆ
ω
∇y(v1 − v2) · ∇yu dy,
and we are led to estimate the real-valued integral
I :=
ˆ
ω
∇y(v1 − v2) · ∇yu dy.
To achieve this, we insert w(y) = p(y)v1(y) (resp. w = p(y)
−1v2(y)), where p(y) ≡ e2ipi(η2−η1)·y, as a test
function in the variational formulation (4.43) for v2 (resp. for v1), and subtract the resulting identities to
obtain:ˆ
ω
∇yu ·
(
p(y)−1∇yv2 − p(y)∇yv1
)
dy = 2ipi(η2 − η1) ·
ˆ
ω
(
p(y)−1v2 − p(y)v1
)∇yu dy
+
ˆ
Y
(
p(y)−1∇yv1 · ∇yv2 − p(y)∇yv2 · ∇yv1
)
dy + 2ipi(η1 − η2) ·
ˆ
Y
(
p(y)−1v2∇yv1 + p(y)v1∇yv2
)
dy.
By rearranging this expression, and notably bringing into play the quantities (p(y)−1 − 1) and (p(y) − 1),
we infer the following expression for the integral I:
I =
ˆ
ω
(1− p(y)−1)∇yu · ∇yv2 dy −
ˆ
ω
(1− p(y))∇yu · ∇yv1 dy
+ 2ipi(η2 − η1) ·
ˆ
ω
(
p(y)−1v2 − p(y)v1
)∇yu dy + ˆ
Y
(∇yv1 · ∇yv2 −∇yv2 · ∇yv1) dy
+
ˆ
Y
(p(y)−1 − 1)∇yv1 · ∇yv2 dy +
ˆ
Y
(1− p(y))∇yv2 · ∇yv1 dy
+ 2ipi(η1 − η2) ·
ˆ
Y
(
p(y)−1v2∇yv1 + p(y)v1∇yv2
)
dy.
Since I is real-valued, taking real parts in the above identity, the fourth term in the right-hand side vanishes,
and using the fact that there exists a constant C > 0 such that:
|p(y)− 1|+|p(y)−1 − 1|≤ C|η1 − η2|, a.e. y ∈ Y,
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we obtain:
(4.44)
|I| ≤ C|η1 − η2|
(||∇yu||L2(ω)d ||∇yv2||L2(ω)d+||∇yu||L2(ω)d ||∇yv1||L2(ω)d)
+C|η1 − η2|
(||∇yu||L2(ω)d ||v2||L2(ω)+||∇yu||L2(ω)d ||v1||L2(ω))
+C|η1 − η2|
(||∇yv1||L2(Y )d ||∇yv2||L2(Y )d+||∇yv1||L2(Y )d ||v2||L2(Y )+||v1||L2(Y )||∇yv2||L2(Y )d) ,
where the constant C only depends on the geometry of ω.
In order to estimate the right-hand side of the above inequality, we use the a priori estimate ||∇yvi||L2(Y )d≤
||∇yu||L2(Y )d , which is an immediate consequence of (4.43). Moreover, we rely on the following Poincare´-
Wirtinger inequality, which follows from a classical contradiction argument: there exists a constant C > 0
(depending only on ω) such that, for any function v ∈ H1(Y ) with ´
ω
v dy = 0,
(4.45)
ˆ
Y
|v|2 dx ≤ C
ˆ
Y
|∇yv|2 dx.
Hence, adjusting the constant ci so that
´
ω
vi dy = 0, it follows:
||vi||2L2(Y ) ≤ C
ˆ
Y
|∇y(Tηi(Uηi(z + ci))|2 dy,
≤ C
ˆ
ω
|∇yz|2 dy.
Eventually, (4.44) yields:
|I|≤ C|η1 − η2| ||∇yu||2L2(ω)d .
This proves that the mapping (4.42) is Lipschitz continuous with respect to the parameter η, and terminates
the proof. 
4.4.4. End of the proof of Theorem 4.3.
Theorem 4.3 arises as a consequence of the material proved in the previous subsections. We know from
Proposition 4.12 that, for an arbitrary integer K, the rescaled operator TKε : L2(Ω, HK) → L2(Ω, HK)
defined by (4.35) has the same spectrum as Tε (except possibly for the eigenvalue 0).
We also know that TKε converges pointwise to a limit operator TK0 (see Proposition 4.13). As a consequence
of Proposition 4.1, the limit spectrum limε→0 σ(Tε) contains the spectrum σ(TK0 ).
Using Lemma 4.14 and Proposition 4.16, this implies the inclusion:⋃
0≤j≤K−1
{
λ−1 (ηj), λ
−
2 (ηj), ..., λ
+
2 (ηj), λ
+
1 (ηj)
} ⊂ lim
ε→0
σ(Tε), (ηj ≡ j
K
).
Eventually, since this procedure is available for any value of K, and using the continuity result of Theorem
4.19, we end up with the fact that the Bloch spectrum σBloch defined by (4.4) is contained in the limit
limε→0 σ(Tε).
4.5. Interaction of the inclusions with the boundary of Ω: a completeness result.
In this previous sections, we have identified one part σBloch of the limit spectrum limε→0 σ(Tε), which
measures the interactions between several inclusions. In the spirit of the work of G. Allaire and C. Conca in
[6, 7], we now prove that the remaining part is a consequence of interactions between these inclusions and
the boundary ∂Ω of the macroscopic domain Ω.
Theorem 4.20. The limit spectrum is decomposed as:
lim
ε→0
σ(Tε) = {0, 1} ∪ σ∂Ω ∪ σBloch,
where the Bloch spectrum σBloch is defined in (4.4) and the ‘boundary layer spectrum’ σ∂Ω is:
σ∂Ω =
λ ∈ (0, 1), s.t.
For any sequence λε ∈ σ(Tε) satisfying λε → λ, and any sequence
uε ∈ H10 (Ω) of associated eigenvectors, one has:
ε−(1−1/d+s)||∇uε||L2(Uε) ε→0−−−→ +∞ for all s > 0.
 ,
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where Uε := {x ∈ Ω, d(x, ∂Ω) < ε} is the tubular neighborhood of ∂Ω with width ε.
Proof. The proof is quite similar to that of the completeness results shown in [6, 7]. Let λ ∈ limε→0 σ(Tε)
with λ /∈ σ∂Ω. We also assume λ 6= 12 (a value which obviously belongs to σBloch). Then there exists a
sequence λε ∈ σ(Tε) and associated eigenvectors uε ∈ H10 (Ω), such that:
(4.46) ∀ϕ ∈ H10 (Ω), λε
ˆ
Ω
∇uε · ∇ϕ dx =
ˆ
ωε
∇uε · ∇ϕ dx, and ||∇uε||L2(Ω)d= 1,
and there exists constants s > 0 and C > 0 such that the following estimate of the decay of uε near the
boundary ∂Ω holds:
||∇uε||L2(Uε)≤ Cε1−1/d+s.
Our aim is to prove that λ belongs to σBloch. To this end, we proceed in three steps: firstly, the sequence
uε is modified into a sequence vε defined on a larger, cubic domain such that the eigenvalue equation (4.46)
is approximately satisfied. Secondly, a Bloch decomposition of vε is performed to project this approximate
equation onto the Bloch modes of (4.46); thirdly, we prove that at least one of the coefficients in this Bloch
decomposition stays bounded away from 0, which allows us to identify one Bloch mode corresponding to λ.
Step 1: Construction of a sequence of approximate eigenvectors on a larger domain. Let Kε be the smallest
integer such that Ω b Qε, where Qε =
[− εKε2 , εKε2 ] is the hypercube centered at 0, with size εKε, i.e. it is
composed of Kdε cells of size ε. Let also vε ∈ H10 (Qε) be the extension of uε by 0 outside Ω. We show that
vε approximately satisfies the eigenvalue problem (4.46) on Qε in the sense that:
(4.47) ∀ϕ ∈ H1#(Qε), λε
ˆ
Qε
∇vε · ∇ϕ dx =
ˆ
ωeε
∇vε · ∇ϕ dx+ rε(ϕ), where |rε(ϕ)|||ϕ||H1(Qε)
ε→0−→ 0,
and where
ωeε =
⋃
j=(j1,...,jd)
ji∈−Kε2 +{0,...,Kε−1}
ε(j + ω)
is the reunion of all the ε-copies of ω included in Qε (and not only in Ω).
Let ζε be a smooth cutoff function with the properties:
ζε = 1 on Ω \ Uε, ζε = 0 on Qε \ Ω, and ||∇ζε||L∞(Uε)≤
C
ε
.
An easy calculation yields, for an arbitrary test function ϕ ∈ H1#(Qε):
(4.48)
ˆ
Ω
∇uε · ∇ϕ dx =
ˆ
Ω
∇uε · ∇(ζεϕ) dx+
ˆ
Ω
∇uε · ∇((1− ζε)ϕ) dx
=
ˆ
Ω
∇uε · ∇(ζεϕ) dx+
ˆ
Ω
(1− ζε)∇uε · ∇ϕ dx−
ˆ
Ω
ϕ∇uε · ∇ζε dx.
The last term in the right-hand side of the above identity may be controlled by:∣∣∣∣ˆ
Ω
ϕ∇uε · ∇ζε dx
∣∣∣∣ ≤ ||∇uε||L2(Uε)d ||ϕ||Lq(Ω)||∇ζε||Lq′ (Uε),
for any q < 2dd−2 if d ≥ 3, any q <∞ if d = 2, as an application of the Sobolev embedding theorem (see e.g.
[1]), where q′ satisfies 12 +
1
q +
1
q′ = 1. Hence, we obtain:
sup
ϕ∈H1
#
(Qε)
ϕ6=0
(
1
||ϕ||H1#(Qε)
∣∣∣∣ˆ
Ω
ϕ∇uε · ∇ζε dx
∣∣∣∣
)
≤ Cε1−1/d+sε1/q′−1 ε→0−−−→ 0,
provided q < 2dd−2 is large enough. Arguing in the same way for the second term in the right-hand side of
(4.48), we obtain:
(4.49) sup
ϕ∈H1
#
(Qε)
ϕ6=0
(
1
||ϕ||H1#(Qε)
∣∣∣∣ˆ
Ω
∇uε · ∇ϕ dx−
ˆ
Ω
∇uε · ∇(ζεϕ) dx
∣∣∣∣
)
ε→0−−−→ 0.
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On the other hand, one proves in the same way that:
(4.50) sup
ϕ∈H1
#
(Qε)
ϕ6=0
(
1
||ϕ||H1#(Qε)
∣∣∣∣∣
ˆ
ωeε
∇uε · ∇ϕ dx−
ˆ
ωeε
∇uε · ∇(ζεϕ) dx
∣∣∣∣∣
)
ε→0−−−→ 0.
Combining (4.49) and (4.50) together with (4.46), the desired relation (4.47) is obtained.
Step 2: Bloch wave decomposition of the approximate eigenvalue problem (4.47). We need yet another version
of the Bloch decomposition theorem, adapted to the particular scaling under consideration.
Theorem 4.21. Let u ∈ L2#(Qε); there exists a unique collection of (complex-valued) functions {uj}j∈{0,...,Kε−1}d ,
uj ∈ L2#(Y ), such that the following identity holds:
u(x) =
∑
0≤j≤Kε−1
uj(
x
ε
)e2ipi
j
Kε
· xε , a.e. x ∈ Qε.
Moreover, if u, v ∈ L2#(Qε) have coefficients {uj} and {vj} in the above decomposition, the Parseval identity
holds:
(4.51)
ˆ
Qε
uv dx = (εKε)
d
∑
0≤j≤Kε−1
ˆ
Y
uj(y)vj(y) dy.
Decomposing the function vε ∈ H1#(Qε) introduced in the first step according to Theorem 4.21 yields:
vε(x) =
∑
0≤j≤Kε−1
vεj (
x
ε
)e2ipi
j
Kε
· xε , where vεj ∈ H1#(Y ).
We further decompose each coefficient vεj (0 ≤ j ≤ Kε−1) on the Bloch eigenvectors associated to the quasi-
moment j/Kε. More precisely, let us recall the Bloch eigenvalue problem associated to (4.46), as studied in
Section 4.4.3. For η ∈ Y , η 6= 0, one seeks λ ∈ C and v ∈ H1#(Y ), v 6= 0, such that:
∀w ∈ H1#(Y ), λ
ˆ
Y
(∇yv + 2ipiηv) · (∇yw + 2ipiηw) dy =
ˆ
ω
(∇yv + 2ipiηv) · (∇yw + 2ipiηw) dy.
In the case η = 0, one searches for λ ∈ C and v ∈ H1#(Y )/C, v 6= 0, such that:
∀w ∈ H1#(Y )/C, λ
ˆ
Y
∇yv · ∇yw dy =
ˆ
ω
∇yv · ∇yw dy.
Each of these problems gives rise to a sequence of (real) eigenvalues λk(η), k ≥ 1 which converges to 12 ,
and to associated eigenvectors vk(η, y) in H1#(Y ) (in H
1
#(Y )/C in the case η = 0). These eigenvectors are
normalized by:
(4.52)
ˆ
Y
(∇yvk(η, y) + 2ipiηvk(η, y)) · (∇yvk′(η, y) + 2ipiηvk′(η, y)) dy = δkk′ .
Now, each function vεj is decomposed on this basis as:
vεj (y) =
∑
k≥1
αkε (
j
Kε
)vk(
j
Kε
, y), for some coefficients αkε (
j
Kε
) ∈ C,
(up to a constant c0 ∈ C in the case j = 0), so that vε eventually reads:
(4.53) vε = c0 +
∑
0≤j≤Kε−1
∑
k≥1
αkε (
j
Kε
)vk(
j
Kε
,
x
ε
)e2ipi
j
Kε
· xε .
Step 3: Choice of an adequate test function in (4.47). Let us now consider a modulation zε ∈ H1#(Qε) of vε
of the form:
zε(x) =
∑
0≤j≤Kε−1
∑
k≥1
ψk(
j
Kε
)αkε (
j
Kε
)vk(
j
Kε
,
x
ε
)e2ipi
j
Kε
· xε ,
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where the ψk(y) are continuous and Y -periodic functions on Y , which additionnally satisfy:
sup
k≥1
||ψk||L∞(Y ) <∞.
Inserting zε as test function in the approximate spectral problem (4.47), using the Parseval identity (4.51)
and the orthogonality (4.52) between the vk(η, ·), k = 1, ..., we obtain:
(4.54)
1
ε2
(εKε)
d
∑
0≤j≤Kε−1
∑
k≥1
ψk(
j
Kε
)|αkε (
j
Kε
)|2
(
λε − λk( j
Kε
)
)
ε→0−−−→ 0.
Let us now define the positive measures νkε on Y by:
νkε (η) =
1
ε2
(εKε)
d
∑
0≤j≤Kε−1
|αkε (
j
Kε
)|2δη= jKε ,
where δη= jKε
is the Dirac distribution at jKε on D(Y ). Using the fact that ||∇vε||L2(Qε)= 1 together with
the Parseval identity (4.51) yields:
(4.55)
∑
k≥1
ˆ
Y
dνkε (η) = 1.
In particular, for each k ≥ 1, the sequence {νkε }ε has bounded total variation as ε → 0. Hence, upon
diagonal extraction, there exists a subsequence (still denoted with ε) such that for any k ≥ 1, νkε converges
to a limit measure νk in the sense of measures, i.e.,
∀ψ ∈ C(Y ),
ˆ
Y
ψ dνkε
ε→0−−−→
ˆ
Y
ψ dνk.
Hence, from (4.55), we have:
0 ≤
∑
k≥1
ˆ
Y
dνk(η) ≤ 1.
Our purpose is now to prove that at least one of the limiting measures νk does not vanish. To this end, it
is obviously enough to prove that there exist L ≥ 1, δ > 0 and a subsequence ε→ 0 such that:
(4.56)
L∑
k=1
ˆ
Y
dνkε (η) ≥ δ.
Let us assume that this property does not hold; then, for any L and δ there exists εδ > 0 such that:
∀ε < εδ,
L∑
k=1
ˆ
Y
dνkε (η) < δ.
Using the approximate spectral equation (4.47) with ϕ = vε as test function, as well as the decomposition
(4.53) and the Parseval identity (4.51), we obtain:
λε||∇uε||2L2(Ω) =
∑
0≤j≤Kε−1
∑
k≥1
λk(
j
Kε
)|αkε (
j
Kε
)|2 + rε,
=
∑
k≥1
ˆ
Y
λk(η) dνkε (η) + rε,
for a remainder rε → 0 as ε→ 0. Rearranging, we see that, for any L > 0:
(4.57)
(λε − 1
2
)||∇uε||2L2(Ω)−rε =
∑
k≥1
ˆ
Y
(λk(η)− 1
2
) dνkε (η)
=
L∑
k=1
ˆ
Y
(λk(η)− 1
2
) dνkε (η) +
∑
k>L
ˆ
Y
(λk(η)− 1
2
) dνkε (η).
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Let δ > 0 be given. We choose L large enough so that:∑
k>L
ˆ
Y
(λk(η)− 1
2
) dνkε (η) < δ,
which is possible since, for each given η ∈ Y , λk(η)→ 12 , and all the mappings η 7→ λk(η), k ≥ 1 are Lipschitz
continuous with a constant C independent of k (see Theorem 4.19).
Now, owing to our assumption, there exists εδ such that, for ε < εδ,∑
1≤k≤L
ˆ
Y
(λk(η)− 1
2
) dνkε (η) < δ,
so that the left-hand side of (4.57) actually converges to 0, which is absurd since λ 6= 12 . Hence (4.56) is
proved, and there exists an index k0 ≥ 1 such that νk0 does not vanish.
Let us finally go back to (4.54) using functions ψk equal to 0 if k 6= k0, and an arbitrary continuous and
Y -periodic function ψ if k = k0. Passing to the limit ε→ 0 imposes:ˆ
Y
ψ(η)
(
λ− λk0(η)) dνk0(η) = 0.
Since ψ is arbitrary, this shows that there exists η ∈ Y and k ≥ 1 so that λ = λk(η). 
Remark 4.5. The boundary layer spectrum σ∂Ω is composed of the limits of the sequences of eigenvalues
of Tε such that an associated eigenvector sequence retains a ‘significant’ fraction of energy (but not all of
it) around the boundary of the macroscopic domain ∂Ω. This characterization of σ∂Ω is weaker than in
the problems tackled in [6, 7], where the eigenvector sequences featured in the boundary layer spectrum are
concentrated near ∂Ω, and decay exponentially far from ∂Ω. We believe that this different behavior is an
inherent feature of the present problem and reveals a stronger influence of the boundary ∂Ω in our case that
in those of [6, 7]. For instance, in their study of the latter situations, the authors crucially relied on the fact
that eigenvector sequences uε can be ‘localized’ - i.e. that a truncation of such an eigenvector sequence in a
region which retains some energy of the uε gives an approximate eigenvector sequence for the problem -, a
fact which clearly does not hold in our case.
Note that the great sensitivity of the spectrum of Tε to how the inclusions interact with the macroscopic
boundary ∂Ω is very reminiscent of the results contained in [31, 53].
5. Study of the conductivity equation
In this section, we turn to the study of the voltage potential uε ∈ H10 (Ω) generated by a source f ∈ H−1(Ω)
in the physical setting of Section 2. Recall that uε is solution to the conductivity system (2.3), which we
rewrite below for the sake of convenience:
(5.1)
{ −div(Aε(x)∇uε) = f in Ω,
uε = 0 on ∂Ω,
, where Aε(x) =
{
1 if x ∈ Ω \ ωε,
a if x ∈ ωε.
Here, the set of inclusions ωε is that defined in (2.2) and it satisfies the properties (4.1): ω b Y is of class
C2. It is filled with a material with complex-valued conductivity a 6= 0. The situations where a is either real-
valued and positive, or complex-valued with non zero imaginary part fall into the classical homogenization
framework of elliptic equations and are by now well understood (see e.g. [20, 43]). In what follows, we are
especially interested in the case where a ∈ R, a < 0.
In our study, the effective conductivity tensor A∗ formally calculated as (5.11) by application of the usual
homogenization formulae to the periodic distribution of inclusions ωε (i.e. without justification of their
well-posedness or validity), plays a key role, as well as the formally homogenized problem:
(5.2)
{ −div(A∗∇u) = f in Ω
u = 0 on ∂Ω
,
Hence, we start with a discussion about the definition and properties of A∗.
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5.1. The cell functions χi and the homogenized tensor A
∗.
The building blocks of the homogenized tensor A∗ are the cell functions χi (i = 1, ..., d), defined as the
solutions in H1#(Y )/R to:
(5.3) divy(A(y)(ei +∇yχi) = 0, where A(y) =
{
1 if y ∈ Y \ ω,
a if y ∈ ω,
an equation that we may equivalently rewrite as a transmission problem:
(5.4)

−∆yχi = 0 in (Y \ ω) ∪ ω,
χ−i = χ
+
i on ∂ω,
a(
∂χ−i
∂ny
+ ni) =
∂χ+i
∂ny
+ ni on ∂ω.
,
Recall that (5.3)-(5.4) are to be understood in the variational sense:
∀v ∈ H1#(Y )/R,
ˆ
Y
A(y)(∇yχi + ei) · ∇yv dy = 0,
where ei is the i
th vector of the canonical basis of Rd.
5.1.1. Periodic layer potentials.
Let us start by recalling some material about the Y -periodic Green function and the associated notions
of surface potentials; the reader is referred to [11, 16] for proofs and further details.
Let G#(y, z) be the Y -periodic Green function: for given z ∈ Y , y 7→ G#(y, z) satisfies:
(5.5)
 ∆yG
#(y, z) = δz − 1 on Y,
y 7→ G(y, z) is Y − periodic,´
Y
G(y, z) dy = 0,
where δz is the Dirac distribution centered at z. Observe that the additional ‘−1’ in the right-hand side
of the system (5.5) when compared to (3.8) is required so that it admits a Y -periodic solution. In this
context, the periodic single layer potential S#ω φ ∈ H1#(Y ) is defined for density functions φ ∈ L20(∂ω), where
L20(∂ω) :=
{
φ ∈ L2(∂ω), ´
∂ω
φ ds = 0
}
. Its expression is:
S#ω φ(y) =
ˆ
∂ω
G#(y, z)φ(z) ds(z).
Likewise, the periodic Neumann-Poincare´ operator K#∗ω : L20(∂ω)→ L20(∂ω) is defined for φ ∈ L20(∂ω) by:
K#∗ω φ(y) =
ˆ
∂ω
∂G#
∂ny
(y, z)φ(z) ds(z) ∈ L20(∂ω).
The properties of these operators are quite similar to those encountered in the ‘classical’ surface potential
theory:
Theorem 5.1. Under the assumption that ω b Y is C2 regular, the operators S#ω and K#∗ω satisfy the
following properties:
(i) The operator K#∗ω : L20(∂ω)→ L20(∂ω) is compact.
(ii) For any φ ∈ L20(ω), the function S#ω φ belongs to H1#(Y ), and is harmonic in ω ∪ (Y \ ω). Besides, the
following jump relations hold in the sense of traces in H−1/2(∂ω):
(5.6)
∂(S#ω φ)±
∂ny
= ±1
2
φ+K#∗ω φ.
(iii) The operator (λI −K#∗ω ) : L20(∂ω)→ L20(∂ω) is invertible if |λ|≥ 12 .
Note also that, like in the case of Section 3.3, the operator S#ω : L20(∂ω)→ H1#(Y ) extends as a bounded
operator (still denoted by S#ω ) from H−1/20 (∂ω) into H1#(Y ), and K#∗ω extends as a bounded operator
H
−1/2
0 (∂ω)→ H−1/20 (∂ω). Here we have used the notation H−1/20 (∂ω) =
{
u ∈ H−1/2(∂ω), ´
∂ω
u ds = 0
}
.
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Proposition 5.2. Let v ∈ H1#(Y ) be harmonic in ω and Y \ ω; then, there exists a unique pair (φ, c) ∈
H
−1/2
0 (∂ω)× R such that:
(5.7) v = S#ω φ+ c.
Proof. Let us first assume that there exists φ ∈ H−1/20 (∂ω) such that (5.7) holds. Using the jump relations
(5.6), we immediately identify φ =
[
∂v
∂n
] ∈ H−1/20 (∂ω), which proves the uniqueness of (φ, c) ∈ H−1/20 (∂ω)×R
satisfying (5.7).
Conversely, if v ∈ H1#(Y ) is harmonic in ω and Y \ω, let φ =
[
∂v
∂n
] ∈ H−1/20 (∂ω). Then w = S#ω φ ∈ H1#(Y )
is one solution of: 
−∆w = 0 in ω and Y \ ω,
w− = w+ on ∂ω,[
∂w
∂n
]
= φ on ∂ω.
Now, an easy variational argument reveals that the above system has a unique solution up to constants. 
Last but not least, in the line of the general Section 3.3 (see notably Proposition 3.3), let us mention
the link between the periodic Neumann-Poincare´ operator K#∗ω and the periodic version of the Poincare´
variational operator T0 : H
1
#(Y )/R→ H1#(Y )/R, introduced in (4.3):
Proposition 5.3. Let T0 : H
1
#(Y )/R→ H1#(Y )/R be the operator that maps u ∈ H1#(Y )/R into the unique
element T0u in H
1
#(Y )/R such that:
∀v ∈ H1#(Y )/R,
ˆ
Y
∇y(T0u) · ∇yv dy =
ˆ
ω
∇yu · ∇yv dy.
Then, σ(T0) = {0} ∪ σcell ∪ {1}, and a value λ ∈ C belongs to σcell if and only if ( 12 − λ) ∈ σ(K∗#ω ).
5.1.2. Well-posedness of the cell problems.
We now come to the question of the well-posedness of the cell problems (5.3).
Proposition 5.4. Let a ∈ C∗ be outside the exceptional set Σω defined by:
(5.8) Σω :=
{
a ∈ R, 1
2
a+ 1
a− 1 ∈ σ(K
#∗
ω )
}
=
{
a ∈ R, 1
1− a ∈ σcell
}
.
Then each cell problem (5.3) has a unique solution χi ∈ H1#(Y )/R (i = 1, ..., d).
Proof. Using Proposition 5.2 together with the jump relations (5.6), it is easily seen that χi is solution to
(5.3) if and only if it is of the form
(5.9) χi = S#ω φi + c,
where c ∈ R and φi ∈ H−1/20 (∂ω) is solution to the integral equation:
(5.10)
(
λI −K#∗ω
)
φi = ni, where λ =
1
2
a+ 1
a− 1 .
On the other hand, by definition, the above equation has a unique solution in L20(∂ω) provided a /∈ Σω. 
In particular, this proposition implies that, when the inclusion ω is of class C2, the cell functions may fail
to exist for at most countably many values of a < 0.
As a consequence of the above results, when a /∈ Σω, the homogenized matrix with inclusion ω is well-
defined via the formula:
(5.11) A∗ij =
ˆ
Y
A(y)(ei +∇yχi) · (ej +∇yχj) dy.
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Remark 5.1. The cell functions χi correspond to potentials φi via the equation (5.10) which features the
operator (λI − K#∗ω ) and the particular right-hand sides ni. It may very well happen that such potentials
(and thus such cell functions) exist even though a ∈ Σω (there is then a compatibility relation delivered
by the Fredholm theory). This is for instance the case when the inclusion ω ⊂ Y corresponds to a rank 1
laminate (notice however that this case violates the assumption ω b Y ): in the appendix, we prove that
only a = −1 - which happens to correspond to λ = 0, the only element in the essential spectrum of K#∗ω - is
associated to ill-posed cell problems (5.3). We do not know whether this fact is general or not.
5.1.3. Ellipticity of the homogenized tensor for high contrasts.
It is well-known that the homogenized tensor A∗ is positive definite when a ∈ R, a > 0; see for instance
[20, 43]. In this section, we prove that the same property holds in the case where a < 0 has small or large
modulus. To achieve this, we rely on an alternative expression for the homogenized coefficients:
Proposition 5.5. The coefficients (5.11) of the homogenized tensor A∗ read:
(5.12) A∗ij = δij +
ˆ
∂ω
yiφj ds(y),
where the potential φj ∈ L20(∂ω) is the solution to (5.10).
Proof. Using integration by parts and the transmission conditions of the system (5.4), we obtain:ˆ
Y
A(y)(ei +∇yχi) · (ej +∇yχj) dy = a
ˆ
ω
(ei +∇yχi) · (ej +∇yχj) dy +
ˆ
Y \ω
(ei +∇yχi) · (ej +∇yχj) dy
=
ˆ
∂Y
(
ni +
∂χi
∂ny
)
yj ds(y).
From this point, another integration by parts easily shows that:ˆ
∂Y
niyj ds(y) = δij .
On the other hand, successive integration by parts yield:ˆ
∂Y
∂χi
∂ny
yj ds(y) =
ˆ
Y \ω
∇yχi · ∇yyj dy +
ˆ
∂ω
∂χ+i
∂ny
yj ds(y)
= −
ˆ
∂ω
χinj ds(y) +
ˆ
∂ω
∂χ+i
∂ny
yj ds(y)
= −
ˆ
ω
∇yχi · ej ds(y) +
ˆ
∂ω
∂χ+i
∂ny
yj ds(y)
= −
ˆ
∂ω
∂χ−i
∂ny
yj ds(y) +
ˆ
∂ω
∂χ+i
∂ny
yj ds(y)
and the desired result now follows from the representation (5.9) and the jump relations (5.6). 
Corollary 5.6. There exist constants 0 < m < M < ∞ such that, if the conductivity a belongs to
(−∞,−M) ∪ (−m, 0), the homogenized tensor A∗ defined in (5.11) is positive definite.
Proof. In this proof, we denote by A∗ij(a) the coefficients of the homogenized tensor (5.11) when the con-
ductivity inside the inclusion ω is a. Combining the representation formula (5.12) with (5.10), we see that
(5.13) A∗ij(a) = Fij(
1
2
a+ 1
a− 1), where Fij(λ) = δij +
ˆ
∂ω
yiφj(λ) ds(y), and φj(λ) satisfies (5.10).
Clearly, the mappings λ 7→ Fij(λ) are continuous on C \ σ(K#∗ω ). Moreover, σ(K#∗ω ) is a closed subset
of (− 12 , 12 ) by Theorem 5.1, (iii). Hence, there exists 0 < α < 1/2 such that the Fij ’s are continuous on
C \ (−α, α). Using Lemma 5.7 below and the fact that:
Fij(−1
2
) = lim
a→0
A∗ij(a), and Fij(
1
2
) = lim
a→+∞A
∗
ij(a),
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we see that there exists β > 0 such that:
∀ξ ∈ Rd, F (−1
2
)ξ · ξ ≥ β|ξ|2, and F (1
2
)ξ · ξ ≥ β|ξ|2.
Since positive definiteness is an open condition, there exists (another) 0 < α < 1/2 such that F (λ) is positive
definite for λ ∈ (−1/2,−α) ∪ (α, 1/2). In view of (5.13), this is the expected conclusion. 
Lemma 5.7. There exists β > 0 such that, for any value a ∈ (0,+∞), the homogenized tensor A∗ satisfies:
∀ξ ∈ Rd, A∗ξ · ξ ≥ β|ξ|2.
Proof. For given a ∈ (0,+∞) and ξ ∈ Rd, the usual Lax-Milgram theory for the elliptic equation (5.3) yields:
(5.14) A∗ξ · ξ =
ˆ
Y
A(y)|∇ywξ + ξ|2 dy = min
w∈H1#(Y )
ˆ
Y
A(y)|∇yw + ξ|2 dy,
where wξ is the unique function in H
1
#(Y )/R such that:
−div(A(y)(∇yw + ξ)) = 0.
The dual variational principle associated to (5.14) now reads (see [47] in this precise context):
(5.15) A∗ξ · ξ = max
σ∈L2
#
(Y )d
div(σ)=0
(ˆ
Y
σ · ξ dy − 1
2
ˆ
Y
A(y)−1|σ|2 dy
)
,
and we proceed to construct a adequate ‘test flux’ σ for this identity. To this end, since ω b Y , we may
introduce wt(ξ), the unique function w in H
1
#(Y \ ω)/R satisfying:
(5.16)
{ −div(∇ywt + ξ) = 0 in Y \ ω,
∂wt
∂n + ξ · n = 0 on ∂ω.
We then define our test flux σt(ξ) ∈ L2#(Y ) as:
σt(ξ) =
{ ∇ywt(ξ) + ξ in Y \ ω,
0 in ω.
Since σt(ξ) is obviously divergence-free, inserting it in (5.15) yields the (a-independent) lower bound for
A∗ξ · ξ:
Aξ · ξ ≥
ˆ
Y
σt(ξ) · ξ dy − 1
2
ˆ
Y
A(y)−1σt(ξ) · σt(ξ) dy =
ˆ
Y \ω
|∇ywt(ξ) + ξ|2 dy.
Let us now remark that the mapping ξ 7→ ´
Y \ω |∇ywt(ξ) + ξ|2 dy is continuous on Rd and homogeneous of
order 2. Hence, to conclude the proof of the lemma, it is enough to prove that, for any ξ ∈ Rd, |ξ|= 1, the
integral
´
Y \ω |∇ywt(ξ) + ξ|2 dy does not vanish.
To achieve this, we proceed by contradiction and assume that there exists ξ ∈ Rd, |ξ|= 1 such that:
ˆ
Y \ω
|∇ywt(ξ) + ξ|2 dy = 0.
Then, ∇ywt(ξ) + ξ = 0 a.e. on Y \ω. Since this set is connected, we infer that there exists a constant c ∈ R
such that wt(ξ)(y) = −ξ · y + c, which is impossible since y 7→ wt(ξ)(y) is Y -periodic. 
Remark 5.2. Corollary 5.6 may fail if the assumption ω b Y is removed. For instance, in the case of
rank 1 laminates, the calculations performed in Appendix A reveal that the homogenized tensor A∗ becomes
hyperbolic as a→ −∞ (i.e. it has sign-changing eigenvalues).
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5.2. General results for the direct problem.
As we have mentioned, the behavior of solutions to the system (5.1) when the conductivity a inside the
inclusions is positive is well-known. In the case where a < 0, the system (5.1) may be ill-posed for some values
of ε and some of source terms f . Nevertheless, our first result states that the possible limits of sequences uε
of solutions to this system are governed by the formally homogenized matrix A∗ defined in (5.11).
The first result in this section expresses in our context the well-known fact that the homogenization
mechanism applies as soon as the sequence uε is bounded.
Proposition 5.8. Let a ∈ C \Σω, and let f ∈ H−1(Ω). Assume that there exists a sequence (indexed by ε)
of solutions uε to (5.1) such that:
(5.17) ||∇uε||L2(Ω)d≤ C,
for a constant C > 0 independent of ε. Then, up to a subsequence (still indexed by ε), there exists u0 ∈ H10 (Ω)
such that:
(5.18) uε
ε→0−−−→ u0, weakly in H10 (Ω).
The function u0 is a solution to the formally homogenized system (5.2).
Proof. Let g ∈ H10 (Ω) be the representative of f ∈ H−1(Ω) supplied by the Riesz representation theorem:
∀v ∈ H10 (Ω),
ˆ
Ω
∇g · ∇v dx = 〈f, v〉H−1(Ω),H10 (Ω),
so that the variational formulation for (5.1) reads:
(5.19) ∀v ∈ H10 (Ω),
ˆ
Ω
Aε(x)∇uε · ∇v dx =
ˆ
Ω
∇g · ∇v dx.
Since ||uε||H10 (Ω)≤ C, there exists u0 ∈ H10 (Ω) such that the convergences (5.18) hold, up to a subsequence
which we still label by ε. Also, using Theorem 4.6, there exists u1(x, y) ∈ L2(Ω, H1#(Y )/R) such that:
Eε(∇uε)→ ∇u0 +∇yu1 weakly in L2(Ω× Y ),
where Eε is the extension operator of Definition 4.1. Now, for an arbitrary v ∈ H10 (Ω), (5.19) becomes:ˆ
Ω
Aε(x)∇uε · ∇v dx =
ˆ
Oε
A(
x
ε
)∇uε · ∇v dx+
ˆ
Bε
∇uε · ∇v dx,
=
ˆ
Ω×Y
A(y)Eε(∇uε) · Eε(∇v) dxdy +
ˆ
Bε
∇uε · ∇v dx.
Notice that, with a slight abuse of notations, in the first line of the above formula, we have used the same
notation for the conductivity tensor A (which is defined on Y ) and for its Y -periodic extension to Rd. Using
Lebesgue’s dominated convergence theorem, in combination with the bound (5.17), it is easily seen that the
second integral in the right-hand side of the above formula vanishes as ε → 0. As for the first one, since
Eε(∇v)→ ∇v strongly in L2(Ω× Y ) (see Proposition 4.5, (v)), we see that:ˆ
Ω
Aε(x)∇uε · ∇v dx ε→0−−−→
ˆ
Ω×Y
A(y)(∇u0 +∇yu1) · ∇v dxdy.
Therefore, taking limits in the variational problem (5.19), we obtain:ˆ
Ω×Y
A(y)(∇u0(x) +∇yu1(x, y)) · ∇v(x) dxdy =
ˆ
Ω
∇g · ∇v dx.
By the same token, using a test function of the form vε(x) := εφ(x)ψ(
x
ε ) in (5.19), for some given φ ∈ D(Ω)
and ψ ∈ H1#(Y ), and using Proposition 4.5, we get:ˆ
Ω×Y
φ(x)A(y)(∇u0(x) +∇yu1(x, y)) · ∇yψ(y)) dxdy =
ˆ
Ω×Y
φ(x)∇g(x) · ∇yψ(y) dxdy = 0.
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All things considered, a standard density result yields that the pair (u0, u1) ∈ H := H10 (Ω)×L2(Ω, H1#(Y )/R)
is a solution to the problem:
(5.20) ∀(ϕ,ψ) ∈ H,
ˆ
Ω×Y
A(y)(∇u0(x) +∇yu1(x, y)) · (∇ϕ(x) +∇yψ(x, y)) dxdy =
ˆ
Ω
∇g · ∇ϕ dx.
In particular, this implies that, for any function ψ ∈ L2(Ω, H1#(Y )/R),ˆ
Ω×Y
A(y)(∇u0(x) +∇yu1(x, y)) · ∇yψ(x, y) dxdy = 0;
in other words,
(5.21)
ˆ
Y
A(y) (∇u0(x) +∇yu1(x, y)) · ∇yψ(y) dy = 0, a.e. in x ∈ Ω, for any ψ(y) ∈ H1#(Y ).
But for almost every x ∈ Ω, since a /∈ Σω, the variational problem (5.21) has a unique solution u1(x, ·) ∈
H1#(Y )/R, which is:
u1(x, y) =
d∑
i=1
∂u0
∂xi
(x)χi(y),
where the χi are the cell functions defined by (5.3). Recalling the expression (5.11) of the homogenized
tensor A∗, (5.20) rewrites:
∀v ∈ H10 (Ω),
ˆ
Ω
A∗∇u0 · ∇v dx =
ˆ
Ω
∇g · ∇v dx,
which is the desired result. 
Remark 5.3.
• In the cases where a ∈ R, a > 0, or a has a complex value with non zero imaginary part, the bound
(5.17) is automatically satisfied as a result of the standard a priori estimate for (5.1).
• Proposition 5.8 holds in the more general situation when the source f varies with ε, and more
precisely, if uε satisfies (5.1) with f replaced by fε ∈ H−1(Ω), when the sequence fε converges
pointwise to some f ∈ H−1(Ω), i.e. when
∀v ∈ H10 (Ω), 〈fε, v〉H−1(Ω),H10 (Ω)
ε→0−−−→ 〈f, v〉H−1(Ω),H10 (Ω).
• Likewise, the same result holds if the conductivity a /∈ Σω inside ωε is replaced by a sequence aε
which converges to a, i.e. if:
Aε(x) =
{
1 if x ∈ Ω \ ωε,
aε if x ∈ ωε. .
For instance, if a ∈ R, a < 0, and aε = a+ iδε, where the real sequence δε vanishes, the conclusion
of Proposition 5.8 holds and for any value ε > 0, the system (5.1) is well-posed.
• Proposition 5.8 even holds without assuming that ω is smooth and ω b Y . In such a general context,
the set Σω may of course be larger than a mere sequence.
We now turn to the question of what information can be be gleaned from the homogenized system (5.2).
The following proposition indicates that any solution u0 to (5.2) (there might be none, or many, depending
on A∗ and the right-hand side f) can be attained as a limit of solutions uε to (5.1) for some appropriate
right-hand sides. Hence, there is no way to define a ‘natural’ notion of solution to (5.2) as that arising from
a limiting process of the form (5.1).
Proposition 5.9. Let a ∈ C \ Σω, so that the homogenized tensor A∗ is well-defined by (5.11), and let
f ∈ H−1(Ω). Let u0 ∈ H10 (Ω) be one solution (if any) to the system:{ −div(A∗∇u0) = f in Ω,
u0 = 0 on ∂Ω.
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Let aε ∈ C \ Σω be any sequence such that aε → a and let:
Aε(x) =
{
1 if x ∈ Ω \ ωε,
aε if x ∈ ωε.
Then there exists a sequence fε ∈ H−1(Ω) of sources converging pointwise to f , and a sequence uε ∈ H10 (Ω)
of associated voltage potentials:
(5.22)
{ −div(Aε(x)∇uε) = fε in Ω,
uε = 0 on ∂Ω.
such that uε → u0 weakly in H10 (Ω).
Proof. For the sake of simplicity, we only deal with the case where the sequence aε ≡ a (the general case
being no more difficult). The proof consists in the construction of a sequence uε ∈ H10 (Ω) in such a way
that uε → u0 weakly in H10 (Ω), and that fε := −div(Aε(x)∇uε) ∈ H−1(Ω) converges to f in the sense
of distributions. Relying on a classical intuition in homogenization theory, we define uε as an oscillating
sequence around u0 using the cell functions χi introduced in Section 5.1 (which are well-defined since a /∈ Σω).
Notice that, since the inclusion ω is of class C2, standard arguments in elliptic regularity theory using the
well-posedness of the cell problem (see e.g. [29]) lead to the fact that χi ∈W 1,∞(Y ).
Let us now proceed with the definition of uε ∈ H10 (Ω): we use a variation of the usual corrector formula
for taking into account oscillations of the solutions to (5.22) at the microscopic scale:
(5.23) uε(x) = u0(x) + εζε(x)
d∑
i=1
Iε
(
∂u0
∂xi
)
χi(
x
ε
).
In this formula, ζε is a smooth cutoff function such that:
(5.24) ζε(x) = 1 if d(x, ∂Ω) > ε, ζε(x) = 0 on ∂Ω, and ||∇ζε||L∞(Ω)≤ C
ε
.
The operator Iε is defined according to [42, 33], and maps L
p(Rd) into W 1,∞(Rd,Rd) for p ∈ [1,∞]; it is
used in our context to enforce that uε belongs to H
1
0 (Ω) even though the partial derivatives
∂u0
∂xi
are only in
L2(Ω). For u ∈ Lp(Rd), Iεu is inspired by the usual Q1 interpolation operator in the Finite Element theory:
(5.25) ∀ξ ∈ Zd, Iεu(εξ) =
ˆ
Y
u(εξ + εy) dy, and Iεu is a Q1 function on each cell Y ξε ;
more precisely:
(5.26) ∀ξ ∈ Zd, ∀z ∈ Y, Iεu(εξ + εz) =
∑
α∈{0,1}d
Iεu(εξ + ε(α1, ..., αd)) pα1(z1)...pαd(zd),
where p0(t) := 1− t and p1(t) := t.
Several mapping properties of Iε are reported in Lemma 5.10 below.
Let us now prove that fε := −div(Aε∇uε) ∈ H−1(Ω) converges pointwise to f . Until the end of the proof,
rε stands for a sequence of real numbers (possible changing from line to line) converging to 0 as ε→ 0. For
an arbitrary test function ϕ ∈ H10 (Ω), one has:
〈−div(Aε∇uε), ϕ〉H−1(Ω),H10 (Ω) =
ˆ
Ω
Aε(x)∇uε · ∇ϕ dx
=
ˆ
Ω
Aε(x)
(
∇u0 + ζε
d∑
i=1
Iε
(
∂u0
∂xi
)
∇yχi(x
ε
)
)
· ∇ϕ dx
+ε
ˆ
Ω
Aε(x)
(
d∑
i=1
Iε
(
∂u0
∂xi
)
χi(
x
ε
)
)
∇ζε · ∇ϕ dx
+ε
ˆ
Ω
ζεAε(x)
(
d∑
i=1
χi(
x
ε
)∇
(
Iε
(
∂u0
∂xi
)))
· ∇ϕ dx.
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Using (5.24) together with the facts that Iε
(
∂u0
∂xi
)
∈ W 1,∞(Rd) and χi ∈ W 1,∞(Y ), the second integral in
the right-hand side can be estimated by:∣∣∣∣∣ε
ˆ
Ω
Aε(x)
(
d∑
i=1
Iε
(
∂u0
∂xi
)
χi(
x
ε
)
)
∇ζε · ∇ϕ dx
∣∣∣∣∣ ≤ C√ε||∇ϕ||L2(Ω)d .
In a similar way, we see that:
〈−div(Aε∇uε), ϕ〉H−1(Ω),H10 (Ω) =
ˆ
Oε
A(
x
ε
)
(
∇u0 +
d∑
i=1
Iε
(
∂u0
∂xi
)
∇yχi(x
ε
)
)
· ∇ϕ dx
+
ˆ
Oε
εA(
x
ε
)
(
d∑
i=1
χi(
x
ε
)∇
(
Iε
(
∂u0
∂xi
)))
· ∇ϕ dx+ rε||∇ϕ||L2(Ω)d .
Using Lemma 5.10 and the Lebesgue dominated convergence theorem, it follows that:
〈−div(Aε∇uε), ϕ〉H−1(Ω),H10 (Ω) =
ˆ
Oε
A(
x
ε
)
(
∇u0 +
d∑
i=1
(
∂u0
∂xi
)
∇yχi(x
ε
)
)
· ∇ϕ dx+ rε||∇ϕ||L2(Ω)d .
Finally, rescaling using Proposition 4.5 yields:
〈−div(Aε∇uε), ϕ〉H−1(Ω),H10 (Ω) =
ˆ
Ω×Y
A(y)
d∑
i=1
(ei +∇yχi(y)) · ej Eε
(
∂u0
∂xi
)
Eε
(
∂ϕ
∂xj
)
dxdy + rε||∇ϕ||L2(Ω)d .
ε→0−−−→
ˆ
Ω
A∗∇u0 · ∇ϕ dx.
Using similar calculations, it is easily verified that uε → u0 weakly in H10 (Ω), which ends the proof. 
In the course of the proof, we used the following convergence results.
Lemma 5.10. Let p ∈ [1,∞]; there exists a constant C > 0 independent of ε such that, for any u ∈ Lp(Rd),
(5.27) ||Iεu||Lp(Rd)≤ C||u||Lp(Rd), and ||∇Iεu||Lp(Rd)d≤
C
ε
||u||Lp(Rd).
Moreover, if p ∈ [1,∞[, for any u ∈ Lp(Rd), the following convergences hold:
(5.28) Iεu
ε→0−→ u strongly in Lp(Rd), and ε∇(Iεu) ε→0−→ 0 strongly in Lp(Rd)d.
Proof. The verification of both estimates (5.27) is elementary (albeit a little tedious) given the definition
(5.25 - 5.26) of Iε.
Using the density of D(Rd) in Lp(Rd), it is enough to check the convergences (5.28) in the particular case
where u ∈ D(Rd). Again, this is verified in an elementary way, using Taylor expansions from (5.25) and
(5.26). See [33], Prop. 4.2 for details. 
5.3. Partial identification of the limit spectrum in terms of the homogenized tensor.
The following proposition identifies the limit spectrum limε→0 σ(Tε) as the set of those values of the
conductivity a for which there is a source f causing the potential uε to blow up.
Proposition 5.11. Let a ∈ C \ {0}. Then a belongs to the limit spectrum limε→0 σ(Tε) if and only if there
exists f ∈ H−1(Ω) and a sequence fε ∈ H−1(Ω) with fε → f pointwise, such that the solution uε ∈ H10 (Ω)
of (5.1) with fε as a source term satisfies ||∇uε||L2(Ω)d→ +∞.
Proof. Let gε ∈ H10 (Ω) be supplied by the Riesz representation theorem so that:
∀v ∈ H10 (Ω),
ˆ
Ω
∇gε · ∇v dx = 〈fε, v〉H−1(Ω),H10 (Ω).
Since fε → f in the sense of distributions, it follows from the uniform boundedness principle that there
exists C > 0 independent of ε such that: ||gε||H10 (Ω)≤ C.
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We recall that (5.1) is equivalent to(
1
1− aI − Tε
)
uε =
1
1− a gε.
Letting vε :=
uε
||uε||H10(Ω)
and hε :=
gε
||uε||H10(Ω)
∈ H10 (Ω), this in turn is equivalent to:(
1
1− aI − Tε
)
vε = hε, where ||vε||H10 (Ω)= 1,
and hε → 0 strongly in H10 (Ω) if and only if ||∇uε||L2(Ω)d→ ∞. The result now stems from the abstract
Lemma 5.12 below, which is a refinement of the usual sequential characterization of the spectrum of self-
adjoint operators. 
Lemma 5.12. Let Tε : H → H be a sequence of self-adjoint operators on a Hilbert space H. Then λ ∈ C
belongs to the limit spectrum limε→0 σ(Tε) if and only if there exists a subsequence, still denoted by ε, and
vε ∈ H such that:
(5.29) ||vε||= 1, and ||λvε − Tεvε|| ε→0−−−→ 0.
Proof. Let λ ∈ limε→0 σ(Tε); by definition, there exists λε ∈ σ(Tε) such that λε → λ. Now, for a given value
ε > 0, there exists a sequence vkε , k ∈ N such that:
||vkε ||= 1, and ||λεvkε − Tεvkε || k→∞−−−−→ 0.
In particular, for a given ε > 0, there exists wε ∈ H such that ||wε||= 1, and ||λεwε − Tεwε||≤ ε. Then,
||λwε − Tεwε|| ≤ ||λεwε − Tεwε||+|λ− λε|,
≤ ε+ |λ− λε|;
that is, wε satisfies (5.29).
Conversely, let λ ∈ C be such that there exists a sequence vε such that (5.29) holds, and assume that
λ /∈ limε→0 σ(Tε). Then, there exists δ > 0 such that, for ε > 0 small enough:
∀µ ∈ σ(Tε), |µ− λ|> δ.
It follows from the spectral theorem for self-adjoint operators (see, e.g. [63], Th. 12.22, and Proposition
4.1), that, for ε > 0 small enough:
∀v ∈ H, ||λv − Tεv||≥ δ||v||.
Using v = vε in the above inequality yields ||λvε−Tεvε||≥ δ, in contradiction with the initial hypothesis. 
The following corollary now offers an interpretation of the limit spectrum in terms of the homogenized
matrix A∗.
Corollary 5.13. Let a ∈ C \ Σω, and let A∗ be the corresponding homogenized matrix, given by (5.11).
Assume that there exists f ∈ H−1(Ω) such that the system:
(5.30)
{ −div(A∗∇u) = f in Ω,
u = 0 on ∂Ω,
does not have a solution. Then a ∈ limε→0 σ(Tε).
Proof. Let δε be a sequence of positive numbers going to 0 as ε → 0, and let uε ∈ H10 (Ω) be the unique
solution to the system:{ −div(Bε∇u) = f in Ω,
u = 0 on ∂Ω,
, where Bε(x) =
{
1 if x ∈ Ω \ ωε,
a+ iδε if x ∈ ωε. ,
as supplied by the classical Lax-Milgram theory.
Then, one necessarily has ||∇uε||L2(Ω)d→∞. Indeed, if a subsequence of uε were to be bounded, Propo-
sition 5.8 would imply that the weak limit of this subsequence satisfies (5.30).
The desired conclusion is then a consequence of Proposition 5.11. 
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Remark 5.4. In particular, the conclusion of Corollary 5.13 holds under the (stronger) hypothesis that
there exists u 6= 0 in H10 (Ω) such that:
−div(A∗∇u) = 0, or equivalently
ˆ
Ω
A∗∇u · ∇v dx = 0, ∀v ∈ H10 (Ω).
This last point is a consequence of the self-adjointness of the operator T ∗ : H10 (Ω)→ H10 (Ω) defined by:
∀v ∈ H10 (Ω),
ˆ
Ω
∇(T ∗u) · ∇v dx =
ˆ
Ω
A∗∇u · ∇v dx,
which implies that: Im(T ∗) = Ker(T ∗)⊥.
Remark 5.5. The conditions expressed in Proposition 5.11 and Corollary 5.13 are conditions on the geom-
etry of the inclusion pattern ω (which defines the homogenized tensor A∗) and on that of the macroscopic
domain Ω. See for instance [44] for a study of the well-posedness of (5.30) in the case where A∗ is hyperbolic.
5.4. Well-posedness for the conductivity equation with high contrast.
In this section, we take advantage of the material of Sections 4.2 and 5.1 to investigate in closer detail
the case of a high contrast between the conductivity 1 outside the set ωε of inclusions and the conductivity
a inside this set, i.e. the situations a < 0, a→ 0 or a→ −∞.
Our main result in this direction is the following:
Theorem 5.14. There exists a constant 0 < α such that, if the conductivity a belongs to (−∞,−1/α) ∪
(−α, 0), then
(i) For 0 < ε, the system (5.1) for the voltage potential uε is well-posed, i.e. it has a unique solution for
any source f ∈ H−1(Ω), and uε depends continuously on f .
(ii) The homogenized tensor A∗ defined by (5.11) is elliptic; in particular, the system (5.2) is well-posed.
(iii) For any source f ∈ H−1(Ω), the unique solution uε ∈ H10 (Ω) to (5.1) converges, weakly in H10 (Ω), to
the unique solution u∗ of (5.2).
Proof. (i) As in Section 3.1, (5.1) is equivalent to:(
1
1− aI − Tε
)
uε =
1
1− ag,
where g ∈ H10 (Ω) represents f ∈ H−1(Ω) in the sense of the Riesz theorem:
∀v ∈ H10 (Ω),
ˆ
Ω
∇g · ∇v dx = 〈f, v〉H−1(Ω),H10 (Ω).
Now, using Theorem 4.4, it is easily seen that there exists α > 0 small enough so that 11−a does not belong to
the spectrum of Tε for a ∈ (−∞,−1/α)∪(−α, 0); for such values of a, the operator ( 11−aI−Tε)−1 is bounded.
(ii) follows immediately from Corollary 5.6, up to taking a smaller value 0 < α.
(iii) Owing to (i), the sequence uε is bounded in H
1
0 (Ω). Using Proposition 5.8, there exists one solution
u0 ∈ H10 (Ω) to (5.2) such that, up to a subsequence uε → u0, weakly in H10 (Ω). But we know from (ii) that
there is a unique solution u∗ to (5.2). Hence, u0 = u∗, and by uniqueness of the limit, the whole sequence
uε converges to u0. 
The fact that (5.1) is well-posed for values of the conductivity a which are negative but ‘close to 0’ was
already observed in the work of R. Bunuoiu and K. Ramdani [30]. It is quite noticeable that the same con-
clusion holds in the case where a is negative, with a very large modulus, and that the homogenized tensor
A∗ happens to be elliptic in both cases. These facts are new to the best of our knowledge.
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5.5. Application to a uniform convergence result for large conductivities in periodic homoge-
nization.
In this section, we revisit a problem in ‘classical’ periodic homogenization in light of the previous results.
We assume that the conductivity a inside the set of inclusions belongs to (−∞,−α) ∪ (α,+∞) for α > 0
large enough so that (5.1) is well-posed for any source f ∈ H−1(Ω), and the homogenized tensor A∗ given
by (5.11) is elliptic; see Sections 5.4 and 5.1.3.
We aim to understand if the convergence of the homogenization process ε→ 0 is uniform in the values of
a ∈ (−∞,−α) ∪ (α,+∞). To this end, we use the following notations: for ε > 0 and a source f ∈ H−1(Ω),
uaε and u
a
∗ ∈ H10 (Ω) are the unique solutions to (5.1) and (5.2) respectively when a is the value of the
conductivity inside the set of inclusions ωε. Like in Section 3.1, it is convenient to observe that (5.1) may
be equivalently written:
(5.31)
(
1
1− aI − Tε
)
uε =
1
1− ag,
where g ∈ H10 (Ω) is the representative of f supplied by the Riesz representation theorem.
In our developments, a useful intermediate result is the solution u∞ε ∈ H10 (Ω) to (5.1) in the case where
the inclusions are filled with a material with infinite conductivity, that is a = +∞. Following for instance
[19], u∞ε is formally defined as the unique solution in Ker(Tε) to the variational problem:
(5.32) ∀v ∈ Ker(Tε),
ˆ
Ω\ωε
∇uε · ∇v dx =
ˆ
Ω
∇g · ∇v dx.
Let us recall (see Section 3.2) that Ker(Tε) is the subspace of H
1
0 (Ω) composed of functions which are
constant in each inclusion ωξε , ξ ∈ Ξε.
Our first result is an estimate of the difference between uaε and u
∞
ε which is uniform with respect to ε.
Proposition 5.15. There exist constants α > 0 and C > 0, which are independent of g, a and ε such that:
∀a ∈ (−∞,−α) ∪ (α,∞), ||uaε − u∞ε ||H10 (Ω)≤
C
|a| ||g||H10 (Ω).
Proof. We observe that the variational formulation (5.32) actually expresses that u∞ε is the orthogonal
projection of g on Ker(Tε) in the sense of the H
1
0 (Ω) inner product (3.1).
For a ∈ (−∞,−α) ∪ (α,∞), let us decompose g according to the orthogonal direct sum (3.6) of H10 (Ω):
g = g0 + g1 +
∑
k≥1
〈g, hk〉H10 (Ω)hk,
where g0 ∈ Ker(Tε) equals u∞ε owing to the previous remark, where g1 ∈ Ker(I − Tε), and where the
hk ∈ h are the orthonormal eigenvectors of the compact, self-adjoint operator Tε : h→ h, whose sequence of
eigenvalues λk ∈ (0, 1) converges to 12 . Likewise, we decompose the solution uaε to (5.31):
uaε = u0 + u1 +
∑
k≥1
βkhk,
with u0 ∈ Ker(Tε), u1 ∈ Ker(I − Tε) and coefficients βk ∈ R (we omit the dependence of u0, u1 and the βk
on ε and a for notational simplicity). Using (5.31), we readily identify:
u0 = u
∞
ε , u1 =
g1
a
, and βk =
〈g, hk〉H10 (Ω)
1− (1− a)λk ,
and so
||uaε − u∞ε ||2H10 (Ω)=
1
a2
||g1||2H10 (Ω)+
∑
k≥1
( 〈g, hk〉H10 (Ω)
1− (1− a)λk
)2
.
Now using the bound supplied by Theorem 4.4 on the eigenvalues λk, k ≥ 1, one has:
|1− (1− a)λk|≥ (|a|−1)λk − 1 ≥ C|a|,
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for some constant C > 0, provided |a| is large enough. Eventually, we obtain
||uaε − u∞ε ||2H10 (Ω)≤
1
a2
||g1||2H10 (Ω)+
C
a2
||g||2H10 (Ω),
where C is a constant (different from that of the previous inequality) independent of ε, g and a; this
terminates the proof. 
We now prove a convergence estimate of the homogenization process which is uniform in the value of
the conductivity a inside the inclusions, provided that this value is large enough (in modulus). This result
holds in the L2(Ω) norm, and cannot possibly hold in the H1(Ω) norm, since correctors would have to be
introduced for this purpose (see e.g. [20]). Recall also that error estimates are usually difficult to establish in
homogenization since they generally call for the introduction and analysis of so-called boundary layer terms,
accounting for the interaction of the periodic structure with the boundary ∂Ω of the macroscopic domain.
Theorem 5.16. There exists a constant α > 0 such that:
sup
a∈(−∞,−α)∪(α,∞)
||uaε − ua∗||L2(Ω) ε→0−−−→ 0.
Proof. Assume that the result does not hold. Then there exists δ > 0 and two sequences ak ∈ (−∞,−α) ∪
(α,∞) and εk → 0 such that:
(5.33) ||uakεk − uak∗ ||L2(Ω)≥ δ.
We may assume that ak does not change signs, and without loss of generality, we consider the case ak ∈
(α,∞). By standard results in homogenization, it is clear that (5.33) is only possible when ak →∞.
The triangle inequality yields:
||uakεk − uak∗ ||L2(Ω)≤ ||uakεk − u∞εk ||L2(Ω)+||u∞εk − u∞∗ ||L2(Ω)+||u∞∗ − uak∗ ||L2(Ω).
In this inequality,
• The first term in the right-hand side is controlled by C/ak as a consequence of Proposition 5.15.
• The second term estimates the difference between the voltage potential u∞ε and the homogenized
solution u∞∗ in the particular case of the infinite conductivity problem. It can be proved, for instance
in a similar way as in the proof of Proposition 5.8 that this difference converges to 0; see also [34]
for a complete study of this problem.
• The last term in the right-hand side converges to 0 owing to the conclusions of Section 5.1.3, whereby
the homogenized tensor A∗ (and thus the potential ua∗) depends continuously on a ∈ (−∞,−α) ∪
(α,∞).
This shows that ||uakεk − uak∗ ||L2(Ω) converges to 0 as k →∞, which contradicts our initial hypothesis. 
Remark 5.6. These results can be appraised in connection with the very deep results obtained by M. Briane
and his collaborators concerning the homogenization of elliptic equations with unbounded coefficients; see
for instance [28]. In particular, in [27], the authors prove a similar result for (positive) unbounded a, in the
two-dimensional setting, in a much larger context than ours, using a completely different proof.
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Appendix A. A closer study of the particular case of rank 1 laminates
In this appendix, we focus on an interesting particular geometry of microstructures ω ⊂ Y , that of rank 1
laminates, which is one of the few amenable to explicit calculations. Note that this situation violates some
of the prevailing assumptions of this article, notably the fact that ω b Y ; it is therefore not surprising that
some of the general results established in the previous sections do not hold in the present case.
The ‘macroscopic’ domain Ω at stake is the two-dimensional square (0, 1)2. It is filled with N2 identical
cells, homothetic to the unit periodicity cell Y = (0, 1)2. The rescaled inclusion pattern ω in each cell is:
ω := {y = (y1, y2) ∈ Y, 0 < y1 < θ} , and so Y \ ω = {y = (y1, y2) ∈ Y, θ < y1 < 1} ,
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where θ ∈ (0, 1) is the volume of ω. Accordingly, the total set of inclusions ωN ⊂ Ω reads:
ωN :=
⋃
j∈N2
0≤j≤N−1
1
N
(j + ω);
see Figure 2 for an illustration.
✓
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Figure 2. Situation where the inclusion ω ⊂ Y is a rank 1 laminate.
To avoid effects caused by the interactions between cells and the boundary ∂Ω, we impose periodic
boundary conditions on ∂Ω. In this context, the voltage potential uN ∈ H1#(Ω)/R associated to a source
f ∈ (H1#(Ω)/R)∗ and to the distribution of conductivity equal to a ∈ C in ωN and 1 in Y \ωN is solution to
(A.1) − div(AN∇u) = f in Ω, where AN (x) =
{
a if x ∈ ωN ,
1 otherwise
.
We are interested in the spectrum of the Poincare´ variational operator TN , which maps an arbitrary function
u ∈ H1#(Ω)/R to the unique element TNu ∈ H1#(Ω)/R satisfying:
∀v ∈ H1#(Ω)/R,
ˆ
Ω
∇(TNu) · ∇v dx =
ˆ
ωN
∇u · ∇v dx,
and in particular in the identification of the limit spectrum
(A.2) lim
N→∞
σ(TN ) =
{
λ ∈ C, ∃Nj →∞, λNj ∈ σ(TNj ), λNj
Nj→∞−−−−−→ λ
}
.
A.1. Study of the homogenization process for the operator TN .
The main tool in our analysis is the discrete Bloch decomposition [2], which has already been used without
proof several times in this article. Although it is quite classical, we sktech the proof for completeness.
Theorem A.1. Let u be a function in L2#(Ω). Then, there exists a unique collection {uj}, indexed by
j ∈ N2, 0 ≤ j ≤ N − 1, composed of N2 complex-valued functions in L2#(Y ) such that the following identity
holds:
(A.3) u(x) =
∑
0≤j≤N−1
uj(Nx) e
2ipij·x, a.e. x ∈ Ω.
Furthermore, the Parseval identity holds: for u, v ∈ L2#(Ω), with coefficients {uj}0≤j≤N−1, {vj}0≤j≤N−1,
one has:
(A.4)
ˆ
Ω
u(x)v(x) dx =
∑
0≤j≤N−1
ˆ
Y
uj(y)vj(y) dy.
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Proof. Let u ∈ L2#(Y ) be given, and assume that there exist N2 functions uj ∈ L2#(Y ) such that (A.3) holds.
Then, for arbitrary j′ ∈ N2, 0 ≤ j′ ≤ N − 1,
u(x+
j′
N
) =
∑
0≤j≤N−1
uj(Nx)e
2ipij·(x+ j′N );
so as to isolate a particular index 0 ≤ j0 ≤ N − 1, we multiply both sides in the previous identity by
e−2ipij
0·(x+ j′N ), then sum over j′ to obtain:
(A.5)
∑
0≤j≤N−1
0≤j′≤N−1
uj(Nx)e
2ipi(j−j0)·(x+ j′N ) =
∑
0≤j≤N−1
u(x+
j′
N
)e−2ipij
0·(x+ j′N ).
Using the fact that, for any N th root r = e2piij/N of 1,
(A.6)
∑
0≤k≤N−1
rk =
{
N if r = 1,
0 otherwise
,
The relation (A.5) simplifies into:
(A.7) uj0(y) =
1
N2
∑
0≤j′≤N−1
u(
y
N
+
j′
N
)e
−2ipij0·
(
y
N +
j′
N
)
,
a formula which clearly defines a function in L2#(Y ). Conversely, one easily proves that the uj defined in
(A.7) satisfy (A.3), which proves the first statement.
To verify the Parseval identity (A.4), let u, v ∈ L2#(Ω) be decomposed as:
u(x) =
∑
0≤j≤N−1
uj(Nx) e
2ipij·x, and v(x) =
∑
0≤j′≤N−1
vj′(Nx) e
2ipij′·x.
A simple calculation yields:ˆ
Ω
u(x)v(x) dx =
∑
0≤j,j′≤N−1
ˆ
Ω
uj(Nx)vj′(Nx) e
2ipi(j−j′)·x dx
=
∑
0≤j,j′,k≤N−1
ˆ
1
N (k+Y )
uj(Nx)vj′(Nx) e
2ipi(j−j′)·x dx
=
1
N2
∑
0≤j,j′,k≤N−1
ˆ
Y
uj(y)vj′(y) e
2ipi(j−j′)·( kN + yN ) dy
=
∑
0≤j≤N−1
ˆ
Y
uj(y)vj(y) dy,
where we have again made use of (A.6) to pass from the third line to the last. 
Let us now consider the operator B, from L2#(Y )
N2 into L2#(Ω) which maps a collection {uj}0≤j≤N−1 of
coefficients to the function u ∈ L2#(Ω) defined by:
u(x) =
∑
0≤j≤N−1
uj(Nx) e
2ipij·x, a.e. x ∈ Ω.
Equipping both spaces with their natural inner products, Theorem A.1 states that B is a bijective isometry,
whose inverse: B−1 : L2#(Ω)→ L2#(Y )N
2
is also its adjoint operator.
If u belongs to H1#(Ω), (A.7) implies that the coefficients uj of its Bloch decomposition actually belong
to H1#(Y ), and that the Bloch decomposition of ∇u reads:
∇u(x) = N
∑
0≤j≤N−1
(∇y + 2ipi j
N
)uj(Nx) e
2ipij·x, a.e. x ∈ Ω.
Using the fact that the Bloch decomposition of the constant function u ≡ 1 ∈ H1#(Ω) has coefficients:
u0(y) = 1, and uj(y) = 0 if j 6= 0,
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B induces an invertible operator (still denoted by B) (H1#(Y )/C)×H1#(Y )N
2−1 → H1#(Ω)/C.
The following proposition easily follows from the previous remarks, and in particular from the Parseval
identity (A.4).
Proposition A.2. For any η ∈ Y , η 6= 0, define Tη : H1#(Y )→ H1#(Y ) by
(A.8) ∀v ∈ H1#(Y ),
ˆ
Y
(∇y + 2ipiη)(Tηu) · (∇y + 2ipiη)v dy =
ˆ
ω
(∇y + 2ipiη)u · (∇y + 2ipiη)v dy,
and define T0 : H
1
#(Y )/C→ H1#(Y )/C by
(A.9) ∀v ∈ H1(Y )/C,
ˆ
Y
∇y(T0u) · ∇yv dy =
ˆ
ω
∇yu · ∇yv dy.
The operator B diagonalizes TN , i.e. the self-adjoint operator B
∗TNB maps a collection {uj}0≤j≤N−1 ∈
(H1#(Y )/C)×H1#(Y )N
2−1 to
{
T j
N
uj
}
0≤j≤N−1
∈ (H1#(Y )/C)×H1#(Y )N
2−1. As a consequence, the spectrum
σ(TN ) is the union of the spectra σ(T j
N
):
σ(TN ) =
⋃
0≤j≤N−1
σ(T j
N
).
Therefore, the study of the spectrum of TN boils down to that of the spectra of the operators Tη defined by
(A.8) and (A.9). Let us now take advantage of the particular geometry of ω to simplify the problem further:
We decompose functions u ∈ H1#(Y ) (or u ∈ H1#(Y )/C) by using partial Fourier series in the variable y2:
u(y) =
+∞∑
n=−∞
an(y1)e
2ipiny2 , a.e. y ∈ Y,
where the an ∈ H1#(0, 1) (and a0 ∈ H1#(0, 1)/C if u ∈ H1#(Y )/C).
After some elementary calculations, the operators Tη are diagonalized by this Fourier decomposition, i.e.
the spectrum of TN reads:
σ(TN ) =
⋃
0≤j≤N−1
n∈N
σ(Tnj
N
),
where, for any η = (η1, η2) ∈ Y , Tnη : H1#(0, 1)→ H1#(0, 1) is defined by:
(A.10) ∀v ∈ H1#(0, 1) ∈,
ˆ 1
0
(
((Tnη u)
′ + 2ipiη1(Tnη u))(v′ + 2ipiη1v) + 4pi
2(n+ η2)
2uv
)
dy
=
ˆ θ
0
(
(u′ + 2ipiη1u)(v′ + 2ipiη1v) + 4pi2(n+ η2)2uv
)
dy,
and T 00 : H
1
#(0, 1)/C→ H1#(0, 1)/C is given by:
(A.11) ∀v ∈ H1#(0, 1)/C,
ˆ 1
0
((T 00 u)
′)v′ dy =
ˆ θ
0
u′v′ dy.
It is proved in the same way as in Section 3.3 that the spectrum of each operator Tnη consists of a sequence
of eigenvalues in [0, 1] with 12 as unique accumulation point, and we now proceed to identify these eigenvalues.
Let us first study the eigenvalues of the operator Tnη in the case where either η2 6= 0 or n 6= 0. A value
β ∈ C is an eigenvalue for Tnη as defined in (A.10) if there exists u ∈ H1#(0, 1), u 6= 0 such that:
(A.12) −
(
∂
∂y1
+ 2ipiη1
)(
Aβ(y1)
(
∂u
∂y1
+ 2ipiη1u
))
+ 4pi2Aβ(y1)(n+ η2)
2u = 0,
where:
Aβ(y) =
{
β − 1 if y1 < θ,
β if θ < y1 < 1.
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Assuming β /∈ {0, 1}, (A.12) is equivalent to:
(A.13) u′′(z) + 4ipiη1u′(z)− 4pi2(η21 + (n+ η2)2)u(z) = 0 a.e. z ∈ (0, θ) and z ∈ (θ, 1),
complemented with the transmission conditions at z = 0 and z = θ:
(A.14) u(0+) = u(1−), β(u′ + 2ipiη1u)(1−) = (β − 1)(u′ + 2ipiη1u)(0+),
(A.15) u(θ−) = u(θ+), (β − 1)(u′ + 2ipiη1u)(θ−) = β(u′ + 2ipiη1u)(θ+).
The ordinary differential equation (A.13) has discriminant ∆ = 16pi2(n + η2)
2, and the associated char-
acteristic equation has two solutions
r1 = −2ipiη1 − 2pi(n+ η2), r2 = −2ipiη1 + 2pi(n+ η2),
which are distinct since n+ η2 6= 0. Therefore, there exist 4 coefficients A,B,C,D ∈ C such that:
u(z) = Aer1z +Ber2z for z ∈ (0, θ), u(z) = Cer1z +Der2z for z ∈ (θ, 1).
The fact that u ∈ H1#(0, 1) imposes that:
A+B = Cer1 +Der2 , and Aer1θ +Ber2θ = Cer1θ +Der2θ,
to be complemented with the transmission conditions:
(β − 1)(r1 + 2ipiη1)A+ (β − 1)(r2 + 2ipiη1)B = β(r1 + 2ipiη1)Cer1 + β(r2 + 2ipiη1)Der2
(β − 1)(r1 + 2ipiη1)Aer1θ + (β − 1)(r2 + 2ipiη1)Ber2θ = β(r1 + 2ipiη1)Cer1θ + β(r2 + 2ipiη1)Der2θ
As a consequence, (A.13,A.14,A.15) has a non trivial solution provided the following determinant vanishes:
(A.16)∣∣∣∣∣∣∣∣
1 1 −er1 −er2
er1θ er2θ −er1θ −er2θ
(β − 1)(r1 + 2ipiη1) (β − 1)(r2 + 2ipiη1) −β(r1 + 2ipiη1)er1 −β(r2 + 2ipiη1)er2
(β − 1)(r1 + 2ipiη1)er1θ (β − 1)(r2 + 2ipiη1)er2θ −β(r1 + 2ipiη1)er1θ −β(r2 + 2ipiη1)er2θ
∣∣∣∣∣∣∣∣ = 0,
which is a quadratic equation for β. After tedious calculations, (A.16) simplifies into:
β2 − β + γ = 0, where γ := 1
4
cosh(2pi(n+ η2))− cosh((2pi(n+ η2))(2θ − 1))
cosh(2pi(n+ η2))− cos(2piη1) .
The discriminant of this second order equation reads:
(A.17) ∆nη =
cosh((2pi(n+ η2))(2θ − 1))− cos(2piη1)
cosh(2pi(n+ η2))− cos(2piη1) .
We observe that ∆nη ∈ (0, 1), leading to two distinct eigenvalues βn±η = (1±
√
∆nη )/2, which are symmetric
with respect to 12 .
As for the eigenvalues of Tnη in the case where η2 = 0 and n = 0, simple calculations show that σ(T
n
η ) =
{0, 1} if η1 6= 0 and that σ(T 00 ) = {0, 1− θ, 1}. All in all, we have proved that the spectrum of TN is:
σ(TN ) = {0, 1− θ, 1} ∪
{
1
2
(1±
√
∆nj
N
)
}
0<j≤N−1
n∈N
,
where ∆nη is defined by (A.17). This allows for the identification of the limit spectrum (A.2) as:
lim
N→∞
σ(TN ) = {0, 1− θ, 1} ∪
{
1
2
(1±
√
∆nη )
}
η∈Y ,n∈N
= [0, 1].
Hence, in the present situation of rank 1 laminates, the limit spectrum of TN is the whole interval [0, 1], in
sharp contrast with the situation where ω b Y , as studied in Section 4.
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A.2. Analysis of the homogenized tensor A∗.
As we have seen in Section 5.2 (see in particular Propositions 5.8 and 5.9, which are straightforwardly
adapted to this context), the asymptotic behavior of the voltage potential uN associated to a conductivity
a ∈ C inside the set of inclusions ωN , solution to (A.1), is partly driven by the formally homogenized tensor
A∗ whose components A∗ij are given by (i, j = 1, 2):
(A.18) A∗ij =
ˆ
Y
A(y)(ei +∇yχi) · (ej +∇yχj) dy, where A(y) =
{
a if y ∈ ω,
1 otherwise,
and the cell functions χi ∈ H1#(Y )/R (i = 1, 2) are solutions to:
(A.19) − divy(A(y)(ei +∇yχi)) = 0.
As we have seen in Section 5.1, both cell problems (A.19) have a unique solution, provided the conductivity
a lies outside the exceptional set Σω given by:
Σω =
{
a ∈ C, 1
1− a ∈ σ(T0)
}
,
where T0 : H
1
#(Y )/R→ H1#(Y )/R is (the real version of that ) defined by (A.9):
(A.20) ∀v ∈ H1#(Y )/R,
ˆ
Y
∇y(T0u) · ∇yv dy =
ˆ
ω
∇yu · ∇yv dy.
On the contrary, in the case a ∈ Σω, there may be multiple solutions to (A.19) (or none), but when this
happens, it is easily seen that (A.18) is independent of which of these solutions is used.
Calculations similar to those performed in the previous section (based on a partial Fourier decomposition)
lead to an explicit characterization of the set Σω in the present context of rank 1 laminates:
Σω :=
{
− θ
1− θ , 0
}
∪ {a±n }n∈N∗ ,
where the a±n read:
an± =
2(1± 2 sinh(pin) sinh(pin(2θ − 1)))− cosh(2pin(2θ − 1))− cosh(2pin)
cosh(2pin)− cosh(2pin(2θ − 1)) .
Let us now turn to the cell problems (A.19) in this setting for an arbitrary conductivity a ∈ C. Relying
again on a partial Fourier decomposition in the y2 variable, it is easy to see that, if (A.19) has solutions, one
of them is necessarily of the form:
(A.21) χi(y) = ui(y1), for some function ui ∈ H1#(0, 1)/R, i = 1, 2.
Now, easy calculations reveal that:
• If a 6= − θ1−θ , (A.19) has (possibly non unique) solutions χi for i = 1, 2:
χ1(y) =
{
Ay1 +B if y1 < θ,
Cy1 +D if y1 > θ,
, and χ2(y) = 0,
where the coefficients A and C read:
A =
1− a
a− θ1−θ
, C = A
θ
θ − 1 .
Then, the homogenized tensor (A.18) equals:
A∗ =
(
λ−θ,a 0,
0 λ+θ,a
)
, where λ−θ,a =
(
θ
a
+ 1− θ
)−1
, and λ+θ,a = aθ + (1− θ).
Note that A∗ is invertible, and becomes degenerate when a gets close to − θ1−θ . The behaviors of the
mappings a 7→ λ±θ,a change depending on whether the volume fraction θ is larger or smaller than 12 ,
as can be seen on Figure 3. In the case where θ < 12 , three regimes are to be distinguished:
– When − θ1−θ < a < 0, A∗ has eigenvalues with opposite signs.
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– When − 1−θθ < a < − θ1−θ , A∗ is positive definite .
– When a < − 1−θθ , A∗ has again eigenvalues with opposite signs.
This behavior differs in the case where θ > 12 :
– When − 1−θθ < a < 0, A∗ has eigenvalues with opposite signs.
– When − θ1−θ < a < − 1−θθ , A∗ is negative definite .
– When a < − θ1−θ , A∗ has again eigenvalues with opposite signs.
These results are in sharp contrast with the case of inclusions ω b Y , dealt with in Section 5.
• In the case a = − θ1−θ , the cell problem (A.19) has infinitely many solutions of the form (A.21) for
i = 2, and none for i = 1.
It is remarkable that the only value of a for which the cell problems do not have solutions is a = − θ1−θ ,
corresponding to the essential spectrum of the operator defined in (A.20). We do not know whether this fact
holds for general inclusion patterns ω ⊂ Y or is particular to rank 1 laminates.
 +✓,a
  ✓,a
 +✓,a
  ✓,a
Figure 3. Behavior of the eigenvalues a 7→ λ±θ,a of the homogenized matrix A∗ for the
volume fractions (left) θ = 13 , and (right) θ =
2
3 .
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