Binary Stochastic Filtering (BSF), the algorithm for feature selection and neuron pruning is proposed in this work. Filtering layer stochastically passes or filters out features based on individual weights, which are tuned during neural network training process. By placing BSF after the neural network input, the filtering of input features is performed, i.e. feature selection.
Introduction
Majority of machine learning algorithms rely on pre-selected datasets for training and further prediction. There is a variety of cases where dataset consists of a significant number of different features (e.g. versatile statistical measures for text or network data processing), with only some of them actually bearing information useful for solving given problem (usually classification or regression). The process of finding an information-rich subset is called feature selection, and is of growing interest with the modern development of machine learning. Correct feature selection aims reducing of computational complexity, generalization enhance [1] or may be of interest on its own for further interpretation.
Numerous approaches were proposed in the last 25 years ( Fig. 1 ), which include algorithms based on information theory, that tries to estimate the amount of information, brought to the dataset by a given feature [3, 4, 5] , Relief and derived algorithms [6, 7] , based on nearest neighbor search, statistical [8] and spectral graph theory based [9] , etc. The very modern approaches are mainly focused on application of swarm intelligence algorithms [10, 11, 12] Unfortunately, different methods usually lead to strongly discrepant sets of features, and final decision could be made only after series of experiments. This paper proposes a feature selection method which rely on the intrinsic optimization algorithms, used in machine learning without any external modification. The filter layer is directly introduced into the neural network (NN), being trained by the standard backpropagation, leading to increase of important features weights. In addition, filtering may be utilized for neuron pruning, which could lead to multifold increase of NN performance.
2 The method can be applied to different kinds of NN, optimized for various datasets, which will be demonstrated in this work.
Method
Stochastic neurons, the units with nondeterministic behavior are known for a long time, at least since mid 1980s, when Boltzmann machines became popular [13] . In addition, the stochastic neurons are of interest because of their closeness to the biological ones [14] . A successful networks, consisting of stochastic neurons were built [15] . Nevertheless, mixing of stochastic 3 and deterministic units in one network is not popular subject, except for Dropout technique [16] , which works by randomly disabling deterministic neurons in order to prevent overfitting.
Proposed algorithm is inspired by both stochastic neurons and dropout.
The method basically combines two above-mentioned ideas and could be thought as generalization of dropout with trainable individual dropout rates or as incorporation of special version of stochastic neurons into classical deep NN structure. Proposed binary stochastic filtering (BSF) method works by setting the BSF layer (consisting of the BSF units) after the layer, outputs of which is to be filtered. BSF unit stochastically passes the input without changes, or sets it to zero with probabilities based on the unit weights.
Strictly speaking, BSF unit is described as:
where w represents the adjustable weight of a given unit, and z is uniformly 
, where neuron activation a i is given as a weighted sum of its inputs. This definition is directly derived from the classical deterministic neurons, and utilized as a noisy modification of them. At the same time, binary stochastic filtering unit makes use of the same idea of feeding random uniform noise into the neuron, but input value does not influence the unit output. BSF includes the single input which passes through the unit if random value z is smaller then weight w or nullified instead. Thus, probability of output to be x is equal to the probability of z to be less then w, P(x) = P(z < w), which 4 is equal to F z (w), where F z is a cumulative distribution function for the variable z. From the properties of uniform distribution,
This allows selective filtering of the layer inputs with adjustable probabilities of the given input to be filtered, which equals the weight w, supposing
. Setting w to be close to 0 means that the given feature is close to be completely filtered out, while in case of w being close to 1, feature passes through BSF without changes. Thereby, by tuning the BSF layer weights it is possible to control how much each of the features participates in the training process.
From the obvious reasons, gradient of a stochastic unit is stochastic as well, being equal to zero or ∞ randomly. Thus, backpropagation training, being a variation of gradient descent method is not able to optimize weights of the BSF units. G. E. Hinton has suggested a straight through (ST) estimator [18] , which defines the gradient of stochastic unit with respect to its input
Few modifications of this approach were reported, such as multiplication of the gradient by a logistic sigmoid derivative, i.e.
, where σ(x) = 1 1+e −x but it was found that simpler unity gradient achieves better performance [17] . ST estimator is especially suitable when stochastic neurons are mixed with normal ones, as it does not distort the gradient between classical units. Proof of the last statement is given in Appendix A. 5
Hereby, by applying the ST estimator, weights of BSF layers could be optimized during model training. Moreover, penalizing of the filter weights will lead to decrease of above-lying layer involvement in the NN working process, which could be used for neuron pruning or overfitting prevention.
Placing the penalized BSF layer as input layer of the NN, will decrease probabilities of feature occurring in correspondence to their importance, which is equivalent to the feature selection.
Classifier is a model, performing mapping from n-dimensional data space D n → L to the label space consisting of finite (and usually relatively low) number of labels. As a deep NN classifier, classical multilayer perceptron model with softmax activation of the output layer was used [19] . Softmax function is a generalization of logistic function for a multilabel classification problem, defined as
for i = 1, 2, ..., N where N describes number of classes in a given problem.
Unlike classical binary logistic regression, which outputs the scalar probability p of a data to be true and 1 − p to be false, softmax function outputs a vector p with length N , each element of which represents probability of the input sample to belong to each of the classes. Normalization by the sum of outputs guarantees that total probability of a sample to belong to all classes will always be unit. Exploitation of the softmax function needs 6 label to be one hot encoded, i.e. to the vector with length N
In that case loss function must describe divergence between p and encoded label L oh , i.e. map two vectors to a scalar. It is a known fact that cross-entropy is an efficient way to describe the error in that case [20] . This function is defined as
where c i is the actual class label and p i is corresponding element of p. This function is considered to be the most suited loss for a probabilistic NN classifier [20] . The selected NN model consists of 4 layers with rectified linear activation [21] in the hidden layers. Number of units in each layer was empirically chosen as D, 2D, D, N respectively, where D is the dimensionality of input data, in order to meet the different number of features in used datasets. Model was optimized using Adam algorithm [22] with parameters α = 0.001, β 1 = 0.9, β 2 = 0.999, as it is specified in the original paper with zero learning rate decay. The same optimizer was used for training of all other models.
Classification accuracy for every dataset was estimated using 10-fold cross-validation method. The NN was trained until full convergence was reached (no loss decrease) and both training and testing mean accuracies were used for evaluation of model performance.
Binary stochastic filter was placed as an input layer to the NN of the same structure as classifier, resulting in 5 layer network. L 1 regularization was used as a penalty, with the regularization coefficient defining the 7 tendency of the data to be filtered out. Generally, coefficient serves as a metaparameter in the filtering layer, and need to be adjusted to meet the classifier loss. Good results were achieved with regularization coefficient lying in the range 0.001-0.01. The examples of training process visualization depending on regularization rate are shown in the supplementary materials.
Model was trained until convergence. After model fitting, weights of a BSF layer were analyzed and treated as a feature importances. For selection the highest importance features were manually selected and saved forming a reduced dataset. Afterwards, normal classifier was trained as described above for estimation of classification accuracy for the reduced dataset. To estimate changes in high-dimensional cluster separation, the well known silhouettes method [23] was used. In brief, the method defines silhouette s(i)
which compares mean inter-cluster distance a(i) for the given data point i
and mean distance to all objects belonging to the nearest cluster b(i).
The mean value of silhouettes (silhouette coefficient) for all the datapoints within dataset is a measure for cluster separation, lying in the range [−1, 1] where higher number means better separation.
Image recognition
Convolutional NN (CNN) makes use of data spatial independence, which is especially useful in image recognition. The CNN architecture was proposed by Le Cun et al. [24] for number recognition problem. Generally, architecture implements discrete convolution operation, which converts in- features are convoluted again with larger kernel, leading to higher-order maps. After few subsequent convolution layers the classical fully-connected classifier (described in previous part) is placed, which is able to extract from the maps information about belonging to class [25] .
The CNN classifier with structure, described in the Table B .5, was implemented. Its architecture is inspired by the LeNet-5 [25] . In addition to original LeNet, batch normalization was applied to the output of every convolutional layer, which is reported to increase the convergence rate [26] .
First 6 layers form the convolutional model, which performs feature extraction from images, while 4 last layers correspond to the fully-connected classifier. Model was trained in the same manner as the DNN classifier described in the previous Subsection 2.1.1.
Interpretation of feature selection results for image recognition problem
is not that straightforward in comparison to the simple perceptron classifier, as the convolution operations need input data to maintain well-defined 9
shape. It could be intuitively understood by the fact that it is impossible for human to choose some low number of points in the image which will be enough for identification. Instead, the BSF could provide an attention maps,
i.e. to highlight the regions of images with highest information density for classification. The BSF layer was placed as input layer of the CNN classifier which was then trained at the above-described manner. After training, weights of the BSF layer contain information about feature importances.
Spectra recognition
The interpretation of complex compounds spectra is a known problem in analytical chemistry. Few reports on successful use of machine learning techniques for identification of the biological samples were published [27, 28] .
The binary stochastic filter was proposed during work on the similar problem, the classification of DNA spectra. Such spectra are not readable by human due to presence of thousands of different vibration frequencies, resulting in the overcomplicated and noisy data. Spectra were classified by the CNN model consisting of 3 convolutional and 4 fully-connected layers with satisfactory results. Thereafter binary stochastic filter layer was added to the model input and training process was repeated. Weights of BSF layer in that case correspond to the spectral regions of interest. Weights of the layer were visualized (Fig. 2 (b) ) and treated as a regions of interest of a spectra. Correspondence between them and expected vibrational frequencies of the DNA constituents [29] were observed. This method allows to obtain the information about chemical changes in a set of similar compounds or mixtures, spectra of which are indistinguishable by other methods.
Self-optimizing neural network
Sparse neural networks are believed to be more efficient than popular fully-connected systems due to enhanced generalization, faster convergence and higher performance [30] . An alternative way to sparsifying is neuron pruning, the removal of least important units from the network, which was demonstrated by Mozer and Smolensky [31] . The latter approach seems to be more beneficial from the performance point of view as removal of the single unit leads to the greater decrease of computational complexity, nevertheless the former became more frequent, being popularized by the above-mentioned work of Le Cun [30] . Furthermore, the analysis of units 4. The BSF layers are removed leaving the shape-optimized and trained NN model which could be additionally trained for fine-tuning.
The BSF layer was implemented in Keras framework with Tensorflow back-end [32, 33] based on above-discussed theory. All NN models used in experiments were built by dint of the same framework.
Results
Three different datasets were used, the Wine dataset [34] , KDD-99 [35] and Musk2 dataset [36] . As an original KDD99 dataset is huge (around 5 millions of instances), a sample of around 1 million instances was used instead. The datasets summary is given in the Table 1 . Datasets were standardized by removing mean and scaling to unit variance. Musk2 and KDD99 datasets contain categorical data labels which were encoded as integers before standardization. 
Deep NN classifier
NN classifier was trained on each dataset and corresponding accuracies were saved as original. Feature selection was performed as it is described in the Subsection 2.1.1, and accuracy estimation was repeated for truncated versions of datasets. Obtained data is summarized in the Table 2 together with reference accuracies, found in literature. Additionally, the experiment was repeated for KDD99 dataset but with 12 least important features (corresponding BSF weights are below 30th percentile). Maximal accuracy has achieved 57.82 % in that case.
The implementation of silhouettes from the scikit-learn project [37] Stability of a binary filter was estimated by varying the structure of NN classifier, training the system with KDD99 dataset and analyzing the features of highest importance (above 80th percentile). Each experiment was repeated 4 times and selected features were summarized in the Table   B .6. The column NN structure contains the number of units in each layer and their activation functions. Additionally, the output of every model consists of a softmax-activated layer, which is not shown in the table.
Convolutional Classifier
The MNIST dataset from the work of Le Cun et al. [24] was used for CNN training. The original set contains 60000 handwritten digit images of size 28x28 pixels with labels, from which 10000 were randomly sampled for the further experimenting. Implemented model structure is shown in the appendix (Table B. 5) . Model has achieved training and testing accuracies of 1.000 and 0.9865 respectively. BSF layer was added to model and training process was repeated. The weights of the layer were visualized (Fig. 2 (a)) and clearly correspond to the central part of image where most ofinformation about the digit is located. An animated demonstration of the training process could be found in the supplementary materials.
Spectra recognition
A classifier model was trained on spectra dataset, a sample of which is shown in the Fig. 2 (b) . Weights of the layer are then visualized (Fig. 2 (c)) and treated as a regions of interest of a spectra.
Self-optimizing neural network
The experiment was performed with the datasets, used in the Section 2.1.1. It was found beneficial to normalize the L 1 penalty coefficient by number of units as it is applied separately to the BSF layers, which have different shape. The implementation utilizes additional functions for model rebuilding [40] . Model with excess neurons was trained on each dataset until convergence and then pruned. The weights of shape-optimized model were reseted and model was trained until convergence (number of epochs were determined experimentally to guarantee no loss decrease) in 10-fold cross-validation manner, Mean values for accuracy are tabulated in the Table 3 .
Discussion

Deep NN classifier
From the classification results (Table 2 ) one can conclude that correct feature selection may lead to significant increase of model performance without considerable loss of accuracy, as for each of three datasets the multifold dimensionality decrease was observed, leading to corresponding reduction of computational complexity. Experiment with features corresponding to the lowest BSF weights proves that these features do not contain important information for classification problem.
Another important consequence is the fact that BSF allows to conclude which features in the dataset actually carry information. The importance distribution for two datasets (Wine and KDD99 ) is shown in the Appendix.
It is possible to conclude that some of data, present in datasets is not meaningful in the classification problem, i.e. does not contain information about belonging to some class, like phenols concentration in Italian wine (Fig.   B.6 ) or number of accessed files in the malware traffic (Fig. B.7 ). This could lead to interesting conclusions, like independence of phenols concentration on used cultivar. The Musk2 dataset is not easily interpretable in the similar style, but the results could probably be even more important, as tion. Both versions were additionally processed with the well-known T-SNE algorithm [45] , which allows high-dimensional data visualizing in the twodimensional plot, which makes possible to see enhanced separation by naked eye. Generated images are shown in the Fig. 4 The stability estimating experiments demonstrate the fact that the BSF 
Self-optimizing neural network
Minimal decrease of accuracy was observed from the data, given in the Table 3 , while number of weights was reduced significantly, from 2 to approximately 34 times. This corresponds to the enhance of performance for NN prediction of the same order, as computational complexity is directly connected to the number of weights. Such optimization could be especially beneficial for the embedded NN applications having limited computational resources. Obviously, the scale of NN pruning depends on initial redundancy but from the experiments it is possible to make empirical remark that satisfactory starting number of neurons in the hidden layers is equalto the dimensionality of input data. Another important outcome is the fact that Musk2 dataset, which was the most efficiently pruned, exhibits considerable increase of testing accuracy, i.e. improved generalization in correspondence with the [30] . Obtained cross-validated accuracy (0.9987) exceeds all experimental accuracies for the given dataset, found in literature (0.8920, 0.8333, 0.9600) [36, 46, 47] .
Conclusion
Binary stochastic filter is highly straightforward method for estimating 
