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に使っているグラフィカルユーザインタフェース (Graphical User Interface:GUI) は，Ivan
Sutherland が提唱した Sketchpad[2](図 1.1) を起源に持つ．その後，Douglas Engelbart ら
が開発した oN-Line System(NLS)[3][4](図 1.2)では，ディスプレイやマウスなど現在普及し





的なものになった．iPhone[9](図 1.4) と iPad[10] の発売によって，2010 年代にはタッチパ
ネルインタフェースも十分に普及している．その他にも，深度センサを用いた入力装置で
ある Kinect[11][12](図 1.5) や，コンシューマゲーム用ヘッドマウントディスプレイ (Head
Mounted Display:HMD)の PlayStation VR[13](図 1.6)など，様々な装置がコンピュータへ
の入出力に使われている．
2 第 1 章 序論
20 INTRODUCTION
Figure 1.2: TX-2 OPERATING AREA— SKETCHPAD IN USE. On the display
can be seen part of a bridge similar to that of Figure 9.6. The Author is holding
the Light pen. The push buttons used to control specific drawing functions are
on the box in front of the Author. Part of the bank of toggle switches can be
seen behind the Author. The size and position of the part of the total picture
seen on the display is obtained through the four black knobs just above the
table. (Originally on page 11.)
図 1.1. Sketchp d．画像は文献 [2]より
引用．
図 1.2. oN-Line Systems．画像は文献
[4]より引用．
図 1.3. Dynabook のコンセプト図．画
像は文献 [14]より引用．
図 1.4. iPhone．画像はWebサイト [9]
より引用．
図 1.5. Kinect．画像は文献 [12]より引
用．
図 1.6. Playstation VR．画像は Web
サイト [13]より引用．









比例する [16]．つまり，S を刺激量，P を感覚量とした時，





念によって提唱した [17]．このアフォーダンスという単語は，後に，Donald Arthur Norman
によって，形状などの物理的性質によってモノの操作方法や特徴を示すことという意味が付与
された [18]．今日では，この意味の方がよく知られている．
1.2 Cyber Physical System
Cyber Physical System (CPS) は，物理空間とサイバー空間を統合的に取り扱う概念 [19]










念として Cyber-Physical-Human Interaction(CPHI)を提唱する．本論文で CPHIの概念を
まとめ，人間とコンピュータのインタラクションにおける物理空間の影響を考慮することによ
り，目的のインタラクションに対するセンサやアクチュエータの物理要件を定めたり，衝突，




























本論文は，図 1.7に示すとおりの構成で記述する．第 2章では，本論文で提唱する CPHIの





Typing の事例を記述する．第 II 部は Cyber-Physical-Human Interaction のシステム開発
に関する研究について記述する．第 6章では，ソフトウェアテストのための Bluetooth Low
Energy (BLE) エミュレータ BluMoonについて記述する．第 7章では，BLEを用いたアプ













は Norbert Wiener によって"Cybernetics: or Control and Communication in the Animal
and the Machine"[22]としてまとめられた．
2.1.2 Ubiquitous Computing









キストアウェアアプリケーション (context aware application)やコンテキストアウェアシス
テム (context aware system)という形で用いられる．コンテキストアウェアの概念は Schilit
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support direct engagement 
with the digital world [1,2].
Graphical user interfaces repre-
sent information (bits) through pix-
els on bit-mapped displays. These 
graphical representations can 
be manipulated through generic 
remote controllers, such as mice, 
touchscreens, and keyboards. By 
decoupling representation (pix-
els) from control (input devices), 
GUIs provide the malleability to 
graphically mediate diverse digital 
information and operations. These 
graphical representations and 
“see, point, and click” interaction 
represented significant usability 
improvements over command 
user interfaces (their predeces-
sor), which required the user to 
“remember and type” characters.
However powerful, GUIs are 
inconsistent with our interactions 
with the rest of the physical world. 
Tangible interfaces take advantage 
of our haptic sense and our periph-
eral attention to make information 
directly manipulable and intui-
tively perceived through our fore-
ground and peripheral senses.
Tangible interfaces are at once 
an alternative and a complement 
to graphical interfaces, represent-
ing a new path to Mark Weiser’s 
vision of ubiquitous computing 
[3]. Weiser wrote of weaving digi-
tal technology into the fabric of 
physical environments and making 
computation invisible. Instead of 
melting pixels into the large and 
small screens of devices around 
us, tangible design seeks an amal-
gam of thoughtfully designed 
interfaces embodied in different 
materials and forms in the physi-
cal world—soft and hard, robust 
and fragile, wearable and archi-
tectural, transient and enduring.
Limitations of Tangibles
Although the tangible representa-
tion allows the physical embodi-
ment to be directly coupled to digi-
tal information, it has limited abil-
ity to represent change in many 
material or physical properties. 
Unlike with pixels on screens, it is 
difficult to change the form, posi-
tion, or properties (e.g., color, size, 
stiffness) of physical objects in real 
time. This constraint can make the 
physical state of TUIs inconsistent 
with underlying digital models.
Interactive surfaces is a prom-
ising approach to supporting 
collaborative design and simula-
tion to support a variety of spa-
tial applications (e.g., Urp [4], 
profiled on page 41). This genre 
of TUI is also called “tabletop 
TUI” or “tangible workbench.”
On an augmented workbench, 
discrete tangible objects are 
manipulated, and their movements 
are sensed by the workbench. 
Visual feedback is provided onto 
the surface of the workbench via 
video projection, maintaining 
ornm58  Figure 1. Iceberg metaphor—from (a) GUI (painted bits) to (b) TUI (tangible bits) to (c) Radical Atoms.
 GUI TUI RADICAL ATOMSPAINTEDBITS TANGIBLEBITS
a)  A graphical user interface only lets 
users see digital information through a 
screen, as if looking through the 
surface of the water. We interact with 
the forms below through remote 
controls such as a mouse, a keyboard, 
or a touchscreen.  
b)  A tangible user interface is like an iceberg: 
There is a portion of the digital that 
emerges beyond the surface of the water – 
into the physical realm – that acts as 
physical manifestations of computation, 
allowing us to directly interact with the "tip 
of the iceberg.”
c)  Radical Atoms is our vision for the future of 
interaction with hypothetical dynamic 
materials, in which all digital information has 
physical manifestation so that we can 
interact directly with it – as if the iceberg 
had risen from the depths to reveal its 































図 2.1. ラディカル・アトムズのコンセプト．図は文献 [27]より引用．
and Theimer[24]で初めて登場し，その後，Dey[25]によって詳細にまとめられた．







• Network and communication context：ネットワーク遅延など
• Environmental context：物理環境．騒音，光の強さなど．











ある．このコンセプトのもと，inForm[28] や Transform[29] といった動的再構成可能な物質




2.1.5 Human-in-the-Loop Cyber-Physical Systems








することを想定しており，その経路における physical については着目していない．CPHI で
は，humanから cyberと，cyberから humanの双方向において physicalの振る舞いを考慮す
る．この点で，HiLCPSと CPHIは異なる概念である．これらの違いは図 2.4(a),(c)に示す．
2.1.6 Cyber-Physical Human Systems
Sowe et al.[32] は，Cyber-Physical System の中で人間もシステムの一部として取り扱う
Cyber-Physical Human Systems (CPHSs)を提唱した．この研究では，人間をシステムとし
て取り扱うために，人間を機能としてモデル化した (図 2.3)．このモデルには Human Service
Capability Description (HSDC)モデルという名前が付けられている．
CPHSsは，CPHIと同様に cyber，physical，humanを取り扱う．しかし，CPHSsはこれ







れは脳波あるいは脳電図 (electroencephalogram:EEG) と呼ばれる．EEG ような人間の脳
の情報を，コンピュータとのインタフェースに用いたものはブレインマシンインタフェース
(Brain-Machine Interface:BMI) と呼ばれる．究極の BMIとは，脳から直接コンピュータへ
情報を入力し，また，コンピュータからの出力を直接脳に注入するものであろう．しかしなが
ら，現状では，BMIで取り扱うことのできる情報は極めて限定的である．そのため，人間と
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図 2.2. Human-in-the-Loop Cyber-Physical Systemsの概念図．図は文献 [31]より引用．









Physical-Human Interaction (CPHI) として提唱する．CPHIでは，cyberと humanのイン
タラクションにおいて，インタラクション層と物理層の 2 層モデルを考える (図 2.5(b))．従




• Cyberization from Human (人間からのサイバー化)
• Realization to Human (人間への意識化)
• Human-Physical Merging (人間と物理の情報融合)
• Physical Augmentation (物理的拡張)
の 4つを提案する．
2.2.1 Cyberization from Human





2.2.2 Realization to Human






Human-Physical Merging (人間と物理の情報融合) は，人間の行動情報に，物理空間の物
理量を組み合わせてコンピュータへ伝達することで，その行動情報に意味付けをする．先に記




Physical Augmentation (物理的拡張) は，コンピュータが物理空間を拡張することを通じ
て人間へと情報を伝達する．先に記述した Realization to Human と似ているが，Physical
Augmentation は単なる情報伝達ではない．Realization to Human では情報伝達のために








プリケーション，メガネ型デバイスによる Augmented Realityの 4種類の事象についてのモ
デルを示す．(a) のキーボードによる情報入力では，human の操作によって発生した物理量
変化を介して cyberへ情報を伝達する．(b)のディスプレイによる情報掲示も，cyberの処理
によって発生した物理量変化を介して humanへ情報を伝達する．(a)と (b)の 2パターンで




















る．Human-Physical Mergingや Physical Augmentationでは，1つのインタラクションに
おいて複数の物理量を利用する．
このように，CPHIの概念を適用してシステム開発を再考すると，物理量の変化を考慮する

















集するフローは Cyberization from Humanにあたる．そして，その収集したリアクションを
光の色によって可視化し，それを見た発表者や他の聴講者が光の色を見てリアクションを認識
することは Realization to Humanにあたる．
Augmented Typing は，キーボードのタイピング体験を光と音の効果によって拡張する．
もともとそれ独自で成立していたタイピングという行為を，光と音という物理現象によって印
象や感じ方を付与するものである．これは CPHIの Physical Augmentationにあたる．
第二部では，CPHIのシステム開発を行う場合の，エミュレータ等を用いた開発支援の提案
を行う．このエミュレータでは，CPHIにおいて重要である物理における問題を含有する．















(c) Cyber-Physical-Human Interaction (CPHI)
(a) Human-in-the-Loop Cyber-Physical System (HiLCPS)
(b) Cyber-Physical Human Systems (CPHSs)
図 2.4. cyber，physical，humanを扱う概念の比較．(a)Human-in-the-Loop Cyber-Physical
Systems (HiLCPS): human を起点とし cyber と physical を経由するフィードバッ
クループを形成する，(b)Cyber-Physical Human Systems (CPHSs): CPS で扱う
cyberと physicalに加えて humanも要素として扱うシステム，(c)本論文で提案する
Cyber-Physical-Human Interaction (CPHI): cyberと humanのインタラクションに
おける physicalの影響も考慮対象とする





















図 2.5. (a)ネットワーク層における OSI7階層モデル．(b)CPHIにおける階層モデル．
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C P H
(a) Cyberization from Human
C P H





図 2.6. CPHI の 4 パターン．C がサイバー/コンピュータ，P が物理，H が人間を示す．
(a)Cyberization from Human (人間からのサイバー化): 人間の行動や思考をコン
ピュータが扱うことのできるデジタルデータへ変換，(b)Realization to Human (人間
への意識化): コンピュータが処理した結果を人間へ伝達して人間はそれを意識として
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C H
(a) Keyboard: Cyberization from Human
C H
(b) Display: Rearization to Human











図 2.7. CPHI の 4 パターンにおける CPHI モデル．C が cyber，H が human を示す．間の
青色の矩形及び矢印が，情報伝達に用いられる物理量とその伝達方向である．(a) キー
ボードによる情報入力のモデル．これは Cyberization from Human の事例となる．
(b) ディスプレイによる情報掲示のモデル．これは Realization to Human の事例と
なる．(c) タッチインタフェースを備えたデバイスによるコンテキストアウェアアプリ
ケーションのモデル．これは Human-Physical Merging の事例となる．(d) メガネ型
デバイスによる Augmented Reality のモデル．これは Physical Augmentation の事
例となる．














図 2.8. CPHIの 4パターンの関係性．
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する．体勢取得のためのセンサとして，圧力という物理量を用いる．これは，CPHI の 4 パ













図 3.1. SleepTypingの CPHIモデル．



















キーボードの USB 端子は Raspberry Pi の USB ポートに接続する．Raspberry Pi では，



















































の確認により行った．図 3.8は，4:58:13から 4:58:21の 8秒間で寝返りをうった際の描画シ
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CPHI の事例として考察する．聴講者の感情は，聴講者自身が PC やスマートフォンのブラ
ウザを操作し選択する．ここは，CPHI の 4 パターンのうち Cyberization from Human に
あたる．さらに，その感情は光という物理量を用いて照明色によって周囲へ伝える．これは，
CPHI の 4 パターンのうち Realization to Human にあたる．このように，本節で提案する
PICALAの CPHIモデルは Cyberization from Humanと Realization to Humanの組み合
わせとなる (図 4.1)．




































は webブラウザから特定の IPアドレスにアクセスし，表示されたボタンインタフェース (図
4.3)を開きながらプレゼンテーションを聴講する．ボタンは，「へぇ～(共感・納得)」「すごい














パラメータを設定して hue ブリッジに web アクセスする．PICALA サーバと hue ブリッジ
はそれぞれ固定 IP アドレスを持つ．hue の電球へのアクセスは，hue の標準機能を使用し，
hueブリッジの webAPI経由でアクセスする．








しい．そのため，サーバから hue ブリッジへの通信は，通信の橋渡しを行うブリッジ PC を
経由する．ブリッジ PCのブラウザでは，サーバのブリッジ用 webページを開いておく．こ
のブリッジ用 web ページには websocket が組み込まれており，サーバへの API アクセスが
生じた際に即時にブリッジ PCのブラウザ上 (クライアントサイド)で JavaScriptを実行して
hue ブリッジの API にアクセスする．websocket の実装は，Node.js で使用する JavaScript
フレームワークの socket.ioを利用した．
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3つの電球を用意し，ボタン押下 1回ごとに 1つの電球の色を変えた．電球をそれぞれ A，
B，Cとすると，最初のボタン押下では電球 Aに反映される．次のボタン押下では，電球 Aの






1 はスマートフォン-サーバ間，経路 2 はサーバ-ブリッジ PC 間の通信の経路を示す．無線
LAN は 802.11a でアクセスポイント AtermWR8700 を使用した．計測では，左手にストッ
プウォッチを持ち，右手に持ったスマートフォンのブラウザからボタンを押下した，照明点灯
は目視により確認し，遅延時間時間を測った．この計測をそれぞれのモデルで 30回ずつ計測
した，計測結果を 4.6に示す．LANモデルの遅延は平均 0.828秒 (標準誤差 0.017秒)，イン








サーバ OS OS X 10.10.5 Ubuntu 14.04.2 LTS
サーバ仕様 MacBook Pro Retina 13-inch Late
2013 (2.4GHz Core i5)
Amazon EC2 t2.micro
Node.js 0.10.32 0.10.25
経路 1 無線 LAN LTE(docomo)
経路 2 - フレッツ光 +無線 LAN
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4.3.1 WISS2014
第 22回インタラクティブシステムとソフトウェアに関するワークショップ (WISS2014)は




催され，聴講者数は約 200 名であった．設置位置は，ステージ上のスクリーン下 (図 4.7(a))
と演台 (図 4.7(b))の 2通りを試した．




第 48 回情報科学若手の会 (wakate2015) は 2015 年 9 月 19 日 (土)～21 日 (月) の 3 日間，
静岡県伊東市の山喜旅館にて開催された．情報科学若手の会は，20代を中心とした合宿形式
の若手情報系研究者の集まりで，3日間で，1時間の招待講演，40分の若手特別講演の他，40
分の一般講演が 8件，25分のショート講演が 7件，5分間のライトニングトークが 10件実施
された．参加者は 50名程度であった．電球はスクリーンの直下に設置した (図 4.7(c))
4.3.3 EC2015
エンタテインメントコンピューティング 2015(EC2015) は，2015 年 9 月 25(金)～27(日)
の 3 日間，札幌市教育文化会館および北海道大学学術交流会館で開催された．PICALA は，
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EC2015の初日に開催されたオーガナイズドセッション SIGSHYにて使用された．セッショ












図 4.9. ある講演におけるボタン押下の記録．時間を 10 秒ごとに区切ってボタン押下回数をカ
ウント．積み上げ式の折れ線グラフにて表示．
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表 4.2. 使用者へのアンケートの質問項目
番号 質問 選択肢
Q1 PICALAのシステムは便利でしたか？ 1.便利でない ～ 5.便利 (5段階)
Q2 PICALAが便利/便利じゃない理由があれば教えて下さい 自由記述
Q3 PICALAの使い方はわかりましたか？ 1.わかりにくい ～ 5.わかりやすい (5段
階)
Q4 PICALAがわかりやすかった/わかりにくかった点があれば教えて下さい 自由記述
Q5 PICALAは使いやすかったですか？ 1.使いにくい ～ 5.使いやすい (5段階)
Q6 PICALAの使いやすかった/使いにくかった点があれば教えて下さい 自由記述
Q7 PICALAは見やすかったですか？ 1.見にくかった ～ 5.見やすかった (5段
階)
Q8 PICALAが見やすかった/見にくかった理由があれば教えて下さい 自由記述
Q9 PICALAはプレゼンを見るのに邪魔でしたか？ 1.邪魔だった ～ 5.邪魔じゃない (5段階)
Q10 プレゼンを見るのに邪魔だった理由があれば教えて下さい 自由記述









アンケートは，Google フォームを利用した web での入力にて実施した．回答者数は，




と EC2015 のみの質問である．また，WISS2014 開催時のシステム名は「ラジ hue」だった
























ある．Q9「PICALAはプレゼンを見るのに邪魔でしたか？」(1. 邪魔だった ～ 5. 邪魔じゃ
ない)は 5段階評価の回答は平均値 4.362(標準誤差 0.136)であり，この結果からプレゼンテー
ションを阻害してないと言える．「プレゼン中の声を妨げない点は，笑い声や拍手よりも優れ
ていると感じた．」「画面上にコメントを流すような形式と違い、注目を強制されないのでプレ






Q11「【講演者限定】PICALAは講演に邪魔でしたか？」(1. 邪魔だった ～ 5. 邪魔じゃな
い)は 5段階評価の回答は平均値 4.600(標準誤差 0.141)であり，講演者に対してもプレゼン
テーションの阻害はほとんどないと言える，
4.5.4 使いやすさ
Q3「PICALA の使い方はわかりましたか?」(1. わかりにくい ～ 5. わかりやすい) の 5
段階評価の回答は平均値 4.565(標準誤差 0.123)であり，全回答が 4以上だったため，インタ
フェース設計については特に問題はなかったと言える．Q5「PICALAは使いやすかったです






















手法 入力手段 表現手段 非侵襲性 入力の容易さ 表現の多様性
チャット 文字入力 文字 ◯ △ △
ニコニコ動画 文字入力 文字 × △ △
井上ら [54] 複合UI（ボタン・
文字・手書き）
自由描画 × × ◯
Borderless Canvas 手書き 自由描画 ◯ × ◯
ラジへぇ ボタン選択 音 × ◯ ×







































るタイピングは，人間が情報を入力しコンピュータに伝える Cyberization from Human で
ある．これに加えて，Augmented Typing では，タイピングに合わせて映像演出と音響演
出を付与する．この演出は，物理的に存在するキーボードという機器に光と音を重畳する
Physical Augmentation である．このように，本節で提案する PICALA の CPHI モデルは




図 5.1. Augmented Typingの CPHIモデル．
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ストロークの深さ，打鍵音などのさまざまな条件から自分の好みにあったものを使用してい
る．ソフトウェアエンジニアの間では特にその傾向が強く，Happy Hacking Keyboard[57]






























































































































定し，キーボードの真上から映像を投影する (図 5.4)．キーボードは PC に USB 接続され
る．効果音は PCから再生される．キーボードは Apple Keyboard テンキー付き JIS，PCは
MacBook Pro Retina，プロジェクタは Dell M110(明るさは 300ANSIルーメン)を使用した

























48 第 5 章 物理空間への重畳演出による人間の感情への干渉: Augmented Typing




軽快さ 重々しい ～ 軽快
温冷 冷たい ～ 温かい
鬱陶しさ うっとうしい ～ うっとうしくない
美しさ 美しくない ～ 美しい
躍動感 躍動感がない ～ 躍動感がある
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図 5.9. 効果映像の印象の比較．
図 5.10. 効果音の印象の比較．
particle(図 5.11)では，拡散が 100前後のグループ (これをグループ Aと呼ぶ)と，拡散が










図 5.11. particleにおける粒子数と拡散範囲の最適値のプロット．グループ A(拡散範囲が 100
前後のグループ) とグループ B(拡散範囲が 110 以上の右肩上がりのグループ) に分
けて線形近似を行った．グループ A の線形近似式は y = 0.0349x + 94.332(相関
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図 5.13. characterにおける速度の最適値のプロット．
図 5.14. wave における速度と拡散範囲の最適値のプロット．線形近似式は y = 11.678xx +
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器のネットワーク接続において，Bluetooth Low Energy (BLE)[83]はよく使われる無線通信
プロトコルのひとつである．BLEは，広く普及する近距離無線通信規格であり，低消費電力で
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電波を用いた無線通信であるため，送受信機の位置や周囲の環境に応じてふるまいが変わる．
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ソフトウェアを書き分けることは開発工数が増大し，違うソフトウェアを作成することで異な
る挙動を示す可能性もあるため，同一のソフトウェアが稼働することが求められる．そして，



















6.2 Bluetooth Low Energy
Bluetoothは，2.4GHz帯を使った近距離無線通信の規格である．BLEは Bluetooth Ver-









Profile (GAP)，Attribute Protocol (ATT)，Generic Attribute Profile (GATT)，Security
Manager Protocol (SMP)，Logical Link Control and Adaptation Protocol (L2CAP) と
いった様々なプロファイルやプロトコルが用意されている．
















くつか種類があり，BLE では，Low Energy (LE) というコントローラを用いる．他には，
Basic Rate/Enhanced Data Rate (BR/EDR) というコントローラがあり，これは一般的に
は Classic Bluetoothとも呼ばれる．BR/EDRと LEの 2つの規格が Bluetoothの主要な規








BLE では，機器はセントラルとペリフェラルという 2 つの役割に分かれる．セントラル
とペリフェラルが接続を確立する順序を図 6.3に示す．そして，BLEコントローラは接続の
準備状況に応じて，Standby，Advertising，Scanning，Initiating，Connection という 5 つ
の状態 (図 6.4) のいずれかをとる．セントラルでは，接続確立までに Standby → Scanning
→ Initiating → Connection という状態遷移をたどる．ペリフェラルでは，接続確立までに
Standby → Advertising → Connection という状態遷移をたどる．Standby は，コントロー
ラを ONにした後の初期の状態である．Advertisingは，アドバタイズパケットを定期的に送
信する状態である．Advertising へは，LE Set Advertising Enable という HCI コマンドに
よって遷移する．Scanning は，周囲のアドバタイズパケットを待ち受けている状態である．
アドバタイズパケットを受信した際には，ホストに LE Advertising Reportという HCIイベ
ントを送信する．Scanningへは，LE Set Scan Enableという HCIコマンドによって遷移す
る．Initiatingは，セントラルが接続確立する準備ができ，ペリフェラルからのアドバタイズ
6.2 Bluetooth Low Energy 63



























LE Create Connection (ADVADDR)
Command Com
plete


























































































































































表 6.1. 本論文の BLEエミュレータの要件に対する既存のエミュレーションとシミュレーショ
ン手法の適合状況．要件は (1)実機向けソフトウェアが動作すること，(2)フレーム単位
で通信を行うこと，(3)受信電波強度を計算すること，(4)電波干渉を模倣できること．
(1) (2) (3) (4)
ネットワークシミュレータ
[84]
× × ○ ○
btvirt[90] ○ × × ×
Androidエミュレータ [91] ○ × × ×
Wear OSエミュレータ [91] ○ △ 3 × ×
iOSシミュレータ 1　 [92] △ 2 × × ×
ペリフェラルシミュレータ
[93][94]
○ × × ×






























腕時計型デバイス向けの Androidベースの OSであるWear OS[95]のエミュレータは，BLE



















































































BlueMonarchは，Bluetoothの OBject EXchange (OBEX) でのファイル送信を，ペアリン










































フレーム単位でのエミュレーションを実現するために，BM-CTL 同士で BLE フレームに
相当するデータの送受信を行う．このデータを BluMoon Frame (BM-FRM) と名付ける．
















(Additive White Gaussian Noise:AWGN) δ を加えて RSSIを算出する．




AWGN δ は，平均 0，標準偏差 σ の正規分布の確率密度関数








定時間毎に各 BM-CTL に向けて送信される．この位置情報生成機構を Location Generator



































図 6.8. BluMoon における電波干渉の模倣手法の解説図．t0 と t1 が BM-FRM の到着時刻，
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ぞれの図で，丸印が BM-FRMを受信した時刻である．それぞれ t0,t1 とした．BLEフレーム
の受信に要する時間 trcv は，先に詳細を記述したとおりである．青が 1つ目のフレーム，赤
が 2つ目のフレームについて示しており，これらは独立している．BM-FRMを受信した時刻
から trcv が経過するまでに他の BM-FRMを受信しなければ，電波干渉なしとみなしてその
BM-FRMを受理する (図 6.8(a))．一方，BM-FRMを受信した時刻から trcv が経過するまで












び実装について記述する．本研究では，BluMoon を Linux で動作するソフトウェアとして実
装した．
6.5.1 概要
BluMoon は，コントローラの挙動を模倣する BluMoon Controller (BM-CTL) と，各
ノードの位置情報を生成し伝達する Location Generator (LC-GEN) によって構成される．
BM-CTLは，
• BluMoon HCI Transceiver (BM-HCI)
• BluMoon Manager (BM-MGR)
• BluMoon Connector (BM-CNC)
という 3 つのモジュールに分けて設計を行った．これは，機能ごとに分割することで設計
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と実装を簡素化するためである．これにより，Bluetooth 規格のアップデートへの追従も容
易になると考える．受信電波強度の計算のため必要となる各ノードの位置情報は Location
Information (LC-GEN) として格納される．LC-INFは LC-GENが生成し，各 BM-CTLに
伝達する．これらの構成を図 6.9にまとめた．
6.5.2 BluMoon HCI Transceiver
BluMoon HCI Transceiver (BM-HCI) は，ホストとの HCIフレーム送受信を担う．ホス
トから HCIデータや HCIコマンドを受信した際には，BM-MGRにその内容を伝達する．ま
た，BM-MGRから HCIイベント生成命令や HCIデータ送信命令を受信した際には, ホスト
に HCIイベントや HCIデータを送信する，
BM-HCI と Linux の Bluetooth スタックである BlueZ の構成とそれらの関係性を図 6.10
に示す．Linuxでは，BlueZが Bluetoothスタックとしてホストの役割を担う．BlueZでは，















BluMoon Manager (BM-MGR)は，送受信に関する BluMoonコントローラ全体の管理を
行う．BLEコントローラが持つ Standby，Advertising，Scanning，Initiating，Connection
の 5つの状態 (図 6.4)の管理，BM-FRMの送信制御，受信スロットの制御を行う．















































BluMoon Connector (MB-CNC) は，BM-FRM の実際の送受信を担う．BM-MGR から
送信命令を受け取ると，BM-CNCで BM-FRM(図 6.7)を作成し，送信する．BM-FRMは，
Generic Network Virtualization Encapsulation (Geneve) でカプセル化して UDPセグメン
トに格納し (図 6.11)，IP ネットワークにブロードキャストで送信する．BM-FRM を作成
6.6 評価 73






























図 6.12. Location Information (LC-INF)の記述例．この例では，ノード ID1～4の 2次元座
標を指定している．
するための BLE フレームと Channel と TxPower は，送信命令に含まれる．Location は，
LC-GENから送信される LC-INFから自身の IDの位置座標を保持しておく．
受信時は，受信した BM-FRMを解析し，電波干渉の判定と受信電波強度の計算を行う．こ
れらの詳細は 6.4 節に記述したとおりである．受信した BLE フレームは，RSSI を付与して
BM-MGRに渡す．
6.5.5 Location Generator
Location Generator (LC-GEN)は，すべてのノードのノード IDと 2次元座標を含んだデー
タを定期的にブロードキャストで送信する．このデータは Location Information (LC-INF)
LC-INFは，すべてのノードのノード IDと 2次元座標を含んだデータである．図 6.12のデー
タ形式で JSON で記述する．あらかじめ位置と時間の関係を定めたシナリオに沿う場合や，
マルチエージェントシミュレータのようなシミュレーションで位置を決定する場合などが考え





には非常に多くの HCI コマンド，HCI イベントがある．本論文では，表 6.2 に示す 6 つの
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表 6.2. 対応した HCIコマンドおよび HCIイベント一覧
HCIコマンド・HCIイベント 種別
LE Set Advertising Parame-
ter
LE Set Advertising Data
LE Set Advertising Enable HCIコマンド
LE Set Scan Parameters
LE Set Scan Enable
LE Create Connection
Command Complete
LE Advertising Report HCIイベント
LE Connection Complete
$ hciconfig
hci0: Type: BR/EDR Bus: VIRTUAL
BD Address: 00:AA:01:00:00:23 ACL
MTU: 192:1 SCO MTU: 0:0
UP RUNNING
RX bytes:0 acl:0 sco:0 events:56 er
rors:0
TX bytes:1016 acl:0 sco:0 commands:
42 errors:0
図 6.13. hciconfigコマンドの実行結果．
HCI コマンドと 3 つの HCI イベントに対応する実装を行った．これにより, 6.2 節で示した
LE コントローラの 5つの状態 (図 6.4)にすべて対応することができ, 最低限の要件を満たし
たと言える．暗号化や通信パラメータ設定に関する実装は省略したが，これらは今後の追加実
装によって対応することが可能である．







筐体 Dell PowerEdge R430
CPU Intel Xeon E5-2683 v4 (2.1GHz,16core) × 2
メモリ 384GB





















図 6.14. アドバタイズパケット送信時の CPU 使用率．横軸は 1 秒あたりのアドバタイズ送信





定した．計測には，ネットワークテストベッド StarBED[109] のグループ P のノードを用い
た．ノードは，10ギガビットイーサネットでスイッチを経由して接続される．測定に使用し
た機材とソフトウェアの一覧は表 6.3に示す．送信には HCIコマンドを，受信にはて node.js
ライブラリ noble[110]を用いて作成した受信スクリプトを実行した．













































隔を変えながら RSSIを記録した．送受信機の間隔は 0.1～30mとし，0.1～1mでは 0.1mご
と，1～10m では 1m ごと，10～30m では 10m ごとに計測した．各位置での計測は 10 秒間
行った．計測は実環境と BluMoon の両方で行い，実環境は屋内と屋外の 2 ケースを計測し











































































となる．ここで Tadv はアドバタイズパケットの送信に要する時間であり，数式 (6.4)より導出
できる．Tai は Advertise Intervalと呼ばれるパラメータで，あるアドバタイズパケットを送
信してから次のアドバタイズパケットを送信するまでの間隔である．Td は Advertise Delay
と呼ばれるパラメータで，同じ間隔のアドバタイズパケット同士が継続して衝突することを
回避するため挿入されるランダムな待ち時間である．この値はパケット送信ごとに異なるが，
衝突確率の理論値導出に用いるため平均値を Td とする．これらの関係性は図 6.19に示した．
また，送信機と干渉機で Tadv, Tai および Td は同じとしている．干渉機が N台ある場合に少
なくとも 1つの干渉機のアドバタイズパケットと衝突する確率 PN は，どの干渉機のアドバ
タイズパケットとも衝突しないことの余事象の確率となるため
PN = 1− (1− P0)N (6.6)














































実環境および BluMoonでの実験設定を図 6.21に示す．2.9m × 5.5mの矩形の空間の内角
に，4台のアドバタイズ送信機を設置する．これらをビーコン 1～4と呼ぶ．受信機は，それ
らを囲む軌道を周回移動し，スタート地点から 3 周する．実環境における実験は，情報通信






















機と受信機には Raspberry Pi 3 Model Bを用いた．受信機はレールに沿って走る電池駆動の
電車型玩具に固定し，等速で移動するように設置した（図 6.22）．BluMoon でも，これと同
じ配置と移動を行うシナリオを実行した．なお，BluMoonで用いるパラメータは，送信電力
を-20[dBm]，AWGNの確率密度関数 (数式 (6.3))の標準偏差 σ を 5とした．これらの値は，
実環境で予備実験を実施して RSSIを計測してから決定した．
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では 4 台のビーコンが設置された環境を 3 周するため，Near と Immediate を区別しなけれ
ば，計 12 回の近接イベントが発生する．実環境では 12 回すべての近接を検知した．一方，
BluMoon では 11 回の近接を検知した．実環境を用意せずともエミュレーションでアプリ























































































コンシステムである．AOBAKO は，BluMoon，AOBAKO DESK，AOBAKO SCOPE，
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図 7.2. AOBAKOのシステム構成










7.2.4 AOBAKO BOX: コンテキストの物理化
The AOBAKO BOX, which is a metal box installed in the physical space (Figure 7.5),
transfers BLE beacons from virtual to physical space. AOBAKO BOX は，エミュレー
ションによって導出された BLEビーコンを，物理空間に設置された金属箱 (図 7.5)に転移す
る．本研究ではこれを「コンテキストの物理化」と名付けた．金属箱と電波遮蔽フィルムは，




AOBAKO では，2 種類のメッセージが交換される．Location Information と Beacon
Information である．Location Information は，すべてのビーコントランシーバの 2 次元座
標を含み，一定時間おきに AOBAKO DESK から全ての仮想端末に送信される．Beacon
Information は，beacon の物理化のために用いられるパラメータである．これらのメッセー
ジは JavaScript Object Notation (JSON)で記述され，MQTTで送信される．
7.3 ビーコンの物理化




Note that we could only install four physical-beacon transmitters in AOBAKO BOX
due to space limitations. 本研究で制作した AOBAKO BOX には，空間上の制約により物
理ビーコン送信機を 4 台しか設置できない．しかし，AOBAKO DESK に設置し BluMoon
でエミュレートされるビーコンはそれよりも多い．そのため，4台の物理ビーコン送信機で 4
台よりも多いビーコン送信機がある状況を模倣しないといけない．iBeaconでは，送信元の識
別子として Advertise Address(AdvAddr)が使われる．本研究では，この AdvAddrの値をフ
レーム送信毎に変更することで，多くのビーコンがある状況を模倣する．
7.3.2 距離偽装
AOBAKO BOX 内に置いた物理端末は，AOBAKO DESK で指定した位置に仮想的に配
置される．この物理端末を任意の場所に擬似的に移動させるためには，受信するビーコンの距
離見積もりを偽装する．iBeaconでは，送受信機間の距離 d は
d = 10(P−R)/20. (7.1)
で表される．ここで R は受信電波強度 (received signal strength indication:RSSI), P は送
信機から 1m 離れた地点での RSSI の値である．iBeacon では P は TxPower と表される．
AOBAKO BOX内での物理送信機と物理端末の距離 dB は
dB = 10(PB−RB)/20, (7.2)
と算出される．ここで添字 B は AOBAKO BOXを示す．しかしながら，物理送信機は箱の
中に固定されているため，RB を変えることはできない．そこで，ビーコンを距離 dB ′ から受
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図 7.3. AOBAKO DESK．
図 7.4. AOBAKO SCOPE．
図 7.5. AOBAKO BOX．
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となるように調整する．ここで dB ′ は dV = 10(PV −RV )/20 と等しい．つまり，仮想空間での
距離に偽装するための PB ′ は
PB
′ = PV +RB −RV . (7.4)
と算出できる．
7.3.3 物理ビーコン送信の管理
AOBAKO BOXでの物理ビーコン送信はAOBAKO BOX Manager(図 7.6)で制御される．
AOBAKO BOX Managerの実態はMacで稼働する Pythonスクリプトである．AOBAKO
BOX Managerは，Beacon Informationを受け取ったら，その AdvAddrと TxPowerをパラ
メータとしたフレーム送信を Raspberry Pi に指示する．この指示は，4 台の Raspberry Pi
にラウンドロビン方式で行う．命令は SSH経由でのコマンド実行により行う．
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AOBAKO BOX に置かれた携帯端末は，物理化された仮想ビーコンを受信する．図 7.8
は，さまざまな距離からの多数のビーコンを受信している様子を示す．ビーコンの受信には，






























• Cyberization from Human (人間からのサイバー化)
• Realization to Human (人間への意識化)
• Human-Physical Merging (人間と物理の情報融合)
• Physical Augmentation (物理的拡張)
8.2 おわりに 93
の 4つを提案した．第 1部では，CPHIのインタフェースに関する事例を示した．3章では，
SleepTyping という Cyberization from Human の事例を示した．4 章では，PICALA とい
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報道等
• 日本テレビ SENSORS，2015年 6月 14日 (Augmented Typingに関して)
• フジテレビ とくダネ！，2016年 3月 7日 (Augmented Typingに関して)
• TBS サンデー・ジャポン，2016年 3月 13日 (Augmented Typingに関して)
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