We consider a control system with "nonclassical" dynamics:ẋ = f (t, x, u, D x u), where the right hand side depends also on the first order partial derivatives of the feedback control function. Given a probability distribution on the initial data, we seek a feedback u = u(t, x) which minimizes the expected value of a cost functional. Various relaxed formulations of this problem are introduced. In particular, three specific examples are studied, showing the equivalence or non-equivalence of these approximations.
Introduction
Consider a controlled system whose state x ∈ IR n evolves according tȯ x = f (t, x, u, Du) .
(1.1)
Here u = u(t, x) is a feedback control, taking values in a set U ⊆ IR m , while the upper dot denotes a derivative w.r.t. time. The dependence of the right hand side of (1.1) on the Jacobian matrix Du = (∂u i /∂x j ) makes the problem "nonclassical". Control systems with this generalized dynamics arise naturally in connection with closed-loop Stackelberg solutions to differential games [5, 6, 8] .
As remarked in [8] , it is useful to compare (1.1) with the relaxed systeṁ x = f (t, x, u, v) , (1.2) where u ∈ IR m , v ∈ IR m×n are now regarded as independent controls. Clearly, every solution of (1.1) yields a solution of (1.2), simply by choosing v = Du. On the other hand, given an initial data
let t → x * (t) be the solution of the Cauchy problem (1.2)- (1.3) corresponding to the open-loop measurable controls u(t), v(t). If we choose u * (t, x) = u(t) + v(t) · (x − x * (t)) (1.4) for all x in a neighborhood of x * (t), then x * satisfies also the original equation (1.1).
Given a cost functional such as
L t, x(t), u(t, x(t)) dt , (1.5) for a fixed initial condition (1.3) the infimum of the cost over all admissible controls is thus the same for trajectories of (1.1) or (1.2). The main difficulty in the study of this minimization problem lies in the fact that the control v can be arbitrarily large and comes at zero cost. Therefore, optimal trajectories may well have impulsive character. For optimization problems with impulsive controls we refer to [7, 10, 11] .
Aim of the present paper is to understand what happens in the case where the initial data is not assigned in advance, and one seeks a feedback u = u(t, x) that is optimal in connection with a whole collection of possible initial data. Motivated by problems related to differential games [5, 6, 8] , we consider a system whose state is described by a pair of scalar variables (x, ξ) ∈ IR × IR. For simplicity, we also assume that the control variable u(t) ∈ IR is onedimensional. Let the system evolve in time according to the ODEs   ẋ = f (t, x, ξ, u) , ξ = g(t, x, ξ, u, u x ) ,
where f, g are Lipschitz continuous functions of their arguments. We assume that the initial data for the variable x is distributed according to a probability distribution µ on IR, while ξ is determined by a constraint of the form ξ(0) = h(x(0)) .
(1.7)
Here h : IR → IR is some continuous function. A feedback control u = u(t, x) is sought, in order to minimize the cost functional
L t, x(t), ξ(t), u(t, x(t)) dt .
(1.8)
Here E µ denotes the conditional expectation w.r.t. the probability distribution µ on the set of initial data.
In general, a optimal feedback may not exist, within the class of C 2 functions. Indeed, it is quite possible that the optimal control will be discontinuous w.r.t. the space variable x, or even measure-valued. To bypass all difficulties stemming from the possible lack of regularity, we consider the family U of all C 2 functions u : [0, T ] × IR → IR. For each feedback control u ∈ U the equation (1.6) uniquely determines a flow on IR 2 . We denote by
the solution of the Cauchy problem 9) with initial data
Herex ∈ IR is a random variable, distributed according to the probability measure µ. Let µ (t) be the corresponding probability distribution at time t, defined as the push-forward of µ through the flow Ψ u t . This means
for every Borel set A ⊂ IR 2 . The cost functional in (1.8) can be equivalently written as
where E µ (t) denotes expectation w.r.t. the probability distribution µ (t) . We then consider
Describe a sequence of feedback controls (u n ) n≥1 achieving the infimum in (1.12).
As it will be shown by some examples, the infimum in (1.12) may not be stable w.r.t. perturbations of the probability distribution µ. A related question is to determine the value
is the Kantorovich-Wasserstein distance between two probability measures. One can think of J w as the lower semicontinuous regularization of J w.r.t. the topology of weak convergence of measures.
In the case where µ is absolutely continuous with density φ w.r.t. Lebesgue measure, it is also meaningful to consider
whereμ is a probability measure having densityφ. In other words, J s is the lower semicontinuous regularization of J w.r.t. a strong topology, corresponding to L 1 convergence of the densities.
As it will be shown by specific examples, the three values in (1.12)-(1.14) may well be different. In addition, by replacing u x with an independent control function v, from (1.9) one obtains the relaxed system d dt
We shall denote by J (µ, u, v) be the corresponding cost (1.8), with dynamics given at (1.15).
Remark 1.
In general, the optimal control u = u(t, x) which minimizes the expected cost (1.8) subject to the dynamics (1.9) will strongly depend on the probability distribution µ on the initial data. On the other hand, since the dynamics (1.15) does not involve derivatives of the control functions u, v, the optimal value can be achieved pointwise for each initial data x(0), ξ(0). In this case, the same pair of feedback controls (u * , v * ) can be optimal for every probability distribution µ on the initial data.
We now introduce the set V of all C 2 functions v : [0, T ] × IR → IR, and consider Problem 2: Determine the optimal value for the relaxed problem
Describe a sequence of feedback controls (u n , v n ) n≥1 achieving the infimum in (1.16).
From the definitions, it is immediately clear that
In this paper we analyze three specific examples. showing the differences between the original and relaxed formulations, and the possible obstructions encountered in the approximation of solutions (1.15) with solutions of (1.9). Motivated by these examples, general results on the equivalence between the various values in (1.17) will be proved in the forthcoming paper [2] .
The underlying motivation for the present analysis comes from the theory of Stackelberg solutions in closed-loop form, for differential games. In one space dimension, this leads to a problem of the form (1.6), where x is the state of the system, u = u(t, x) is the feedback control implemented by the leader, and ξ is the adjoint variable in the optimality equation determining the strategy of the follower. For a differential game, it is natural to put a probability distribution on the state x at the initial time t = 0, and a constraint of the type
on the adjoint variable at the terminal time T . The present research, dealing with the Cauchy problem where all data are given at time t = 0, is intended to be an intermediate step toward the understanding of this boundary value problem, more relevant for game-theoretic applications.
2 A case of shrinking funnels Example 1. Consider the optimization problem minimize:
for the system with dynamics
Here u = u(t, x) can range over the entire real line IR. As initial condition, assume that ξ(0) ≡ 1 while x(0) is uniformly distributed on the interval [0, 1]. Of course, this means that µ is the measure with density φ = χ [0, 1] (the characteristic function of the unit interval) w.r.t. Lebesgue measure.
In this case, the corresponding relaxed problem, with u x replaced by an independent control function v, is decoupled. Indeed, it yields two independent problems:
The first is a standard linear-quadratic optimal control problem. The optimal feedback is linear w.r.t. x, namely
The second problem is solved by an unbounded impulsive control v that instantly steers the component ξ to the origin.
Returning to the original problem (2.1)-(2.2), call φ(t, ·) the density of the probability distribution µ (t) . This function satisfies
Calling ξ(t, x) the value of ξ(t) along a characteristic, i.e. at the point (t, x(t)), the second equation in (2.2) yields ξ t + uξ x = ξu x .
Together, these two equations yield
In the following, for y ∈ [0, 1] we shall denote by t → x(t, y) the particular solution of the Cauchy problemẋ = u(t, x) ,
Expressing the feedback control in terms of this new variable: u(t, y) . = u(t, x(t, y)), we obtain
The problem can thus be reformulated as minimize:
Since the evolution equation does not depend explicitly on x, ξ, the adjoint equations are
The maximality condition yields Figure 1 : Left: the optimal trajectories for the standard linear-quadratic optimization problem with dynamics (2.9) and cost (2.3) independent of ξ. Center: the presence of a cost depending on ξ renders more profitable a control where u x is large and negative. Hence the optimal solution, obtained by solving (2.16), should be supported on a smaller interval. Right: if we allow small gaps in the support of the probability distribution µ on the initial data, then the minimum cost becomes arbitrarily close to the minimum cost for relaxed problem (2.3)-(2.4).
Assume that, for a fixed time t, the function u = u(t, y) provides the minimum in (2.12). Then, for every smooth function ϕ :
Since the function ϕ can be arbitrary, this yields the Euler-Lagrange equations
together with the boundary conditions
Differentiating (2.13) w.r.t. t and using (2.10), we obtain
Using the identities
we eventually obtain the PDE
This is a linear elliptic equation, to be solved on the rectangle [0, T ] × [0, 1]. From (2.9) and the terminal conditions in (2.10), using (2.13) one obtains the boundary conditions
because of (2.11) and (2.14).
By standard PDE theory, the linear elliptic boundary-value problem (2.16), (2.17), (2.18) has a unique solution. Particular solutions of (2.16) satisfying (2.18) can be obtained by separation of variables. For every integer k ≥ 0 and coefficients A k , B k , one has the solution x(t, y) = X k (t)Z k (y) where
Imposing the additional boundary conditions (2.17) one obtains a representation of the solution as a Fourier series:
(2.20)
Estimates on this solution can be obtained by comparison with upper and lower solutions [9] . Differentiating (2.16) w.r.t. y one obtains a boundary value problem for x y , namely
with the boundary conditions
A standard comparison argument here yields the lower bound
One can also consider the above problem on the half line, for t ∈ [0, +∞[ . In this case, (2.20) reduces to
As t → ∞, this solution approaches zero. Indeed,
We now study what happens if we allow arbitrarily small gaps in the support of the initial probability distribution µ. For any n ≥ 2, let µ n be the probability distribution with density
We claim that, as n → ∞, the costs of the corresponding optimal solutions approach the minimum cost for (2.3). To prove this, consider any of the above intervals [ 
. Let x i (t, y) be the solution of the linear elliptic boundary value problem
with boundary conditions
The solution to this boundary value problem can again be expressed as a Fourier series:
28) where
In connection with the intervals [a i , b i ] defined at (2.25), for i = 1, . . . , n consider the funnels
We claim that these funnels are pairwise disjoint. Indeed, consider the function
where t → z(t, y) is determined as the unique solution to the two-point boundary value problem
Then z y provides a solution to the elliptic boundary value problem
On the other hand, the partial derivative x i,y provides a solution to the same equation (2.32), but with boundary conditions
By comparison, we obtain
Since the estimates (2.35) hold for every i = 1, . . . , n, we conclude
proving that the funnels Γ 1 , . . . , Γ n remain disjoint.
We can now define a feedback control u n by setting Therefore, for this example one has J s (µ) = J relax (µ).
Proof. Writing the Euler-Lagrange equations for (2.3) and observing that the infimum cost for (2.4) is zero, we compute
where z is the function in (2.30). On the other hand,
where, for y ∈ [a i , b i ], the quantity x i (t, y) is given by (2.28). We observe that each function x i provides the global minimizer to the variational problem minimize:
Consider the functions w i defined as follows. For y ∈ [a i , b i ], let
(2.42)
For every n ≥ 1 and i ∈ {1, . . . , n}, it is easy to check that these functions satisfy the uniform bounds
for some uniform constant M . Hence the following estimates hold:
Using the above inequalities and recalling that
Letting n → ∞, we clearly have A n → 0. On the other hand, B n is an approximate Riemann sum for the integral (2.38). Hence lim n→∞ B n = J relax (µ). From (2.46) it follows
The converse inequality is clear.
Remark 2. In this example, the presence of gaps in the probability distributions µ n is essential. Indeed, if we used the feedback controls u n in connection with the original probability µ, uniformly distributed on [0, 1], the cost J(µ, u n ) would be very large. This is because, for initial data b i < x(0) < a i+1 , along the trajectory t → x(t) one can have u x (t, x(t)) >> 1. This forces
to be very large, producing a large cost in (2.1). Although the probability of the initial data falling outside the intervals ∪ 1≤i≤n [a i , b i ] is very small, these few initial data determine a big increase in the expected cost in (2.1).
This example illustrates a case where
The problems (2.3) and (2.8)-(2.9) both have regular solutions, but the minimization problem (1.14) does not. A minimizing sequence u n should have the form
where u * is the optimal linear feedback in (2.5), while ũ n C 0 → 0, ũ n C 1 = O(1).
Remark 3. This first example suggests a general strategy for proving the equivalence J relax (µ) = J s (µ). Namely:
(i) Let u ε , v ε be C 2 feedbacks which achieve an almost optimal cost, in connection with the relaxed problem (1.11), (1.15). In other words, assume J (µ; u ε , v ε ) ≤ J relax + ε.
(ii) Split the support of the initial distribution µ into several small, disjoint intervals [a i , b i ], separated by small gaps. For each i, let t → x i (t) be the solution of (1.15) with initial data
(iii) Define the linear feedback control
and let F i be the set of all solutions to the ODE
(iv) If the funnels
do not overlap, then one can define a new feedback by setting
and extendingũ in a smooth way on IR 2 \ ∪ i Γ i . By choosing the intervals [a i , b i ] sufficiently small, the cost provided by this feedback control u * can be rendered arbitrarily close to J(µ, u ε , v ε ).
Here the fact that the funnels Γ i remain disjoint is essential. In the next section we look at a case where this property fails, and the two infimum costs J relax and J s do not coincide.
A case of expanding funnels
Example 2. We now consider the problem of minimizing the same quadratic functional as in (2.1), but subject to the dynamics
Because of the negative sign in the second equation, we now have φ(t, x) = ξ(t, x) for all t, x. Using again the variable y to label characteristics, consider the problem (2.8), for a system with dynamics
The evolution of the dual variables is determined by Assume that, for a fixed time t, the function u = u(t, y) provides the minimum in (2.12). Then, for every smooth function ϕ : [0, 1] → IR, setting u (ε) (y) = u(t, y) + εϕ(y) one should
Observe that (3.2) and (3.3) yield
Differentiating both sides of (3.6) w.r.t. t and using (3.8) one obtains
we thus recover the PDE
This is a nonlinear elliptic equation, to be solved on the rectangle [0, T ] × [0, 1]. From (3.2) and the terminal conditions in (3.3), using (3.6) one obtains the boundary conditions In contrast with the optimal solution in Example 1, letting T → ∞ the optimal trajectories do not converge to zero. Rather than (2.24), we expect that the solution x(t, y), ξ(t, y) will .3) independent of ξ. Center: for the system (3.1), the presence of a cost depending on ξ renders more profitable a control where u x is positive. Hence the optimal solution should be supported on a larger interval. Right: allowing gaps in the support of µ does not provide a way to achieve a lower cost, because in this case the funnels Γ i determined by near-optimal feedback controls would overlap.
approach a steady state (x(y),ξ(y)). Because of the identity ξ · x y ≡ 1, the functionx(·) should provide a global minimizer to the variational problem minimize:
(3.14)
the minimum being sought among all absolutely continuous, non-decreasing functions x : [0, 1] → IR, with free boundary conditions. The Euler-Lagrange equations for this problem yield
A solution to the above equations is found to be implicitly determined by
Observe that this function satisfies x(y) = −x(1 − y) for y ∈ [0, 1]. As t → +∞, the measures µ (t) approach a probability distribution µ ∞ which is symmetric w.r.t. the origin. Notice that, as T → +∞, in Example 1 the minimum cost remains bounded, while in Example 2 it approaches +∞.
In this case, we could again consider the funnels Γ i , defined as in (2.29), where now x = x(t, y) is the solution of (3.11) on [0, T ] × [a i , b i ], with boundary conditions
However, these funnels now overlap with each other, and the definition (2.36) is not meaningful. For this example, we thus expect
4 A case where the width of the funnels can be controlled Example 3. We now consider a case where f depends also on ξ, and one can use this additional variable in order to control the width of the funnels Γ i , preventing their overlap. Consider again the optimization problem (2.1), but assume that the state of the system evolves according to
with initial data
As before, we assume that y is a random variable uniformly distributed on the interval [0, 1]. Otherwise stated, the probability measure µ has density φ = χ [0,1] w.r.t. Lebesgue measure. The corresponding relaxed system is
By (2.1) and (4.3), to achieve a global minimum one should have
For each fixed y, writing the Euler-Lagrange equations we find that the optimal solution t → x(t, y) to the relaxed problem solves the two-point boundary value problem
The optimal solution is thus found to bê
For this relaxed solution, the corresponding variables u, ξ are given bŷ
On the other hand, for a fixed y, the mapv(·, y) should formally be given by the distributional derivative of the map t →ξ(t, y). This is a measure containing a point mass of sizê
at the origin, while its restriction to the open set {t > 0} is absolutely continuous w.r.t. Lebesgue measure, with densitŷ
From the above analysis, we conclude that the infimum among all costs J(µ, u, v), with u, v ∈ C 2 , is provided by
A minimizing sequence of feedback controls (u ν , v ν ) ν≥1 is provided by
By performing a suitable cut-off, followed by a mollification, we achieve u ν , v ν ∈ C 2 .
This preliminary analysis shows that, for any ε > 0, there exists smooth feedback controls u * = u * (t, x) and v * = v * (t, x) such that 10) and, calling x = x * (t, y), ξ = ξ * (t, y) the corresponding solutions of (4.2)-(4.3), one has
for some constants M 0 , M 1 , M 2 , ρ 0 , possibly depending on ε.
Proposition 2. In the above example one has J s (µ) = J relax (µ).
Proof.
Given ε > 0, let (u * , v * ) be a pair of generalized feedback controls for which all the estimates (4.10)-(4.12) hold. To prove Proposition 2, we need to show that there exists a measureμ with densityφ satisfying φ − φ L 1 ≤ ε and a feedback controlũ ∈ C 2 such that
(4.13)
1. Consider the augmented system of ODEs
(4.14)
Here we think of η = x y and z = ξ y as an additional variable, while v = u x , w = v x = u xx are additional controls. Notice that the last two ODEs in (4.14) follow from
2.
For n large, consider the probability distribution µ n having density For i = 1, . . . , n, denote by t → x i (t) . = x * (t, a i ), t → ξ i (t) . = ξ * (t, a i ) the components of the solution of (4.2)-(4.3) with y = a i . As a first attempt, one may construct the feedbackũ by settingũ (t, x) . , y) ,ξ(t, y)) the solution of (4.1)-(4.2), with u =ũ given by (4.16). Observe that this construction yields
Introducing the tubes
one may hope to defineũ(t, x) by (4.16) for (t, x) ∈ Γ i , and extendũ in a smooth way on the complementary set ([0, T ]×IR)\∪ i Γ i . Notice that (4.12) implies x 1 (t) < x 2 (t) < · · · < x n (t), so that the centers of these tubes do not cross each other. Unfortunately, in the present situation there is no guarantee that the tubes Γ i remain disjoint for all t ∈ [0, T ]. We thus need to refine our construction, relying on a global controllability property of the system (4.14). On a small time interval [0, δ], we will construct a feedbackũ such that the corresponding solution of (4.1)-(4.2) satisfies
If (4.18) holds, with ǫ << n −1 suitably small, then for t ∈ [δ, T ], and x ≈ x i (t) the definition (4.16) will provide a feedback with the desired properties. To achieve (4.18) we shall construct a feedback such thatx y (δ, y) ≈ 0 andξ y (δ, y) ≈ 0, for all y ∈ [a i , b i ].
3. Let δ > 0 be given. Relying on the controllability of the ODE (4.14), for 0 ≤ t ≤ δ and i ∈ {1, . . . , n}, we construct control functions u i (·), v i (·), w i (·) such that the solution of the Cauchy problem Solutions of (4.19) are more conveniently found using the variables
which evolve according to
We regardw i as an independent control function. Clearly, we can assign the controls v i (·), w i (·) arbitrarily, then compute the solution of (4.21) and define the control w i (t) .
To achieve (4.18), we use the controls
while the control u i is defined as
The corresponding solution of (4.21) is
(4.25)
In particular, at t = δ one has
Going back to original variables η, z, one obtains
Moreover, by the definition ofw in (4.21), the control w i =w i + Y 2 + Y v i is given by
(4.28) By (4.22), (4.23), and (4.25), for δ > 0 sufficiently small we have the estimates
Moreover, by(4.24), the solution (x(·), ξ(·)) of (4.19) satisfieṡ
4.
On a suitable neighborhood of each trajectory t → x i (t), we then define the feedback controlũ as
The corresponding solution of (4.1) with initial data (4.2) will be denoted by t → (x(t, y),ξ(t, y)). We can then extendũ in a smooth way (w.r.t. the x-variable) on the complement of the set ∪ 1≤i≤n Γ i . Notice that, by choosing n = n(δ) >> δ −1 , we can achieve the convergence
For every i ∈ {1, . . . , n}, the above construction yields We claim that, by choosing δ > 0 sufficiently small one can achieve 0 <x y (δ , a i ) < δ , ξ y (δ , a i ) < δ , (4.33) 0 <x y (t, a i ) < x * y (t, a i ) for all t ∈ [0 , δ] . (4.34)
To prove (4.33) we observe that the functions η(t) =x y (t, a i ) and z(t) =ξ y (t, a i ) satisfy the system of ODEs (4.19). Hence the bounds (4.33) are an immediate consequence of (4.27), because e −1/2δ << δ for δ > 0 small.
Next, by (4.11) we have x * yt C 0 ≤ x * C 2 ≤ M 0 . Since x * y (0, a i ) = 1, this implies
For t ∈ [0, δ/2] by (4.25) we have The first inequality in (4.12) implies x i+1 (t) − x i (t) ≥ ρ 0 n for all i ∈ {0, . . . , n − 1} . Recalling (4.33) we can now choose δ > 0 small enough so that e (M 1 +1)T 4δ < ρ 0 . Then we choose n = n(δ) >> 1/δ large enough so that, by continuity, the estimates |x y (δ, y)| + |ξ(δ, y)| < 4δ < ρ 0 e (M 1 +1)T remain valid for every y ∈ [a i , b i ], i = 1, . . . , n. By (4.39) and (4.41), this implies that the tubes Γ i remain mutually disjoint also for t ∈ [δ, T ].
Here v = u x and w = u xx are regarded as independent control functions. In the first two examples this system is not controllable. Indeed, no matter what controls are implemented, in Example 1 we always have ξ(t) − α(t) ≡ 0, while in Example 2 one has ξ(t) · α(t) ≡ 1. On the other hand, in Example 3 there is no functional relation between ξ and α. We expect that this controllability property of the extended system (4.43) should play a key role, determining the equality between the minimal costs J s (µ) and J relax (µ).
