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Em sistemas de tempo real, as tarefas devem executar em um per´ıodo de tempo
previs´ıvel e sem atrasos, para assim garantir o bom funcionamento do sistema. Este
trabalho trata sobre o que ocorre no Linux com a utilizac¸a˜o do pacote de tempo real
PREEMPT-RT. O problema encontrado e´ uma inversa˜o de prioridades que os proces-
sos de tempo real sofrem, a qual ocorre atrave´s da execuc¸a˜o de alguns temporizadores
de alta resoluc¸a˜o, mais especificamente, os temporizadores responsa´veis por acordar
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In real-time systems, tasks must run in a predictable period of time and without
delay, thus ensuring the smooth functioning of the system. This paper deals with
what happens in Linux using the package of real-time PREEMPT-RT. The problem
encountered is a priority inversion that the processes of real-time experience, which
occurs through the execution of some high resolution timers, more specifically, timers
responsible for waking up processes that were sleeping for a certain period of time.
When these processes need to wake up, timers preempt any running process for it.
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Cap´ıtulo 1
Introduc¸a˜o
Um sistema computacional moderno e´ formado por um ou mais processadores, memo´ria
principal, discos, impressores, teclado, monitor de sa´ıda, interfaces de rede e outros dispositi-
vos de entrada ou sa´ıda. Gerenciar e controlar todos estes componentes de forma correta, as
vezes ate´ otimizada, e´ uma tarefa complexa. Se todo programador tivesse que se preocupar
com o funcionamento das unidades de disco e todos os problemas que pode ocorrer ao se
ler um bloco do disco, ale´m da manipulac¸a˜o dos perife´ricos de entrada e sa´ıda, desenvolver
um programa se tornaria bem mais complexo do que ja´ e´. Devido a isso, ha´ muito tempo
tornou-se bastante evidente a necessidade de encontrar uma maneira de distanciar o progra-
mador da complexidade do hardware. A soluc¸a˜o foi colocar uma camada de software sobre
a de hardware, gerenciando assim todas as partes do sistema e apresentando ao usua´rio uma
interface mais fa´cil de entender e programar, a esta camada foi dado o nome de sistema
operacional, tambe´m conhecido como sistema operacional de propo´sito geral [44].
Va´rios sistemas operacionais foram criados de acordo com a evoluc¸a˜o do hardware,
alguns na˜o prosseguiram sua evoluc¸a˜o de forma satisfato´ria, enquanto outros evolu´ıram para
verso˜es mais robustas e melhoradas, tais como Windows, Mac OS, Linux, entre outros. Com
a evoluc¸a˜o destes sistemas operacionais de propo´sito geral, comec¸aram a ser desenvolvidos
verso˜es de sistemas operacionais para aplicac¸o˜es de tempo real, os quais surgiram da demanda
de uma camada de software que garantisse maior precisa˜o para processos de tempo real.
Um bom sistema operacional de tempo real na˜o proveˆ apenas mecanismos e servic¸os
suficientes para garantir bom escalonamento de tempo real e pol´ıticas de escalonamento de
recursos, mas tambe´m mante´m seu pro´prio tempo e consumo de recursos previs´ıveis [29].
Como processos de tempo real precisam executar em um tempo ma´ximo previsto, para as-
sim garantir a realizac¸a˜o de suas tarefas no tempo necessa´rio, eles podem ser programados
especificamente para um hardware (de forma mais complexa), para assim poder planejar e
garantir seus tempos de execuc¸a˜o, como tambe´m podem ser programados sobre um sistema
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operacional de tempo real, abstraindo o trabalho do programador de gerenciar os recursos de
hardware e ainda assim garantir o per´ıodo de execuc¸a˜o destes processos.
Existem muitos processos que necessitam serem executados em contexto de tempo real,
tais como processos de aplicac¸a˜o multimı´dia, os quais precisam geralmente processar muitos
dados e apresenta´-los ao usua´rio em uma frequeˆncia muito alta, como filmes ou mu´sicas,
mas que neste caso a perda de um deadline na˜o e´ ta˜o grave, podendo apenas atrasar alguns
frames da apresentac¸a˜o. Um exemplo de um sistema de tempo real mais cr´ıtico, o qual o na˜o
cumprimento de seus deadlines pode acarretar problemas graves, e´ um sistema de controle
de voˆo, que caso uma ac¸a˜o importante seja atrasada por algum motivo, pode ate´ ocasionar
na queda de um avia˜o [29].
O Linux e´ um sistema operacional de propo´sito geral, criado originalmente por Linus
Torvalds com a ajuda de desenvolvedores de todo o mundo [37]. Ele e´ desenvolvido sob a
licenc¸a pu´blica geral GNU, o que torna o co´digo fonte do seu kernel aberto para qualquer
estudante, pesquisador, ou apenas curioso [21]. Sua versa˜o padra˜o implementa algumas
caracter´ısticas de tempo real, mas existem pacotes que o modificam e o melhoram em relac¸a˜o
ao suporte dos processos de tempo real. Neste trabalho em espec´ıfico, e´ utilizado o Linux com
a versa˜o do kernel 2.6.31.6 [40], mas utiliza-se tambe´m um pacote para tempo real no Linux
conhecido como PREEMPT-RT [32]. Desta forma, pode-se estudar e analisar o co´digo do
kernel de um sistema operacional de tempo real, tentando contribuir de alguma forma para a
otimizac¸a˜o ou alterac¸a˜o significativa em alguma parte deste co´digo, o qual esta´ em constante
desenvolvimento.
O equipamento utilizado para o desenvolvimento deste trabalho foi um laptop com
processador Intel Core 2 Duo de 2 GHz, com memo´ria RAM de 2 GB e disco de 250 GB. Este
equipamento foi utilizado para a execuc¸a˜o do Linux com o PREEMPT-RT, como tambe´m
para a alterac¸a˜o, compilac¸a˜o e execuc¸a˜o do kernel do Linux para sua versa˜o modificada,
implementando assim a proposta deste trabalho.
1.1 Motivac¸a˜o
Existem alguns fatores que motivaram o desenvolvimento deste trabalho, como o fato
do co´digo do kernel do Linux ser aberto, possibilitando seu estudo ou alterac¸a˜o, podendo
assim analisar todo o conceito de um sistema operacional na pra´tica. Ainda mais por este
sistema ser ta˜o completo e utilizado de forma ta˜o ampla pelo mundo todo.
Outro fator motivador deste trabalho foi a possibilidade de analisar como o Linux se
comporta utilizando o pacote PREEMPT-RT, por ser um pacote de tempo real que na˜o
necessita de nenhuma camada de hardware para funcionar e por estar sempre em constante
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desenvolvimento. Um campo de estudo interessante dentro de um kernel de um sistema ope-
racional de tempo real e´ sua parte de temporizadores. Os temporizadores sa˜o responsa´veis
por controlar a frequeˆncia que o escalonador atua, o tempo que os processos devem dormir,
entre outros fatores que direta ou indiretamente podem alterar a precisa˜o do sistema, que e´
algo importante para sistemas de tempo real. Assim, estudar e entender o funcionamento dos
temporizadores para tentar melhora´-los de alguma forma se torna interessante, considerando
ainda que o Linux e o pacote de tempo real PREEMPT-RT esta˜o em constante desenvolvi-
mento, podendo conter melhorias e otimizac¸o˜es a serem realizadas, como tambe´m ate´ erros
ainda na˜o encontrados.
Mais um fator motivador foi um problema encontrado durante o estudo do kernel e
principalmente dos seus temporizadores de alta resoluc¸a˜o. Ocorre que quando um tempori-
zador expira, ele gera uma interrupc¸a˜o que e´ tratada pelo seu tratador de interrupc¸o˜es, o qual
interfere qualquer processo em execuc¸a˜o no momento. Entre estes temporizadores existem os
que necessitam executar com alta precisa˜o e realmente agem desta forma, preemptando os
processos para poderem executar, como tambe´m existem aqueles que na˜o necessitam executar
com tanta precisa˜o, tendo seu processamento postergado para na˜o causar grande interfereˆncia
ao processo em execuc¸a˜o. Mas entre estes temporizadores utilizados com alta precisa˜o, exis-
tem os que sa˜o utilizados para acordar processos depois de um per´ıodo de tempo, geralmente
conhecidos como sleeps. O problema e´ que processos de baixa prioridade podem ser acordados
enquanto um processo de tempo real de alta prioridade esta´ executando. Desta forma, ale´m
do processo que esta´ sendo acordado na˜o poder executar ainda por ter a prioridade menor,
o temporizador que o acorda interfere na execuc¸a˜o do processo de maior prioridade, ocasio-
nando ale´m de overhead devido a interfereˆncia, uma inversa˜o de prioridade por meio deste
temporizador, pois executa uma func¸a˜o de um processo de baixa prioridade interrompendo
a execuc¸a˜o de um processo de alta prioridade.
1.2 Objetivos
Depois de encontrar o problema da interfereˆncia que o tratador de interrupc¸o˜es dos
temporizadores de alta resoluc¸a˜o cria, tornou-se objetivo deste trabalho minimizar esta inter-
fereˆncia, postergando parte do trabalho deste tratador para um momento oportuno, ja´ que
na˜o se pode cancelar a interrupc¸a˜o causada.
Com base no objetivo geral, pode-se citar as seguintes etapas deste trabalho:
• Realizar o levantamento bibliogra´fico sobre temporizadores do Linux, que e´ uma parte
de grande importaˆncia para o Linux em relac¸a˜o a seu suporte de tempo real e tambe´m
e´ onde se encontra o problema de inversa˜o de prioridades, que causa a interfereˆncia
mencionada anteriormente.
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• Identificar quais temporizadores de alta resoluc¸a˜o fazem parte do problema e devem ser
postergados para diminuir a interfereˆncia causada.
• Propor as alterac¸o˜es necessa´rias no kernel do Linux estudado com o pacote PREEMPT-
RT, para assim resolver a inversa˜o de prioridades identificada e diminuir o tempo de
interfereˆncia existente com esta inversa˜o.
• Aplicar as alterac¸o˜es propostas no Linux estudado, criando uma versa˜o alterada, ser-
vindo como proto´tipo para a aplicac¸a˜o da proposta.
• Comparar a versa˜o do Linux estudada com a modificada, analisando suas diferenc¸as e
tempo de execuc¸a˜o.
1.3 Organizac¸a˜o do trabalho
Este trabalho esta´ organizado em seis cap´ıtulos, dos quais o primeiro trata-se desta
introduc¸a˜o. O segundo cap´ıtulo trata sobre alguns conceitos ba´sicos necessa´rios para o en-
tendimento e desenvolvimento deste trabalho, tratando sobre processos de um sistema ope-
racional, interrupc¸o˜es do Linux e o escalonamento de tempo real que o Linux estudado com
o pacote PREEMPT-RT possui.
O terceiro cap´ıtulo e´ o mais longo, o qual aborda todo o conceito de temporizadores no
Linux, desde os temporizadores de hardware existentes, ate´ os temporizadores de software e
como eles sa˜o divididos em temporizadores de baixa e de alta resoluc¸a˜o.
O quarto cap´ıtulo descreve o problema encontrado, detalhando-o e mostrando o porqueˆ
ele na˜o deve ocorrer, enquanto que o quinto cap´ıtulo descreve a proposta do trabalho, a sua
implementac¸a˜o no kernel do Linux estudado e a ana´lise comparativa entre o kernel normal
e a implementac¸a˜o da proposta. O trabalho termina com o sexto cap´ıtulo, o qual conte´m a
conclusa˜o do trabalho realizado.
Cap´ıtulo 2
Processos, Interrupc¸o˜es e
Escalonamento de Tempo Real no
Linux
O Linux como todo sistema operacional moderno, pode executar va´rios processos de
forma que o usua´rio tenha a impressa˜o que eles estejam executando ao mesmo tempo, onde
cada processo e´ formado por um conjunto de instruc¸o˜es que precisam ser realizadas. Para que
estes processos sejam executados desta forma, o Linux precisa gerencia´-los de forma ra´pida e
precisa, respeitando algumas regras.
Outra caracter´ıstica muito importante no Linux e´ a utilizac¸a˜o de interrupc¸o˜es na
execuc¸a˜o do processador, para assim poder mudar o seu foco e alterar seu fluxo de execuc¸a˜o,
chamando a atenc¸a˜o do processador para algum processo que precise ser executado naquele
instante.
Processos e interrupc¸o˜es do processador sa˜o caracter´ısticas importantes para o enten-
dimento do funcionamento de um sistema operacional. Mas como este trabalho na˜o abrange
o estudo completo de um sistema operacional, este cap´ıtulo busca explicar brevemente al-
gumas caracter´ısticas ba´sicas sobre processos, interrupc¸o˜es e a classe de escalonamento de
tempo real para o melhor entendimento do desenvolvimento deste trabalho.
2.1 Prioridades de Processos
Nem todos os processos de um sistema operacional sa˜o iguais, alguns sa˜o mais impor-
tantes que outros, sendo esta importaˆncia identificada atrave´s de prioridades. Um processo
importante pode ter prioridade alta, enquanto outros menos importantes possuem prioridades
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menores. Desta forma, o sistema operacional identifica qual processo deve ter sua execuc¸a˜o
priorizada em relac¸a˜o ao conjunto de processos prontos [22].
Existem diferentes classes de prioridades para satisfazer diferentes demandas de pro-
cessos, podendo ser divididas em classe de processos normais e de tempo real, onde cada
classe tem diferentes formas de organizar e executar seus processos, precisando utilizar re-
gras pro´prias. Mesmo dentro de algumas classes, ainda pode haver pequenas diferenc¸as no
tratamento de alguns processos, como na classe de tempo real, que os processos podem ser
divididos em processos de tempo real cr´ıtico ou na˜o cr´ıtico [22][31].
Os processos de tempo real cr´ıtico necessitam respeitar limites de tempo com severi-
dade, completando suas tarefas no tempo correto, caso contra´rio podem acarretar problemas
graves ao sistema. O Linux padra˜o (vanilla) na˜o suporta processamento em tempo real cr´ıtico,
mas existem verso˜es modificadas do Linux que suportam, como Xenomai [23] ou RTAI [18].
Os processos de tempo real cr´ıtico possuem a maior prioridade de todo o sistema, ou seja,
quando um processo destes entrar na fila de prontos do processador e na˜o existir nenhum
outro da mesma classe com prioridade maior ou igual a dele, ele e´ processado, preemptando
qualquer outro processo que estivesse executando no processador. Neste modelo, o kernel do
Linux e´ considerado um processo com uma determinada prioridade, mas todos os processos
de tempo real cr´ıtico possuem prioridade maior que esta, assim ate´ o kernel e´ preemptado
para que os processos mais priorita´rios sejam executados e consigam garantir seus tempos de
execuc¸a˜o.
Os processos de tempo real na˜o cr´ıtico tambe´m precisam respeitar limites de tempo em
sua execuc¸a˜o, mas de forma na˜o ta˜o severa. Caso a execuc¸a˜o de um de seus processos exceda
o limite de tempo previsto, sofrera´ um pequeno atraso, mas na˜o causara´ problemas graves
ao sistema. Mesmo o Linux padra˜o na˜o tendo como prioridade o seu desenvolvimento para
suportar processos de tempo real, ele possui nativamente implementado o padra˜o POSIX.4,
ja´ suportando assim processos de tempo real na˜o cr´ıticos [35] [8].
O patch utilizado neste trabalho, chamado PREEMPT-RT, e´ na˜o intrusivo no sentido
de na˜o utilizar nenhum tipo de camada de abstrac¸a˜o de hardware. Realiza alterac¸o˜es no
kernel do Linux e o melhora para suportar processos de tempo real na˜o cr´ıtico (soft real-
time), reduzindo a lateˆncia de escalonamento atrave´s da opc¸a˜o de preempc¸a˜o completa que ele
possui, entre outras alterac¸o˜es [8] [25]. Quando alguma caracter´ıstica do pacote PREEMPT-
RT se torna esta´vel e interessante para se ter no kernel padra˜o, ele e´ copiado e utilizado no
kernel normal, como e´ o caso dos temporizadores de alta resoluc¸a˜o que foram copiados para
o kernel padra˜o. Tanto no Linux padra˜o como com o PREEMPT-RT, os processos de tempo
real teˆm prioridades mais altas do que os processos normais, preemptando qualquer processo
normal, sempre que estejam na fila de prontos do processador. Desta forma, eles tentam
garantir o limite de tempo em que devem executar.
Os processos normais tambe´m sa˜o classificados atrave´s de prioridades entre os mais ou
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menos importantes, so´ que eles nunca podem ser mais importantes que os processos de tempo
real. Estes processos sa˜o divididos em fatias de tempo, onde cada processo possui uma fatia
de tempo de acordo com sua prioridade. Desta forma, um processo com alta prioridade possui
uma fatia de tempo maior para sua execuc¸a˜o, enquanto um processo com menor prioridade
tem uma fatia de tempo menor. Cada processo executa durante sua fatia de tempo, quando
esta acaba e´ restaurada para seu valor original, ou seja, e´ zerada e o kernel seleciona outro
processo para executar da mesma forma, continuando de maneira c´ıclica entre os processos
normais na fila de prontos do processador, ate´ conclu´ırem suas devidas execuc¸o˜es [31].
Em relac¸a˜o as prioridades que os processos podem assumir, existe uma faixa de priori-
dades para os processos normais e outra para os de tempo real. A faixa dos processos normais
esta´ entre -20 e +19, sendo que este valor e´ inversamente proporcional, pois quanto menor
ele for, maior sera´ a prioridade real do processo, ou seja, um processo normal com prioridade
-20 e´ o processo mais priorita´rio entre os desta classe, enquanto que outro processo desta
classe com prioridade 19 e´ o menos priorita´rio de todo o sistema. A faixa de prioridades dos
processos de tempo real varia de 0 ate´ 99, sendo 0 a menor prioridade desta classe e 99 a
maior. Desta forma, um processo de tempo real com prioridade igual a 99 e´ o processo mais
priorita´rio de todo o sistema [31].
O kernel trata internamente todas estas prioridades com uma simples faixa de valores
de 0 ate´ 139, onde os valores mais baixos se referem as maiores prioridades, invertendo a
forma que o usua´rio enxerga as prioridades dos processos. Portanto, a faixa interna de 0
ate´ 99 e´ utilizada para processos de tempo real, que corresponde de forma inversa a faixa de
tempo real que o usua´rio utiliza. A maior prioridade para o usua´rio e´ 99 e corresponde ao
valor zero que e´ a maior prioridade internamente, enquanto que o menor valor para o usua´rio
e´ zero e corresponde internamente ao valor 99. Ja´ os processos normais, cujas prioridades
para o usua´rio podem variar entre -20 e +19, sa˜o mapeados internamente pela faixa de valores
de 100 ate´ 139, onde -20 se refere internamente ao valor 100 e +19 ao valor 139, como pode
ser observado na figura 2.1 [31] [26].
Figura 2.1: Escala de prioridades de processos. [31]
Existem algumas macros que definem valores padro˜es de prioridades para a utilizac¸a˜o
em co´digos escritos para programas do Linux, padronizando assim os valores das prioridades
dos processos. Estas macros sa˜o fornecidas pelo kernel do Linux e podem ser vistas na
figura 2.2. As macros MAX USER RT PRIO e MAX RT PRIO definem o valor ma´ximo
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da prioridade de um processo de tempo real, enquanto que a macro MAX PRIO define o
valor ma´ximo da prioridade de um processo normal e a macro DEFAULT PRIO define um
valor que e´ utilizado como padra˜o para os processos normais criados no sistema. Para realizar
alterac¸o˜es nas prioridades dos processos, e´ aconselha´vel utilizar-se das macros como base para
os valores ma´ximos poss´ıveis das prioridades, como tambe´m e´ necessa´rio atenc¸a˜o para na˜o
inverter os valores reais que se quer como prioridade de um processo.
<l i nux / sched . h>
#de f i n e MAX USER RT PRIO 100
#de f i n e MAX RT PRIO MAX USER RT PRIO
#de f i n e MAX PRIO (MAX RT PRIO + 40)
#de f i n e DEFAULT PRIO (MAX RT PRIO + 20)
Figura 2.2: Macros de prioridades de processos.
2.2 Ciclo de Vida dos Processos
Todo processo em um sistema operacional possui um ciclo de vida, o qual tem estados
e regras para a transic¸a˜o entre estes estados. Cada processo pode estar apenas em um estado
por vez e so´ podem mudar para outro de acordo com as regras de transic¸a˜o.
Segundo [5] e [31], um processo que esteja ativo no sistema pode estar em um dos
seguintes estados:
• Executando (running): o processo esta´ executando no momento.
• Esperando (waiting): o processo esta´ apto a executar, mas por algum motivo o pro-
cessador esta´ sendo utilizado por outro processo. Neste caso, na pro´xima troca de
processos, o escalonador pode selecionar este processo para utilizar o processador.
• Dormindo (sleeping): o processo esta´ dormindo e na˜o pode executar porque ele esta´
esperando por um evento externo. Neste caso, na pro´xima troca de processo, o escalo-
nador na˜o pode seleciona´-lo, ja´ que ele espera por um evento e de nada adianta voltar
ao processador sem que termine esta espera.
Para gerenciar os processos do sistema, sa˜o utilizados dois tipos de filas, a fila de
prontos e a fila de espera do processador. Na fila de prontos ficam todos os processos que
esta˜o aptos a executar, como tambe´m o que esta´ executando no processador, enquanto que
na fila de espera esta˜o todos os processos que estejam dormindo. A partir do momento que
um processo que esteja na fila de espera seja acordado pelo evento que espera, ele volta para
a fila de prontos do processador.
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Quando um processo e´ criado, ele geralmente inicia na fila de prontos do processador
e no estado ”esperando”, pois ele ainda deve ser analisado pelo escalonador, o qual decidira´
quando cada processo deve ser executado. Analisando a figura 2.3 e considerando que o
processo iniciou no estado ”esperando”, ou seja, ele esta´ apto para executar, mas por algum
motivo ainda na˜o esta´ executando, quando o processador decidir que o processo deve ser
executado, ele passa pela transic¸a˜o 1 e muda para o estado ”executando”. A partir de enta˜o,
ele pode ser escalonado novamente, voltando para o estado ”esperando”(transic¸a˜o 2), pode
esperar por algum evento externo, mudando para o estado ”dormindo”(transic¸a˜o 3), ou ainda
continuar sua execuc¸a˜o e quando na˜o tiver mais nada a ser processado em nenhum momento
posterior, passa para o estado ”parado”atrave´s da transic¸a˜o 5. Quando o processo esta´ no
estado ”dormindo”e um evento externo o acorda, ele so´ pode passar pela transic¸a˜o 4, indo
para o estado ”esperando”, para assim poder ser escalonado novamente. O estado parado e´
um estado em que o processo na˜o executa mais, podendo ser considerado o estado final do
processo.
Figura 2.3: Ciclo de vida de um processo no Linux.
Ale´m destes poss´ıveis estados representados na figura 2.3, no Linux existe um estado
chamado zumbi (zombie). Um processo entra neste estado quando todos os recursos alocados
para ele foram liberados, ou seja, ele na˜o pode mais executar nada, mas seu registro no
sistema na˜o foi desvinculado, ficando de certa forma ativo para o sistema, mas na˜o podendo
mais executar. Todos os processos quando va˜o ser finalizados passam por este estado, pois
primeiramente eles teˆm seus recursos liberados, so´ depois o sistema e´ avisado de que aquele
processo pode ser desvinculado. As vezes um processo cria outro processo, so´ que na hora
de avisar sobre a finalizac¸a˜o deste outro, o processo pai pode ter sido mal programado e na˜o
realiza da forma correta o aviso para o sistema desvincular ele, deixando-o em um estado
”zumbi”ate´ a reinicializac¸a˜o do sistema. Baseando-se na figura 2.3, este estado estaria em
algum lugar entre o estado ”executando”e o estado ”parado”, passando pela transic¸a˜o 5.
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2.3 Threads de Kernel
Threads de kernel sa˜o processos criados diretamente pelo pro´prio kernel. Geralmente
sa˜o criados quando o kernel precisa delegar func¸o˜es para um processo separado, o qual e´
executado em ”paralelo”. Estas threads sa˜o usadas geralmente para [19] [31]:
• Sincronizar periodicamente pa´ginas de memo´ria modificadas.
• Escrever pa´ginas de memo´rias na a´rea de swap se elas sa˜o raramente utilizadas.
• Realizar postergac¸a˜o de trabalho.
Existem dois tipos de threads de kernel basicamente [31]:
• Tipo 1: A thread e´ iniciada e espera ate´ que uma ac¸a˜o espec´ıfica seja requisitada pelo
kernel.
• Tipo 2: Uma vez iniciada, a thread executa em intervalos perio´dicos, verifica a utilizac¸a˜o
de um recurso espec´ıfico e realiza alguma ac¸a˜o. Este tipo de thread e´ geralmente
utilizado para o monitoramento cont´ınuo de processos.
Como estas threads sa˜o criadas pelo pro´prio kernel, eles na˜o executam em modo de
usua´rio, mas em um modo supervisor, ou seja, no modo kernel, podendo acessar a parte do
espac¸o de enderec¸o do kernel.
Existem func¸o˜es do kernel para criar estas threads e gerencia´-las. A func¸a˜o mais utili-
zada para criar uma thread de kernel e´ a kthread create, a qual tem sua assinatura mostrada
na figura 2.4. Esta func¸a˜o recebe como paraˆmetros um ponteiro para uma func¸a˜o, que e´ a
qual sera´ executada pela thread, um ponteiro para algum tipo de estrutura, ou algum dado
que sera´ passado para a func¸a˜o da thread e como terceiro paraˆmetro o nome da thread a ser
criada.
<ke rne l / kthread . c>
s t r u c t t a s k s t r u c t ∗ kth r ead c r ea t e ( i n t (∗ threadfn ) ( void ∗data ) ,
void ∗data ,
const char namefmt [ ] ,
. . . )
void kthread bind ( s t r u c t t a s k s t r u c t ∗k , unsigned i n t cpu )
Figura 2.4: Func¸a˜o kthread create e kthread bind.
Uma func¸a˜o bastante utilizada em relac¸a˜o as threads de kernel e´ a kthread bind, a
qual e´ utilizada para ligar uma thread a uma determinada CPU, na˜o permitindo que ela
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seja executada em outra CPU do sistema. A assinatura da func¸a˜o kthread bind pode ser
visualizada na figura 2.4.
Depois que uma thread de kernel e´ criada atrave´s de kthread create, ela ainda na˜o esta´
em execuc¸a˜o, ela esta´ na fila de waiting e precisa receber um evento para acordar. O evento
e´ enviado para a thread atrave´s da func¸a˜o wake up process, fazendo com que a thread mude
para a fila de prontos.
2.4 Interrupc¸o˜es
O Linux usa interrupc¸o˜es para realizar alguns processos necessa´rios ao sistema. As
interrupc¸o˜es utilizadas podem ser definidas como interrupc¸o˜es de hardware (Hard IRQ) ou
interrupc¸o˜es de software (SoftIRQ). Hard IRQs sa˜o interrupc¸o˜es causadas pelo hardware com
a intenc¸a˜o de chamar a atenc¸a˜o do processador para um determinado evento, o qual requer
prioridade em seu processamento. As interrupc¸o˜es de software sa˜o geradas pelo sistema,
objetivando postergar algum trabalho do pro´prio kernel.
Interrupc¸o˜es podem ser agrupadas em duas categorias (interrupc¸o˜es s´ıncronas e excec¸o˜es
ou interrupc¸o˜es ass´ıncronas). A primeira categoria e´ gerada pelo processador e sa˜o direci-
onadas ao processo em execuc¸a˜o. As excec¸o˜es podem ser geradas por causa de um erro de
programac¸a˜o ocorrida em tempo de execuc¸a˜o, como tambe´m por uma situac¸a˜o excepcional ou
condic¸a˜o fora do previsto que pode ter acontecido e o processador precisa de ajuda para lidar
com isto. As interrupc¸o˜es ass´ıncronas sa˜o as interrupc¸o˜es cla´ssicas geradas por dispositivos
perife´ricos e pode ocorrer a qualquer momento [31].
O sistema do Linux pode executar em dois contextos diferentes, o contexto de inter-
rupc¸a˜o e o de processo, onde o primeiro na˜o pode acessar a memo´ria virtual de usua´rio, ja´
o segundo na˜o pode acessar a memo´ria do kernel. Sempre que uma interrupc¸a˜o for gerada
e o sistema entra em contexto de interrupc¸a˜o e e´ executada uma rotina especial, a qual e´
denominada rotina de servic¸o de interrupc¸a˜o (interrupt service routine - ISR) tambe´m conhe-
cida como tratador de interrupc¸a˜o (interrupt handler), responsa´vel por tratar a interrupc¸a˜o
e chamar a atenc¸a˜o do kernel para as alterac¸o˜es realizadas [19] [22].
Existem momentos que interrupc¸o˜es sa˜o desativadas no kernel, mas isso deve ser feito
com cuidado, pois pode ocasionar o travamento ou grande atraso de outros processos do
sistema [28]. Vale ressaltar que mesmo quando se desativa as interrupc¸o˜es, existem algumas
que na˜o podem ser desativadas por serem essenciais para a preservac¸a˜o do bom funcionamento
do sistema.
Quando o sistema esta´ executando uma rotina de servic¸o de interrupc¸a˜o uma ou mais
interrupc¸o˜es sa˜o desativadas, enta˜o se a execuc¸a˜o desta rotina for demorada, muitas inter-
rupc¸o˜es podem ser perdidas, ocasionando problemas ao sistema. Para resolver este problema,
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o tratador de interrupc¸o˜es foi dividido em duas partes. A primeira parte que e´ denominada
de top half e´ constitu´ıda de todo o servic¸o que deve ser executado com urgeˆncia, necessitando
de desempenho cr´ıtico e geralmente executa com uma ou mais interrupc¸o˜es desabilitadas. A
segunda parte, denominada de bottom half e´ formada pelo servic¸o que na˜o tem tanta urgeˆncia
e pode ter sua execuc¸a˜o postergada para um momento mais oportuno, tendo sua execuc¸a˜o
realizada com as interrupc¸o˜es habilitadas. A parte de execuc¸a˜o denominada top half e´ exe-
cutada pela interrupc¸a˜o de hardware, enquanto o bottom half e´ executado atrave´s de softIRQ
[8] [19] [43].
Geralmente a rotina de um tratador de interrupc¸a˜o pode ser dividida em treˆs partes
em relac¸a˜o a sua importaˆncia para a execuc¸a˜o do sistema [5] [31]:
• Ac¸o˜es cr´ıticas: Precisam ser executadas imediatamente apo´s uma interrupc¸a˜o, para po-
der manter a estabilidade e correta operac¸a˜o do sistema. Outras interrupc¸o˜es precisam
ser desabilitadas quando tais ac¸o˜es sa˜o realizadas.
• Ac¸o˜es na˜o cr´ıticas: Devem ser executadas ta˜o rapidamente quanto poss´ıvel, mas pode
ser executado com interrupc¸o˜es habilitadas.
• Ac¸o˜es posterga´veis: Na˜o sa˜o ta˜o importantes e na˜o precisam ser executadas diretamente
pelo tratador de interrupc¸a˜o. O kernel pode postergar estas ac¸o˜es e processar elas
quando na˜o existir nada melhor para fazer.
As ac¸o˜es cr´ıticas e na˜o cr´ıticas sa˜o processadas em top half, enquanto que as ac¸o˜es
posterga´veis sa˜o executadas em bottom half, atrave´s de threads de kernel. Top half pode ser
referido tambe´m como hard IRQ, enquanto que bottom half pode ser referido por softIRQ
[36].
2.5 A Classe de Escalonamento de Tempo Real
O Linux possui um escalonador global para realizar todo o escalonamento ba´sico dos
processos em seu sistema, mas existem processos que necessitam de regras diferentes para
serem escalonados no sistema. Desta forma, Linux implementa uma te´cnica que permite esta
diferenciac¸a˜o, chamada de classe de escalonamento. O Linux pode possuir va´rias classes de
escalonamento, onde cada uma pode possuir suas regras de forma individual e se utilizar
do escalonador gene´rico para realizar o trabalho em si. Assim o escalonador global poˆde
ser desenvolvido sem a necessidade do conhecimento das regras de cada tipo de processo no
sistema [5] [31].
Entre as classes de escalonamento que podem existir no Linux, existem duas classes
de escalonamento para os processos de tempo real, a classe Round Robin (SCHED RR) e a
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classe First-in, first-out (SCHED FIFO), as quais podem ser definidas como a seguir [2] [4]
[5]:
• SCHED FIFO : Todos os processos escalonados por esta classe sa˜o divididos em filas,
uma fila para cada prioridade diferente, assim como mostrado na figura 2.5. Quando um
processo destes entra em execuc¸a˜o, ele pode executar ate´ o fim, ou pode ser preemptado
por um processo de tempo real com prioridade maior que a dele. Uma vez terminando
sua execuc¸a˜o, o escalonador tira ele da fila de prontos na qual estava, mas caso ele
precise executar novamente, ele volta para o final da fila de prontos, respeitando todos
os processos de mesma prioridade que chegaram primeiro que ele na fila.
• SCHED RR: Esta classe de escalonamento possui a mesma divisa˜o de filas da classe
SCHED FIFO, mas com a diferenc¸a de que cada processo possui uma fatia de tempo
para sua execuc¸a˜o, a qual e´ reduzida a medida que ele e´ executado. Quando este valor
chega a zero, ele e´ restaurado para o valor original, mas o processo pa´ra sua execuc¸a˜o
e deixa que outro processo execute, indo para o final da sua fila de processos prontos.
Desta forma, diferente da classe SCHED FIFO, se um processo de tempo real quiser
ficar executando por um tempo muito grande, ele na˜o pa´ra todos os outros processos,
pois e´ escalonado de acordo com sua fatia de tempo.
Figura 2.5: Fila de prontos do escalonador de tempo real.
Novas classes de escalonamento no Linux na˜o podem ser inseridas dinamicamente, tendo
que ser inserida em tempo de compilac¸a˜o do kernel. Quando qualquer classe for inserida no
kernel, deve ser definido a sua prioridade em relac¸a˜o as outras classes. A classe de escalona-
mento de tempo real possui a mais alta prioridade no sistema, para assim poder gerenciar os
processos de tempo real que devem ser executados com a maior precisa˜o poss´ıvel.
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2.6 Considerac¸o˜es Finais
Este cap´ıtulo apresentou a teoria ba´sica sobre processos e threads no Linux, como
tambe´m interrupc¸o˜es e escalonamento de tempo real. Com estes conceitos pode-se obter um
melhor entendimento do desenvolvimento deste trabalho, pois ele aborda a manipulac¸a˜o de
threads e processos, assim como escalonamento de tempo real e manipulac¸a˜o de interrupc¸o˜es
no Linux.
Cap´ıtulo 3
Temporizadores
Todo computador possui pelo menos um relo´gio em hardware, o qual conta a passagem
do tempo e pode informa´-la ao sistema. Os temporizadores em software utilizam-se destes
relo´gios para realizar func¸o˜es relacionadas ao tempo. Tais func¸o˜es atualizam o tempo do
sistema e informam aos processos que um determinado intervalo de tempo se passou.
A contagem de tempo e´ essencial para o funcionamento do sistema operacional. Ela
informa qual o instante de um processo ser escalonado, por quanto tempo o processo deve
utilizar o processador, por quanto tempo um processo perio´dico deve ficar em modo de espera,
se um processo ja´ esperou demais por outro processo ou na˜o, entre outras utilidades.
Este cap´ıtulo trata de descrever quais relo´gios em hardware existem atualmente nos
PCs, quais os tipos de temporizadores em software existentes e explicar suas implementac¸o˜es
e funcionamento.
3.1 Relo´gios e Temporizadores em Hardware
O kernel precisa interagir com alguns tipos de relo´gios e temporizadores em hardware.
Os relo´gios sa˜o utilizados para manter a hora do dia e realizar medic¸o˜es de tempo precisas.
Os temporizadores em hardware sa˜o programados pelo kernel, de forma a gerar interrupc¸o˜es
em uma frequeˆncia predefinida. A seguir e´ apresentada uma breve descric¸a˜o sobre o relo´gio
e os dispositivos de hardware que podem ser encontrados nos computadores [6].
3.1.1 Relo´gios de Tempo Real (RTC)
O relo´gio de tempo real (do ingleˆs, Real Time Clock - RTC) e´ um relo´gio de hardware
integrado ao CMOS RAM da placa ma˜e, geralmente implementado pelo circuito integrado
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Motorola 146818. Ele esta´ presente em todos os PCs atuais e sua func¸a˜o e´ registrar a data
e hora atual. Ele e´ alimentado por uma pequena bateria, assim na˜o para de funcionar nem
quando o PC e´ desligado. Ele possui um erro de precisa˜o esperado de 10 segundos a cada
meˆs [34].
O RTC e´ capaz de enviar interrupc¸o˜es perio´dicas sobre a linha 8 das requisic¸o˜es de in-
terrupc¸a˜o (do ingleˆs, Interrupt Request - IRQ) em frequeˆncias entre 2 e 8.192 hertz, mas pode
ser programado para ativar a IRQ 8 quando o RTC alcanc¸ar um valor espec´ıfico, funcionando
assim como um alarme [6].
O acesso de leitura ao RTC e´ lento, pois este e´ realizado atrave´s de uma sequeˆncia
de instruc¸o˜es de entrada e sa´ıda (inb e outb), levando de 1 a 4 microssegundos para serem
executadas a cada chamada. Estas instruc¸o˜es, ale´m de lentas, ainda bloqueiam o processador
enquanto esta˜o sendo executadas, fazendo todo o sistema parar por alguns microssegundos.
Devido a estas limitac¸o˜es, o RTC e´ utilizado nos sistemas operacionais apenas quando e´
necessa´rio atualizar a hora do sistema ou quando o sistema operacional decide acertar a hora
do RTC, a qual frequentemente pode ter desvios [1].
3.1.2 Contador de Time Stamp (TSC)
Todos os microprocessadores 80x86 possuem um pino de entrada CLK, o qual recebe um
sinal de relo´gio de um oscilador externo. A partir do Pentium, os microprocessadores 80x86
possuem um contador que e´ incrementado a cada sinal do relo´gio. O contador e´ acessado
atrave´s do registrador de 64 bits chamado Contador de Time Stamp (Time Stamp Counter
- TSC), que pode ser lido atrave´s da instruc¸a˜o rdtsc em linguagem assembly. Quando se
usa o TSC para medic¸o˜es de tempo deve-se levar em considerac¸a˜o a frequeˆncia de sinal do
relo´gio, pois caso a frequeˆncia do relo´gio seja de 1 GHz, o TSC sera´ incrementado a cada
nanossegundo. O Linux pode utilizar-se dele para conseguir melhor precisa˜o em medic¸o˜es
de tempo do que utilizando o temporizador de intervalo programa´vel ou PIT (Programmable
Interval Timer)[6].
3.1.3 Temporizador de Intervalo Programa´vel (PIT)
Computadores compat´ıveis com o PC IBM possuem outro tipo de dispositivo de medic¸a˜o
de tempo, chamado Temporizador de Intervalo Programa´vel (PIT). Cada computador com-
pat´ıvel com o PC IBM possui pelo menos um PIT. Ele gera interrupc¸o˜es sempre em uma
frequeˆncia fixa programada pelo kernel [6].
O Linux pode programar o PIT para enviar interrupc¸o˜es para a IRQ 0 em frequeˆncias
diferentes dependendo da sua configurac¸a˜o. O kernel estudado estava configurado com o
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valor padra˜o de 250 hertz, ou seja, uma interrupc¸a˜o a cada 4 milissegundos. Este intervalo e´
denominado de tick e o seu valor e´ guardado em nanossegundos na varia´vel tick nsec.
O PIT possui dois modos de operac¸a˜o: o modo one-shot, o qual gera uma interrupc¸a˜o
u´nica no momento desejado e o modo perio´dico, o qual gera interrupc¸o˜es perio´dicas. Os PCs
modernos possuem todas as func¸o˜es do PIT implementadas no chipset do PC [1].
3.1.4 Temporizador Local de CPU
O Controlador de Interrupc¸a˜o Programa´vel Avanc¸ado (do ingleˆs, Advanced Program-
mable Interrupt Controller - APIC) esta´ presente em microprocessadores 80x86 recentes. Ele
e´ inclu´ıdo dentro da pastilha do processador e disponibiliza um temporizador local de CPU
como mais um dispositivo de medic¸a˜o de tempo. Este temporizador e´ semelhante ao PIT,
com algumas diferenc¸as [1] [6]:
• O contador do temporizador do APIC e´ do tipo long de 32 bits, enquanto o do PIT e´ do
tipo long de 16 bits e o temporizador local pode ser programado para usar interrupc¸o˜es
em frequeˆncias muito baixas;
• O temporizador local APIC envia uma interrupc¸a˜o apenas para seu processador, en-
quanto o PIT causa uma interrupc¸a˜o global, que pode ser manipulada por qualquer
CPU no sistema;
• O temporizador do APIC e´ baseado no sinal do barramento do relo´gio. Ele pode ser
programado de forma a decrementar o contador do temporizador a cada 1, 2, 4, 8, 16,
32, 64 ou 128 sinais do barramento. De modo oposto, o PIT, que faz uso do seu pro´prio
sinal de relo´gio, pode ser programado de forma mais flex´ıvel.
3.1.5 Temporizador de Eventos de Alta Precisa˜o (HPET)
O HPET (High Precision Event Timer) e´ um novo chip de temporizador, desenvolvido
juntamente pela Intel e Microsoft para a arquitetura PC. E´ suportado pelo Linux desde a
versa˜o 2.6 [6] [42]. Ele proveˆ um nu´mero de temporizadores de hardware que podem ser
explorados pelo kernel. Basicamente, o chip inclui contadores independentes de 32 ou 64
bits. Cada contador e´ orientado por um sinal de relo´gio, cuja frequeˆncia precisa estar em
um mı´nimo de 10 MHz. Assim o contador e´ incrementado no mı´nimo uma vez em 100
nanossegundos. Cada contador destes e´ associado com no ma´ximo 32 temporizadores e sa˜o
compostos por um registrador comparator e um match. O comparator e´ um circuito que
compara o valor do contador com o valor do registrador match, gerando uma interrupc¸a˜o de
hardware se forem iguais. Alguns dos temporizadores tambe´m podem ser habilitados para
gerar uma interrupc¸a˜o perio´dica [6] [27].
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Os temporizadoresdo HPET sa˜o definidos de tal forma que, no futuro, o sistema opera-
cional pode ser capaz de atribuir temporizadores espec´ıficos para ser utilizado diretamente por
aplicac¸o˜es espec´ıficas [27]. O chip HPET pode ser programado atrave´s de enderec¸os mapea-
dos no espac¸o de memo´ria. O BIOS estabelece o mapeamento durante a fase de inicializac¸a˜o
do sistema e informa para o kernel do SO o enderec¸o inicial de memo´ria. O registrador HPET
permite ao kernel ler e escrever os valores dos contadores e do registrador match, programar
temporizadores one-shot e habilitar ou desabilitar interrupc¸o˜es perio´dicas dos temporizadores
que suportam isto [6].
3.1.6 Temporizador Gerenciador de Energia ACPI (ACPI PMT)
O temporizador gerenciador de energia da interface de energia e configurac¸a˜o avanc¸ada
(do ingleˆs, Advanced Configuration and Power Interface Power Management Timer - ACPI
PMT) e´ outro dispositivo de relo´gio inclu´ıdo em quase todas as placas-ma˜e baseadas em ACPI.
Seu sinal de relo´gio tem uma frequeˆncia fixa de aproximadamente 3,58 MHz. O dispositivo
e´ um simples contador incrementado a cada tick de relo´gio. Para a leitura do valor atual
do contador, o kernel acessa uma porta de E/S cujo enderec¸o e´ determinado pela fase de
inicializac¸a˜o do BIOS [6].
O ACPI PMT e´ prefer´ıvel ao TSC se o sistema operacional ou o BIOS puderem diminuir
dinamicamente a frequeˆncia ou a voltagem da CPU para economizar a energia da bateria.
Quando isto acontece, a frequeˆncia do TSC muda, causando falha temporal e outros efeitos
desagrada´veis enquanto a frequeˆncia do ACPI PMT continua a mesma. Por outro lado, a
alta frequeˆncia do contador do TSC e´ u´til para medic¸o˜es muito pequenas de intervalo de
tempo. Contudo se um dispositivo HPET estiver presente, ele sempre sera´ prefer´ıvel que
outros circuitos, devido a sua alta precisa˜o [6].
3.2 Visa˜o Geral de Temporizadores em Software no Linux
Ao longo dos anos foram realizados va´rios estudos sobre temporizadores e maneiras
de aperfeic¸oa´-los [39] [41] [10] [11] [12]. Primeiro surgiu a ide´ia de temporizadores baseados
em uma frequeˆncia pre´-definida, realizando-se tarefas do sistema operacional a cada tick.
Desta forma e´ gerada uma interrupc¸a˜o de temporizador a cada tick, ativando o tratador de
interrupc¸o˜es do temporizador, o qual verifica e executa as operac¸o˜es necessa´rias vinculadas
aos temporizadores que esta˜o expirando naquele momento.
Durante o in´ıcio do desenvolvimento dos temporizadores, foi dif´ıcil realizar novos traba-
lhos e ide´ias para aprimora´-los. Um dos grandes problemas nos trabalhos e implementac¸o˜es
sugeridos foi a dependeˆncia de hardware, pois causava grande complexidade e altos custos
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de manutenc¸a˜o. Era necessa´rio fazer uma implementac¸a˜o do trabalho proposto para cada
arquitetura de computador diferente. Na˜o existia nenhuma camada de abstrac¸a˜o ou um
subsistema gene´rico para facilitar o desenvolvimento de tais trabalhos [24].
Para facilitar o desenvolvimento dos temporizadores, foi desenvolvido um modelo de
subsistema de tempo gene´rico com mı´nima dependeˆncia de arquitetura [14] [24]. Este modelo
alterou de forma significante o subsistema de tempo do kernel do Linux, inserindo um modelo
gene´rico para o registro e utilizac¸a˜o das fontes e eventos de relo´gio, alterando tambe´m a forma
de representar o tempo do sistema.
Com a evoluc¸a˜o do hardware, foram constatadas novas necessidades relacionadas aos
temporizadores, como por exemplo, economia de energia. O processador necessita a cada tick
verificar se existem temporizadores a serem executados, caso existam, as func¸o˜es vinculadas a
elas devem ser executadas. Desta forma o processador nunca consegue ficar inativo por muito
tempo e isto torna-se um problema para sistemas que necessitam economizar energia, pois
mesmo que o processador esteja ocioso, ele deve realizar pelo menos uma verificac¸a˜o a cada
tick. Desta forma, e´ utilizado processamento desnecessa´rio quando na˜o houver temporizadores
a expirarem no momento, na˜o permitindo que o processador entre em estado de economia de
energia por longos per´ıodos de tempo.
Tentando resolver a necessidade de economia de energia e ainda acrescentando a ide´ia
de temporizadores com maior precisa˜o temporal, surgiu a ide´ia de utilizar ticks dinaˆmicos no
lugar de ticks perio´dicos. Desta forma, quando o processador estiver ocioso e na˜o existir tem-
porizadores a expirar em breve, o sistema pode entrar por per´ıodos mais longos de economia
de energia [10] [14].
Na tentativa de melhorar os temporizadores e sua precisa˜o, foram desenvolvidos os
temporizadores de alta resoluc¸a˜o. Tais temporizadores se destacam dos anteriores, pois se
utilizam dos ticks dinaˆmicos para causar interrupc¸o˜es apenas no momento em que os tempo-
rizadores de alta resoluc¸a˜o expiram, tambe´m oferecendo precisa˜o de nanossegundos para os
temporizadores.
3.2.1 Tempo Global do Sistema
O tempo do sistema ou time of day (TOD) representa o tempo atual do sistema em
nanossegundos. Ele precisa incrementar o clock do sistema monotonicamente, atualizar de
forma precisa e ra´pida o tempo do sistema e fazer ajustes quando necessa´rio.
Nas implementac¸o˜es existentes na maioria das arquiteturas, o TOD era atualizado a
cada tick do sistema. Isso o tornava menos preciso, pois ele seria atualizado a cada 4 ms
quando HZ=250. Para melhorar a precisa˜o, o TOD passou a utilizar uma fonte de tempo
de alta resoluc¸a˜o para auxiliar a fonte de tick e obter uma melhor granularidade de tempo.
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Desta forma, quando e´ necessa´rio obter o TOD, o valor retornado na˜o tera´ apenas a precisa˜o
anterior de 4 ms, mas ele tera´ tambe´m o tempo passado desde o u´ltimo tick ate´ o momento
de solicitac¸a˜o do TOD [39].
Essas formas de obter o TOD tendem ao erro, pois se a func¸a˜o de interpolac¸a˜o na˜o
cobrir o intervalo de tick inteiro, o tempo sera´ adiantado indevidamente. Se em qualquer
momento, o valor da func¸a˜o de interpolac¸a˜o for maior que o intervalo de tick, o tempo pode
sofrer atrasos. Essas variac¸o˜es no TOD podem ocorrer devido a va´rios fatores tais como erros
de calibrac¸a˜o, alterac¸o˜es no valor de ajuste do tempo, atraso no tratador de interrupc¸a˜o,
alterac¸o˜es na frequeˆncia da fonte de tempo e perda de ticks [39].
Devido a estes fatores de erro, foi proposta e implementada uma forma de resolver tais
problemas, visando a exatida˜o do tempo no sistema. Como consequeˆncia foi retirada a ide´ia
de interpolac¸a˜o. Sendo assim o tempo do sistema sempre e´ calculado da mesma forma, seja
ele para atualizar o relo´gio ou para ser utilizado de alguma forma entre dois ticks. Desta
maneira, na˜o e´ mais necessa´rio atualizar o TOD a cada tick do sistema, pois sempre que
ele for atualizado, e´ calculado o intervalo de tempo em nanossegundos desde a u´ltima vez
que ele foi atualizado. Dessa forma ele na˜o precisa mais ser chamado a cada interrupc¸a˜o do
temporizador.
Nas alterac¸o˜es incluem-se melhorias nos ajustes de tempo realizados atrave´s da internet
e seus servidores de tempo, que e´ realizado de forma mais direta e consistente, evitando erros
que ocorriam com o co´digo anterior. Nas melhorias realizadas, um dos seus benef´ıcios foi o
compartilhamento do algoritmo entre todas as arquiteturas. Isso reduziu um grande nu´mero
de co´digo espec´ıfico para cada arquitetura, diminuindo as redundaˆncias e simplificando a
manutenc¸a˜o [39].
3.2.2 Fonte de Relo´gio
Todo computador possui uma ou mais fontes de relo´gio, sendo elas mais ou menos
potentes, fornecendo maior ou menor precisa˜o temporal. Cada fonte destas necessita de um
co´digo espec´ıfico para ser acessada, enta˜o foram realizados alguns trabalhos sobre o co´digo
fonte do Linux, desenvolvendo assim uma camada de abstrac¸a˜o a todas as fontes de relo´gio.
Tal camada facilitou o desenvolvimento e aprimoramento do subsistema de tempo. Assim
criou-se uma generalizac¸a˜o das fontes de relo´gio, diminuindo a dependeˆncia de hardware
existente anteriormente. Antes do seu desenvolvimento, para cada fonte de relo´gio e pratica-
mente para cada arquitetura existia uma implementac¸a˜o. Desta forma existia muito co´digo
duplicado desnecessariamente [24].
O co´digo para gerenciar as fontes de relo´gio possui estruturas utilizadas para definir
os relo´gios no sistema e uma interface de programac¸a˜o de aplicativos com func¸o˜es para ler
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e converter valores de ciclo do relo´gio para nanossegundos, efetuar o registro de tais fontes,
selecionar a melhor fonte e outras mais [39].
<l i nux / c l o ck sou r c e . h>
s t r u c t c l o ck sou r c e {
char ∗name ;
s t r u c t l i s t h e a d l i s t ;
i n t r a t i ng ;
c y c l e t (∗ read ) ( s t r u c t c l o ck sou r c e ∗ cs ) ;
c y c l e t mask ;
u32 mult ;
u32 s h i f t ;
unsigned long f l a g s ;
. . .
} ;
Figura 3.1: Estrutura da fonte de relo´gio.
Na figura 3.1 pode ser verificada as varia´veis mais importantes da estrutura de dados
utilizada para gerenciar as fontes de relo´gio no kernel. O significado das varia´veis da estrutura
e´ definido como:
• name: Representa um nome leg´ıvel da estrutura, como por exemplo, HPET, PIT, TSC.
• list : E´ o elemento de uma lista onde as fontes de relo´gio sa˜o registradas.
• rating : E´ utilizada como classificac¸a˜o da qualidade da fonte de relo´gio. Fontes com
valores entre 1 e 99 sa˜o as piores, sendo utilizadas apenas na inicializac¸a˜o do sistema
ou quando na˜o houver nada melhor. Entre 100 e 199 sa˜o fontes adequadas para o uso,
caso na˜o tenha nenhuma fonte melhor. Entre 200 e 299 sa˜o fontes boas e usa´veis. Entre
300 e 399 sa˜o razoavelmente ra´pidas e precisas. Fontes com rating entre 400 e 499 sa˜o
consideradas ideais.
• read : E´ o ponteiro para uma func¸a˜o utilizada para ler o valor de ciclo atual do relo´gio.
• mask : A func¸a˜o do ponteiro read deve retornar um valor de 64 bits. Caso o relo´gio na˜o
disponha de valores de tempo com 64 bits, o campo mask e´ utilizado para especificar
uma ma´scara de bits (bitmask) para selecionar os bits apropriados.
• mult e shift : Como o valor retornado pela func¸a˜o do ponteiro read na˜o usa uma base
de tempo fixa para todos os relo´gios, para efetuar a conversa˜o para nanossegundos,
utiliza-se mult para multiplicar e shift para dividir o valor de ciclo retornado.
• flags: Representa as flags do relo´gio, indicando algumas informac¸o˜es de status para
cada relo´gio.
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As fontes de relo´gio sa˜o registradas no sistema atrave´s das func¸o˜es disponibilizadas pelo
kernel. Elas sa˜o ordenadas pela sua taxa de qualidade em uma lista global. O sistema utiliza
a fonte com melhor taxa de qualidade por padra˜o, mas isso pode ser alterado pelo usua´rio,
podendo definir qualquer outra fonte.
3.2.3 Dispositivos de Eventos de Relo´gio
Fontes de eventos de relo´gio ou dispositivos de eventos de relo´gio representam os eventos
que ocorrem no sistema em algum tempo no futuro. Eles sa˜o programados para avisar quando
um evento ocorre e, enta˜o, trata´-lo.
A figura 3.2 apresenta os campos que compo˜em a estrutura utilizada para registrar e
gerenciar os dispositivos de eventos de relo´gio, detalhadas a seguir:
<l i nux / c l o ck ch i p s . h>
s t r u c t c l o c k e v en t d ev i c e {
const char ∗name ;
unsigned i n t f e a t u r e s ;
unsigned long max delta ns ;
unsigned long min de l ta ns ;
unsigned long mult ;
i n t s h i f t ;
i n t r a t i ng ;
i n t i r q ;
const s t r u c t cpumask ∗cpumask ;
i n t (∗ s e t n ex t ev en t )
( unsigned long evt , s t r u c t c l o c k e v en t d ev i c e ∗ ) ;
void (∗ set mode )
(enum clock event mode mode , s t r u c t c l o c k e v en t d ev i c e ∗ ) ;
void (∗ event hand l e r ) ( s t r u c t c l o c k e v en t d ev i c e ∗ ) ;
void (∗ broadcast ) ( const s t r u c t cpumask ∗mask ) ;
s t r u c t l i s t h e a d l i s t ;
enum clock event mode mode ;
kt ime t next event ;
} ;
Figura 3.2: Estrutura dos dispositivos de eventos de relo´gio.
• name: e´ o nome do dispositivo em questa˜o. No Linux, os nomes dos dispositivos podem
ser listados atrave´s de /proc/timerlist.
• features: identifica as caracter´ısticas do dispositivo. Tais caracter´ısticas podem identi-
ficar se o dispositivo suporta eventos perio´dicos, eventos que ocorrem apenas uma vez
(one-shot) ou se o dispositivo pode ser desativado, como e´ o caso espec´ıfico dos APICs
locais, que, em determinados n´ıveis de economia de energia, sa˜o desligados.
• max delta ns e min delta ns: representam a diferenc¸a ma´xima e mı´nima, respectiva-
mente, entre o tempo atual e o tempo ate´ o pro´ximo evento.
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• mult e shift : Cada relo´gio possui uma frequeˆncia de oscilac¸a˜o pro´pria, enta˜o essas
varia´veis sa˜o utilizadas para transformar o tempo do relo´gio de ciclos para nanossegun-
dos.
• rating : esta varia´vel permite a comparac¸a˜o dos dispositivos de eventos de relo´gio pelo
seu grau de precisa˜o, podendo especificar qual o mais preciso.
• irq : especifica o nu´mero da IRQ usada pelo dispositivo de evento de relo´gio. Esse valor
so´ e´ necessa´rio quando o dispositivo e´ configurado como global em relac¸a˜o a todas as
CPUs do sistema. Dispositivos locais usam mecanismos de hardware diferentes para
emitir sinais. Neste caso, eles configuram essa varia´vel como -1.
• cpumask : especifica para quais CPUs o dispositivo de eventos esta´ associado. Os
dispositivos locais sa˜o geralmente responsa´veis por apenas uma CPU.
• set next event : e´ um ponteiro para uma func¸a˜o que configura o pro´ximo evento. Mas
co´digos gene´ricos na˜o precisam chamar esta func¸a˜o diretamente, pois o kernel proveˆ
uma func¸a˜o para auxiliar nesta tarefa (clockevents program event).
• set mode: e´ um ponteiro para uma func¸a˜o que pode alternar o modo de operac¸a˜o entre
o modo perio´dico e one-shot.
• event handler : e´ um ponteiro para uma func¸a˜o que sera´ chamada pelo co´digo de inter-
face do hardware (que geralmente e´ escrito para uma arquitetura espec´ıfica), passando
os eventos de relo´gio para a camada gene´rica.
• broadcast : e´ um ponteiro para uma func¸a˜o que implementa o modo de broadcast, o
qual contorna o problema de APICs locais que na˜o estejam em funcionamento devido
a questo˜es de economia de energia.
• list : todas as instaˆncias de dispositivos de eventos de clock sa˜o mantidas em uma lista
global e essa varia´vel aponta para o in´ıcio dessa lista.
• mode: informa o modo atual de operac¸a˜o, podendo ser modo perio´dico ou one-shot.
• next event : define o tempo absoluto em que o pro´ximo evento ocorrera´.
Em sistemas IA-32 e AMD64 a varia´vel global clock event (em arch/x86/kernel/i8253 )
define o dispositivo de eventos de relo´gio usado como dispositivo global. Nestes sistemas, o
dispositivo de eventos de relo´gio global e´ definido inicialmente como PIT. Se no computador
existir um HPET, ele e´ inicializado um pouco mais tarde que o PIT e e´ utilizado no lugar
deste, alterando assim a varia´vel global clock event [31].
Os dispositivos de relo´gio e os dispositivos de eventos de relo´gio sa˜o desconectados em
n´ıvel de estrutura, ou seja, eles funcionam independente um do outro. No entanto, um chip
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de hardware no sistema e´ capaz de satisfazer as requisic¸o˜es das duas interfaces. Assim, o
kernel geralmente registra um dispositivo de relo´gio e um dispositivo de eventos de relo´gio
por chip de hardware de tempo. Desta forma, sa˜o adicionados dois objetos gerenciadores de
tempo para o kernel, mas apenas um dispositivo de hardware e´ utilizado [31].
3.2.4 Dispositivos de Tick
Um dispositivo de tick e´ uma extensa˜o de um dispositivo de eventos de relo´gio usado
para prover ticks perio´dicos. A estrutura deste dispositivo e´ mostrada na figura 3.3.
<l i nux / t i c k . h>
enum t i ck dev i c e mode {
TICKDEV MODE PERIODIC,
TICKDEVMODEONESHOT,
} ;
s t r u c t t i c k d e v i c e {
s t r u c t c l o c k e v en t d ev i c e ∗ evtdev ;
enum t i ck dev i c e mode mode ;
} ;
Figura 3.3: Estrutura do dispositivo de tick.
A estrutura tick device e´ uma extensa˜o da estrutura clock event device, contendo ape-
nas um campo a mais, o qual especifica o modo do dispositivo (perio´dico ou disparo u´nico
(one-shot)). Sempre que um dispositivo de evento de relo´gio e´ adicionado, o kernel automa-
ticamente adiciona um dispositivo de tick.
O kernel distingue estes dispositivos entre aqueles de tick global ou local. Os dispo-
sitivos locais sa˜o organizados na lista definida por CPU. O dispositivo definido como global
e´ informado por uma varia´vel. As varia´veis e func¸o˜es que manipulam estas informac¸o˜es sa˜o
definidas em kernel/time/tick-internal.h. As principais varia´veis sa˜o definidas como:
• tick cpu device: e´ uma lista definida por CPU que informa os dispositivos de tick de
cada CPU;
• tick next period : especifica o tempo (em nanossegundos) em que o pro´ximo evento de
tick global acontecera´;
• tick do timer cpu: conte´m o nu´mero da CPU definida como dispositivo de tick global;
• tick period : informa o valor do intervalo entre ticks em nanossegundos. Ele e´ a contra-
parte da varia´vel HZ, que denota a frequeˆncia em que os ticks ocorrem.
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Para configurar um dispositivo de tick, o kernel disponibiliza a func¸a˜o tick setup device.
Nesta func¸a˜o, o dispositivo e´ configurado como dispositivo de tick global ou na˜o, dependendo
de qual dispositivo for escolhido para tal papel. O kernel verifica se o dispositivo esta´ inativo
devido a algum estado de economia de energia. Caso o dispositivo esteja ativo, a func¸a˜o
estabelece um tick perio´dico. Esse tick e´ estabelecido de forma diferente, dependendo se o
dispositivo esta´ no modo perio´dico ou no modo de disparo u´nico (one-shot).
3.3 Temporizadores de Baixa Resoluc¸a˜o
Temporizadores de baixa resoluc¸a˜o, conhecidos tambe´m como temporizadores cla´ssicos,
sa˜o utilizados pelo kernel do Linux desde seu in´ıcio. Eles trabalham em um intervalo de tempo
pre´-definido, o que acaba limitando sua precisa˜o temporal.
Eles sa˜o utilizados, tanto por func¸o˜es do kernel do sistema operacional como por func¸o˜es
em espac¸o de usua´rio. Sua estrutura e func¸o˜es sofreram diversas modificac¸o˜es com o passar do
tempo, tentando assim melhorar sua resoluc¸a˜o temporal e diminuir o seu custo de execuc¸a˜o
(overhead).
3.3.1 Frequeˆncia e Contagem do Tempo
O kernel do sistema operacional utiliza interrupc¸o˜es temporizadas de hardware geradas
por um processador ou outra fonte perio´dica dispon´ıvel como base de tempo para os tempori-
zadores do sistema. A frequeˆncia de interrupc¸o˜es do sistema tambe´m conhecida como taxa de
tick e´ programada durante a sua inicializac¸a˜o. O valor desta taxa e´ definido em uma varia´vel
pre´-definida chamada HZ. O valor de HZ e´ diferente para cada arquitetura suportada e e´ de-
finido no kernel do Linux no arquivo asm-arch/param.h. A taxa de tick tem uma frequeˆncia
de HZ hertz e um per´ıodo de 1/HZ por segundo. Enta˜o, por exemplo, se HZ for igual a 1000
hertz, ocorrera´ uma interrupc¸a˜o a cada milissegundo, ou seja, ocorrem 1000 interrupc¸o˜es por
segundo [30].
O valor de HZ pode fazer uma grande diferenc¸a no desempenho do sistema operacional.
Quanto maior for o seu valor, mais precisa˜o temporal o kernel garante. Contudo, isso aumenta
a sobrecarga do sistema, pois as interrupc¸o˜es sa˜o geradas em um per´ıodo menor de tempo. Por
exemplo, se HZ for igual a 100 a granularidade dos temporizadores sera´ de 10 milissegundos,
ou seja, todos os eventos perio´dicos que se utilizam dos temporizadores de baixa resoluc¸a˜o
sera˜o executados em intervalos mu´ltiplos de 10 milissegundos. No entanto, quando se altera
o HZ para 1000, a granularidade do sistema passa de 10 para 1 milissegundo, permitindo que
os processos sejam executados com uma precisa˜o maior de tempo. Atualmente o padra˜o para
HZ no Linux e´ de 250 hertz, ou seja, ocorre uma interrupc¸a˜o a cada 4 milissegundos.
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Uma melhor resoluc¸a˜o e precisa˜o de temporizadores de baixa resoluc¸a˜o acrescentam
algumas vantagens ao sistema, tais como:
• Chamadas de sistema que utilizam os temporizadores de baixa resoluc¸a˜o executam com
melhor precisa˜o;
• Preempc¸o˜es de processos ocorrem de forma mais precisa, melhorando o escalonamento
de processos;
• Medic¸o˜es e atualizac¸o˜es realizadas dentro do sistema sa˜o geradas com uma resoluc¸a˜o
mais refinada.
Uma varia´vel tambe´m muito importante na utilizac¸a˜o de temporizadores de baixa re-
soluc¸a˜o e´ a varia´vel global jiffies declarada em linux/jiffies.h. Esta varia´vel mante´m o nu´mero
de ticks que ocorreram desde que o sistema foi iniciado. Durante a inicializac¸a˜o do sistema,
esta varia´vel deveria ser inicializada com zero, mas ela e´ inicializada com HZ∗(−300) e depois
a cada interrupc¸a˜o do temporizador ela e´ incrementada por um. Assim, ela sera´ incrementada
HZ vezes por segundo.
A varia´vel jiffies sempre foi do tipo unsigned long, possuindo enta˜o o tamanho de 32
bits na arquitetura de 32 bits e 64 bits na arquitetura de 64 bits. Em uma arquitetura de 32
bits, com HZ igual a 100 hertz, se jiffies fosse inicializada em zero, demoraria cerca de 497
dias para ocorrer um overflow na varia´vel jiffies. Como atualmente HZ e´ igual a 250 hertz
no Linux, demoraria cerca de 198 dias para ocorrer este overflow e quando o HZ for igual a
1000 hertz bastam apenas cerca de 49,7 dias para ocorrer este problema. Mas como jiffies e´
inicializado com outro valor, esse overflow ocorrera´ em apenas 5 minutos, independente de
qual seja o valor de HZ. Dessa forma, falhas no co´digo do kernel relacionados com o overflow
de jiffies surgira˜o logo na fase de desenvolvimento e na˜o passara˜o despercebidas para verso˜es
esta´veis do kernel [6].
Para resolver o problema de overflow da varia´vel jiffies de 32 bits, foi criada uma
varia´vel jiffies 64 que possui um tamanho de 64 bits. Assim o overflow sobre esta varia´vel,
quando HZ for igual a 1000, so´ ocorreria em algumas centenas de milho˜es de anos, podendo-se
considerar enta˜o que na˜o ocorrera´ este overflow.
Mesmo depois da criac¸a˜o da varia´vel jiffies 64, manteve-se a varia´vel jiffies de 32 bits
devido a compatibilidade com co´digo kernel existente e devido ao desempenho, pois e´ bem
mais simples e ra´pido acessar uma varia´vel de 32 bits em uma arquitetura de 32 bits em vez
de uma varia´vel com o dobro do tamanho. Sendo assim, a varia´vel jiffies acessa os 32 bits
menos significativos da varia´vel jiffies 64 [30]. A figura 3.4 ilustra o esquema de acesso entre
as varia´veis jiffies e jiffies 64.
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Figura 3.4: Layout de jiffies e jiffies 64 [6].
Quando se acessa diretamente a varia´vel jiffies, sa˜o obtidos apenas os 32 bits menos
significativos de jiffies 64. Para acessar o valor de 64 bits, o kernel disponibiliza a func¸a˜o
get jiffies 64(). Esta func¸a˜o tenta acessar jiffies 64 ate´ ter certeza que ela na˜o foi atualizada
concorrentemente por outra parte do co´digo do kernel. Esta verificac¸a˜o e´ realizada atrave´s
de uma varia´vel de bloqueio xtime lock do tipo seqlock, a qual e´ utilizada na atualizac¸a˜o e
leitura de jiffies 64 [6].
O kernel do Linux define algumas macros para comparac¸a˜o de ticks corretamente. E´
recomendada a utilizac¸a˜o delas quando se trabalha com jiffies, as quais sa˜o declaradas em
linux/jiffies.h e podem ser consultadas no apeˆndice A.
3.3.2 Estruturas de Dados dos Temporizadores de Baixa Resoluc¸a˜o
O kernel do Linux representa um temporizador de baixa resoluc¸a˜o como sendo uma
varia´vel do tipo timer list. Este tipo e´ definido como uma estrutura de dados com algumas
varia´veis necessa´rias ao funcionamento do temporizador, como pode ser verificada na figura
3.5.
<l i nux / t imer . h>
s t r u c t t i m e r l i s t {
s t r u c t l i s t h e a d entry ;
unsigned long exp i r e s ;
void (∗ f unc t i on ) ( unsigned long ) ;
unsigned long data ;
s t r u c t tvec bas e ∗base ;
. . .
} ;
Figura 3.5: Varia´veis mais significativas da estrutura do timer list.
A seguir e´ apresentada a definic¸a˜o das varia´veis da estrutura timer list apresentadas
na figura 3.5, alguns outros campos desta estrutura sa˜o de uso auxiliar e na˜o sa˜o discutidos
neste trabalho:
• entry : Como os temporizadores sa˜o ligados entre si atrave´s de uma lista duplamente
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encadeada, esta varia´vel representa a cabec¸a da lista, sendo configurada assim sempre
que o temporizador for inserido na fila.
• expires: Especifica o tempo absoluto em que esse temporizador expira. O tempo e´
informado em jiffies.
• function: E´ um ponteiro para uma func¸a˜o que deve ser chamada quando o temporizador
expira.
• data: E´ um argumento passado para a func¸a˜o quando ela for ser executada.
• base: E´ um ponteiro para um elemento base onde os temporizadores sa˜o ordenados
pelo tempo em que eles expiram. Existe um elemento destes para cada processador no
sistema.
O kernel utiliza valores de tempo absoluto e relativo. Quando se inicia um temporiza-
dor, e´ comum utilizar valores relativos de tempo, indicando que o temporizador deve expirar
em um tempo qualquer a partir do momento de sua criac¸a˜o. Valores absolutos sa˜o utilizados
pelas estruturas de dados, pois assim facilita a comparac¸a˜o com o valor de jiffies, ja´ que este
tambe´m e´ guardado como valor absoluto.
Para facilitar o trabalho dos programadores no momento de definir um valor de tempo
qualquer, foram criadas duas estruturas de dados que podem especificar o tempo em segundos
e microssegundos ou nanossegundos em vez de definir esse tempo em quantidade de ticks.
Junto com essas estruturas sa˜o declaradas func¸o˜es para converteˆ-las de suas respectivas uni-
dades de tempo para a unidade de tempo utilizada por jiffies e vice-versa. Essas estruturas
e as assinatureas destas func¸o˜es podem ser verificadas na figura 3.6.
<l i nux / time . h>
s t r u c t t imeva l {
t ime t t v s e c ; /∗ segundos ∗/
sus e conds t tv us e c ; /∗ microssegundos ∗/
} ;
s t r u c t t imespec {
t ime t t v s e c ; /∗ segundos ∗/
long tv ns e c ; /∗ nanossegundos ∗/
} ;
unsigned long t i m e v a l t o j i f f i e s ( const s t r u c t t imeva l ∗ value ) ;
void j i f f i e s t o t i m e v a l ( const unsigned long j i f f i e s , s t r u c t t imeva l ∗ value ) ;
unsigned long t i m e s p e c t o j i f f i e s ( const s t r u c t t imespec ∗ value ) ;
void j i f f i e s t o t i m e s p e c ( const unsigned long j i f f i e s ,
s t r u c t t imespec ∗ value ) ;
Figura 3.6: Estruturas timeval e timespec e func¸o˜es de conversa˜o.
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Um ponto muito importante para o desempenho dos temporizadores e´ a forma como
eles sa˜o organizados. Os temporizadores devem ser armazenados de uma forma que possam
ser inseridos, acessados e removidos rapidamente. Antigamente os temporizadores cla´ssicos
ou de baixa resoluc¸a˜o eram armazenados em listas duplamente encadeadas, mas esse tipo
de estrutura era muito lento para inserc¸a˜o e pesquisa. Em 1997, foi implementada uma
nova abordagem para a ordenac¸a˜o e acesso ra´pido aos temporizadores registrados no sistema,
denominada Cascading Time Wheel (CTW) [24].
O CTW e´ formado por uma estrutura de dados declarada em kernel/timer.c. Ele e´
baseado no calenda´rio de filas, que permite inserc¸a˜o, acesso e remoc¸a˜o ao temporizador em
tempo O(1) [7] [20]. Mais informac¸o˜es sobre o calenda´rio de filas podem ser encontradas no
artigo de Brown em [7]. Em sua estrutura sa˜o definidas as varia´veis necessa´rias para criar
uma base de armazenamento dos temporizadores por CPU. Esta estrutura e suas principais
varia´veis podem ser verificadas na figura 3.7.
<ke rne l / t imer . c>
#de f i n e TVN BITS (CONFIG BASE SMALL ? 4 : 6)
#de f i n e TVR BITS (CONFIG BASE SMALL ? 6 : 8)
#de f i n e TVN SIZE (1 << TVN BITS)
#de f i n e TVR SIZE (1 << TVR BITS)
#de f i n e TVNMASK (TVN SIZE − 1)
#de f i n e TVRMASK (TVR SIZE − 1)
s t r u c t tvec {
s t r u c t l i s t h e a d vec [TVN SIZE ] ;
} ;
s t r u c t t v e c r o o t {
s t r u c t l i s t h e a d vec [TVR SIZE ] ;
} ;
s t r u c t tvec bas e {
. . .
s t r u c t t i m e r l i s t ∗ runn ing t imer ;
unsigned long t i m e r j i f f i e s ;
s t r u c t t v e c r o o t tv1 ;
s t r u c t tvec tv2 ;
s t r u c t tvec tv3 ;
s t r u c t tvec tv4 ;
s t r u c t tvec tv5 ;
} c a c h e l i n e a l i g n e d ;
Figura 3.7: Estrutura de dados do CTW.
A base para gerenciar os temporizadores de baixa resoluc¸a˜o e´ a tvec base, a qual e´
composta por outras varia´veis, onde as principais sa˜o descritas a seguir:
• running timer : E´ um ponteiro que aponta para o temporizador que expirou e tem sua
func¸a˜o em execuc¸a˜o no momento.
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• timer jiffies: Registra o tempo em jiffies de todos os temporizadores expirados regis-
trados na base e que ja´ expiraram. Normalmente ele tem valor igual ou um a menos que
o valor de jiffies, podendo variar se as interrupc¸o˜es do processador estiveram momen-
taneamente desabilitado em relac¸a˜o a execuc¸a˜o de temporizadores de baixa resoluc¸a˜o
[31].
• tv1 : E´ um vetor de listas duplamente encadeadas de tamanho igual a 256 ou 64,
dependendo da opc¸a˜o CONFIG BASE SMALL. Esta opc¸a˜o foi inserida para o caso da
disponibilidade de pouca memo´ria na ma´quina, como e´ o caso geralmente de sistemas
embarcados. Este vetor e´ utilizado para ordenar os temporizadores que esta˜o para
expirar entre os pro´ximos 255 jiffies, considerando o vetor de tamanho 256.
• tv2, tv3, tv4 e tv5 : Sa˜o 4 vetores de listas duplamente encadeadas de tamanho igual a
64 ou 16, dependendo da opc¸a˜o CONFIG BASE SMALL. Estes vetores diferentemente
do tv1, dividem os temporizadores em faixas pelos tempos em que eles expiram, cada
posic¸a˜o representa um intervalo de expirac¸o˜es e cada varia´vel representa um tamanho
de intervalo diferente.
A figura 3.8 apresenta uma ilustrac¸a˜o de como sa˜o organizados os temporizadores na
estrutura de dados tvec base.
Figura 3.8: Representac¸a˜o da estrutura de dados do CTW.
Como visto nas figuras 3.7 e 3.8, existem 5 vetores para ordenar os temporizadores de
baixa resoluc¸a˜o. Esta ordenac¸a˜o divide os temporizadores em grupos pelo tempo em que eles
expiram. Considerando sempre aqui a opc¸a˜o CONFIG BASE SMALL como falsa, o vetor tv1
possui 256 posic¸o˜es e ele armazena todos os temporizadores que expirara˜o entre os pro´ximos
255 jiffies. Os outros quatro vetores possuem 64 posic¸o˜es cada um, representando faixas de
tempo diferentes como demonstrado na tabela 3.1.
Cada posic¸a˜o do vetor tv1 representa um u´nico valor de tempo em jiffies, no qual pode
existir va´rios temporizadores de baixa resoluc¸a˜o com o mesmo tempo em que devem expirar,
ou seja, va´rios temporizadores que expirara˜o ao mesmo tempo(enfileirados em uma estrutura
FIFO (First In First Out)). Cada posic¸a˜o do vetor tv2 representa uma faixa de 256 ticks.
Desta forma, cada posic¸a˜o de tv2 representa uma faixa equivalente a faixa que todo o vetor
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Vetor Intervalo em jiffies
tv1 0 ... 255
tv2 256 ... 16.383
tv3 16.384 ... 1.048.575
tv4 1.048.576 ... 67.108.863
tv5 67.108.864 ... 4.294.967.295
Tabela 3.1: Intervalos dos vetores da estrutura CTW.
tv1 representa. Assim, cada posic¸a˜o destas e´ suficiente para preencher todas as posic¸o˜es do
vetor tv1. Todos os temporizadores em tv2 sa˜o enfileirados por listas duplamente encadeadas,
nas quais cada posic¸a˜o no vetor aponta para uma lista diferente, assim como ocorre em tv1
e nos outros treˆs vetores.
O vetor tv3 possui 64 posic¸o˜es, cada uma representando faixas de 16.384 ticks (64 *
256), sendo capaz de cada posic¸a˜o preencher todas as posic¸o˜es de tv2 quando necessa´rio.
Seguindo o mesmo racioc´ınio, cada uma das 64 posic¸o˜es do vetor tv4 possuem faixas de
1.048.576 ticks (64 * 64 * 256). Por sua vez o vetor tv5 que possui a maior abrangeˆncia de
valores de 67.108.864 ticks (64 * 64 * 64 * 256) para cada posic¸a˜o do vetor.
3.3.3 Utilizac¸a˜o e Funcionamento dos Temporizadores de Baixa Resoluc¸a˜o
no Kernel
Os temporizadores de baixa resoluc¸a˜o sa˜o representados dentro do kernel pela estrutura
timer list. A utilizac¸a˜o deles e´ muito simples, tratando-se de definir uma varia´vel deste tipo,
a qual e´ necessa´ria para representar o temporizador. Portanto, pode-se utilizar a macro
DEFINE TIMER (figura 3.9), a qual define um temporizador de forma esta´tica, vincula a
func¸a˜o a ser executada pelo temporizador, o valor do campo data e o tempo que ele deve
expirar. Outra opc¸a˜o consiste em criar a varia´vel timer list no pro´prio co´digo e definir
seu nome, func¸a˜o, a varia´vel que deve ser passado para a func¸a˜o e o tempo em que ele
deve expirar, tudo isso acessando diretamente as varia´veis e atribuindo seus valores. Para
inicializar o temporizador deve-se utilizar func¸o˜es disponibilizadas pelo kernel.
<l i nux / t imer . h>
#de f i n e DEFINE TIMER( name , func t i on , exp i r e s , data )
Figura 3.9: Definic¸a˜o de DEFINE TIMER.
Na figura 3.10, sa˜o mostradas as assinaturas das func¸o˜es disponibilizadas para a ini-
cializac¸a˜o de um temporizador de baixa resoluc¸a˜o. Todas essas func¸o˜es sa˜o disponibilizadas
para acesso pelo co´digo do kernel ou via mo´dulo do kernel, ou seja, programas em espac¸o de
usua´rio na˜o podem acessa´-las, a menos que elas sejam exportadas como chamadas de sistema.
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Todas as func¸o˜es apresentadas na figura 3.10 inicializam um temporizador de baixa
resoluc¸a˜o. Elas recebem como paraˆmetros um ponteiro para o temporizador que deve ser
inicializado, um ponteiro para o nome do temporizador e um ponteiro do tipo lock class key.
Os dois u´ltimos paraˆmetros sa˜o utilizados para registrar locks no sistema, registro que e´
utilizado na tentativa de evitar deadlocks no sistema operacional. Cada func¸a˜o dessas tem
uma diferenc¸a em sua inicializac¸a˜o, sendo a init timer key a inicializac¸a˜o padra˜o, a func¸a˜o
init timer on stack key inicializa um temporizador e passa informac¸o˜es adicionais ao sistema
por func¸o˜es de debug.
A func¸a˜o init timer deferrable key inicia um temporizador, mas configura-o atrave´s de
uma flag como sendo um temporizador menos importante, podendo assim ter sua execuc¸a˜o
postergada. Desta forma, sempre que o sistema estiver sem processos para executar e puder
dormir ate´ que o pro´ximo temporizador precise ser executado, todos os temporizadores com
a flag deferrable habilitada sera˜o desconsiderados. Assim, o sistema na˜o precisa acordar so´
para executar estes temporizadores que podem ser adiados [15].
<ke rne l / t imer . c>
void i n i t t im e r k e y ( s t r u c t t i m e r l i s t ∗ timer , const char ∗name ,
s t r u c t l o c k c l a s s k e y ∗key )
{ . . . }
void i n i t t im e r on s t a c k k e y ( s t r u c t t i m e r l i s t ∗ timer , const char ∗name ,
s t r u c t l o c k c l a s s k e y ∗key )
{ . . . }
void i n i t t im e r d e f e r r a b l e k e y ( s t r u c t t i m e r l i s t ∗ timer , const char ∗name ,
s t r u c t l o c k c l a s s k e y ∗key )
{ . . . }
Figura 3.10: Func¸o˜es para inicializar um temporizador de baixa resoluc¸a˜o.
Apo´s a varia´vel timer list estar declarada e com seus campos devidamente inicializa-
dos, e´ necessa´rio a inserc¸a˜o dela na fila de temporizadores, pois o temporizador na˜o esta´
em execuc¸a˜o ate´ que ele seja inserido na fila gerenciada pelo sistema. Para a inserc¸a˜o de
temporizadores existem as func¸o˜es add timer e add timer on como mostrado na figura 3.11.
<ke rne l / t imer . c>
void add timer ( s t r u c t t i m e r l i s t ∗ t imer )
{ . . . }
void add t imer on ( s t r u c t t i m e r l i s t ∗ timer , i n t cpu )
{ . . . )
Figura 3.11: Func¸o˜es utilizadas para inserc¸a˜o de temporizadores na lista.
A func¸a˜o add timer recebe como paraˆmetro um ponteiro para o temporizador que deve
estar devidamente inicializado e que sera´ inserido na lista de temporizadores, passando a estar
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ativo desta forma. Ela adiciona o temporizador na sua respectiva fila de acordo com o valor do
seu campo expires. A func¸a˜o add timer on recebe um ponteiro para o temporizador a ser in-
serido e o nu´mero da CPU onde este deve ser inserido. A func¸a˜o realiza alguns procedimentos
para averiguar se o temporizador ainda na˜o foi inserido e faz a sua devida inserc¸a˜o na fila de
temporizadores certa. Apo´s a inserc¸a˜o o temporizador esta´ ativo e pronto para executar as-
sim que seu tempo expirar. Temporizadores podem ser reutilizados, modificando o tempo em
que ele deve expirar. Para isso sa˜o disponibilizadas as func¸o˜es mod timer, mod timer pending
e mod timer pinned como demonstrado na figura 3.12. Todas estas func¸o˜es recebem como
paraˆmetro um ponteiro para o temporizador a ser alterado e o novo valor de tempo em que
ele deve expirar. Elas podem ser utilizadas para alterar tanto temporizadores ativos como os
que ja´ expiraram, sendo essas as formas mais seguras de alterar o tempo de um temporizador
que ainda na˜o expirou.
<ke rne l / t imer . c>
i n t mod timer ( s t r u c t t i m e r l i s t ∗ timer , unsigned long exp i r e s )
{ . . . }
i n t mod timer pending ( s t r u c t t i m e r l i s t ∗ timer , unsigned long exp i r e s )
{ . . . }
i n t mod timer pinned ( s t r u c t t i m e r l i s t ∗ timer , unsigned long exp i r e s )
{ . . . }
Figura 3.12: Func¸o˜es para modificar um temporizador.
A func¸a˜o mod timer faz as verificac¸o˜es necessa´rias para na˜o realizar trabalho desne-
cessa´rio alterando o temporizador para o mesmo valor de tempo que ele ja´ tinha, realiza
tambe´m os procedimentos de debug e se realmente necessa´rio altera o valor de expires e ativa
o temporizador. A func¸a˜o retorna 1 caso o temporizador estivesse ativo e 0 caso ele estivesse
inativo no sistema.
A func¸a˜o mod timer pending altera o tempo em que o temporizador deveria expirar
e ativa-o novamente, caso o temporizador estivesse ativo, caso contra´rio a func¸a˜o retorna
0 e na˜o atualiza o temporizador nem o ativa. A func¸a˜o mod timer pinned altera o tempo
em que o temporizador informado deveria expirar, na˜o permitindo que ele migre para outro
processador, logo depois ativa-o colocando na lista de temporizadores [3].
Muitas vezes e´ necessa´rio desabilitar temporizadores, pois o trabalho que ele deveria
realizar na˜o e´ mais necessa´rio. Um bom exemplo e´ em aplicativos de rede que enviam pacotes
e tem que receber uma confirmac¸a˜o (ACK) do recebimento dele em um tempo predetermi-
nado. Para contar este tempo e´ ativado um temporizador, o qual quando expira, avisa o
aplicativo. Na maioria dos casos esta confirmac¸a˜o e´ realizada antes do tempo esgotar, assim
o temporizador ativo na˜o tem mais utilidade, sendo ele desativado. Para desativar tempo-
rizadores existem treˆs func¸o˜es, cujas assinaturas podem ser observadas na figura 3.13. A
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func¸a˜o del timer desativa o temporizador e retorna 1 caso ele estivesse ativo. Caso o tem-
porizador ja´ estivesse desativado a func¸a˜o retornaria 0 e na˜o realizaria nenhum trabalho a
mais. Garantindo assim que a func¸a˜o desse temporizador na˜o sera´ executada no futuro. Mas
vale ressaltar que na˜o e´ necessa´ria a preocupac¸a˜o de desativar o temporizador depois que ele
expirou, pois isso e´ feito automaticamente quando ele expira.
<ke rne l / t imer . c>
i n t d e l t ime r ( s t r u c t t i m e r l i s t ∗ t imer )
{ . . . }
i n t d e l t ime r s yn c ( s t r u c t t i m e r l i s t ∗ t imer )
{ . . . }
i n t t r y t o d e l t im e r s yn c ( s t r u c t t i m e r l i s t ∗ t imer )
{ . . . }
Figura 3.13: Func¸o˜es para desativar temporizadores de baixa resoluc¸a˜o.
A func¸a˜o del timer sync difere da func¸a˜o del timer porque ale´m de desabilitar o tempo-
rizador informado, ela preveˆ a possibilidade da func¸a˜o do temporizador estar sendo executada
em alguma CPU. Caso isso esteja ocorrendo, ela espera ate´ o fim dessa execuc¸a˜o. Assim e´
garantido que a func¸a˜o atrelada ao temporizador na˜o esta´ sendo, nem sera´ executada, depois
que ele seja desativado. Por essa raza˜o em quase todos os casos e´ aconselha´vel a utilizac¸a˜o
de del timer sync em vez de del timer [9] [30].
A func¸a˜o try to del timer sync desativa o temporizador caso ele ja´ na˜o esteja execu-
tando a sua func¸a˜o, retornando um valor inteiro maior ou igual a zero caso consiga desativar.
Os temporizadores de baixa resoluc¸a˜o se baseiam no valor de HZ para determinar com
qual frequeˆncia eles sera˜o verificados e processados no caso de estarem expirados. No caso do
Linux estudado, o valor padra˜o para HZ e´ 250, o que faz com que essa verificac¸a˜o seja realizada
250 vezes por segundo, dando uma precisa˜o de 4 milissegundos a estes temporizadores.
A cada 4 milissegundos a fonte de relo´gio utilizada como relo´gio global no sistema, causa
uma interrupc¸a˜o de hardware. Toda interrupc¸a˜o de hardware na arquitetura IA-32 e´ tratada
pela func¸a˜o do IRQ, a qual tem seu fluxo de execuc¸a˜o demonstrada na figura 3.14. Este fluxo
e´ executado em contexto de interrupc¸a˜o, ou seja, isso tudo ocorre com a maior prioridade
de execuc¸a˜o no sistema. Desta forma para evitar uma grande interrupc¸a˜o dos processos
que estejam executando no sistema, este fluxo executado em contexto de interrupc¸a˜o deve
executar o mı´nimo de tarefas poss´ıveis e o mais ra´pido poss´ıvel.
A func¸a˜o irq enter realiza a atualizac¸a˜o de algumas estat´ısticas do sistema. A func¸a˜o
handle irq executa a func¸a˜o responsa´vel por tratar a interrupc¸a˜o gerada. No caso as in-
terrupc¸o˜es de temporizadores de baixa resoluc¸a˜o sa˜o identificadas pela IRQ 0. O tratador
desta interrupc¸a˜o para a arquitetura IA-32 e´ a func¸a˜o timer interrupt, a qual tem seu fluxo
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Figura 3.14: Fluxo do tratador de interrupc¸a˜o na arquitetura IA-32 [31]
de execuc¸a˜o mostrada na figura 3.15. A func¸a˜o irq exit realiza a sa´ıda do contexto de in-
terrupc¸a˜o e executa a func¸a˜o invoke softirq caso necessa´rio. Esta func¸a˜o sera´ discutida em
breve.
A func¸a˜o do tratador de eventos do relo´gio global pode variar, mas sempre executa algo
semelhante ao fluxo exibido na figura 3.15, o qual e´ realizado em ma´quinas compat´ıveis com
a arquitetura IA-32.
A func¸a˜o do timer e´ responsa´vel por atualizar a varia´vel jiffies 64, o tempo do sistema e
calcular as estat´ısticas de carga do sistema. A func¸a˜o update process times tem um papel im-
portante na execuc¸a˜o dos temporizadores de baixa resoluc¸a˜o. A func¸a˜o account process tick
atualiza o tempo de CPU na estrutura do processo. A func¸a˜o scheduler tick atualiza es-
tat´ısticas espec´ıficas do escalonamento do kernel e ativa o me´todo de escalonamento perio´dico
da classe de escalonamento responsa´vel pelo processo atual [31].
A func¸a˜o run local timers e´ responsa´vel por treˆs tarefas. A primeira e´ executar as
func¸o˜es dos temporizadores de alta resoluc¸a˜o, apenas quando estes esta˜o trabalhando em
baixa resoluc¸a˜o, como sera´ visto em breve. A segunda e´ gerar uma interrupc¸a˜o de software
(softIRQ) pro´pria para temporizadores de baixa resoluc¸a˜o, definida pela tag TIMER SOFT-
IRQ. A terceira tarefa e´ verificar se o watchdog esta´ paralisado e resolver o problema.
A softIRQ gerada e´ uma maneira de postergar o trabalho que a interrupc¸a˜o de hardware
deveria realizar. Desta forma a softIRQ realiza as tarefas que demandam um tempo maior
de execuc¸a˜o em hard IRQ, na˜o atrapalhando por um tempo maior que necessa´rio outras
interrupc¸o˜es que podem ocorrer e podem estar bloqueadas em hard IRQ.
Para inicializar a execuc¸a˜o das softIRQs pendentes, e´ chamada a func¸a˜o invoke softirq
pela func¸a˜o irq exit fora do contexto de interrupc¸a˜o. Dependendo da configurac¸a˜o do kernel,
esta func¸a˜o pode executar do softirq com interrupc¸o˜es habilitadas ou na˜o. Uma opc¸a˜o na con-
figurac¸a˜o do kernel utilizada neste trabalho e´ definir a macro CONFIG PREEMPT SOFT-
IRQS, a qual e´ definida por padra˜o e informa a func¸a˜o do softirq que ela deve executar trig-
ger softirqs. Caso esta macro na˜o tenha sido definida, do softirq executa uma outra func¸a˜o
denominada do softirq, a qual executa todas as softIRQs pendentes diretamente.
A macro CONFIG PREEMPT SOFTIRQS indica que as softIRQs devem executar de
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Figura 3.15: Fluxo do tratador de interrupc¸a˜o da IRQ 0 na arquitetura IA-32.
forma que possam ser preemptadas. Para isso existe uma thread responsa´vel para executar
cada softIRQ, as quais executam a func¸a˜o gene´rica ksoftirqd e que recebem como paraˆmetro
a softirq que deve executar. Estas threads sa˜o executadas no sistema com prioridade 49, na
classe de escalonamento de tempo real SCHED FIFO. Elas sa˜o responsa´veis por executar a
func¸a˜o atrelada a softIRQ a qual corresponde. No caso da softIRQ dos temporizadores de
baixa resoluc¸a˜o, a func¸a˜o e´ a run timer softirq, a qual sera´ explicada logo a seguir. Enta˜o caso
trigger softirqs seja escolhida a executar devido a macro citada anteriormente, esta func¸a˜o
acorda todas as threads das softIRQs pendentes.
Quando run timer softirq e´ executada, ela realiza algumas atualizac¸o˜es estat´ısticas e
algumas outras funcionalidades que na˜o e´ de interesse por enquanto, mas o seu principal
objetivo e´ executar a func¸a˜o run timers. Esta func¸a˜o executa todos os temporizadores
expirados (caso exista algum) e se necessa´rio realiza o cascateamento dos temporizadores,
pois estes ficam armazenados na estrutura do ja´ mencionado Cascading Time Wheel.
A cada execuc¸a˜o de run timers, e´ verificado se existe temporizadores no vetor tv1,
o qual deve conter os que esta˜o mais pro´ximos de expirar. Se for encontrado um ou mais
temporizadores na posic¸a˜o relacionada ao valor atual da varia´vel jiffies, o sistema retira
um a um da lista e executa as func¸o˜es vinculadas a cada um e tambe´m atualiza a varia´vel
timer jiffies da estrutura base onde os vetores se localizam.
A cada vez que 256 ticks sa˜o contabilizados, significa que foram verificadas todas as
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posic¸o˜es de tv1 e tratados todos os temporizadores que existiam nelas. Enta˜o o sistema
verifica a pro´xima posic¸a˜o va´lida para tv2, transferindo todos os temporizadores contidos
na fila para qual essa posic¸a˜o aponta, para as suas devidas posic¸o˜es no vetor tv1. Quando
isto ocorrer novamente o sistema verificara´ a pro´xima posic¸a˜o do vetor tv2 e assim por
diante. Quando essas transfereˆncias ocorrerem 64 vezes, ou seja, todas as posic¸o˜es de tv2
foram verificadas e todos os seus temporizadores transferidos, enta˜o e´ realizado o mesmo
processo com o vetor tv3. Assim, e´ verificada a pro´xima posic¸a˜o va´lida no vetor tv3, todos os
temporizadores contidos na fila correspondente a essa posic¸a˜o sa˜o transferidos para preencher
tanto o vetor tv1 quanto o vetor tv2 e assim sucessivamente, ate´ que todas as posic¸o˜es de tv3
tenham sido verificadas e os seus temporizadores transferidos.
Ao terminar de esvaziar os vetores tv1, tv2, tv3 e quando ocorrer mais um tick, ocor-
rera˜o enta˜o processos semelhantes com o vetor tv4, onde cada posic¸a˜o dele sera´ esvaziada
para preencher os vetores com faixas de tempo menores. O mesmo ocorre com o vetor tv5,
sempre que todos os vetores com faixas de tempo menores que a dele estiverem vazios, os
temporizadores correspondentes a posic¸a˜o va´lida em tv5 sa˜o transferidos para os vetores
anteriores.
3.4 Temporizadores de Alta Resoluc¸a˜o
Os temporizadores cla´ssicos eram responsa´veis por prover a contagem do tempo, abran-
gendo todas as tarefas que necessitavam de tal func¸a˜o e fornecendo a mesma precisa˜o de tempo
para todas elas. A abordagem do kernel em relac¸a˜o ao gerenciamento destes temporizadores
tem um bom desempenho para o caso me´dio de execuc¸a˜o, mas no pior caso seu desempenho
na˜o e´ satisfato´rio. Devido a esse e outros motivos, muitos estudos foram realizados para
desenvolver um temporizador com uma precisa˜o melhor do que o ja´ existente. Estes tempo-
rizadores foram denominados de temporizadores de alta resoluc¸a˜o (high resolution timers -
hrtimers) e da˜o precisa˜o temporal na ordem de nanossegundos.
No kernel 2.6.16 foi inserida a estrutura ba´sica dos hrtimers, a qual proveu a maior
parte da sua implementac¸a˜o, menos o suporte a eles. Os temporizadores cla´ssicos passaram
a ser implementados no topo dos mecanismos de alta resoluc¸a˜o, mas na˜o houve melhorias na
sua resoluc¸a˜o de tempo [31].
Como existem processos que necessitam de alta precisa˜o temporal, assim como existem
as que na˜o precisam de tanta precisa˜o, foi desenvolvido um novo subsistema de tempo para
complementar o existente, dividindo os temporizadores em duas categorias. Desta forma os
temporizadores cla´ssicos e os temporizadores de alta resoluc¸a˜o podem funcionar em paralelo
[24]. As categorias sa˜o definidas como:
• Timeouts: sa˜o os temporizadores que requerem baixa precisa˜o e que quase sempre sa˜o
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exclu´ıdos antes mesmo de expirarem [33]. Sa˜o usados principalmente em tarefas de
comunicac¸a˜o de rede e de dispositivos para detectar quando algo na˜o ocorreu como
esperado [11] [24].
• Timers: sa˜o os temporizadores usados para escalonar eventos constantemente, podendo
precisar de alta precisa˜o e geralmente expiram. Eles sa˜o na maioria das vezes relacio-
nados a aplicac¸o˜es em espac¸o de usua´rio ([11] [24].
Desta forma os temporizadores cla´ssicos ou de baixa resoluc¸a˜o passaram a ser usados
como timeouts e os temporizadores de alta resoluc¸a˜o (hrtimers) classificados como timers.
3.4.1 Estruturas de dados
Os temporizadores de alta resoluc¸a˜o sa˜o organizados por uma estrutura diferente das
estruturas dos temporizadores de baixa resoluc¸a˜o. Eles sa˜o organizados por uma a´rvore de
busca bina´ria balanceada, mais especificamente a a´rvore vermelha e preta e sa˜o ordenados
pelo tempo em que devem expirar. Desta forma, evita-se o tempo de resposta de O(n) no
pior caso de execuc¸a˜o, mantendo um tempo de resposta razoa´vel de O(log(n)) para todas as
operac¸o˜es da a´rvore, onde n e´ o nu´mero de temporizadores a expirarem [17] [24].
Estes temporizadores na˜o se baseiam mais por ticks como os cla´ssicos, eles usam o
tempo em ordem de nanossegundos. Eles tambe´m na˜o sa˜o voltados a ter um per´ıodo de
interrupc¸o˜es, mas sa˜o programados para gerar interrupc¸o˜es apenas quando necessa´rio (one-
shot timers). Os hrtimers tem como base dois tipos de relo´gios. O relo´gio monotoˆnico
(CLOCK MONOTONIC ) que comec¸a a contar em zero toda vez que o sistema inicia. O
outro relo´gio (CLOCK REALTIME ) representa o tempo real do sistema, podendo apresentar
saltos de tempo, caso o tempo seja alterado por ajustes [13] [31].
<l i nux / hrt imer . h>
s t r u c t hr t imer cpu base {
a t om i c sp i n l o ck t l ock ;
s t r u c t h r t ime r c l o ck ba s e c l o ck ba s e [HRTIMERMAX CLOCK BASES ] ;
#i f d e f CONFIG HIGH RES TIMERS
kt ime t exp i r e s n ex t ;
i n t h r e s a c t i v e ;
unsigned long nr event s ;
#end i f
#i f d e f CONFIG PREEMPT SOFTIRQS
wai t queue head t wait ;
#end i f
} ;
Figura 3.16: Estrutura de registro de CPU para hrtimer.
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O kernel possui uma estrutura de dados para registro de uma base para os hrtimers
por CPU, podendo desta forma, organizar melhor os temporizadores de alta resoluc¸a˜o por
CPU. A estrutura e´ apresentada na figura 3.16 e seus campos sa˜o definidos a seguir:
• lock : E´ uma varia´vel de bloqueio que garante acesso u´nico a base, protegendo assim a
base da CPU, as bases de relo´gio associadas a CPU e os temporizadores.
• clock base: Vetor com as bases de relo´gio para esta CPU. HRTIMER MAX CLOCK BA-
SES e´ definido com valor igual a 2, indicando a base de relo´gio monotoˆnica e a base de
tempo real.
• expires nex t: Informa o tempo absoluto do pro´ximo evento que deve ocorrer.
• hres active: Informa o estado do modo de alta resoluc¸a˜o, se esta´ ativo ou se apenas o
modo de baixa resoluc¸a˜o esta´ dispon´ıvel. Usada como uma varia´vel boolean.
• nr events: Informa o nu´mero total de eventos de interrupc¸a˜o de tempo.
• wait : E´ uma fila de espera (wait queue), usada quando necessa´rio excluir um tempo-
rizador e ele estiver no estado de execuc¸a˜o de sua func¸a˜o. Enta˜o o temporizador e´
inserido na fila de espera (a na˜o ser em alguns casos especiais) e a func¸a˜o chamada para
excluir o temporizador dorme enquanto a func¸a˜o executa.
Todas as bases de relo´gio para temporizadores de tempo real sa˜o tambe´m registrados
por CPU. Como existem as bases de relo´gio monotoˆnico e a de tempo real, estas sa˜o regis-
tradas uma por CPU, pois cada uma possui dados que diferenciam entre elas. A estrutura
responsa´vel por armazenar estes dados podem ser verificadas na figura 3.17.
<l i nux / hrt imer . h>
s t r u c t h r t ime r c l o ck ba s e {
s t r u c t hr t imer cpu base ∗ cpu base ;
c l o c k i d t index ;
s t r u c t rb r oo t a c t i v e ;
s t r u c t l i s t h e a d exp i red ;
s t r u c t rb node ∗ f i r s t ;
kt ime t r e s o l u t i o n ;
kt ime t (∗ get t ime ) ( void ) ;
kt ime t s o f t i r q t im e ;
#i f d e f CONFIG HIGH RES TIMERS
kt ime t o f f s e t ;
#end i f
} ;
Figura 3.17: Estrutura da base de relo´gio para hrtimer.
Os campos da estrutura hrtimer clock base sa˜o definidos a seguir:
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• cpu base: E´ um ponteiro para a base de CPU onde esta base de relo´gio esta´ registrada,
ja´ que cada uma delas e´ registrada uma vez em cada CPU.
• index : Identifica a qual base de relo´gio se refere (CLOCK REALTIME ou CLOCK MO-
NOTONIC ). Utilizada para identificar a qual base de relo´gio o temporizador pertence
quando e´ necessa´rio transferi-lo para outra CPU.
• active: E´ o nodo principal da a´rvore vermelha e preta, a qual ordena os temporizadores
ativos.
• expired : E´ uma lista para armazenar os temporizadores expirados se necessa´rio.
• first : E´ um ponteiro que indica o pro´ximo temporizador que ira´ expirar.
• resolution: Informa a resoluc¸a˜o do relo´gio em nanossegundos.
• get time: Ponteiro para uma func¸a˜o que retorna o tempo atual do relo´gio.
• softirq time: Informa o tempo de execuc¸a˜o da fila de hrtimer em softIRQ.
• offset : E´ o tempo de compensac¸a˜o para o relo´gio na base monotoˆnica.
O kernel define uma varia´vel global por CPU do tipo hrtimer cpu base chamada hrti-
mer bases, a qual tem o seu vetor clock base inicializada pelo sistema como mostra a figura
3.18. As duas bases do relo´gio sa˜o inicializadas no modo de baixa resoluc¸a˜o (KTIME LOW -
RES ), pois de in´ıcio o sistema apenas suporta este modo de resoluc¸a˜o.
<ke rne l / hrt imer . c>
DEFINE PER CPU( s t r u c t hrt imer cpu base , h r t imer base s ) =
{
. c l o ck ba s e =
{
{
. index = CLOCK REALTIME,
. ge t t ime = &kt ime ge t r e a l ,
. r e s o l u t i o n = KTIME LOW RES,
} ,
{
. index = CLOCKMONOTONIC,
. ge t t ime = &ktime get ,
. r e s o l u t i o n = KTIME LOW RES,
} ,
}
} ;
Figura 3.18: Inicializac¸a˜o das bases de relo´gio por CPU da varia´vel hrtimer bases.
A estrutura responsa´vel por definir um temporizador de alta resoluc¸a˜o no sistema e´
demonstrada na figura 3.19. E seus campos podem ser definidor como:
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<l i nux / hrt imer . h>
s t r u c t hrt imer {
s t r u c t rb node node ;
kt ime t e xp i r e s ;
kt ime t s o f t e x p i r e s ;
enum h r t ime r r e s t a r t (∗ f unc t i on ) ( s t r u c t hrt imer ∗ ) ;
s t r u c t h r t ime r c l o ck ba s e ∗base ;
unsigned long s t a t e ;
s t r u c t l i s t h e a d cb entry ;
i n t i r q s a f e ;
#i f d e f CONFIG TIMER STATS
in t s t a r t p i d ;
void ∗ s t a r t s i t e ;
char start comm [ 1 6 ] ;
#end i f
} ;
Figura 3.19: Estrutura do hrtimer.
• node: Nodo da a´rvore vermelho e preta, utilizado para inserir o temporizador na a´rvore
ordenada.
• expires: Informa o tempo absoluto em que o temporizador deve expirar na repre-
sentac¸a˜o interna de hrtimers. O tempo e´ relacionado ao relo´gio em que o temporiza-
dor e´ baseado. Ele e´ configurado adicionando folga de tempo em relac¸a˜o ao valor de
softexpires. Desta forma o temporizador pode ser executado sem problemas ate´ este
valor de tempo.
• softexpires: Informa o tempo absoluto a partir de quando o temporizador ja´ pode
expirar. Desta forma se o sistema estiver executando um temporizador que expirou,
ele realiza uma verificac¸a˜o procurando temporizadores que ja´ estiverem expirados em
relac¸a˜o ao seu valor de softexpires e os executam, mesmo que eles ainda na˜o tenham
expirado em relac¸a˜o ao seu valor de expires. Isso evita interrupc¸o˜es desnecessa´rias do
processador.
• function: E´ um ponteiro para a func¸a˜o que deve ser executada quando o temporiza-
dor expira. Esta func¸a˜o pode retornar dois valores (HRTIMER RESTART ou HR-
TIMER NORESTART ) quando e´ executada, informando se o temporizador deve ser
reiniciado ou na˜o.
• base: E´ um ponteiro para a base do relo´gio. Lembrando que por este ponteiro pode-se
diferenciar em qual CPU e qual base de relo´gio (monotoˆnico ou tempo real) o tempo-
rizador esta´.
• state: Informa o estado do temporizador. Ele pode ser definido como inativo (HRTI-
MER STATE INACTIVE ), enfileirado na a´rvore vermelha e preta (HRTIMER STA-
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TE ENQUEUED), executando sua chamada de func¸a˜o (HRTIMER STATE CALL-
BACK ) ou que ele esta´ migrando para outra CPU (HRTIMER STATE MIGRATE ).
• cb entry : E´ a cabec¸a de uma lista, usada anteriormente para enfileirar os temporizadores
que expiravam. Essa varia´vel na˜o e´ mais utilizada na versa˜o do kernel estudada, mas
a partir da versa˜o 2.6.32-rc ela ja´ foi retirada da estrutura.
• irqsafe: Indica que o temporizador na˜o vai ser executado atrave´s de softIRQ, sendo
executada assim diretamente em contexto de interrupc¸a˜o (hard IRQ). Seus valores sa˜o
1 ou 0.
• start pid, start site, start comm: Sa˜o campos de estat´ıstica do temporizador. O pri-
meiro informa o identificador pid do processo que inicializou o temporizador. O segundo
guarda o lugar onde o temporizador foi iniciado. O u´ltimo informa o nome do processo
que iniciou o temporizador.
Uma das utilidades para temporizadores de alta resoluc¸a˜o e´ a de contar com precisa˜o o
tempo que um processo deve dormir. Para esta aplicac¸a˜o o kernel disponibiliza uma estrutura
de dados espec´ıfica, demonstrada na figura 3.20. Ela possui como campos, um temporizador
de alta resoluc¸a˜o e um ponteiro para o processo que deve ser acordado no determinado tempo.
<l i nux / hrt imer . h>
s t r u c t h r t ime r s l e e p e r {
s t r u c t hrt imer t imer ;
s t r u c t t a s k s t r u c t ∗ task ;
} ;
Figura 3.20: Estrutura do hrtimer sleeper.
3.4.2 Utilizac¸a˜o dos Temporizadores de Alta Resoluc¸a˜o
Como nos temporizadores de baixa resoluc¸a˜o, os de alta resoluc¸a˜o tambe´m possuem
func¸o˜es para sua utilizac¸a˜o. Comec¸ando pelas func¸o˜es responsa´veis por iniciar um tempori-
zador de alta resoluc¸a˜o, as quais podem ser verificadas na figura 3.21.
A func¸a˜o hrtimer init configura alguns dados de um temporizador de alta resoluc¸a˜o, o
qual e´ informado atrave´s do ponteiro timer. A varia´vel clock id representa sob qual base de
relo´gio o temporizador deve ser registrado, o CLOCK REALTIME ou CLOCK MONOTO-
NIC. Enquanto que a varia´vel mode representa em qual modo o valor de tempo deve ser
representado, que pode ser no modo de tempo relativo (HRTIMER MODE REL) ou absoluto
(HRTIMER MODE ABS ). A func¸a˜o que o temporizador deve executar quando expirar deve
ser informada diretamente antes de chamar uma func¸a˜o para ativar o temporizador na CPU
[13].
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<l i nux / hrt imer . h>
void h r t im e r i n i t ( s t r u c t hrt imer ∗ timer , c l o c k i d t which c lock ,
enum hrtimer mode mode ) ;
i n t h r t ime r s t a r t ( s t r u c t hrt imer ∗ timer , kt ime t tim ,
const enum hrtimer mode mode ) ;
i n t h r t ime r s t a r t r ang e n s ( s t r u c t hrt imer ∗ timer , kt ime t tim ,
unsigned long range ns , const enum hrtimer mode mode ) ;
i n t h r t ime r r e s t a r t ( s t r u c t hrt imer ∗ t imer ) ;
Figura 3.21: Func¸o˜es utilizadas para configurar e ativar um hrtimer.
A func¸a˜o hrtimer start range ns e´ utilizada para configurar o tempo do temporizador
e para ativa´-lo no sistema. Importante ressaltar que esta func¸a˜o e´ utilizada tanto para ativar
um temporizador pela primeira vez como para reativar um ja´ existente. A varia´vel tim
informa o tempo em que o temporizador deve expirar, mode e´ equivalente a varia´vel mode da
func¸a˜o hrtimer init e range ns informa uma variac¸a˜o de tempo para ser acrescido ao tempo
da varia´vel tim, criando a folga de tempo poss´ıvel entre expires e softexpires da estrutura
hrtimer.
A func¸a˜o hrtimer start tem a mesma func¸a˜o de hrtimer start range ns com a u´nica
diferenc¸a que ela na˜o recebe valor de folga range ns. Desta forma o temporizador deve
expirar no tempo informado pela varia´vel tim [13]. A func¸a˜o hrtimer restart e´ utilizada para
reativar um temporizador de alta resoluc¸a˜o, o qual e´ informado atrave´s do ponteiro timer.
Ela supo˜e que o temporizador ja´ esta´ com os valores que devem expirar corretos e o reativa
utilizando tais valores.
<l i nux / hrt imer . h>
i n t h r t ime r canc e l ( s t r u c t hrt imer ∗ t imer ) ;
i n t h r t ime r t r y t o c an c e l ( s t r u c t hrt imer ∗ t imer ) ;
Figura 3.22: Func¸o˜es para cancelar um hrtimer.
As func¸o˜es utilizadas para cancelar um temporizador de alta resoluc¸a˜o podem ser verifi-
cadas na figura 3.22. Para cancelar um temporizador ja´ iniciado, sa˜o fornecidas duas func¸o˜es
que diferem um pouco uma da outra. A func¸a˜o hrtimer try to cancel tenta cancelar o tempo-
rizador informado pelo ponteiro timer. Ela verifica se o temporizador ja´ esta´ executando sua
func¸a˜o, neste caso na˜o cancela o temporizador, retornando o valor -1 como resultado. Caso
o temporizador estiver ativo e na˜o executando sua func¸a˜o, ele e´ cancelado e a func¸a˜o retorna
o valor 1, caso ele ja´ esteja inativo, nada e´ feito com ele, a func¸a˜o apenas retorna o valor 0
[13].
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A func¸a˜o hrtimer cancel retorna o valor 0 caso o temporizador ja´ esteja inativo. Caso
o temporizador esteja ativo e executando sua func¸a˜o, hrtimer cancel espera o te´rmino dela
atrave´s da func¸a˜o hrtimer wait for timer, que utiliza-se da varia´vel wait da base de CPU
para esperar o processador sem grande overhead. E quando e´ cancelado o temporizador que
estava ativo, e´ retornado o valor 1.
<l i nux / hrt imer . h>
i n t s chedu l e hr t imeout range ( kt ime t ∗ exp i r e s , unsigned long de l ta ,
const enum hrtimer mode mode ) ;
i n t s chedu l e hr t imeout ( kt ime t ∗ exp i r e s ,
const enum hrtimer mode mode ) ;
Figura 3.23: Func¸o˜es de sleep que utilizam hrtimers.
Uma das utilizac¸o˜es dos temporizadores de alta resoluc¸a˜o e´ fazer um processo dormir
por um per´ıodo de tempo. Existem duas func¸o˜es para isto que se utilizam da estrutura
hrtimer sleeper apresentada na figura 3.20. Estas func¸o˜es podem ser verificadas na figura
3.23.
A func¸a˜o schedule hrtimerout range recebe como paraˆmetros o tempo que o processo
deve dormir, representado pelo ponteiro expires, uma varia´vel delta que define um tempo de
folga para o temporizador, como explicado anteriormente, e uma varia´vel mode que informa
se o tempo de expires esta´ no modo absoluto ou relativo [16]. Esta func¸a˜o configura um
hrtimer sleeper para acordar o processo que o chamou no per´ıodo de tempo determinado
pelos paraˆmetros informados. Caso o tempo informado em que o temporizador deve expirar
seja menor que o tempo atual, o processo e´ acordado imediatamente.
A func¸a˜o schedule hrtimerout e´ semelhante a func¸a˜o schedule hrtimerout range, com
a u´nica diferenc¸a que ela na˜o disponibiliza uma faixa de tempo onde o processo pode ser
acordado, mas apenas o tempo certo no qual ele deve ser acordado.
3.4.3 Funcionamento dos hrtimers em Baixa Resoluc¸a˜o
Os temporizadores de alta resoluc¸a˜o nem sempre trabalham em alta resoluc¸a˜o temporal,
ou seja, nem sempre eles possuem uma resoluc¸a˜o de nanossegundos. Eles podem trabalhar no
modo de baixa resoluc¸a˜o por alguns motivos, como o sistema na˜o possuir nenhuma fonte de
relo´gio que possa prover a resoluc¸a˜o necessa´ria ou quando o sistema operacional esta´ iniciando
e ainda na˜o inicializou a fonte de relo´gio necessa´ria. Enta˜o quando estes temporizadores
trabalham em modo de baixa resoluc¸a˜o, eles trabalham na mesma frequeˆncia de HZ, tendo
esta varia´vel como padra˜o igual a 250, a resoluc¸a˜o e´ de 4 milissegundos.
Como explicado anteriormente, foi mostrado como funcionam os temporizadores de
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baixa resoluc¸a˜o e o que ocorre a cada interrupc¸a˜o dos temporizadores. A cada interrupc¸a˜o
destes e´ executada a func¸a˜o run local timers, a qual gera interrupc¸o˜es de software para exe-
cutar os temporizadores cla´ssicos, mas tambe´m chama a func¸a˜o hrtimer run queues, sendo
esta responsa´vel por executar os temporizadores hrtimers no modo de baixa resoluc¸a˜o.
A func¸a˜o hrtimer run queues executa em contexto de interrupc¸a˜o (hard IRQ). Ela
verifica todos os temporizadores expirados de todas as bases de relo´gio da CPU que gerou a
interrupc¸a˜o e trata eles de duas formas distintas:
• Os temporizadores que tiverem sua varia´vel irqsafe configurada com o valor 1, tera˜o
suas func¸o˜es executadas imediatamente atrave´s da func¸a˜o run hrtimer ainda em hard
IRQ;
• Os demais temporizadores expirados sera˜o adicionados na lista expired da base de
relo´gio, tendo suas func¸o˜es executadas em outro momento atrave´s da softIRQ res-
ponsa´vel pelos temporizadores de alta resoluc¸a˜o (HRTIMER SOFTIRQ).
A func¸a˜o termina sua execuc¸a˜o acordando a thread de softIRQ (ksoftirqd) para poster-
gar a execuc¸a˜o dos temporizadores, caso tenha algum temporizador expirado que tenha sido
inclu´ıdo na lista expired.
Enta˜o, como os hrtimers podem ser executados de duas formas diferentes, eles precisam
de duas func¸o˜es distintas. No caso da func¸a˜o run hrtimer, apenas um hrtimer e´ executado
a cada chamada dela. Onde o temporizador tem sua func¸a˜o executada ela pode retornar um
valor HRTIMER RESTART, indicando que este mesmo temporizador deve ser reiniciado,
voltando a ser inserido na base a qual ele pertencia.
No caso dos temporizadores executados pela thread de softIRQ, eles devem esperar pela
execuc¸a˜o da thread ksoftirqd, a qual possui prioridade 49 e pertence a classe de escalonamento
SCHED FIFO que segue o mesmo processo ja´ explicado na sec¸a˜o de funcionamento dos tem-
porizadores de baixa resoluc¸a˜o. Ela chamara´ a func¸a˜o run hrtimer softirq e esta func¸a˜o (no
kernel estudado) chama outra (hrtimer rt run pending), a qual e´ a verdadeira responsa´vel
por executar todos os temporizadores de alta resoluc¸a˜o que esta˜o na lista expired. Da mesma
forma que em run hrtimer, os temporizadores que necessitam ser reinicializados, tambe´m
sera˜o por esta func¸a˜o. Por fim ele acorda os processos que esta˜o registrados na fila de espera
wait da base de CPU atrave´s da func¸a˜o wake up timer waiters. Estes processos devem estar
esperando para terminar a exclusa˜o de temporizadores, os quais quando estavam executando
suas func¸o˜es, tiveram que ser exclu´ıdos durante este processo, fazendo com que a tarefa de
exclusa˜o espere pelo fim da execuc¸a˜o de sua tarefa.
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3.4.4 Funcionamento dos hrtimers em Alta Resoluc¸a˜o
Enquanto os temporizadores de alta resoluc¸a˜o estiverem executando em modo de baixa
resoluc¸a˜o, a cada tick e´ verificado se eles ja´ podem trabalhar em alta resoluc¸a˜o atrave´s da
func¸a˜o hrtimer run pending que e´ chamada a cada execuc¸a˜o de run timer softirq. Se verifi-
cado que pode ocorrer a troca para alta resoluc¸a˜o, a func¸a˜o hrtimer switch to hres realiza esta
troca. Assim, os temporizadores de alta resoluc¸a˜o funcionara˜o realmente em alta resoluc¸a˜o.
O dispositivo de eventos utilizado para obter a alta resoluc¸a˜o, trabalha em modo one-
shot e na˜o perio´dico. A cada interrupc¸a˜o gerada, esse dispositivo chama a func¸a˜o hrti-
mer interrupt em contexto de interrupc¸a˜o. Essa func¸a˜o e´ semelhante a hrtimer run queues,
a qual foi explicada anteriormente, mas com algumas diferenc¸as necessa´rias.
A func¸a˜o hrtimer interrupt verifica quais os temporizadores que esta˜o expirando no
momento, em cada base de relo´gio (monotoˆnica e tempo real) e atrave´s de sua varia´vel
irqsafe verifica se ele deve ter sua func¸a˜o executada imediatamente ainda em hard IRQ, ou se
ela deve ser postergada atrave´s de softIRQ, da mesma forma como explicado anteriormente
na execuc¸a˜o da func¸a˜o hrtimer run queues. Quando isso tiver sido realizado para todos os
temporizadores expirados, a func¸a˜o calcula quando deve ocorrer a pro´xima interrupc¸a˜o do
dispositivo de eventos e tenta por cinco vezes o reprogramar. Caso na˜o consiga reprogramar,
supo˜e-se que ele esteja se suspendendo e altera-se o valor de min delta ns do dispositivo
de eventos para treˆs vezes o valor gasto executando a func¸a˜o hrtimer interrupt, forc¸ando
os temporizadores programarem suas interrupc¸o˜es baseados nesse valor mı´nimo. Assim o
dispositivo de eventos tem um tempo maior entre interrupc¸o˜es para evitar essas suspenso˜es.
Por fim caso algum temporizador tenha sido inclu´ıdo na lista expired da base de relo´gio,
a func¸a˜o acorda a thread de softIRQ (ksoftirqd) responsa´vel por executar os temporizadores de
alta resoluc¸a˜o. Assim como explicado anteriormente sobre essa thread, ela e´ escalonada pelo
processador com prioridade 49, pela classe de escalonamento de tempo real SCHED FIFO.
3.5 Ticks Dinaˆmicos
Como visto anteriormente, os temporizadores de baixa resoluc¸a˜o trabalham baseados
em ticks perio´dicos. Assim o dispositivo de evento de relo´gio e´ programado para gerar uma
interrupc¸a˜o a cada per´ıodo determinado de tempo. Nem sempre existem temporizadores
a serem processados a cada tick, mas mesmo assim sa˜o geradas interrupc¸o˜es. Isso causa
ineficieˆncia, pois sa˜o executados trabalhos desnecessa´rios e evita economia de energia, a qual
e´ necessa´ria para alguns sistemas.
Para resolver este problema foi desenvolvido um me´todo de ticks dinaˆmicos ou tambe´m
conhecido como tickless, os quais so´ geram ticks quando a CPU precisar contar a passagem
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deles. Desta forma o sistema pode entrar por per´ıodos de inatividade maiores, economizando
mais energia. Mas estes ticks dinaˆmicos sa˜o ativados apenas se a fonte de relo´gio do sistema
puder gerar interrupc¸o˜es do tipo one-shot e se eles forem definidos em tempo de compilac¸a˜o
do kernel.
Assim os ticks sa˜o gerados dinamicamente de forma perio´dica quando necessa´rio, ou
seja, eles sa˜o ativados apenas quando algum processo esta´ em execuc¸a˜o, de outra forma eles
sa˜o desativados, sendo reativados quando ocorre uma interrupc¸a˜o externa ou no momento
em que o pro´ximo tick relevante deva expirar. Para identificar quando nenhum processo esta´
executando e desativar os ticks perio´dicos, utiliza-se de um processo especial chamada ”idle
task”, a qual e´ escalonada para executar quando na˜o existe nenhuma outra a ser executada.
Ela na˜o realiza tarefa alguma, e´ utilizada apenas para informar que o sistema esta´ ocioso
[31].
Como o sistema inicia com os temporizadores em modo de baixa resoluc¸a˜o, a cada
tick do sistema e´ verificado se os temporizadores de alta resoluc¸a˜o ou os ticks dinaˆmicos
podem ser habilitados e caso possam, eles sa˜o habilitados. Os ticks dinaˆmicos so´ podem ser
habilitados com temporizadores de baixa resoluc¸a˜o sob duas condic¸o˜es: um dispositivo de
evento de relo´gio que suporte o modo one-shot deve estar dispon´ıvel e os temporizadores de
alta resoluc¸a˜o na˜o podem estar habilitados. No caso dos temporizadores usados sejam os de
alta resoluc¸a˜o, os ticks dinaˆmicos sa˜o habilitados de forma mais fa´cil [31].
Para habilitar os ticks dinaˆmicos em modo de baixa resoluc¸a˜o e´ necessa´rio configurar
o dispositivo de eventos de relo´gio para o modo one-shot e instalar um tratador de tick
apropriado. Caso o sistema esteja em modo de alta resoluc¸a˜o, o dispositivo de evento de
relo´gio ja´ estara´ em modo one-shot e facilita esta habilitac¸a˜o.
O tratador instalado deve realizar todas as ac¸o˜es necessa´rias para o mecanismo de tick
e reprogramar o dispositivo de tick de forma que o pro´ximo tick expire no tempo correto.
Ele e´ responsa´vel por verificar qual CPU no sistema sera´ responsa´vel por gerar o tick global.
Diferente de como acontecia anteriormente com os ticks perio´dicos, as CPUs podem entrar
em grandes per´ıodos de inatividade. Sendo assim, o tick global na˜o e´ responsabilidade de
apenas uma CPU o tempo todo. Caso a CPU responsa´vel pelo tick global va´ dormir por um
per´ıodo longo de tempo, ela abre ma˜o desta tarefa e a pro´xima CPU que tiver seu tratador
de tick chamado fica como responsa´vel, assim esta tarefa e´ revesada entre as CPUs.
Existe tambe´m a possibilidade de todas as CPUs dormirem ao mesmo tempo por um
longo per´ıodo. Desta forma, a primeira CPU que acordar atualiza o tick global na quantidade
exata de jiffies que ela dormiu. Esse nu´mero de jiffies e´ calculado atrave´s do tempo atual do
relo´gio e o tempo que a CPU registrou quando comec¸ou a dormir.
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Cap´ıtulo 4
Inversa˜o de Prioridade Causada por
Temporizadores de Alta Resoluc¸a˜o
Nos cap´ıtulos anteriores foram apresentados a teoria ba´sica sobre processos de um sis-
tema operacional, interrupc¸o˜es no Linux e como o kernel do Linux funciona em relac¸a˜o ao
escalonamento de processos de tempo real e seus temporizadores. Neste cap´ıtulo sera´ reali-
zada uma ana´lise detalhada da inversa˜o de prioridades que pode acontecer em determinadas
ocasio˜es.
4.1 Caracterizac¸a˜o do Problema
Os temporizadores de alta resoluc¸a˜o foram um grande passo para o aprimoramento do
kernel em relac¸a˜o ao seu escalonamento de processos. Devido a eles, os processos podem ser
escalonados com precisa˜o maior de tempo. Como visto, a execuc¸a˜o destes temporizadores
pode acontecer com maior ou menor precisa˜o devido ao momento em que ele e´ processado,
podendo ser executado diretamente em hard IRQ ou pode ter seu trabalho postergado atrave´s
de softIRQ. Esta te´cnica de postergac¸a˜o utilizada no Linux e denominada softIRQ tem o
objetivo de fazer com que a execuc¸a˜o destes processos atrapalhe o mı´nimo poss´ıvel os que
estejam executando no sistema [38].
Os temporizadores em software sa˜o criados indiretamente por qualquer processo, utili-
zando func¸o˜es e aplicac¸o˜es atrave´s da interface de programac¸a˜o de aplicac¸o˜es (API - Appli-
cation Programming Interface). Esta API dos temporizadores possibilita a criac¸a˜o e mani-
pulac¸a˜o deles de uma forma segura ao sistema operacional, na˜o permitindo que os temporiza-
dores sejam criados de forma que obviamente ira´ diminuir muito o desempenho do sistema ou
ate´ trava´-lo. Assim, qualquer processo executando no sistema pode chamar uma func¸a˜o do
sistema que crie um ou mais de um temporizador para contar o tempo com alguma finalidade.
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No Linux, a maioria dos temporizadores de alta resoluc¸a˜o sa˜o executados em hard IRQ,
como pode ser verificado na figura 4.1, a qual foi gerada atrave´s de dados obtidos do kernel
do Linux estudado. Para obter todos os dados utilizados neste trabalho, foram criados va´rios
processos atrave´s de alguns programas de uso normal no Linux, principalmente os que se
utilizam bastante de acesso a disco e rede, para assim tentar simular um ambiente onde o
sistema tenha alta carga de processos e temporizadores de alta resoluc¸a˜o. Os tempos obtidos
neste trabalho sa˜o medidos utilizando a estrutura ktimer e as medic¸o˜es possuem resoluc¸a˜o
de nanossegundos.
Como a maioria dos temporizadores de alta resoluc¸a˜o criados sa˜o executados em hard
IRQ, ou seja, com a maior precisa˜o poss´ıvel, isto faz com que os processos do sistema sofram
bastante com interfereˆncias causadas por eles. Estes temporizadores sa˜o utilizados por va´rios
processos que necessitam de precisa˜o temporal. Uma utilizac¸a˜o muito frequente deles e´ de
servir como sleep, ou seja, fazer com que um processo durma por um determinado tempo,
criando um temporizador para tirar este processo da fila de espera para a fila de prontos
(conhecido tambe´m como ato de acordar um processo) assim que seu tempo expirar.
Para a utilizac¸a˜o de sleeps, o kernel disponibiliza a estrutura espec´ıfica hrtimer sleeper,
juntamente com duas func¸o˜es para a utilizac¸a˜o desta estrutura como explicado anteriormente.
Depois de pesquisas realizadas no kernel estudado, constatou-se que todos os temporizadores
utilizados como sleeps atrave´s desta estrutura sa˜o executados em hard IRQ. Atrave´s da figura
4.1 pode-se verificar a diferenc¸a entre as quantidades de temporizadores de alta resoluc¸a˜o exe-
cutados no sistema. Nesta figura realiza-se a contagem de hrtimers executados por segundo,
dividindo-os em treˆs formas de execuc¸a˜o, sendo os executados em SoftIRQ (que pode-se ver
no gra´fico que a maioria das vezes na˜o existe nenhum temporizador executado por segundo),
os temporizadores executados em hard IRQ e que sa˜o utilizados como sleeps (que pode-se
verificar que uma boa quantidade de vezes chega a executar cerca de 310 hrtimers por se-
gundo) e os demais executados em hard IRQ (que pode-se verificar que mesmo executando
bastante temporizadores por segundo, ainda executam menos que os utilizados como sleeps).
O gra´fico da figura 4.1 foi obtido atrave´s de uma medic¸a˜o de 10 minutos, o que levou a 600
repetic¸o˜es de medic¸o˜es da quantidade de hrtimers executados no sistema, uma por segundo,
quando o sistema executava cerca de 40 processoss (sem considerar seus processos filhos).
No kernel do Linux estudado neste trabalho, quando um processo normal esta´ na fila
de espera e volta para a fila de prontos, ele volta a ter uma fatia de tempo da CPU de acordo
com sua prioridade. Mas quando um processo de tempo real esta´ na fila de espera e volta
para a fila de prontos, este so´ sera´ executado caso sua prioridade seja maior que os outros
processos de tempo real executando na CPU. Como os processos de tempo real no Linux teˆm
prioridade maior do que os processos normais do sistema, mesmo que existam va´rios processos
normais na fila de prontos, se existir pelo menos um processo de tempo real nesta fila, seja
qual for sua prioridade, ele sera´ executado antes de todos os outros processos normais.
4.1. Caracterizac¸a˜o do Problema 51
Figura 4.1: Diferenc¸a entre as quantidades de HRTimers executados no sistema.
Processos de tempo real devem ter suas prioridades respeitadas, pois caso contra´rio,
seus deadlines correm um risco maior de na˜o poderem ser cumpridos. Estudos relacionados
a processos de tempo real e suas prioridades sa˜o muito comuns, como por exemplo, estudos
que propo˜em me´todos para resolver inverso˜es de prioridades em processos de tempo real [29].
No kernel estudado, muitos processos utilizam-se dos temporizadores de tempo real
para dormirem por um breve momento, cumprindo assim seus per´ıodos de execuc¸a˜o, voltando
para a fila de prontos da CPU nos momentos corretos, onde podem ser executados novamente
de acordo com as deciso˜es do escalonador. Tais processos, quando devem voltar a` fila de
prontos, sa˜o processados pelos temporizadores diretamente em hard IRQ, interrompendo
assim qualquer processo que esteja sendo executado pelo processador. Enta˜o, caso existam
processos de tempo real sendo executados, eles sera˜o interrompidos por qualquer processo
que deva voltar para a fila de prontos, podendo ser ele ate´ o processo menos relevante do
sistema (excluindo destes o processo especial Idle).
Os processos que sa˜o acordados pelos temporizadores entram na fila de prontos, mas
caso eles na˜o possuam prioridade maior a todos os processos de tempo real que ja´ estejam
na fila de prontos ou executando, eles teˆm que esperar ate´ que todos os processos de maior
prioridade executem, para assim o escalonador poder processa´-los. Enta˜o, a interfereˆncia
causada por estes processos devido a execuc¸a˜o do seu temporizador em relac¸a˜o aos processos
de tempo real e´ desnecessa´ria.
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Para entender melhor o que ocorre no Linux estudado, supo˜e-se treˆs processos de tempo
real (T1, T2 e T3) que devem ser escalonados por um processador atrave´s da classe de
escalonamento SCHED FIFO. O processo T1 de prioridade 99 possui um per´ıodo de execuc¸a˜o
e deadline igual a 50 e tempo de execuc¸a˜o igual a 15. Os processos T2 e T3 teˆm prioridades
2 e 1 respectivamente, tendo os seus per´ıodos e deadlines iguais a 46. Na representac¸a˜o do
escalonamento destes processos o tratador de interrupc¸a˜o e´ representado por um processo
de mais alta prioridade, pois ele e´ tratado em hard IRQ e interrompe qualquer processo
executando no sistema. A figura 4.2 mostra a situac¸a˜o de forma simplificada.
Figura 4.2: Exemplo de escalonamento de processos no Linux estudado.
Como pode-se ver na figura 4.2, o processo T1 e´ o primeiro a chegar a` fila de prontos
e comec¸a a executar. Logo apo´s, o temporizador de alta resoluc¸a˜o responsa´vel por acordar
os processos T2 e T3 expira e o tratador de interrupc¸a˜o entra em execuc¸a˜o, interrompendo
o processo T1 por um tempo considera´vel. Quando o tratador termina o seu trabalho, o
processo T1 volta a executar, pois ele ainda e´ o processo de maior prioridade na fila de
prontos. Assim que T1 termina sua execuc¸a˜o, T2 e T3 podem executar de acordo com suas
prioridades. Desta forma verifica-se como os temporizadores de alta resoluc¸a˜o interferem na
execuc¸a˜o de alguns processos, realizando um trabalho desnecessa´rio para o momento, pois
acorda os processos de menor prioridade que na˜o executara˜o ainda, causando uma inversa˜o
de prioridades.
4.2 Medic¸o˜es de Interfereˆncia
A interfereˆncia que o tratador de interrupc¸o˜es pode causar sobre os processos de mais
alta prioridade pode ser calculada, podendo-se assim ter uma estimativa de quanto estas
interrupc¸o˜es podem prejudicar os processos de tempo real. Atrave´s da equac¸a˜o (4.1) pode-
se calcular o tempo que o tratador de interrupc¸o˜es gasta para processar os temporizadores
expirados.
CT = CTC + CFG + CTAR (4.1)
As varia´veis da equac¸a˜o (4.1) apresentada podem ser definidas como:
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• CT : Tempo de execuc¸a˜o gasto pelo tratador de interrupc¸o˜es para processar todos os
temporizadores de alta resoluc¸a˜o expirados;
• CTC : Tempo gasto nas trocas de contexto entre o processo que estava executando e o
co´digo do tratador de interrupc¸o˜es;
• CFG: Tempo gasto para o tratador de interrupc¸o˜es processar todas as func¸o˜es gerais
da sua rotina, como atualizar estat´ısticas, varia´veis entre outras tarefas;
• CTAR: Tempo gasto para processar todos os temporizadores de alta resoluc¸a˜o expirados.
A varia´vel CTAR e´ um pouco mais complexa que as outras, sendo calculada atrave´s da so-
mato´ria mostrada na equac¸a˜o (4.2):
CTAR =
n∑
i=1
(
CFT (i)
)
(4.2)
A equac¸a˜o (4.2) e´ o ca´lculo de CTAR, o qual e´ o somato´rio das varia´veis CFT (i), onde
i varia de 1 ate´ n, sendo n o nu´mero de temporizadores de alta resoluc¸a˜o expirados e CFT
representa o tempo de execuc¸a˜o da func¸a˜o ligada ao temporizador, o qual pode variar devido
a alguns fatores. Por exemplo, quando a func¸a˜o tenta acordar um processo que ja´ esta´ na
fila de prontos, na˜o e´ necessa´rio muito tempo de processamento. Quando deve-se acordar um
processo que esta´ realmente dormindo, ainda pode existir variac¸o˜es no tempo de execuc¸a˜o
devido a situac¸o˜es diferentes em que o processo pode se encontrar, como tambe´m problemas
de cache e outros fatores comuns de um sistema operacional. Estas variac¸o˜es de tempo podem
ser verificadas na figura 4.3.
Figura 4.3: Variac¸a˜o de tempo para acordar um processo atrave´s do tratador de interrupc¸a˜o.
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Para validar o ca´lculo da equac¸a˜o (4.1) foram criados dois conjuntos de processos, para
assim medir o tempo de execuc¸a˜o de cada varia´vel necessa´ria na equac¸a˜o e depois comparar
com o resultado final do processamento dos processos. Para facilitar e melhorar a precisa˜o
das medic¸o˜es, todos os processos utilizados sa˜o escalonados pela pol´ıtica de escalonamento
de tempo real SCHED FIFO. Os dados do primeiro conjunto de processos foram definidos
como apresentado na tabela 4.1.
Processo Prioridade Per´ıodo Deadline Tempo de execuc¸a˜o
TA 99 170 us 170 us 20 us
TB 5 170 us 170 us 20 us
Tabela 4.1: Dados dos processos TA e TB.
O conjunto de processos apresentado tem seus tempos de execuc¸a˜o bem pequenos,
executando em questa˜o de microssegundos, assim como seus per´ıodos e deadlines. Suas
prioridades sa˜o diferentes, lembrando que a prioridade 99 e´ a mais alta e 1 e´ a mais baixa.
Na execuc¸a˜o medida no kernel foi induzido que o processo TB dormisse e so´ acordasse durante
a execuc¸a˜o do processo TA. Desta forma, o processo TA foi iniciado e 5104 nanossegundos
depois ocorreu uma interrupc¸a˜o, a qual foi responsa´vel por tratar o temporizador de alta
resoluc¸a˜o que acordou o processo de tempo real TB. Atrave´s das medic¸o˜es realizadas no
kernel foi criada a tabela 4.2 que possui os valores necessa´rios para se aplicar a`s equac¸o˜es
(4.1) e (4.2). Todas as medic¸o˜es dos tempos de execuc¸a˜o dos processos no kernel foram
realizadas repetidamente cerca de vinte vezes, enta˜o como os valores na˜o variaram tanto
entre as medic¸o˜es, para cada caso foi utilizada uma das medic¸o˜es que tenha se aproximado
mais da me´dia entre as medic¸o˜es realizadas.
Varia´vel Valor
CTC 1487 ns
CFG 1692 ns
CFT (1)”TB” 12197 ns
Tabela 4.2: Tempos do primeiro conjunto de processos (TA e TB).
Aplicando os valores da tabela 4.2 a`s equac¸o˜es (4.2) e (4.1) respectivamente, obtem-se
o tempo de interfereˆncia que o processo TA sofre por causa do processo TB. Este ca´lculo pode
ser verificado na equac¸a˜o (4.3), ja´ a figura 4.4 mostra como ocorreu a primeira execuc¸a˜o
dos processos TA e TB.
CTAR = 12197ns
CT = 1487 + 1692 + 12197
CT = 15376ns
(4.3)
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Na execuc¸a˜o deste conjunto de processos representado pela figura 4.4, sa˜o apresentados
treˆs processos (TA, TB e TI), onde TI e´ apenas uma forma de representar a execuc¸a˜o do
tratador de interrupc¸a˜o, o qual e´ utilizado para executar os temporizadores de alta resoluc¸a˜o
expirados. No caso, o processo TA e´ interrompido por TI para que o processo TB seja
acordado. Como TB tem prioridade menor que TA, assim que TI termina de executar, o
escalonador de processos do kernel na˜o permite que TB seja executado ate´ que TA tenha
terminado sua execuc¸a˜o. Desta forma, TA demorou mais para concluir sua execuc¸a˜o, para que
o tratador de interrupc¸a˜o acorde o processo TB com a precisa˜o que os temporizadores de alta
resoluc¸a˜o oferecem. Vale ressaltar que, devido as medic¸o˜es serem na ordem de nanossegundos,
a execuc¸a˜o dos processos varia um pouco, como pode ser notado no exemplo da figura 4.4,
onde os processos que deveriam executar em 20000 nanossegundos, acabam por executar em
um tempo um pouco maior.
Figura 4.4: Representac¸a˜o da execuc¸a˜o dos processos TA e TB.
Para mostrar como o tempo de interfereˆncia que o processo TA sofre pode ser mais sig-
nificativo, e´ mostrado outro conjunto de processos semelhante ao primeiro conjunto, mas com
mais processos (TA, TB, TC, TD e TE). Os dados destes processos podem ser visualizados
atrave´s da tabela 4.3.
Processo Prioridade Per´ıodo Deadline Tempo de execuc¸a˜o
TA 99 170 us 170 us 20 us
TB 10 170 us 170 us 20 us
TC 9 170 us 170 us 20 us
TD 8 170 us 170 us 20 us
TE 7 170 us 170 us 20 us
Tabela 4.3: Dados dos processos TA, TB, TC, TD e TE.
Este segundo conjunto de processos tem prioridades diferentes para poder mostrar uma
sequeˆncia lo´gica de execuc¸a˜o, a qual foi induzida de forma que os processos TB, TC, TD e
TE dormissem e so´ acordassem durante a execuc¸a˜o do processo TA. Desta forma, o processo
TA foi iniciado e pouco tempo depois ocorreu uma interrupc¸a˜o responsa´vel por tratar os
temporizadores de alta resoluc¸a˜o, que por sua vez foram responsa´veis por acordar os outros
processos de tempo real (TB, TC, TD e TE). Os valores de tempo das varia´veis utilizadas
no ca´lculo das equac¸o˜es (4.1) e (4.2) podem ser verificadas na tabela 4.4. O ca´lculo para
descobrir qual o tempo de interrupc¸a˜o que o processo TA sofreu, aplicando os valores das
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varia´veis da tabela 4.4, pode ser verificado na equac¸a˜o (4.4).
Varia´vel Valor
CTC 1397 ns
CFG 1715 ns
CFT (1)”TB” 11414 ns
CFT (2)”TC” 8027 ns
CFT (3)”TD” 13185 ns
CFT (4)”TE” 7585 ns
Tabela 4.4: Tempos de execuc¸a˜o do segundo conjunto de processos (TA, TB, TC, TD e TE).
CTAR = 11414 + 8027 + 13185 + 7585
CTAR = 40211ns
CT = 1397 + 1715 + 40211
CT = 43323ns
(4.4)
Desta forma, o processo TA que deveria processar durante 20000 ns sofreu uma in-
terfereˆncia de 43323 ns, ou seja, mais do que o dobro do tempo necessa´rio para terminar o
processamento de TA. Os outros processos que foram acordados, atrapalhando assim o pro-
cesso TA, so´ puderam ser processadas depois da execuc¸a˜o deste. Para visualizar melhor, a
figura 4.5 mostra a execuc¸a˜o medida no kernel deste conjunto de processos.
Figura 4.5: Representac¸a˜o da execuc¸a˜o dos processos TA, TB, TC, TD e TE.
Semelhante como ocorre na execuc¸a˜o da figura 4.4, na execuc¸a˜o da figura 4.5 existe
a representac¸a˜o do tratador de interrupc¸a˜o (TI), o qual desta vez demora bem mais na
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sua execuc¸a˜o, pois agora deve acordar 4 processos sequencialmente em vez de apenas um.
Assim, o processo TA, acaba sofrendo uma interfereˆncia de 43323 nanossegundos para que
os processos TB, TC, TD e TE sejam acordados, mesmo que so´ entrem em execuc¸a˜o de fato
depois que o processo TA termine de executar.
Isto pode ser visto como uma inversa˜o de prioridades, pois nos dois casos o processo
TA, que e´ a de maior prioridade, e´ preemptado pelo tratador de interrupc¸a˜o para realizar
um processo que diz respeito aos processos de prioridades menores. Desta forma mostra-se
um problema que em certas ocasio˜es pode causar inversa˜o de prioridades, mas em outras
pode ser justamente o contra´rio, fazendo com que os processos de mais alta prioridade sejam
postas na fila de prontos durante a execuc¸a˜o de processos de menor prioridade, fazendo com
que elas iniciem no momento correto, ou mais pro´ximo do correto.
4.3 Comenta´rios
Os temporizadores de alta resoluc¸a˜o necessitam de precisa˜o, por causa disto, sua
execuc¸a˜o na˜o pode ser postergada atrave´s de SoftIRQ, sendo executados em hard IRQ, o
que acaba causando interfereˆncia a todos os processos em execuc¸a˜o, a na˜o ser pelos tem-
porizadores de alta resoluc¸a˜o que sa˜o marcados para executarem realmente em SoftIRQ, ja´
que estes podem ser postergados. Mas todos os temporizadores de alta resoluc¸a˜o que sa˜o
utilizados para acordar um processo sa˜o executados em hard IRQ, o que leva ao problema
encontrado, pois estes temporizadores preemptam todos os processos em execuc¸a˜o para acor-
dar outros, so´ que se algum destes outros na˜o possu´ırem prioridade maior que a do processo
mais priorita´rio executando na CPU, eles continuara˜o sem executar, ate´ que possuam a prio-
ridade mais alta entre os processos em execuc¸a˜o. Enta˜o a inversa˜o de prioridade se encontra
justamente na possibilidade de um processo de baixa prioridade ser acordado, interferindo
na execuc¸a˜o de outros processos com prioridade maior por interme´dio dos temporizadores e
sua execuc¸a˜o em hard IRQ.
Para resolver este problema, deve-se postergar a execuc¸a˜o dos temporizadores utilizados
como sleeps, para isto, este trabalho propo˜e a criac¸a˜o de um processo por CPU, responsa´vel
por executar estes temporizadores em momentos posteriores, relacionando suas execuc¸o˜es com
as prioridades dos processos que criaram os temporizadores. Assim, o processo proposto her-
dara´ a prioridade destes processos a serem acordados, entrando em execuc¸a˜o apenas quando
o processo de quem ele herdou tivesse que executar. Quando este processo executa, ele acorda
o processo de maior prioridade relacionado aos sleeps postergados. Sendo assim, quando um
processo utiliza um sleep, ele causara´ menos interfereˆncia em contexto de interrupc¸a˜o e so´
acordara´ realmente quando ele for o processo apto a executar e mais priorita´rio do sistema,
assim ele pode executar no instante que entrar na fila de prontos. A explicac¸a˜o da proposta
em mais detalhes pode ser vista no pro´ximo cap´ıtulo.
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Cap´ıtulo 5
Proposta para Reduzir a
Interfereˆncia do Tratador de
Interrupc¸o˜es dos Temporizadores
de Alta Resoluc¸a˜o
Este trabalho trata sobre Linux de tempo real e sobre poss´ıveis alterac¸o˜es que possam
melhora´-lo, justamente em relac¸a˜o ao seu desempenho de tempo real. Desta forma, depois
de identificado um problema que diminui este desempenho, foi proposta uma soluc¸a˜o. Neste
cap´ıtulo sera´ explicada detalhadamente esta proposta para resolver o problema descrito no
cap´ıtulo anterior, a implementac¸a˜o realizada e por fim a ana´lise do Linux utilizando a proposta
implementada.
5.1 Proposta
Apo´s analisar uma maneira de diminuir a interfereˆncia causada pelo tratador de inter-
rupc¸o˜es dos temporizadores de alta resoluc¸a˜o em relac¸a˜o aos processos de tempo real, sem
que estes temporizadores percam precisa˜o de forma significante, definiu-se a proposta deste
trabalho, a qual e´ criar uma maneira de postergar o trabalho de acordar um processo, de
forma que isto seja executado fora do contexto de interrupc¸a˜o.
Para que isto seja poss´ıvel, e´ necessa´rio ter uma forma de postergar o trabalho realizado
em contexto de interrupc¸a˜o, fazendo com que seja realizado em contexto de processo, mas
mesmo assim, ele ainda deve ser executado em momentos oportunos. A proposta e´ semelhante
a implementac¸a˜o da softIRQ, que e´ uma forma de postergar o trabalho de processos que
executariam em contexto de interrupc¸a˜o. Mas difere em relac¸a˜o a como e quando estes
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processos devem ser executados, na˜o permitindo que o processo a ser acordado demore muito
mais que o necessa´rio para entrar em execuc¸a˜o, como tambe´m, na˜o podendo atrapalhar os
processos de prioridades maiores que a dele.
Este trabalho propo˜e a criac¸a˜o de uma thread de kernel, a qual sera´ responsa´vel por
acordar todos os processos que deveriam ser acordados pelos temporizadores de alta resoluc¸a˜o
em contexto de interrupc¸a˜o, tendo seu trabalho realizado em contexto de processo, acordando
o processo apenas quando ele ja´ possa executar, ou seja, sem a necessidade de esperar muito
tempo depois que entrar na fila de prontos. Esta thread sera´ referenciada neste trabalho por
khrtimer prio.
A thread khrtimer prio deve acordar um processo, se e somente se na˜o existir nenhum
outro na fila de prontos com prioridade maior que a daquele a ser acordado. Como este
trabalho e´ voltado para Linux de tempo real, a thread trabalhara´ sobre os seus processos
de tempo real. Ja´ os processos normais do sistema sera˜o acordados quando na˜o existir
nenhum processo de tempo real com prioridade maior que um, a qual e´ a menor prioridade
dos processos de tempo real, pois qualquer processo de tempo real e´ mais priorita´rio que os
processos normais. Assim, apo´s os processos normais serem acordados, sera˜o executados de
acordo com suas prioridades e as regras de sua classe de escalonamento, na˜o interferindo em
suas execuc¸o˜es.
Na realidade a thread khrtimer prio ira´ manipular muito a parte de prioridades do
sistema, pois ela deve analisar a prioridade de todos os processos que devem ser acordados e
herdar apenas a prioridade do processo mais priorita´rio entre estes. Desta forma, a thread ao
entrar em execuc¸a˜o, sera´ considerado o processo mais priorita´rio no sistema, significando que
pode acordar o processo de quem ela herdou a prioridade. Mas para dar a vez de execuc¸a˜o
definitivamente para este processo, ela herda a prioridade do pro´ximo processo a ser acordado,
voltando assim para a fila de prontos. Assim ela sempre da´ a certeza que os processos apo´s
acordarem entrara˜o logo em execuc¸a˜o.
Os temporizadores de alta resoluc¸a˜o sa˜o armazenados em uma a´rvore vermelha e preta,
ordenados pelo seu tempo de expirac¸a˜o. So´ que para organizar estes temporizadores de forma
que a thread acorde os processos eficientemente, eles devem ser organizados pela prioridade
de seus processos, para assim, a thread sempre acordar os que tiverem maior prioridade, de
forma mais ra´pida e eficiente, pois o tempo de busca desta a´rvore e´ O(log n). Enta˜o para o
melhor gerenciamento dos temporizadores expirados, este trabalho tambe´m propo˜e o uso de
uma a´rvore vermelha e preta.
E´ necessa´rio existir uma thread khrtimer prio por processador, pois cada processador
tem seus pro´prios temporizadores executando localmente. Assim, quando cada processador
comec¸ar a funcionar, uma thread destas deve ser criada para gerenciar os temporizadores
utilizados como sleeps da CPU espec´ıfica.
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Quando um temporizador responsa´vel por acordar um processo expira, e´ gerada uma
interrupc¸a˜o para trata´-lo, o qual acaba por acordar o processo ligado a este temporizador.
Este trabalho propo˜e alterar isto, de forma que quando a interrupc¸a˜o for gerada, o tratador
do sleep apenas copiara´ o temporizador da sua a´rvore vermelha e preta normal para a a´rvore
de temporizadores expirados, ordenada pelas prioridades dos processos, as quais eles esta˜o
relacionados.
Resumindo, com as alterac¸o˜es propostas a thread khrtimer prio herdara´ a prioridade
do processo que possua a mais alta prioridade na a´rvore de temporizadores expirados. Assim
que ela entrar em execuc¸a˜o significa que na˜o existe no momento nenhum outro processo com
prioridade maior que a dela na fila de prontos. Desta forma, ela pode acordar o processo que
solicitou o sleep, herdar a prioridade do pro´ximo processo em sua a´rvore e esperar pela sua
pro´xima execuc¸a˜o, liberando o processador para o processo que ele acordou.
Com estas alterac¸o˜es, pretende-se diminuir o tempo gasto no tratador de interrupc¸o˜es
correspondente a estes tipos de temporizadores de alta resoluc¸a˜o. O que diminui de certa
forma a interfereˆncia causada por este tipo de inversa˜o de prioridades.
5.2 Implementac¸a˜o da Proposta
Para implementar a proposta deste trabalho e´ necessa´rio fazer algumas alterac¸o˜es nas
estruturas de dados e trechos de co´digo dos temporizadores de alta resoluc¸a˜o, como tambe´m
adicionar partes de co´digo. A seguir e´ explicado o co´digo da implementac¸a˜o da proposta,
comec¸ando pelas varia´veis necessa´rias que sa˜o declaradas, seguindo pelas func¸o˜es e estruturas
de aux´ılio da thread e por fim a explicac¸a˜o da funcionalidade do co´digo que a thread executa.
5.2.1 Varia´veis Declaradas
A estrutura hrtimer, a qual e´ fundamental na criac¸a˜o de temporizadores de alta re-
soluc¸a˜o, sofre uma pequena alterac¸a˜o. E´ adicionado um campo do tipo inteiro, chamado
sleep, que identificara´ a utilizac¸a˜o dele na atividade de acordar processos, facilitando a iden-
tificac¸a˜o destes temporizadores em trechos de co´digo. Este campo e´ adicionado na estrutura
hrtimer como mostra a figura 5.1. Sempre que um temporizador for criado para ser utilizado
como um sleep, esta flag deve ser configurada para um valor diferente de zero. Caso o tempo-
rizador utilizado como sleep seja criado sem o aux´ılio da func¸a˜o hrtimer init sleeper, a qual
e´ responsa´vel por iniciar corretamente este temporizador, a flag sleep deve ser configurada
pelo processo que criou o temporizador, caso contra´rio este temporizador sera´ tratado como
os outros temporizadores de alta resoluc¸a˜o. Vale ressaltar que esta identificac¸a˜o dos sleeps e´
feita devido o trabalho ser realizado sobre estes temporizadores, ja´ que os temporizadores de
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alta resoluc¸a˜o em geral necessitam de precisa˜o e os utilizados como sleeps tem a possibilidade
de serem postergados, pois eles sa˜o utilizados para acordar processos, mas mesmo que um
processo seja acordado, se ele na˜o for o processo mais priorita´rio ele vai ter que esperar por
sua execuc¸a˜o. Enta˜o estes temporizadores podem ser postergados ate´ que os processos que
eles devem acordar sejam os mais priorita´rios da CPU, desta forma, assim que eles acordarem
sera˜o executados.
<l i nux / hrt imer . h>
s t r u c t hrt imer {
. . .
i n t s l e e p ;
} ;
Figura 5.1: Alterac¸a˜o da estrutura hrtimer.
Como dito anteriormente neste cap´ıtulo, e´ necessa´rio uma nova a´rvore vermelha e preta
para guardar os temporizadores expirados utilizados como sleeps. Para isso, e´ necessa´rio
alterar a estrutura hrtimer clock base, adicionando a base da nova a´rvore (expired prio) e um
ponteiro para a primeira posic¸a˜o da a´rvore (first prio), como mostrado na figura 5.2. Estes
campos sa˜o essenciais para a criac¸a˜o e eficiente manipulac¸a˜o da a´rvore vermelha e preta.
<l i nux / hrt imer . h>
s t r u c t h r t ime r c l o ck ba s e {
. . .
s t r u c t rb roo t e xp i r e d p r i o ;
s t r u c t rb node ∗ f i r s t p r i o ;
} ;
Figura 5.2: Alterac¸a˜o da estrutura hrtimer clock base.
5.2.2 Func¸o˜es e Estruturas de Aux´ılio
Os temporizadores criados para funcionarem como sleeps geralmente se utilizam das
func¸o˜es schedule hrtimeout range ou schedule hrtimeout, apresentadas anteriormente no cap´ı-
tulo sobre temporizadores, as quais fazem um processo dormir por um per´ıodo de tempo
determinado. Estas func¸o˜es utilizam-se da func¸a˜o hrtimer init sleeper para configurar o tem-
porizador, enta˜o ela foi alterada para configurar a varia´vel sleep da estrutura hrtimer, infor-
mando assim que o temporizador trata-se de um sleep. A simples alterac¸a˜o pode ser vista na
figura 5.3, onde a linha alterada esta´ destacada em negrito.
Como e´ necessa´rio ordenar os temporizadores pela prioridade dos processos ligados a
eles atrave´s da estrutura hrtimer sleeper, foi criada uma func¸a˜o para inserir o temporizador
na a´rvore criada e na ordem correta. O algoritmo desta func¸a˜o de inserc¸a˜o do temporizador
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<ke rne l / hrt imer . c>
void h r t im e r i n i t s l e e p e r ( s t r u c t h r t ime r s l e e p e r ∗ s l , s t r u c t t a s k s t r u c t ∗ task )
{
s l−>t imer . f unc t i on = hrtimer wakeup ;
sl−>timer.sleep = 1;
s l−>task = task ;
}
Figura 5.3: Func¸a˜o hrtimer init sleeper alterada.
na nova a´rvore e´ mostrado na figura 5.4. Ele e´ escrito na linguagem C, como todo o co´digo
escrito para este trabalho.
<ke rne l / hrt imer . c>
#de f i n e HRTIMER STATE ENQUEUED SLEEP 0x08
s t a t i c i n t enqueue rb t r e e p r i o ( s t r u c t hrt imer ∗ timer ,
s t r u c t h r t ime r c l o ck ba s e ∗base )
{
s t r u c t rb node ∗∗ l i n k = &base−>e xp i r e d p r i o . rb node ;
s t r u c t rb node ∗parent = NULL;
s t r u c t hrt imer ∗ entry ;
i n t l e f tmos t = 1 ;
whi l e (∗ l i n k ) {
parent = ∗ l i n k ;
entry = rb ent ry ( parent , s t r u c t hrtimer , node ) ;
i f ( h r t ime r g e t p r i o ( t imer ) > h r t ime r g e t p r i o ( entry ) ) {
l i n k = &(∗ l i n k)−> r b l e f t ;
} e l s e {
l i n k = &(∗ l i n k)−> r b r i g h t ;
l e f tmos t = 0 ;
}
}
i f ( l e f tmos t )
base−> f i r s t p r i o = &timer−>node ;
rb l i nk node (&timer−>node , parent , l i n k ) ;
r b i n s e r t c o l o r (&timer−>node , &base−>e xp i r e d p r i o ) ;
timer−>s t a t e |= HRTIMER STATE ENQUEUED SLEEP;
re turn l e f tmos t ;
}
Figura 5.4: Func¸a˜o que insere um temporizador por prioridade em uma rbtree.
Como pode ser observado na figura 5.4, o temporizador e´ passado por paraˆmetro
atrave´s de um ponteiro, juntamente com a base do relo´gio, a qual e´ a responsa´vel por iden-
tificar em que CPU e em qual base (monotoˆnica ou tempo real) o temporizador deve ser
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inserido. O temporizador e´ analisado com a ajuda de algumas func¸o˜es criadas para este tra-
balho e inserido na posic¸a˜o correta, ordenando de forma que o temporizador ligado ao processo
com maior prioridade vai ser o primeiro a ser acessado, atrave´s do ponteiro first prio. A flag
HRTIMER STATE ENQUEUED SLEEP e´ utilizada para informar que o temporizador esta´
inserido na a´rvore expired prio.
A func¸a˜o de aux´ılio hrtimer get prio e´ utilizada para obter a prioridade do processo
ligado ao temporizador, seu algoritmo pode ser visualizado na figura 5.5. Esta func¸a˜o
recebe um ponteiro para o temporizador de alta resoluc¸a˜o que deve ser avaliado e atrave´s da
estrutura hrtimer sleeper, a qual ele esta´ ligado, retorna a prioridade do processo que deve
ser acordado. Como as prioridades no kernel sa˜o armazenadas de forma diferente do que e´
informado quando um processo altera a prioridade de outro, foi criada uma func¸a˜o de aux´ılio
chamada priority, que recebe o valor da prioridade de um processo e converte ele para o valor
que pode ser utilizado corretamente por algum outro processo.
<ke rne l / hrt imer . c>
s t a t i c i n t p r i o r i t y ( i n t p r i o )
{
i n t r e s u l t = 1 ;
i f ( p r i o < MAX RT PRIO)
r e s u l t = (MAX RT PRIO − 1) − pr i o ;
r e turn r e s u l t ;
}
s t a t i c i n t h r t ime r g e t p r i o ( s t r u c t hrt imer ∗ t imer )
{
s t r u c t t a s k s t r u c t ∗ t ;
i n t r e s u l t = 1 ;
t = con t a i n e r o f ( timer , s t r u c t h r t ime r s l e ep e r , t imer)−>task ;
i f ( t ) {
r e s u l t = p r i o r i t y ( t−>pr i o ) ;
}
re turn r e s u l t ;
}
Figura 5.5: Func¸o˜es priority e hrtimer get prio.
E´ necessa´rio realizar uma pequena alterac¸a˜o na func¸a˜o ja´ existente remove hrtimer,
esta alterac¸a˜o pode ser vista na figura 5.6. A func¸a˜o e´ responsa´vel por remover o temporizador
de sua a´rvore vermelha e preta. Como foi adicionado uma a´rvore destas na estrutura dos
temporizadores de alta resoluc¸a˜o, e´ necessa´rio alterar a func¸a˜o para poder reconhecer em
qual a´rvore o temporizador esta´ e retira´-lo corretamente.
A parte do co´digo alterado na func¸a˜o mostrada na figura 5.6 esta´ destacada em negrito.
A alterac¸a˜o consiste em verificar se o temporizador esta´ com a flag HRTIMER STATE EN-
QUEUED SLEEP ativa, caso sim, significa que ele esta´ na a´rvore de temporizadores expira-
dos e enta˜o pode ser removido da a´rvore correta.
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<ke rne l / hrt imer . c>
s t a t i c void remove hrt imer ( s t r u c t hrt imer ∗ timer ,
s t r u c t h r t ime r c l o ck ba s e ∗base ,
unsigned long newstate , i n t reprogram )
{
i f ( timer−>s t a t e & HRTIMER STATE ENQUEUED) {
i f ( u n l i k e l y ( ! l i s t empty (&timer−>cb entry ) ) ) {
l i s t d e l i n i t (&timer−>cb entry ) ;
goto out ;
}
if(timer->state & HRTIMER STATE ENQUEUED SLEEP) {
if (base->first prio == &timer->node) {
base->first prio = rb next(&timer->node);
}
rb erase(&timer->node, &base->expired prio);
goto out;
}
i f ( base−> f i r s t == &timer−>node ) {
base−> f i r s t = rb next (&timer−>node ) ;
i f ( reprogram && hr t ime r h r e s a c t i v e ( base−>cpu base ) )
h r t imer f o r c e r ep rog ram ( base−>cpu base ) ;
}
r b e r a s e (&timer−>node , &base−>a c t i v e ) ;
}
out :
timer−>s t a t e = newstate ;
}
Figura 5.6: Func¸a˜o remove hrtimer alterada.
Para criar e utilizar a thread que vai ser responsa´vel por postergar o trabalho dos sleeps,
e´ necessa´rio uma estrutura para referenciar a thread, como tambe´m alguns dados extras, enta˜o
e´ utilizada uma estrutura de dados chamada hrtimer prio data, a qual e´ mostrada na figura
5.7. Esta estrutura possui quatro campos definidos a seguir:
• cpu: identifica o processador para qual a thread esta´ destinada a funcionar, ja´ que e´
criada uma thread por processador.
• tsk : e´ um ponteiro para a thread criada, para assim sempre que necessa´rio referenciar
a thread corretamente.
• pending : e´ uma flag que informa quando a thread ainda tem trabalho pendente. Ela
possui o valor um quando a thread possui temporizadores de sleeps expirados na sua
a´rvore, esperando para terem seus processso acordados, caso na˜o tenha trabalho pen-
dente o seu valor e´ zero.
• prio: armazena o valor da prioridade que a thread deve herdar, este valor e´ obtido
atrave´s do processo com maior prioridade na sua a´rvore de sleeps expirados.
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<l i nux / hrt imer . h>
s t r u c t h r t ime r p r i o da ta {
unsigned long cpu ;
s t r u c t t a s k s t r u c t ∗ t sk ;
i n t pending ;
i n t p r i o ;
} ;
s t a t i c DEFINE PER CPU( s t r u c t h r t imer pr i o da ta , kh r t imer p r i o ) ;
Figura 5.7: Estrutura hrtimer prio data.
Definida a estrutura apresentada na figura 5.7 (hrtimer prio data), e´ necessa´rio ins-
tancia´-la por CPU. Enta˜o e´ utilizada a macro DEFINE PER CPU, que cria uma instaˆncia
desta estrutura por processador no sistema, como mostrado tambe´m na figura 5.7. Esta
macro define internamente um array do tipo da estrutura hrtimer prio data chamada khrti-
mer prio, o array possui o tamanho da quantidade de processadores no sistema. Desta forma,
a instaˆncia por cpu pode ser acessada atrave´s de khrtimer prio[CPU], onde CPU e´ o nu´mero
do processador responsa´vel pela instaˆncia, a qual se quer acessar.
Tambe´m e´ necessa´rio criar uma instaˆncia da thread khrtimer prio por processador,
isto e´ feito durante a fase de inicializac¸a˜o do kernel. Quando cada processador falha, ou e´
desligado, esta thread tambe´m deve parar de executar e ser finalizada. O kernel possui alguns
me´todos para informar quando um processador e´ iniciado ou finalizado. Para a utilizac¸a˜o
destes me´todos e´ utilizado um bloco notificador do sistema, o qual deve ser instanciado e
configurado para passar as informac¸o˜es para uma func¸a˜o espec´ıfica. Na figura 5.8 pode
ser visto a instanciac¸a˜o do notificador de bloco chamada hrtimer prio cpu notifier, a qual e´
configurada para passar as informac¸o˜es de alterac¸o˜es do estado do processador para a func¸a˜o
hrtimer prio cpu callback.
A func¸a˜o hrtimers prio init, apresentada na figura 5.8, e´ definida atrave´s da macro
early initcall, para ser executada assim que o kernel esteja inicializando. Esta func¸a˜o notifica
diretamente a` func¸a˜o hrtimer prio cpu callback que cada CPU inicializada esta´ funcionando,
enta˜o a func¸a˜o trata esta informac¸a˜o de acordo com sua programac¸a˜o. Logo apo´s, hrti-
mers prio init registra a varia´vel hrtimer prio cpu notifier como notificador das alterac¸o˜es
de estado da CPU, ou seja, sempre que a CPU sofrer alterac¸o˜es, o sistema sera´ informado
atrave´s deste notificador, o qual envia a informac¸a˜o para a func¸a˜o hrtimer prio cpu callback.
Na figura 5.9 e´ mostrada a implementac¸a˜o da func¸a˜o hrtimer prio cpu callback. Esta
func¸a˜o, como visto na figura 5.8, foi registrada para receber as alterac¸o˜es de estado de cada
processador e realizar alguma ac¸a˜o de acordo com isto. Esta func¸a˜o deve ter uma assinatura
padra˜o, devendo receber treˆs paraˆmetros e retornar um valor inteiro. Os paraˆmetros recebidos
devem ser respectivamente um ponteiro do tipo de estrutura notifier block, um valor unsigned
long que representara´ a ac¸a˜o e um ponteiro do tipo void que deve representar a CPU. As
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<ke rne l / hrt imer . c>
s t a t i c s t r u c t n o t i f i e r b l o c k cpu i n i t d a t a h r t im e r p r i o c p u n o t i f i e r =
{ . n o t i f i e r c a l l = h r t ime r p r i o cpu ca l l b a ck , } ;
s t a t i c i n i t i n t h r t im e r s p r i o i n i t ( void )
{
void ∗cpu = ( void ∗ ) ( long ) smp proce s so r id ( ) ;
i n t e r r = h r t ime r p r i o cpu c a l l b a c k (&h r t ime r p r i o c pu no t i f e r ,
CPU UP PREPARE, cpu ) ;
BUGON( e r r == NOTIFY BAD) ;
h r t ime r p r i o cpu c a l l b a c k (&h r t ime r p r i o c pu no t i f e r , CPU ONLINE, cpu ) ;
r e g i s t e r c p u n o t i f i e r (&h r t ime r p r i o c pu no t i f e r ) ;
r e turn 0 ;
}
e a r l y i n i t c a l l ( h r t im e r s p r i o i n i t ) ;
Figura 5.8: Co´digo responsa´vel por notificar o estado do processador.
ac¸o˜es recebidas pela func¸a˜o podem ser:
• CPU UP PREPARE, CPU UP PREPARE FROZEN : estas ac¸o˜es informam que a CPU
esta´ se preparando para inicializar, neste momento enta˜o, e´ necessa´rio inicializar os
dados de estruturas e varia´veis. No trabalho realizado, quando uma destas ac¸o˜es e´
informada, a func¸a˜o configura a varia´vel khrtimer prio da CPU, especificada por hcpu,
instancia a thread khrtimer prio e vincula sua execuc¸a˜o apenas a CPU informada.
• CPU ONLINE, CPU ONLINE FROZEN : estas ac¸o˜es informam que a CPU esta´ funcio-
nando e pode comec¸ar a executar algo. No caso, quando estas ac¸o˜es sa˜o passadas para
hrtimer prio cpu callback, a func¸a˜o acorda a thread khrtimer prio espec´ıfica daquela
CPU.
• CPU UP CANCELED, CPU UP CANCELED FROZEN, CPU DEAD, CPU DEAD -
FROZEN : estas ac¸o˜es informam que a CPU vai parar de funcionar por algum motivo,
enta˜o deve ser previsto tudo o que pode acabar travando o sistema e fazer algo a respeito,
como migrar temporizadores e parar processos. Essas ac¸o˜es apenas sa˜o dispon´ıveis
quando o kernel esta´ configurado para permitir que CPUs possam ser desligadas em
tempo de execuc¸a˜o. No caso, quando estas ac¸o˜es sa˜o passadas para a func¸a˜o, ela
finaliza a thread khrtimer prio e chama a func¸a˜o migrate hrtimers prio daquela CPU, a
qual migra os temporizadores para outra CPU ativa. Os processos que estavam sendo
processados por aquela CPU tambe´m va˜o ser migrados, assim seus temporizadores
devem ser executados, caso contra´rio o processo na˜o tem como voltar a executar sem
ser acordado pelo temporizador.
Na figura 5.9, quando se instancia a thread khrtimer prio atrave´s da func¸a˜o kthre-
ad create, sa˜o passados como paraˆmetros desta func¸a˜o um ponteiro para a func¸a˜o que a
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<ke rne l / hrt imer . c>
s t a t i c i n t c p u i n i t h r t ime r p r i o cpu ca l l b a c k ( s t r u c t n o t i f i e r b l o c k ∗nfb ,
unsigned long act ion , void ∗hcpu )
{
unsigned i n t cpu = ( unsigned long ) hcpu ;
s t r u c t t a s k s t r u c t ∗p ;
switch ( ac t i on ) {
case CPU UP PREPARE:
case CPU UP PREPARE FROZEN:
per cpu ( khrt imer pr io , cpu ) . pending = 0 ;
per cpu ( khrt imer pr io , cpu ) . cpu = cpu ;
per cpu ( khrt imer pr io , cpu ) . t sk = NULL;
p = kth r ead c r ea t e ( khr t imer pr io , &per cpu ( khrt imer pr io , cpu ) ,
” khr t imer p r i o/%d” , cpu ) ;
i f ( IS ERR(p ) ) {
pr in tk (” khr t imer p r i o f o r %i f a i l e d \n” , cpu ) ;
r e turn NOTIFY BAD;
}
kthread bind (p , cpu ) ;
per cpu ( khrt imer pr io , cpu ) . t sk = p ;
break ;
case CPU ONLINE:
case CPU ONLINE FROZEN:
wake up process ( per cpu ( khrt imer pr io , cpu ) . t sk ) ;
break ;
#i f d e f CONFIG HOTPLUG CPU
case CPU UP CANCELED:
case CPU UP CANCELED FROZEN:
case CPUDEAD:
case CPU DEAD FROZEN: {
s t r u c t sched param param ;
param . s c h e d p r i o r i t y = MAX RT PRIO−1;
p = per cpu ( khrt imer pr io , cpu ) . t sk ;
s ch ed s e t s ch edu l e r (p , SCHED FIFO, &param ) ;
per cpu ( khrt imer pr io , cpu ) . t sk = NULL;
kthread s top (p ) ;
m i g r a t e h r t ime r s p r i o ( cpu ) ;
break ;
}
#end i f /∗ CONFIG HOTPLUG CPU ∗/
}
re turn NOTIFY OK;
}
Figura 5.9: Co´digo que inicializa e finaliza a estrutura khrtimer prio.
thread executara´ (khrtimer prio), um ponteiro para a estrutura khrtimer prio data da CPU
a qual a thread esta´ ligada, referenciada por per cpu(khrtimer prio, cpu) e o nome que a
thread tera´ no sistema, representada por uma string no formato ”khrtimer prio/%d”, onde
%d sera´ o nu´mero da CPU a qual ela estiver ligada, variando de 0 ate´ n-1, onde n e´ o nu´mero
de processadores ativos no sistema.
Para o melhor entendimento da func¸a˜o hrtimer prio cpu callback, pode-se ver de forma
direta o seu funcionamento no fluxograma apresentado na figura 5.10. Lembrando que esta
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Figura 5.10: Fluxograma do funcionamento da func¸a˜o hrtimer prio cpu callback.
func¸a˜o so´ executa quando chamada diretamente ou quando o sistema muda o estado de uma
CPU e tem que informar a ela esta mudanc¸a.
O co´digo da func¸a˜o migrate hrtimers prio e´ mostrado na figura 5.11. Esta func¸a˜o e´
utilizada para migrar os temporizadores expirados que esta˜o na a´rvore de sleeps de uma CPU,
a qual esteja sendo desativada, para outra CPU que esteja ativa.
A func¸a˜o migrate hrtimers prio desabilita interrupc¸o˜es locais antes de comec¸ar a exe-
cutar, desta forma na˜o e´ interrompida no meio do processo enquanto possui alguma varia´vel
bloqueada. Depois ela identifica a base dos temporizadores da CPU que esta´ sendo desa-
tivada e de uma CPU ativa, para onde sera˜o migrados os temporizadores. E´ bloqueado o
acesso as duas bases, assim na˜o pode haver alterac¸o˜es nelas enquanto e´ realizado o processo
de migrac¸a˜o. Todos os temporizadores expirados sa˜o removidos de sua a´rvore e adicionados
a a´rvore de temporizadores expirados da CPU para onde esta˜o sendo migrados. Por fim
tudo que teve seu acesso bloqueado e´ desbloqueado e as interrupc¸o˜es sa˜o reativadas. Vale
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<ke rne l / hrt imer . c>
s t a t i c void m ig r a t e h r t ime r s p r i o ( i n t scpu )
{
s t r u c t hr t imer cpu base ∗ o ld cpu base , ∗new cpu base ;
s t r u c t h r t ime r c l o ck ba s e ∗ o ld base , ∗new base ;
s t r u c t hrt imer ∗ t imer ;
s t r u c t rb node ∗node ;
i n t i ;
l o c a l i r q d i s a b l e ( ) ;
o ld cpu base = &per cpu ( hrt imer bases , scpu ) ;
new cpu base = & ge t cpu va r ( h r t imer base s ) ;
a t om i c sp i n l o ck (&new cpu base−>l o ck ) ;
a t om i c sp i n l o ck ne s t ed (&old cpu base−>lock , SINGLE DEPTH NESTING) ;
f o r ( i = 0 ; i < HRTIMERMAX CLOCK BASES; i++) {
o ld bas e = &old cpu base−>c l o ck ba s e [ i ] ;
new base = &new cpu base−>c l o ck ba s e [ i ] ;
whi l e ( ( node = r b f i r s t (&old base−>a c t i v e ) ) ) {
t imer = rb ent ry ( node , s t r u c t hrtimer , node ) ;
r emove hrt imer ( timer , o ld base , HRTIMER STATEMIGRATE, 0 ) ;
timer−>base = new base ;
enqueue rb t r e e p r i o ( timer , new base ) ;
timer−>s t a t e &= ˜HRTIMER STATEMIGRATE;
}
}
atomic sp in un lock (&old cpu base−>l o ck ) ;
a tomic sp in un lock (&new cpu base−>l o ck ) ;
l o c a l i r q e n a b l e ( ) ;
}
Figura 5.11: Co´digo da func¸a˜o migrate hrtimers prio.
ressaltar que a execuc¸a˜o de uma func¸a˜o destas pode causar um grande overhead, mas ela so´
e´ executada se acontecer o desativamento de uma CPU, que e´ uma ac¸a˜o dif´ıcil de ocorrer.
5.2.3 Func¸a˜o da Thread
A thread utilizada para postergac¸a˜o do trabalho dos temporizadores, e´ a principal res-
ponsa´vel por diminuir a interfereˆncia que os processos sofrem em relac¸a˜o aos temporizadores,
pois ela retira o processamento do contexto de interrupc¸a˜o e o executa em outro momento.
Como o co´digo que esta thread executa e´ relativamente grande e um pouco complicado de
entender, primeiro sera´ apresentado um fluxograma (figura 5.12) que explica seu compor-
tamento de maneira geral. Logo apo´s, o co´digo e´ explicado em detalhes mais te´cnicos, mas
devido ao seu tamanho ele e´ dividido em treˆs partes (figuras 5.13, 5.14 e 5.15).
Para o melhor entendimento do fluxograma apresentado na figura 5.12, vale lembrar
que a thread so´ executa os temporizadores cujos processos vinculados tenham prioridade
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igual a dela, para garantir que so´ acordara´ os processos com a maior prioridade no sistema,
pois se a thread tem a mesma prioridade e esta´ em execuc¸a˜o, esta prioridade e´ a maior
entre os processos prontos para executar. Desta forma, a thread nem os processos acordados
interferem na execuc¸a˜o de processos mais priorita´rios, respeitando assim as prioridades de
processos.
Figura 5.12: Fluxograma do funcionamento da thread khrtimer prio.
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Em relac¸a˜o ao co´digo da thread em si, na figura 5.13 e´ apresentado o in´ıcio do co´digo
da func¸a˜o khrtimer prio, onde se apresenta a declarac¸a˜o das varia´veis utilizadas. A func¸a˜o
recebe como paraˆmetro um ponteiro, utilizado para passar a estrutura hrtimer prio data
(figura 5.7) da CPU a qual a thread se refere. As varia´veis declaradas nesta func¸a˜o podem
ter sua utilizac¸a˜o definida como:
• param: utilizada para alterar a prioridade da thread.
• data: utilizada para realizar a conversa˜o do paraˆmetro void * data recebido, para a
estrutura hrtimer prio data que e´ o tipo de estrutura realmente passada.
• cpu: informa a CPU a qual esta func¸a˜o esta´ ligada.
• i, prio, max prio, pending, restart e flags: varia´veis de aux´ılio utilizadas na func¸a˜o.
• fn: e´ um ponteiro para uma func¸a˜o de mesma assinatura que a func¸a˜o de execuc¸a˜o do
temporizador, utilizada para executar a func¸a˜o do temporizador.
• cpu base, base: e´ um ponteiro para a base de CPU e de relo´gio respectivamente, utilizada
para acessar os temporizadores armazenados.
A thread ao iniciar sua execuc¸a˜o, altera sua pro´pria prioridade para 99, atrave´s do
valor da macro MAX USER RT PRIO menos um, pois ela possui como valor o nu´mero 100.
A thread se define com a mais alta prioridade do sistema para executar logo o que deve
processar em sua inicializac¸a˜o, desta forma, nenhum outro processo de prioridade menor
pode atrapalha´-la.
<ke rne l / hrt imer . c>
s t a t i c i n t kh r t imer p r i o ( void ∗ data )
{
s t r u c t sched param param ;
s t r u c t h r t ime r p r i o da ta ∗data = data ;
i n t cpu = data−>cpu ;
i n t i , pr io , max prio , pending , r e s t a r t ;
enum h r t ime r r e s t a r t (∗ fn ) ( s t r u c t hrt imer ∗ ) ;
s t r u c t hr t imer cpu base ∗ cpu base ;
s t r u c t h r t ime r c l o ck ba s e ∗base ;
unsigned long f l a g s ;
param . s c h e d p r i o r i t y = MAX USER RT PRIO − 1 ;
s y s s c h ed s e t s c h edu l e r ( current−>pid , SCHED FIFO, &param ) ;
. . .
Figura 5.13: Parte 1 da func¸a˜o khrtimer prio.
Na figura 5.14 e´ mostrada a maior parte do co´digo da func¸a˜o khrtimer prio. A execuc¸a˜o
da thread se baseia em um loop, assim ela executa seu co´digo repetitivamente ate´ que um
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comando do sistema seja enviado, informando que a thread khrtimer prio deve parar de
executar. No in´ıcio de seu loop ela verifica se existe algum trabalho pendente a ser feito, caso
na˜o exista, ela informa ao processador que vai para a fila de espera e que ele pode escalonar
outro processo para execuc¸a˜o, ou seja, a thread dorme ate´ que o kernel a acorde novamente.
<ke rne l / hrt imer . c>
. . .
whi l e ( ! k th read shou ld s top ( ) ) {
i f ( ! data−>pending ) {
s e t c u r r e n t s t a t e (TASK INTERRUPTIBLE) ;
schedu le ( ) ;
}
s e t c u r r e n t s t a t e (TASK RUNNING) ;
i f ( c p u i s o f f l i n e ( cpu ) )
goto wa i t t o d i e ;
l o c a l i r q s a v e ( f l a g s ) ;
cpu base = &per cpu ( hrt imer bases , cpu ) ;
a t om i c sp i n l o ck (&cpu base−>l o ck ) ;
max prio = pr i o = 1 ;
pending = 0 ;
f o r ( i = 0 ; i < HRTIMERMAX CLOCK BASES; i++) {
s t r u c t rb node ∗node ;
base = &cpu base−>c l o ck ba s e [ i ] ;
whi l e ( ( node = base−> f i r s t p r i o ) ) {
s t r u c t hrt imer ∗ t imer ;
t imer = rb ent ry ( node , s t r u c t hrtimer , node ) ;
p r i o = h r t ime r g e t p r i o ( t imer ) ;
i f ( p r i o != p r i o r i t y ( current−>pr i o ) ) {
pending = 1 ;
i f ( max prio < pr i o ) max prio = pr i o ;
break ;
}
remove hrt imer ( timer , base , HRTIMER STATE CALLBACK, 0 ) ;
debug hr t imer deac t i va t e ( t imer ) ;
t ime r s t a t s a c c oun t h r t ime r ( t imer ) ;
fn = timer−>f unc t i on ;
l o c a l b h d i s a b l e ( ) ;
a tomic sp in un lock (&cpu base−>l o ck ) ;
l o c a l i r q r e s t o r e ( f l a g s ) ;
i f ( fn )
r e s t a r t = fn ( t imer ) ;
e l s e
r e s t a r t = HRTIMERNORESTART;
l o c a l i r q s a v e ( f l a g s ) ;
a t om i c sp i n l o ck (&cpu base−>l o ck ) ;
l o c a l b h en ab l e ( ) ;
i f ( r e s t a r t != HRTIMERNORESTART) {
BUGON( timer−>s t a t e != HRTIMER STATE CALLBACK) ;
enqueue hrt imer ( timer , base ) ;
}
timer−>s t a t e &= ˜HRTIMER STATE CALLBACK;
}// whi l e
} // f o r
. . .
Figura 5.14: Parte 2 da func¸a˜o khrtimer prio.
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Sempre que necessa´rio (como sera´ visto em breve), a thread khrtimer prio e´ acordada
atrave´s de um comando do tratador de interrupc¸o˜es dos temporizadores. Quando ela acorda,
verifica a CPU, caso esta tenha sido desativada, seu processamento e´ desviado para um
trecho do co´digo responsa´vel por esperar pela finalizac¸a˜o correta da thread, caso contra´rio, a
thread khrtimer prio continua com sua execuc¸a˜o normal. As interrupc¸o˜es daquela CPU sa˜o
desativadas e a base dos temporizadores de alta resoluc¸a˜o da CPU tem seu acesso bloqueado.
Enquanto existir temporizadores expirados na a´rvore vermelha e preta, o algoritmo
pegara´ o de maior prioridade e verificara´ se ele possui a mesma prioridade que a thread
khrtimer prio, caso na˜o seja igual, significa que a thread deve ter sua prioridade alterada.
Antes de alterar a prioridade, a thread avisa atrave´s de uma flag, que existe trabalho pendente,
desbloqueia a base dos temporizadores e reativa as interrupc¸o˜es locais, pois assim que for
alterada a sua prioridade, ela pode ter que sair da fila de execuc¸a˜o do processador e ir
para a fila de prontos. Caso exista algum processo de prioridade maior que a dela, ela e´
obrigada a esperar por sua execuc¸a˜o. Quando ela puder executar e sua prioridade for igual
a prioridade do processo ligado ao temporizador, este tem sua func¸a˜o processada, ou seja,
acorda o processo ligado a ele. Caso o temporizador esteja configurado para ser perio´dico,
ele e´ posto de volta na a´rvore de temporizadores ativos para cumprir mais um per´ıodo igual
ao anterior.
<ke rne l / hrt imer . c>
. . .
a t om i c s p i n un l o c k i r q r e s t o r e (&cpu base−>lock , f l a g s ) ;
data−>pending = pending ;
param . s c h e d p r i o r i t y = max prio ;
s y s s c h ed s e t s c h edu l e r ( current−>pid , SCHED FIFO, &param ) ;
}// whi le ( ! k th read shou ld s top ( ) )
s e t c u r r e n t s t a t e (TASK RUNNING) ;
re turn 0 ;
wa i t t o d i e :
preempt enable ( ) ;
s e t c u r r e n t s t a t e (TASK INTERRUPTIBLE) ;
whi l e ( ! k th r ead shou ld s top ( ) ) {
schedu le ( ) ;
s e t c u r r e n t s t a t e (TASK INTERRUPTIBLE) ;
}
s e t c u r r e n t s t a t e (TASK RUNNING) ;
re turn 0 ;
}
Figura 5.15: Parte 3 da func¸a˜o khrtimer prio.
Quando na˜o existir mais temporizadores expirados na a´rvore, a thread desbloqueia a
base dos temporizadores de alta resoluc¸a˜o da CPU, reativa as interrupc¸o˜es locais e volta a
dormir, ate´ ser acordada por algum evento, como mostra o co´digo das figuras 5.14 e 5.15.
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Na figura 5.15, ainda e´ mostrado o trecho de co´digo que e´ responsa´vel por fazer a thread ser
desativada. Geralmente esse co´digo e´ executado quando o processador vai ser desativado por
algum motivo, enta˜o a thread pa´ra sua execuc¸a˜o e muda para a fila de espera do processador,
depois o sistema desativa a thread definitivamente. Este trecho evita que a thread fique no
estado zumbi, como explicado anteriormente.
<ke rne l / hrt imer . c>
void h r t ime r i n t e r r up t ( s t r u c t c l o c k e v en t d ev i c e ∗dev )
{
. . .
int raise prio = 0, temp, prio = 1;
. . .
f o r ( i = 0 ; i < HRTIMERMAX CLOCK BASES; i++) {
. . .
whi l e ( ( node = base−> f i r s t ) ) {
. . .
temp = hrtimer rt defer prio(timer);
if (temp == 2) {
raise prio = 1;
if (prio < hrtimer get prio(timer))
prio = hrtimer get prio(timer);
}
else if(temp == 1)
raise = 1;
}
base++;
}
. . .
if (raise prio)
wake up prio(prio);
i f ( r a i s e )
r a i s e s o f t i r q i r q o f f (HRTIMER SOFTIRQ) ;
}
Figura 5.16: Alterac¸o˜es do co´digo do tratador de interrupc¸o˜es dos hrtimers.
Sempre que um temporizador de alta resoluc¸a˜o expira, uma interrupc¸a˜o e´ gerada e
deve ser tratada, para isso e´ executado o tratador de interrupc¸o˜es destes temporizadores
(hrtimer interrupt). Para fazer com que os temporizadores utilizados como sleeps sejam
processados atrave´s da thread criada, e´ necessa´rio alterar um trecho do co´digo deste tratador
de interrupc¸o˜es como e´ mostrado na figura 5.16 (as alterac¸o˜es realizadas esta˜o destacadas
em negrito). Neste co´digo sa˜o adicionadas treˆs varia´veis auxiliares e alterada a chamada a
func¸a˜o hrtimer rt defer para hrtimer rt defer prio. Quando raise prio possuir valor diferente
de zero, ou seja, o temporizador e´ utilizado como sleep e deve ser tratado pela thread criada
neste trabalho, enta˜o e´ chamada a func¸a˜o wake up prio.
O co´digo das func¸o˜es hrtimer rt defer prio e wake up prio e´ mostrado na figura 5.17.
A func¸a˜o hrtimer rt defer prio verifica se o temporizador deve ser executado em contexto de
interrupc¸a˜o, atrave´s da thread criada para este trabalho, ou se ele pode ser postergado atrave´s
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de softIRQ e retorna zero, dois ou um respectivamente. A func¸a˜o wake up prio e´ responsa´vel
por acordar a thread, a qual ira´ processar os temporizadores e mudar a sua pro´pria prioridade
para a do temporizador de mais alta prioridade processado pelo tratador de interrupc¸o˜es, mas
somente se a prioridade da thread for menor que esta.
<ke rne l / hrt imer . c>
s t a t i c i n t h r t im e r r t d e f e r p r i o ( s t r u c t hrt imer ∗ t imer )
{
i f ( timer−>i r q s a f e ) {
run hr t ime r ( t imer ) ;
r e turn 0 ;
}
remove hrt imer ( timer , timer−>base , timer−>s ta te , 0 ) ;
i f ( timer−>s l e e p ) {
enqueue rb t r e e p r i o ( timer , timer−>base ) ;
i f ( g e t cpu va r ( kh r t imer p r i o ) . p r i o < h r t ime r g e t p r i o ( t imer ) ) {
g e t cpu va r ( kh r t imer p r i o ) . p r i o = h r t ime r g e t p r i o ( t imer ) ;
}
re turn 2 ;
}
l i s t a d d t a i l (&timer−>cb entry , &timer−>base−>exp i red ) ;
r e turn 1 ;
}
s t a t i c void wake up prio ( i n t p r i o )
{
s t r u c t t a s k s t r u c t ∗ t sk = ge t cpu va r ( kh r t imer p r i o ) . t sk ;
s t r u c t sched param param = { . s c h e d p r i o r i t y = pr i o } ;
i f ( t sk && tsk−>s t a t e != TASK RUNNING)
wake up process ( t sk ) ;
i f ( g e t cpu va r ( kh r t imer p r i o ) . p r i o < pr i o ) {
s y s s c h ed s e t s c h edu l e r ( tsk−>pid , SCHED FIFO, &param ) ;
g e t cpu va r ( kh r t imer p r i o ) . p r i o = pr i o ;
}
}
Figura 5.17: Co´digo das func¸o˜es hrtimer rt defer prio e wake up prio.
De forma geral, de acordo com a implementac¸a˜o desta proposta, sempre que um tem-
porizador utilizado como sleep expirar, ele sera´ transferido para uma a´rvore vermelha e preta
de temporizadores expirados e a thread khrtimer prio sera´ informada disto. A thread tera´
sua prioridade alterada para a mais alta entre os processos ligados aos temporizadores ex-
pirados, podendo enta˜o executar e acordar o processo ligado ao temporizador, ou ficar na
fila de prontos esperando por sua execuc¸a˜o, caso haja algum processo com prioridade maior.
Apo´s executar o processo do temporizador, este e´ exclu´ıdo da a´rvore e a thread altera sua
prioridade para a prioridade do processo ligado ao pro´ximo temporizador da a´rvore. Desta
maneira a thread executa todos os temporizadores expirados, ate´ que a a´rvore de tempori-
zadores expirados na˜o tenha mais nenhum temporizador, enta˜o a thread dorme e espera ser
acordada pelo tratador de interrupc¸o˜es dos temporizadores quando houver mais processos a
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serem acordados pelos temporizadores.
5.3 Medic¸o˜es
Com as alterac¸o˜es realizadas no kernel do Linux, e´ necessa´rio desenvolver uma nova
equac¸a˜o para medir o tempo de interfereˆncia causado pelo tratador de interrupc¸o˜es dos tempo-
rizadores de alta resoluc¸a˜o, juntamente com o novo tratamento dos temporizadores utilizados
como sleeps, realizado atrave´s da thread criada neste trabalho. Tambe´m e´ necessa´rio reali-
zar novas medic¸o˜es para avaliar a validade desta equac¸a˜o, cujo o ca´lculo pode ser realizado
atrave´s da equac¸a˜o (5.1).
CT = CTC + CFG + CTAR
CTAR = CATH +
n∑
i=1
(
CTA(i)
)
(5.1)
As varia´veis da equac¸a˜o (5.1) podem ser descritas como:
• CTA(i): E´ o tempo que o tratador de interrupc¸o˜es dos temporizadores de alta resoluc¸a˜o
modificado gasta para trocar o temporizador i de a´rvore. Retirando ele da sua a´rvore
vermelha e preta normal e inserindo na a´rvore que deve armazenar estes temporiza-
dores utilizados como sleeps e que tenham expirado (expired prio), ordenando-os pela
prioridade do processo ligado a eles.
• CATH : E´ o tempo que o tratador de interrupc¸o˜es alterado gasta para poder acordar a
thread criada neste trabalho. Este tempo pode variar devido o estado da thread, ja´ que
ela pode estar na fila de espera ou na fila de prontos.
• CTAR: E´ o somato´rio do tempo gasto para mudar de a´rvore todos os temporizadores
expirados e utilizados como sleeps, mais o tempo gasto por acordar a thread criada para
este trabalho.
• CFG: Tempo gasto para o tratador de interrupc¸o˜es processar todas as func¸o˜es gerais
da sua rotina, como atualizar estat´ısticas, varia´veis entre outras tarefas;
• CTC : Tempo gasto nas trocas de contexto entre o processo que estava executando e o
co´digo do tratador de interrupc¸o˜es;
• CT : Tempo de execuc¸a˜o gasto pelo tratador de interrupc¸o˜es para processar todos os
temporizadores de alta resoluc¸a˜o expirados;
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A equac¸a˜o (5.1) utiliza o tempo de troca de a´rvore dos temporizadores, em vez do
tempo de acordar realmente o processo ligado ao temporizador, como e´ feito no kernel padra˜o
estudado, o que faz com que desta forma diminua o tempo gasto pelo tratador de interrupc¸o˜es.
O tempo que o tratador de interrupc¸o˜es gasta para trocar um temporizador de a´rvore pode
ser analisado no gra´fico da figura 5.18, o qual esta´ na mesma escala do gra´fico da figura 4.3
que e´ repetido na figura 5.19 para facilitar a comparac¸a˜o.
Figura 5.18: Tempo gasto para trocar um temporizador de a´rvore.
Figura 5.19: Variac¸a˜o de tempo para acordar um processo atrave´s do tratador de interrupc¸o˜es.
Comparando o tempo de acordar um processo e de trocar um temporizador de a´rvore,
percebe-se que acordar um processo na maioria das vezes tem um custo muito alto em relac¸a˜o
a` troca de a´rvore do temporizador. Desta forma, com as alterac¸o˜es realizadas no tratador de
interrupc¸o˜es do kernel do Linux, o tempo gasto por ele diminui em relac¸a˜o aos temporizadores
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utilizados como sleeps. Para analisar melhor como se comporta o kernel do Linux com
as alterac¸o˜es realizadas, foi utilizado primeiramente o conjunto de processos (TA e TB)
apresentado no cap´ıtulo 4 na tabela 4.1. Atrave´s de medic¸o˜es realizadas diretamente no
kernel alterado, poˆde-se obter os tempos de execuc¸a˜o necessa´rios para realizar o ca´lculo de
quanto tempo o tratador de interrupc¸o˜es dos temporizadores interferiram na execuc¸a˜o dos
processos, os tempos utilizados para este ca´lculo podem ser verificados na tabela 5.1.
Varia´vel Valor
CTC 1612 ns
CFG 1814 ns
CTA(1)”TB” 2148 ns
CATH 2708 ns
Tabela 5.1: Tempos do conjunto de processos TA e TB (kernel alterado).
Aplicando os valores da tabela 5.1 a` equac¸a˜o (5.1) obtemos o tempo total que o
tratador de interrupc¸o˜es dos temporizadores de alta resoluc¸a˜o gastou na interfereˆncia da
execuc¸a˜o do processo TA. Os ca´lculos deste conjunto de processos podem ser vistos na equac¸a˜o
(5.2). O tempo total de interfereˆncia causada pelo tratador de interrupc¸o˜es com as alterac¸o˜es
propostas no kernel do Linux e´ de 8282 nanossegundos, enquanto que o tempo total desta
interfereˆncia no kernel do Linux estudado e´ de 15376 nanossegundos. Neste caso, houve uma
diminuic¸a˜o de aproximadamente 46% do tempo gasto na interfereˆncia causada pelo tratador
de interrupc¸o˜es.
CTAR = 2708 + 2148 = 4856ns
CT = 1612 + 1814 + 4856 = 8282ns
(5.2)
Para o melhor entendimento e fa´cil visualizac¸a˜o de como ocorreu a execuc¸a˜o deste
conjunto de processos no kernel do Linux alterado, pode-se analisar a figura 5.20, a qual
representa graficamente a linha de tempo desta execuc¸a˜o. Para facilitar ainda a comparac¸a˜o
entre a execuc¸a˜o do kernel normal e do kernel alterado, a figura (4.4) e´ repetida, representada
pela figura 5.21.
Analisando a figura 5.20, nota-se que o processo TA inicia sua execuc¸a˜o, pouco tempo
depois TB deve acordar, devido a isso, seu temporizador gera uma interrupc¸a˜o, o que faz com
que o tratador de interrupc¸o˜es (TI) entre em ac¸a˜o. Com o co´digo alterado, TI ira´ apenas
trocar de a´rvore o temporizador que deve acordar TB e acordar a thread (TX), mudando sua
prioridade para a mesma que a do processo TB. Desta forma, TI na˜o executa por um tempo
maior que o necessa´rio. Quando TI termina de executar, o processo TA consegue continuar e
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Figura 5.20: Representac¸a˜o da execuc¸a˜o dos processos TA e TB (kernel alterado).
Figura 5.21: Representac¸a˜o da execuc¸a˜o dos processos TA e TB (kernel normal).
concluir sua execuc¸a˜o, saindo assim da fila de prontos. Enta˜o o processo TX que no momento
e´ o processo com maior prioridade na fila de prontos, executa e acorda o processo TB que esta´
ligado ao temporizador. Quando TX termina de executar, volta a dormir e TB que agora e´
o processo de mais alta prioridade na fila de prontos, pode finalmente executar.
Comparando a figura 5.20 com a figura 5.21, pode-se verificar que o processo mais
priorita´rio (TA) sofre uma interfereˆncia significantemente menor. Continuando a ana´lise,
nota-se que o processo (TB) que e´ acordado pelo temporizador, executa em um tempo um
pouco posterior que na execuc¸a˜o com o kernel sem alterac¸o˜es. Isto acontece por causa da
inclusa˜o de um novo processo (TX) neste meio, aumentando um pouco o tempo de in´ıcio
de execuc¸a˜o dos processos que devem ser acordados, ja´ que o processo TX gasta tempo com
troca de contexto a cada vez que ele deve acordar um processo.
Para mostrar o funcionamento do kernel alterado com um exemplo um pouco maior e
mais complexo, foi utilizado o segundo conjunto de processos utilizado no cap´ıtulo 4 (TA, TB,
TC, TD e TE), o qual teve seus tempos de execuc¸a˜o medidos no kernel e sa˜o apresentados
na tabela 5.2.
Aplicando os valores da tabela 5.2 a` equac¸a˜o (5.1), obtemos o tempo total que o
tratador de interrupc¸o˜es gasta para mudar os temporizadores de TB, TC, TD e TE para
outra a´rvore. Os ca´lculos deste conjunto de processos podem ser vistos na equac¸a˜o (5.3).
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Varia´vel Valor
CTC 1514 ns
CFG 1693 ns
CTA(1)”TB” 1687 ns
CTA(2)”TC” 2322 ns
CTA(3)”TD” 2447 ns
CTA(4)”TE” 2335 ns
CATH 2404 ns
Tabela 5.2: Tempos do conjunto de processos TA, TB, TC, TD e TE (kernel alterado).
CTAR = 2404 + 1687 + 2322 + 2447 + 2335 = 11195ns
CT = 1514 + 1693 + 11195 = 14402ns
(5.3)
Segundo o ca´lculo da equac¸a˜o (5.3) sobre o conjunto de processos TA, TB, TC, TD
e TE, o tempo total de interfereˆncia causado foi de 14402 nanossegundos no kernel alte-
rado. Esta mesma medic¸a˜o no kernel sem alterac¸o˜es foi de 43323 nanossegundos, obtendo
aproximadamente 67% de reduc¸a˜o do tempo gasto com esta interfereˆncia. Para visualizar e
entender melhor como ocorreu esta execuc¸a˜o no kernel do Linux alterado e poder comparar
o mesmo conjunto de processos no kernel normal, pode-se analisar as figuras 5.22 e 5.23, as
quais representam as execuc¸o˜es deste conjunto de processos no kernel alterado e no normal
respectivamente.
Analisando a figura 5.22, pode-se perceber que o processo TA inicia sua execuc¸a˜o antes
de qualquer outro processo, pouco tempo depois os processos TB, TC, TD e TE deveriam
acordar, o que faz com que o tratador de interrupc¸o˜es (TI) entre em execuc¸a˜o para tratar
os temporizadores ligados a estes processos. Enta˜o, TI transfere os quatro temporizadores
responsa´veis por acordar estes processos para a a´rvore de temporizadores utilizados como
sleeps, logo em seguida acorda a thread (TX) e muda a prioridade dela para a prioridade mais
alta de todos estes processos que sera˜o acordados, que no caso e´ a prioridade do processo
TB. Quando TI termina de executar e o processo TA termina sua execuc¸a˜o, TA sai da fila de
prontos, enta˜o TX agora possui a prioridade mais alta entre os processos na fila de prontos, o
que o faz entrar em execuc¸a˜o. TX acorda o processo TB e muda sua pro´pria prioridade para
a do pro´ximo processo que deve ser acordado (o processo TC). Quando a prioridade de TX
e´ alterada, o escalonador verifica que no momento o processo TB possui a maior prioridade
entre os processos na fila de prontos e faz com que o processo TX desocupe o processador e
TB seja executado. Isto ocorre recursivamente, pois quando TB termina de executar, ele sai
da fila de prontos, enta˜o TX volta a ser o processo de mais alta prioridade na fila de prontos
e executa acordando o processo TC, logo apo´s muda sua pro´pria prioridade para a mesma
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Figura 5.22: Representac¸a˜o da execuc¸a˜o dos processos TA, TB, TC, TD e TE (kernel alterado).
Figura 5.23: Representac¸a˜o da execuc¸a˜o dos processos TA, TB, TC, TD e TE (kernel normal).
que o processo TD possui. Assim ocorre ate´ que TX acorde o processo TE e volte a dormir,
terminando este ciclo de execuc¸a˜o com a conclusa˜o do processo TE.
Comparando esta execuc¸a˜o no kernel do Linux sem alterac¸o˜es (apresentado na figura
4.5 e repetida aqui pela figura 5.23 para facilitar a comparac¸a˜o) e no kernel alterado (apre-
sentado na figura 5.22), percebe-se algo semelhante a` comparac¸a˜o anterior, onde o processo
mais priorita´rio e´ executado em um tempo significantemente menor. So´ que entre os demais
processos que devem ser acordados, os menos priorita´rios acabam sofrendo um atraso maior,
pois na comparac¸a˜o pode-se notar que os processos TB e TC (mais priorita´rios) teˆm suas
execuc¸o˜es iniciadas no kernel alterado em um tempo menor que quando iniciados no kernel
sem alterac¸o˜es. Ja´ os processos TD e TE (menos priorita´rios) teˆm suas execuc¸o˜es iniciadas
no kernel alterado um pouco depois que quando iniciados no kernel normal. Isto ocorre pelo
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mesmo motivo ja´ mencionado, pois existe um novo processo (TX) neste meio que gera este
atraso, o qual cresce levemente a cada processo que deve ser acordado em sequeˆncia, pois e´
o somato´rio do tempo que ele gasta a cada troca de contexto. Vale ressaltar ainda que, os
processos mais priorita´rios sa˜o executados antes no kernel alterado do que no outro, devido
a diminuic¸a˜o considera´vel do tempo gasto na interfereˆncia do tratador de interrupc¸o˜es.
5.4 Comenta´rios
Com as alterac¸o˜es realizadas no kernel do Linux, conseguiu-se postergar o trabalho do
tratador de interrupc¸o˜es relacionado aos temporizadores de alta resoluc¸a˜o. A postergac¸a˜o
deste trabalho e´ realizada por partes, deixando de executar de uma so´ vez todos os tem-
porizadores utilizados como sleeps, para executa´-los um a um pouco antes da execuc¸a˜o do
processo que eles devem acordar. Desta forma, a interfereˆncia identificada por este trabalho
e´ reduzida de forma significante, diminuindo o tempo que o processo de alta precisa˜o em
execuc¸a˜o deve esperar para que o sistema trate a interrupc¸a˜o causada por estes temporiza-
dores, como tambe´m diminui o tempo do in´ıcio da execuc¸a˜o dos processos mais priorita´rios
a serem acordados. Mas para melhorar a situac¸a˜o da execuc¸a˜o dos processos de mais alta
prioridade em relac¸a˜o aos temporizadores, acabou sendo necessa´rio aumentar, mesmo que as
vezes de forma insignificante, o tempo que alguns processos menos priorita´rios devem esperar
para entrarem na fila de prontos e assim comec¸arem a executar. Ainda assim, vale ressal-
tar por fim, que a inversa˜o de prioridade existente no kernel estudado e identificado neste
trabalho, foi resolvida com esta postergac¸a˜o de trabalho, pois de acordo com a proposta da
resoluc¸a˜o do problema desta dissertac¸a˜o, os temporizadores criados pelos processos herdam
de certa forma suas prioridades e respeitam assim a ordem de execuc¸a˜o dos processos, a qual
e´ de acordo com essas prioridades.
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Cap´ıtulo 6
Conclusa˜o
Temporizadores de alta resoluc¸a˜o sa˜o muito utilizados no Linux por possu´ırem alta
precisa˜o, mas para garantir esta precisa˜o eles geram uma interrupc¸a˜o assim que expiram, a
qual e´ tratada pelo seu tratador de interrupc¸o˜es, que por sua vez preempta qualquer processo
em execuc¸a˜o para processar a func¸a˜o ligada ao temporizador. Desta forma, estes tempori-
zadores interferem na execuc¸a˜o de qualquer processo, sendo ele de alta ou baixa prioridade.
So´ que alguns destes temporizadores, dependendo das suas func¸o˜es, na˜o necessitam de uma
precisa˜o ta˜o alta, nem podem ser executados com precisa˜o muito baixa, sendo executados
um pouco depois de expirarem sem preju´ızo e sem causar tanta interfereˆncia ao processo que
estiver em execuc¸a˜o na CPU. Mas existem temporizadores utilizados para acordar proces-
sos em determinados momentos, conhecidos geralmente como sleeps, que executam com alta
precisa˜o, mas que na verdade podem executar em momentos posteriores, pois um processo,
dependendo da sua classe de escalonamento, so´ pode executar depois que ele for o processo
mais priorita´rio na CPU. Enta˜o mesmo que ele acorde com alta precisa˜o, se houver algum
processo com prioridade maior, o processo acordado ale´m de ter interferido na execuc¸a˜o deste,
ainda na˜o vai poder executar.
O problema identificado se encontra no ato de processos de baixa prioridade serem
acordados durante a execuc¸a˜o de processos de alta prioridade, interferindo nesta execuc¸a˜o e
criando uma inversa˜o de prioridades, ja´ que os processos de alta prioridade esta˜o deixando
de executar para esperar que processos de baixa prioridade sejam acordados.
Para resolver o problema foi criada uma thread que posterga a execuc¸a˜o das func¸o˜es
ligadas aos temporizadores utilizados como sleeps. Desta forma, cada temporizador destes
so´ acorda o processo vinculado a ele quando a prioridade do processo for a maior da CPU,
significando assim que, quando eles forem acordados entrara˜o em execuc¸a˜o em seguida. Assim,
ale´m de reduzir a interfereˆncia causada aos processos que estejam em execuc¸a˜o no momento
da interrupc¸a˜o, resolve o problema de inversa˜o de prioridades, pois os processos de menor
prioridade na˜o va˜o mais ser acordados durante a execuc¸a˜o dos processos de maior prioridade.
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A proposta para resolver o problema foi implementada no kernel do Linux e puderam-se
realizar medic¸o˜es para validar seus objetivos. Atrave´s destas medic¸o˜es constatou-se que com
a postergac¸a˜o do trabalho do tratador de interrupc¸o˜es em relac¸a˜o aos sleeps, a interfereˆncia
ocorrida sobre o processo que estiver em execuc¸a˜o diminui de forma que, quanto mais tempo-
rizadores expirados ao mesmo tempo forem postergados, maior e´ a diferenc¸a entre a execuc¸a˜o
normal deste tratador de interrupc¸o˜es e sua execuc¸a˜o de acordo com a proposta implementada.
Quando um temporizador destes e´ postergado, chega-se a reduzir em me´dia cerca de nove
vezes o tempo que ele gasta executando em contexto de interrupc¸a˜o. Constatou-se tambe´m
que com a diminuic¸a˜o deste tempo de interfereˆncia, ale´m do processo que e´ interrompido
conseguir terminar sua execuc¸a˜o em menor tempo, dependendo da quantidade de temporiza-
dores postergados, tambe´m aumenta o nu´mero de processos de alta prioridade que terminam
de executar em menor tempo. So´ que da mesma forma que os processos de maior prioridade
terminam em menor tempo, dependendo tambe´m da quantidade de temporizadores posterga-
dos, os processos a serem acordados e com menor prioridade ou que sa˜o acordados por u´ltimo
terminam sua execuc¸a˜o em um tempo maior, tempo este incrementado pelo processamento
da thread executando cada temporizador expirado. Ale´m destas diferenc¸as nos tempos de
execuc¸a˜o dos processos de tempo real do Linux, a proposta consegue resolver o problema de
inversa˜o de prioridades, o qual e´ um problema na˜o aceita´vel em relac¸a˜o a sistemas de tempo
real.
Com as alterac¸o˜es propostas, o problema encontrado e´ resolvido, mas o overhead e´ in-
crementado, ja´ que somando o tempo gasto em contexto de interrupc¸a˜o com o processamento
realizado para postergar o trabalho e executar os temporizadores em contexto de processo, o
tempo estimado para se executar estes temporizadores aumenta.
O proto´tipo implementado funciona com va´rios processadores executando em paralelo,
ja´ que as estruturas utilizadas foram instanciadas por processador, assim cada CPU possui
seus dados separados. Como as interrupc¸o˜es geradas pelos temporizadores sa˜o por CPU,
cada uma executa suas interrupc¸o˜es independente da outra, desta forma, foi instanciada uma
thread para realizar a postergac¸a˜o do trabalho do tratador de interrupc¸o˜es por CPU, assim
cada thread instanciada e´ ligada a uma u´nica CPU, na˜o podendo executar por outra CPU
que na˜o seja a qual ela estiver ligada.
Para a implementac¸a˜o desta proposta no kernel do Linux, foram deletadas apenas treˆs
linhas do seu co´digo normal e modificadas mais duas linhas, mas foram adicionadas um total
de 204 linhas de co´digo, o que torna a manutenc¸a˜o deste co´digo para modificac¸o˜es ou verso˜es
futuras relativamente simples. Todo o co´digo esta´ apresentado e explicado neste trabalho,
ele e´ relativamente pequeno e mesmo que as alterac¸o˜es realizadas mudem o fluxo de execuc¸a˜o
de uma pequena parte do kernel, as linhas alteradas de seu co´digo sa˜o mı´nimas, na sua
grande maioria o trabalho adiciona um novo co´digo para manipular esta mudanc¸a do fluxo
de execuc¸a˜o, o qual esta´ detalhado nesta dissertac¸a˜o, desde o seu funcionamento ate´ o seu
co´digo.
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Em relac¸a˜o a trabalhos futuros, pode-se pensar nas seguintes abordagens:
• Estudo de outros meios de postergar os temporizadores de alta resoluc¸a˜o.
• Estudar a viabilidade dos temporizadores herdarem as prioridades dos processos que os
criaram, para assim, quando mais que um temporizador expirar ao mesmo tempo, eles
possam ser executados de acordo com a importaˆncia destes processos.
• Estudar a viabilidade de desabilitar a interrupc¸a˜o dos temporizadores ligados a proces-
sos menos priorita´rios que o processo em execuc¸a˜o. Diminuindo o tempo de interfereˆncia
que esta interrupc¸a˜o causaria.
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Apeˆndice A
Macros para comparar ticks
Para comparar ticks corretamente, o kernel do Linux define as seguintes macros:
• time after(a, b) e time after64(a, b): Estas duas macros retornam verdadeiro se ”a”ocor-
re depois de ”b”, se na˜o retornam falso, sendo a primeira macro utilizada para varia´veis
de 32 bits e a segunda para varia´veis de 64 bits.
• time before(a, b) e time before64(a, b): Retornam verdadeiro se ”a”ocorre antes de ”b”,
se na˜o retornam falso, sendo a primeira macro utilizada para varia´veis de 32 bits e a
segunda para varia´veis de 64 bits.
• time after eq(a, b) e time after eq64(a, b): Retornam verdadeiro se ”a”ocorre depois ou
no mesmo instante de ”b”, se na˜o retornam falso, como as demais a segunda e´ utilizada
para varia´veis de 64 bits.
• time before eq(a, b) e time before eq64(a, b): Retornam verdadeiro se ”a”ocorre antes
ou no mesmo instante de ”b”, se na˜o retornam falso, como as demais a segunda e´
utilizada para varia´veis de 64 bits.
• time in range(a, b, c): Retorna verdadeiro se ”a”ocorre depois ou no mesmo instante
de ”b”e antes ou no mesmo instante de ”c”, se na˜o retorna falso.
• time is after jiffies(a): Retorna verdadeiro se ”a”ocorre depois de jiffies, caso contra´rio
retorna falso.
• time is before jiffies(a): Retorna verdadeiro se ”a”ocorre antes de jiffies, caso contra´rio
retorna falso.
• time is after eq jiffies(a): Retorna verdadeiro se ”a”ocorre depois ou no mesmo instante
de jiffies, caso contra´rio retorna falso.
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• time is before eq jiffies(a): Retorna verdadeiro se ”a”ocorre antes ou no mesmo instante
de jiffies, caso contra´rio retorna falso.
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