In this paper, we discuss delayed periodic dynamical systems, compare capability of criteria of global exponential stability in terms of various
of the networks. Therefore, analysis of these dynamic behaviors is a necessary step toward practical design of these neural networks.
A recurrently connected neural network is described by the following differential equations:
where g j (x) are activation functions, d i , a ij are constants and I i are constant inputs.
In practice, however, the interconnections are generally asynchronous. Therefore, one often needs to investigate the following delayed dynamical systems:
where activation functions g j and f j satisfy certain defining conditions, and a ij , b ij , I i are constants.
All these neural networks and their corresponding delayed systems have been extensively studied, and there are many papers considering their global stability in the literature, for example, see [1, 3, 5, 7, 9, 11, 12, 13, 15, 16, 18, 19] and others.
However, the interconnection weights a ij , b ij , self-inhibition d i and inputs I i should be variable with time, often periodically. Therefore, we need to discuss following dynamical systems and their periodic limits.
a ij (t)g j (u j (t)) + n j=1 b ij (t)f j (u j (t − τ ij )) + I i (t), i = 1, 2, . . . , n
where d i (t) ≥ d i > 0, a ij (t), b ij (t), I i (t) : R + → R are continuously periodic functions with period ω > 0, i.e., d i (t + ω) = d i (t), a ij (t) = a ij (t + ω), b ij (t) = b ij (t + ω), I i (t) = I i (t + ω) for all t > 0 and i, j = 1, 2, . . . , n.
The initial conditions are
where
We also denote |a *
There are also several papers discussing periodic dynamical systems and their periodic solutions and its stability. For example, see [2, 4, 6, 14, 10, 17, 18, 20] and others.
In this paper, our main concerns are comparisons of the capability of various criteria in proving the existence of periodic solution and its stability. For this purpose, we first discuss the existence of periodic solution and its stability in terms of
norms. We do not assume that the activation functions are bounded. We also do not use existing complicated theory (for example, topological degree theory, fixed point theorem and so on), as needed in most other papers, to prove the existence of periodic solution. Instead, we propose a general and very concise approach. By this approach, we prove exponential convergence directly. The existence of the periodic solution is a direct consequence of the exponential convergence.
This paper is organized in the following way: In section 3, some preliminaries, including several definitions and Young Inequality as lemma, are given. In section 4, we prove the global stability in terms of L p norms. Main comparison results are given in section 5. In this section we point out that the criteria in terms of L 1 norm are enough. We conclude the paper in section 6.
Definition 3 A real n × n matrix C = (c ij ) is said to be an M-matrix if c ij ≤ 0, i, j = 1, · · · , n, j = i and all successive principal minors of C are positive.
Definition 4
Throughout this paper, we use the following norm
where ε > 0; p, q > 1;
The equality holds if and only if
where equality holds if and only if x = y.
and the equality holds if and only if
Main Results
In this section, we discuss the existence of periodic solution and its stability. We propose a general and concise approach and give several theorems on the existence of periodic solution and its exponential stability.
If there are real constants ǫ > 0,
In particular,
Then the dynamical system (3) has a unique periodic solution
and, for any solution (3),
Proof
Defining a Lyapunov function by
and differentiating it, we havė
By Young inequality and
we havė
is bounded and
Because of
and (21), v(t) is well defined and is a periodic function with period ω. Moreover, If u(t), v(t) are two solutions. By similar method used before, it is easy to prove
which means the limit solution is unique. Theorem 1 is proved completely.
and, there is ǫ > 0 such that for any solution u(t) = [u 1 (t), · · · , u n (t)] T of (3), we have
In fact, under the assumptions given in Corollary 1, we can find ǫ such that (11) or (12) is satisfied.
The case p = 1 is the most interesting. In Theorem 1, let p = 1 and α ij = β ij = 1, we have following
If
Theorem 1 and Theorem 2 apply to the model (2), too. If we consider constants d i , a ij , b ij I i as periodic function with any period. Then, the limit v(t) is also a periodic function with any period and thus is a constant vector v
we have
If there are real constants α ij , β ij , positive constants ǫ, ξ i , θ i , i, j = 1, 2 · · · , n, such that either one set on inequalities
Then the dynamical system (2) has a unique periodic equilibrium v
and, for any solution u(t) = [u 1 (t), · · · , u n (t)] T of (2), we have
If there are real constants α ij , β ij , positive constants ξ i , θ i , i, j = 1, 2 · · · , n, such that either one set on inequalities holds
and, there is ǫ > 0 such that for any solution u(t) = [u 1 (t), · · · , u n (t)] T of (2), we have
Remark 1 In [3, 8] , under additional assumptions that all a ij (t), b ij (t) and d i (t) are constants and g j (x), f j (x) are bounded functions, it was proved in [3] that under (24) or in [8] that under (11), the dynamical system
T of (38) converges to v(t). It is easy to see that this is a special case of previous Corollary 1. Moreover, in [3] , the author did not address the convergence rate. It should also be emphasized that parameters α ij , β ij play key role in the Theorem 1 and Corollary 1. The special one (24) is not the best criterion. It is important to look for the best parameters α ij , β ij . We will discuss in next section.
Comparisons
In previous section and many existing papers, various stability criteria are given. It is an important issue to answer the question whether or not they are equivalent. If not, which one is better. That is we should compare capability of various stability criteria.
In this section, we will address this issue by proving several theorems, from which we assert that the conditions in terms of We prove the following result first:
hold. Then, we can find constants
hold.
Then, (39) can be rewritten as Mξ ≤ 0. By the property of M-matrices, there
which can be rewritten as
By Lemma 1, we have
Therefore,
By the property of M-matrices, there exist θ i s.t.
This completes the proof.
Theorem 5 Suppose p > 1, q > 1,
hold. Then, we can find constants ξ i > 0, α * ij , β * ij , such that following inequalities
Proof If there exist θ i > 0 (i = 1, · · · n) such that (45) hold then, by the property of M-matrices, there exist ζ i s.t.
and
(43), (44) turn to be equalities. Therefore, we have
that Mξ ≤ 0. Thus, (46) hold. This completes the proof.
Under that
we have
Theorem 6 Suppose that 1 ≤ p < ∞. If there are positive constants ǫ, ξ i , real constants α ij , β ij , i, j = 1, 2 · · · , n, such that either one of the following two sets of inequalities holds
Then there exist constants θ i such that
Theorem 7 Suppose that 1 ≤ p < ∞. If there are positive constants ǫ, θ i ,
Then we can find real constants α * ij , β * ij , positive constants ξ i , i = 1, 2 · · · , n, such that 
Conclusions
In this paper, we address criteria of global exponential stability for delayed periodic dynamical systems in terms of various L p (1 ≤ p < ∞) norms. A general approach to investigate global exponential stability in terms of L p (1 ≤ p < ∞) norms and sufficient conditions are given. Comparisons of various stability criteria are given.
More importantly, it is pointed out that sufficient conditions in terms of L 1 norm are enough in practice. The criteria in terms of L p (1 < p < ∞) norms are of no great significance.
