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In this contribution, the capabilities of the turbulence-resolving Eulerian-Eulerian two-phase
flow model to predict the suspension of mono-dispersed finite-sized solid particles in a boundary
layer flow is investigated. For neutrally buoyant particles the two-fluid model having a standard
non-linear drag law accurately predicts the average concentration profile. However, for heavier-
than-fluid particles, having settling velocity on the order of the bed friction velocity, the two-fluid
model significantly under-estimates the turbulent dispersion of particles. In this contribution,
it is hypothesized that finite-size effects are important in this case and a correction model for
the drag law is proposed to validate this hypothesis. This model is based on the assumption
that the turbulent flow scales larger than the particle diameter will contribute to the resolved
relative velocity between the two phases whereas eddies smaller than the particle diameter will
have two effects (i) they will reduce the particle response time by adding a sub-particle scale
eddy viscosity to the drag coefficient and (ii) they will contribute to increase the production of
granular temperature. Integrating finite-size effects allows to quantitatively predict concentration
profile for heavier-than-fluid particles without altering the very good prediction of the original
two-fluid model for neutrally buoyant particles. The proposed modification of the two-fluid model
extends its range of applicability to tackle heavier-than-fluid particles having a size belonging
to the inertial range of turbulence and allows to envision more complex applications in terms
of flow forcing conditions i.e. sheet-flow, wave-driven transport, turbidity currents and/or flow
geometries i.e. ripples, dunes, scour.
Key words:
1. Introduction
Dispersed two-phase flows are present in many industrial and geophysical applications such as
fluidized beds, slurry flows or sediment transport. Our ability to predict the dynamics of the system
as a whole relies on our understanding of the fine-scale physical processes such as particle-particle
interactions or fluid-particle interactions. One of the key challenge is the coupling between the
particles and the carrier phase turbulence, the so-called turbulence-particle interactions. Different
approaches or methodologies exist to simulate these two-phase flows ranging from fully-resolved
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2simulations at the particle scale (e.g.Kidanemariam et al. 2013) to two-fluid turbulence-averaged
models (e.g. Hsu et al. 2004).
Depending on the flow regime at the particle scale Balachandar (2009) drew a regime map for
turbulence-particle interactions and provided guidelines to select the "method of choice" for each
regime. This map depends on four dimensionless numbers, the density ratio, s = ρs/ρ f with ρs
the particle density and ρ f the fluid density, the size-ratio dp/η with dp the particles diameter and
η the smallest turbulent length-scale or Kolmogorov length scale, the Stokes number St = ts/tη
with ts the particle response time and tη the Kolmogorov timescale and the particulate Reynolds
number Rep = urdp/ν f with ur the relative velocity between the particles and the carrier phase
and ν f the kinematic fluid viscosity of the carrier phase.
More recently, Finn & Li (2016) re-casted Balachandar (2009)’ scaling relations for sediment
transport applications in terms of Shields parameter θ = u2τ/(s − 1)gdp and Galileo number
Ga = dp
√(s − 1)gdp/ν f , where uτ is the bottom friction velocity and g the gravity acceleration,
for a given density ratio. Figure 1 illustrates this map for two values of the density ratio, figure 1a
for s = 2.65 and figure 1c for s = 1.025, corresponding to glass beads or natural sand particles
and to almost neutrally buoyant particles respectively. The regime map is divided into five regions
corresponding to different dominant turbulence-particle interactions. The first regime (regime I)
corresponds to values of the Shields parameter lower than the critical value for which particles
are not moving. In regime II, gravitational settling dominates and the carrier phase turbulence
is too weak to suspend the particles. In regime III, corresponding to rather fine particles and
energetic flow conditions (St < 1 and high θ) the upward turbulent sediment flux associated with
Kolmogorov scales exceed gravitational settling to lead to the existence of a turbulent suspension.
In this regime, the particles behave almost as passive tracers for the smallest eddy scales. In
regimes IV and V, the particle Stokes number is higher than unity St > 1 and the particles
dynamics is primarily influenced by an inertial eddy scale having a timescale that matches the
particle response time. The length scale associated with these eddies is denoted as l∗ = t3/2s ε1/2
with ε the dissipation rate of Turbulent Kinetic Energy (TKE). The difference between regime
IV and V is the modulation of the carrier phase turbulence induced by the presence of particles.
In regime IV, turbulence-particle interactions essentially lead to a net dissipation of turbulence
corresponding to particulate Reynolds number lower than a certain critical value (Rep < 400).
For higher values of Rep , the particle wakes becomes oscillatory leading to a net production
of turbulence (regime V). Iso-lines of suspension number vs/uτ = 0.3, 1 and 5, with vs the
particles fall velocity, are also plotted in the regime maps. The suspension number characterizes
the capability of the carrier phase turbulence to suspend particles, for values significantly higher
than unity sediments are transported as bed-load only (no-suspension) while for values lower
than 0.3 sediments are transported as wash-load and never settle to the bed. In between these two
values, turbulent suspension exists and dominates the sediment flux.
In figure 1b and 1d, the maps for the "method of choice" suggested by Finn & Li (2016) for
two-phase Large-Eddy-Simulation (LES) are presented for s = 2.65 and s = 1.025 respectively.
For particles having a response time smaller than the Kolmogorov timescale (St < 0.2), the
particles will follow almost exactly the carrier phase turbulence at all scales. For this regime, the
Equilibrium-Eulerian (EE) approach is a good approximation to model the particles dynamics
and only mass and momentum conservation equations for the carrier phase are solved together
with a relaxation equation for the particle phase velocity and the particle phase mass conservation
equation. In many geophysical or industrial flows, the Stokes number often exceeds 0.2 (St > 0.2)
and the particles no longer follow exactly the carrier phase turbulence (Balachandar & Eaton
2010). In this situation, more sophisticated models such as Eulerian-Eulerian Two-Fluid models
or Eulerian-Lagrangian Point-Particle models (denoted as TF and PP respectively in figure 1b-
3d) are required to take into account the couplings between the particles and the carrier phase
turbulence (two-way coupling) and the particle-particle interactions (four-way coupling).
According to Balachandar (2009) and Finn & Li (2016), for inertial particles, corresponding
to St > 1, the point-particle approach is the method of choice. The region of the map for
which point-particle methodology is the method of choice can be divided into three sub-regions
depending on the regime of turbulence-particle interactions (see figure 1b-d). In the PP-1 region,
the LES filter width ∆ should be smaller than the particle diameter to resolve l∗ and a sub-
particle scale correction model is needed to accurately predict the particle dynamics. In the
PP-2 region, l∗ is greater than the particle diameter meaning that the particle relative velocity
can be accurately predicted from the resolved flow scales because the LES filter width can be
chosen such that l∗ > ∆ > dp , i.e. a separation of scale exists between the particle size and
the most efficient eddy sizes for particles dynamics. Eventually, in the PP-3 region, the presence
of particles leads to increase the production of turbulence and Rep > 400. In this regime, the
point-particle methodology should incorporate additional models to account for the unresolved
sub-particle scale turbulence production processes (Finn & Li 2016). According to the authors,
the Two-Fluid approach is only suited in a narrow band of the regimemap for 0.2 < St < 1. Indeed
for St > 1, the uniqueness of the Eulerian particle phase velocity field is not guaranteed (Ferry
& Balachandar 2001). Considering time-averaged particle phase quantities (e.g. concentration,
velocity) and assuming ergodicity, this limitation may be avoided. However, similarly to the
point-particle approach, for finite-sized particles, there is no clear separation of scales between
the turbulent motions and the particle size and additional sub-particle scale correction models
are required.
The most accurate method to account for turbulence-particle interactions is fully-resolved
simulations (e.g. Kidanemariam et al. 2013; Vowinckel et al. 2014, 2017). In order to use this
method, two constraints on the grid need to be satisfied, i) the grid size needs to be everywhere
on the order of the Kolmogorov length scale and ii) the grid size should not be larger than
one twentieth of the particle size (∆ ∼ dp/20). Putting together these constraints, this method
is only achievable for quite low bulk Reynolds number of the order of 103 with at maximum
a few thousand particles and hundreds of million grid points. In order to achieve Reynolds
numbers relevant to realistic sediment transport conditions O(105) for medium to very coarse
sand, simulations would require on the order of 1012 to 1014 grid points. Such simulations are
not possible with nowadays computational resources, and a compromise has to be found in terms
of modeling strategy. Concerning the point-particle approach, the limitations are twofold, on
the one hand, the computational grid size ∆ has to be much greater than the particle size and,
on the other hand, the domain size is limited by the maximum number of particles achievable
in the simulation. As an example, for the two-fluid simulation of scour around cylinders at the
laboratory scale by Mathieu et al. (2019) and Nagel et al. (2020) the number of particles involved
would be on the order of 2 billions which is beyond the current computational power capacity.
Further upscaling these type of simulations to field scale would not be affordable with Lagrangian
approaches. Therefore, it is of outermost importance to extend the range of applicability of the
two-fluid approach for which there is no limitations in term of maximum number of particles. This
requires development and validation of newmodels for unresolved turbulence-particle interaction
processes, typically occurring at length scales smaller than the particle size.
Over the last two decades, turbulence resolving two-fluid models have been developed to
simulate fluidized beds (O’Brien & Syamlal 1993; Agrawal et al. 2001; Heynderickx et al. 2004;
Wang et al. 2009; Igci et al. 2008; Ozel et al. 2013). In this context, the particles are usually inertial
(St > 1) and smaller than the Kolmogorov length scale (dp/η < 1). The clear separation of scale
between the fluid flow and the particles allows to perform two-fluid Direct Numerical Simulations
(DNS) to resolve the full turbulent spectrum without approximation. In fluidized beds, particles
show preferential concentration behavior resulting in the formation of mesoscale structures such
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Figure 1: Turbulence-particle interaction maps (panel(a) and (c)) and “method of choice”
(panel (b) and (d)) to simulate particle-laden horizontal boundary layers from Finn & Li
(2016) in terms of Shields number θ and Galileo number Ga for particles having density
ratios s = ρs/ρ f = 2.65 and s = ρs/ρ f = 1.025 with iso-contours of suspension number
vs/uτ = 0.3, 1 and 5. The markers represent the location of the particle-laden
configurations GS, NS and NBS from Kiger & Pan (2002) and Muste et al. (2005)
investigated in this paper (see section 3.2).
as clusters or streamers that can be captured by the two-fluid model (Agrawal et al. 2001). Such
structures have length scales on the order of 10 to 100 particle diameter and significantly impact
the flow dynamics at large scale (Agrawal et al. 2001). When performing Large Eddy Simulation
(LES) in the framework of the two-fluid model, the effect of the unresolved mesoscale structures
needs to be incorporated through sub-grid scale closures to accurately predict the two-phase
flow dynamics (Agrawal et al. 2001). Several sub-grid models have been tested by Ozel et al.
(2013) in this context and the functional model for the sub-grid drag force has been shown to
perform the better. Recently, Cheng et al. (2018) applied the two-fluid LES approach with the
functional sub-grid drag model from Ozel et al. (2013) to reproduce the unidirectional sheet
flow experiment from Revil-Baudard et al. (2015). This simulation allowed to explain, among
other things, the physical origin of the modulation of the carrier phase turbulence induced by
the presence of particles as being due to the turbulent drag work. However, Cheng et al. (2018)
observed an under-estimation of the time-averaged sediment concentration in suspension and a
strong sensitivity of the simulation results to the grid resolution. The major difference between
fluidized bed configurations mentioned above and the sheet flow configuration comes from the
fact that, in the later, particles are finite-sized (dp/η > 1). There is no clear separation of scale
5between the turbulent flow scales and the particle size. In order to obtain accurate predictions of
the flow and the particles dynamics Cheng et al. (2018) had to use a grid size slightly smaller
than the particle diameter (dp/∆ > 1). The sub-grid drag model from Ozel et al. (2013) was
originally designed to take into account the effect of unresolved particles clusters and streamers
on the order of 10 to 100 particle diameters for coarse-grid simulations (dp/∆ < 0.1) and not the
effect of mesoscale structures for over-resolved simulations (dp/∆ > 1). Therefore, the sub-grid
closures used by Cheng et al. (2018) was probably not ideal for this situation, thus explaining the
under-prediction of the sediment concentration and the strong sensitivity to the grid resolution.
As discussed previously, finite-size effects are probably important in this configuration and shall
be modeled to accurately predict the flow and particles dynamics.
In this contribution, the two-fluid LES approach is applied to dilute suspension of finite sized
particles transported in a turbulent boundary layer flow. A finite-size correction model for the
two-fluid approach will be developed and tested against experimental data for flow configurations
belonging to regime IV having dp/η > 1 and for different suspension number values. In section 2,
the two-fluid LES model formulation is presented. In section 3, the numerical results for one clear
water configuration and three particle-laden flow configurations are presented with and without
the finite-size correction model. In section 4, the sensitivity of the model results to the grid
resolution and to the second filter size are discussed. Finally, conclusions are drawn in section 5.
2. Model formulation
2.1. Filtered two-phase flow equations
To perform LES with a two-phase flow model, a separation between the large turbulent flow
scales (low frequency) and the small ones (high frequency) is operated by a filter. Any variable
ψ(xi, t) with xi = (x, y, z)T the position vector and i = 1, 2, 3 representing the streamwise,
wall normal and spanwise components respectively can be decomposed into the sum ψ(xi, t) =
ψ¯(xi, t) + ψ<(xi, t) with ψ¯(xi, t) the resolved part and ψ<(xi, t) the sub-grid part.
In analogy with compressible flows, a change of variable called Favre filtering is used to obtain
filtered two-phase flow equations. Favre-filtered fluid and solid velocities, u˜ fi = (u˜ f , v˜ f , w˜ f )T and
u˜si = (u˜s, v˜s, w˜s)T , are defined as follows:
u˜ fi =
(1 − φ)u fi
(1 − φ¯) , u˜
s
i =
φusi
φ¯
, (2.1a, b)
with φ the solid phase volumetric concentration and u f
′′
i = u
f
i − u˜ fi and us
′′
i = u
s
i − u˜si are the
sub-grid scale velocity fluctuations.
The filtered two-phase flow equations are composed of the filtered fluid and solid phase
continuity equations (2.2) and (2.3) and the filtered fluid and solid momentum equations (2.4)
and (2.5):
∂(1 − φ¯)
∂t
+
∂(1 − φ¯)u˜ fi
∂xi
= 0, (2.2)
∂φ¯
∂t
+
∂φ¯u˜si
∂xi
= 0, (2.3)
6∂ρ f (1 − φ¯)u˜ fi
∂t
+
∂ρ f (1 − φ¯)u˜ fi u˜ fj
∂xj
= −(1 − φ¯)∂P¯
f
∂xi
+
∂
∂xj
(
T˜ fi j + σ
f ,sgs
i j
)
+ I¯i
+ρ f (1 − φ¯)gi + Φ f ,sgsi , (2.4)
∂ρs φ¯u˜si
∂t
+
∂ρs φ¯u˜si u˜
s
j
∂xj
= −φ¯ ∂P¯
f
∂xi
− ∂P¯
s
∂xi
+
∂
∂xj
(
T˜ si j + σ
s,sgs
i j
)
− I¯i + ρs φ¯gi
+Φ
s,sgs
i , (2.5)
with P¯ f the filtered fluid pressure and T˜ fi j filtered fluid phase shear stress tensor defined as:
T˜ fi j = ρ
f (1 − φ¯)ν f ©­«
∂u˜ fi
∂xj
+
∂u˜ fj
∂xi
− 2
3
∂u˜ f
k
∂xk
δi j
ª®¬ , (2.6)
with δi j the Kronecker symbol. The filtered solid phase pressure P¯s and shear stress tensor T˜ si j are
calculated using the kinetic theory for granular flows from Ding & Gidaspow (1990) as detailed
in section 2.3.
The filtered momentum exchange term I¯i between the two phases is composed of the drag, lift
and added mass forces D¯i , L¯i and A¯i respectively following the expression:
I¯i = D¯i + L¯i + A¯i with

D¯i =
ρs φ¯
t˜s
(
u˜ fi − u˜si
)
L¯i = φ¯(1 − φ¯)Clρm‖u˜ fi − u˜si ‖i jk
∂u˜m
k
∂x j
A¯i = φ¯(1 − φ¯)Ca
[
∂u˜
f
i
∂t +
∂u˜
f
i u˜
f
j
∂x j
− ∂u˜si∂t +
∂u˜si u˜
s
j
∂x j
] (2.7)
where Cl = 0.5 and Ca = 0.5 are the lift and added mass coefficients, ρm = φ¯ρs + (1 − φ¯)ρ f is
the volume-averaged mixture density, u˜mi = φ¯u˜
s
i + (1 − φ¯)u˜ fi the mixture velocity and t˜s is the
particle response time following the drag law proposed by Gidaspow (1986):
t˜s =
4
3
ρs
ρ f
dp
CD ‖u˜ fi − u˜si ‖
(1 − φ¯)1.65 with

CD = 24Rep
(
1 + 0.15Re0.687p
)
Rep =
dp ‖u˜ fi −u˜si ‖
ν f
(2.8)
with CD the drag coefficient from Schiller & Naumann (1933).
2.2. Sub-grid scale modeling
As a direct result of the filtering of the two-phase flow equations, additional sub-grid terms
appear in the momentum equations. The fluid and solid phase sub-grid stress tensors σ f ,sgsi j =u fi u fj − u˜ fi u˜ fj and σs,sgsi j = u˜si usj − u˜si u˜sj come from the filtering of the non-linear advection terms
in the momentum equations. Whereas Cheng et al. (2018) modeled the sub-grid stress tensors
using the dynamic procedure proposed by Germano et al. (1991) and Lilly (1992) for which
model coefficients are plane-averaged over homogeneous flow directions, they are modeled in
the present contribution using the dynamic Lagrangian procedure proposed by Meneveau et al.
(1996) for which model coefficients are averaged over streamlines. The sub-grid stress tensors
are written as follows:
σ
f ,sgs
i j = 2ρ
f (1 − φ¯)∆2 |S˜ f |
(
C f1 S˜
f
i j −
2
3
C f2 S˜
f
kk
)
, (2.9)
7and
σ
s,sgs
i j = 2ρ
sφ∆2 |S˜s |
(
Cs1 S˜
s
i j −
2
3
Cs2 S˜
s
kk
)
, (2.10)
with S˜ fi j and S˜
s
i j the fluid and solid resolved strain rate tensor respectively and C
f
1 , C
f
2 , C
s
1 , C
s
2 the
dynamically computed model coefficients.
Other Eulerian-Eulerian sub-grid contributions resulting from the filtering of the pressure,
stress and momentum exchange terms are represented byΦ f ,sgsi andΦ
s,sgs
i . These sub-grid terms
are taking into account the effect of unresolved particles clusters and streamers having length scale
smaller than the filter width ∆. Cheng et al. (2018) modeled the sub-grid momentum exchange
term using a drift velocity model proposed by Ozel et al. (2013) but since typical size of the
smallest mesoscale structures is on the order of 10 to 100 particle diameters (Agrawal et al. 2001),
the sub-grid terms taking into account these effects should vanish for filter size of the order of
the particle size. This has been confirmed by Ozel et al. (2013) whom quantitatively reported the
relative importance of sub-grid terms by explicitly filtering two-phase Eulerian-Eulerian DNS
results for different filter size. In all the simulations presented in this paper, ∆ is always on the
order of the particle size or smaller and therefore, the sub-grid contributions Φ f ,sgsi and Φ
s,sgs
i
can be considered as negligible.
2.3. Particle stress modeling
Similarly to Cheng et al. (2018), the kinetic theory of granular flows from Ding & Gidaspow
(1990) is used to compute the filtered solid phase pressure P¯s and shear stress tensor T˜ si j given
by equations (2.11) and (2.12) respectively with Θ¯ the filtered granular temperature, gs0 =
(2 − φ¯)/2(1 − φ¯)3 the radial distribution function for dense rigid spherical particles gases from
Carnahan & Starling (1969) and ec = 0.8 the restitution coefficient for binary collisions.
P¯s = ρs φ¯
[
1 + 2(1 + ec)φ¯gs0
]
Θ¯ − ρsλ ∂u˜
s
k
∂xk
δi j (2.11)
T˜ si j = ρ
s φ¯νs
(
∂u˜si
∂xj
+
∂u˜sj
∂xi
− 2
3
∂u˜s
k
∂xk
δi j
)
(2.12)
The particle phase shear viscosity νs and bulk viscosity λ are given by:
νs = d
√
Θ¯
[
4φ¯2gs0(1 + ec)√
5pi
+
√
pigs0(1 + ec)2(2ec − 1)φ¯2
15(3 − ec) +
√
piφ¯
6(3 − ec)
]
(2.13)
λ =
4
3
φ¯2ρsdgs0(1 + ec)
√
Θ¯
pi
(2.14)
The filtered granular temperature Θ¯ is obtained by solving the transport equation (2.15):
3
2
[
∂φ¯ρsΘ¯
∂t
+
∂φ¯ρsu˜si Θ¯
∂xj
]
=
(
−P¯sδi j + T˜ si j
) ∂u˜si
∂xj
− ∂q˜j
∂xj
− γ + Jint + ΦsgsΘ . (2.15)
The filtered granular temperature flux q˜i is assumed to be analogous to the Fourier’s law of
conduction:
q˜i = −DΘ ∂Θ¯
∂xj
, (2.16)
8with DΘ the conductivity of the granular temperature calculated as follows:
DΘ = ρsd
√
Θ¯
[
2φ¯2gs0(1 + ec)√
pi
+
9
√
pigs0(1 + ec)2(2ec − 1)φ¯2
2(49 − 33ec) +
5
√
piφ¯
2(49 − 33ec)
]
. (2.17)
Finally, the dissipation rate of granular temperature γ and the fluid particle interaction term Jint
are given by equations (2.18) and (2.19) respectively with ksgs = (C f1 /Cε)2/3 |S˜
f | the sub-grid
fluid turbulent kinetic energy with Cε = 1.048 an empirical constant and α = e−BSt a coefficient
characterizing the degree of correlation between particles and fluid velocity fluctuations. The
empirical parameter B is a a tuning coefficient for Reynolds Average models set to 1 in the present
simulations. Similarly to the sub-grid terms in the momentum equations, the sub-grid term Φsgs
Θ
in the granular temperature transport equation is neglected.
γ = 3(1 − e2c)φ2ρsgs0Θ¯
[
4
d
√
Θ
pi
−
∂usj
∂xj
]
(2.18)
Jint =
ρs
t˜s
φ
1 − φ (2αk
sgs − 3Θ¯) (2.19)
2.4. Finite-size correction model
To take into account the finite-size effect of the particles in the Eulerian-Eulerian two-phase
flow model, a distinction is made between turbulent eddies having larger or smaller length scales
than the particle diameter dp . Turbulent eddies larger than the particle diameter will contribute
to the relative velocity between the two phases in the drag force as fluid velocity “seen” by
the particles whereas smaller eddies are assumed to (1) modify the particle response time by
increasing the viscosity “seen” by defining a turbulent viscosity at the particle scale and (2)
contribute to particles agitation by increasing the production of granular temperature.
The filtered drag force is re-written as:
D¯i =
ρs φ¯
t˘s
(u˘ fi − u˜si ), (2.20)
with u˘ fi the fluid velocity “seen” by the particles corresponding to the resolved fluid phase velocity
u˜ fi filtered at a scale ∆˘ ∼ O(dp). According to Kidanemariam et al. (2013) the value of ∆˘ should
not be too large to still be relevant to predict the particles motion but not too small to be sufficiently
free from the local flow disturbances generated by the presence of the particles. To be able to
determine the filter length ∆˘, they reported the ratio between the averaged magnitude of the flow
velocity around sphere and the undisturbed flow field as a function of the distance from the center
of the sphere for different particulate Reynolds numbers. From their analysis, around 80% of the
undisturbed mean flow velocity is recovered with a filter width taken as twice the radius of the
particle. Therefore, to compute the fluid velocity “seen” by the particles, the filter size is first
chosen to be ∆˘ = 2dp .
Whereas the turbulent scales smaller than the particle diameter are usually unresolved, due
to the mesh refinement close to the wall, these turbulent scales are composed of both resolved
and unresolved eddies in this region. In the present configuration, ∆˘ = ∆x,y in the streamwise
and spanwise directions but ∆˘ > ∆y in the wall normal direction. To calculate u˘ fi , a weighted
average of the resolved fluid velocity in the wall normal direction is performed using a Gaussian
distribution with standard deviation ∆˘ to compute the weighting coefficients.
The new particle response time t˘s still follows the drag law given by equation (2.8) but the
relative velocity between the two phases is calculated using the filtered fluid velocity u˘ fi and
the expression for the particulate Reynolds number is modified to take into account the effect of
9Figure 2: Schematic representation of an idealized turbulent spectrum including the
different flow scales and their contributions to the particles dynamics (η: Kolmogorov
scale, ∆: filter width, dp : particle diameter, ∆˘: second filter width, L: integral scale of
turbulence).
turbulent scales smaller than the particles by the mean of a turbulent viscosity νtp at the scale of
the particles following:
Rep =
dp ‖u˘ fi − u˜si ‖
ν f + νtp
. (2.21)
The turbulent viscosity at the particle scale can be calculated using Kolmogorov scaling and
Prandtl’s mixing length hypothesis following νtp ∼ ε1/3p d4/3p with εp the dissipation of TKE at the
particle scale (Gorokhovski & Zamansky 2018). By assuming that the turbulent scales between
∆˘ and dp are in inertial range of the turbulent spectrum, the approximation ε∆˘ = εp can be made
with ε∆˘ the dissipation rate at the filter scale.
The expression of the dissipation rate at the filter scale ε∆˘ is estimated following the expression
fromYoshizawa &Horiuti (1985) defined as a function of the filter width ∆˘ and the total turbulent
kinetic energy below ∆˘ defined as the sum of k˘ the resolved TKE (from ∆˘ to ∆) and ksgs the
sub-grid TKE (from ∆ to η) following:
ε∆˘ = Cε
(k˘ + ksgs)3/2
∆˘
. (2.22)
Eventually, the particle response time with finite-size correction is written as:
t˜s =
4
3
ρs
ρ f
dp
CD ‖u˘ fi − u˜si ‖
(1 − φ¯)1.65 with

CD = 24Rep
(
1 + 0.15Re0.687p
)
Rep =
dp ‖u˘ fi −u˜si ‖
ν f +ε
1/3
∆˘
d
4/3
p
(2.23)
Furthermore, the turbulent scales below ∆˘ contribute to increase the production of granular
temperature isotropically. The fluid particle interaction term Jint in equation (2.15) includes the
resolved sub-particle TKE following:
Jint =
ρs
t˘s
φ
1 − φ
[
2α(k˘ + ksgs) − 3Θ¯] . (2.24)
The schematic presented in figure 2 summarizes the different contributions of the turbulent
flow scales in the finite-size correction model.
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2.5. Numerical implementation
The present model is adapted from the turbulence averaged two-phase flow solver sedFoam
(https://github.com/sedFoam/sedFoam) (Cheng et al. 2017; Chauchat et al. 2017). It is imple-
mented in the open-source computational fluid dynamics toolbox OpenFoam (Jasak & Uroić
2020) and solves the Eulerian-Eulerian two-phase flow mass and momentum equations using a
finite volume method and a Pressure-Implicit with Splitting of Operators (PISO) algorithm for
velocity-pressure coupling. In the PISO algorithm, at each time step, intermediate velocities are
first computed by solving the momentum equations without the pressure gradient term. Then,
the Poisson equation for the pressure is solved in order to calculate the corrected pressure field
and ensure mass conservation. Eventually, the velocity fields are corrected based on the new
pressure field. Several steps can be applied to the velocity prediction-correction to increase
convergence (nCorrectors in openFoam). In the present simulations, nCorrectors = 2 is sufficient
for convergence. More information about the numerical implementation and algorithms can be
found in Chauchat et al. (2017).
In the present simulations, the same numerical schemes as Cheng et al. (2018) are used to
provide a second order accuracy in both space and time. A second order implicit backward scheme
is used for temporal derivatives (denoted as backward in OpenFoam) and a second order Total
Variation Diminish (TVD) scheme is used for the mass conservation equation and the granular
temperature transport equation (denoted as limitedLinear in OpenFoam). For the advection terms
in the momentum equations, a second order centered scheme is used for which high frequency
filtering of the oscillations induced by second order discretization is performed by introducing
a small amount of upwind scheme (denoted as filteredLinear in OpenFoam). The gradient are
computed using a second order centered scheme (denoted as linear in OpenFoam).
3. Results
In this section, numerical simulations performed on different flow configurations are presented
in order to assess the two-fluid LESmodel presented in section 2. First, a clear water configuration,
i.e.without particles (φ¯ = 0), is presented and comparedwith existing experimental and numerical
DNS data to validate the model, the choice of the grid resolution and the numerical schemes.
Second, three particle-laden flow configurations involving finite-sized particles are reproduced
numerically to evaluate the capability of the two-fluid LES model, including the finite-size
correction model, to predict turbulent suspension of particles.
3.1. Clear water configuration
The clear water configuration from Kiger & Pan (2002) consists of a closed channel unidi-
rectional flow with Reynolds number Reτ = uτh/ν f = 560 based on the wall-friction velocity
uτ = 2.8 × 10−2 m.s−1 and channel half height h = 0.02 m.
The numerical domain is a bi-periodic rectangular box (figure 3). The flow is driven by a
pressure gradient along the x-axis dynamically adjusted at each time step in order to match the
experimental bulk velocityUb = 0.51 m.s−1. The mesh is composed of 314×220×160 elements
corresponding to a total of 11, 105, 280 cells. The spanwise and streamwise resolution is constant
with ∆+x ≈ ∆+z ≈ 11 wall units (+ symbol with ψ+ = ψuτ/ν f ). The mesh is stretched along the
y-axis with∆+y ≈ 1 at the wall and∆+y ≈ 6 at the centerline. The time step is fixed to∆t = 10−4 s to
ensure a maximum Courant-Friedrichs-Lewy number (CFL) lower than 0.3 for stability reasons.
All the simulations presented in this paper are initialized by fully developed turbulent boundary
layers from preliminary simulations. A first run is conducted to let the turbulence develop until the
wall friction velocity and the integral of the total flow kinetic energy have reached a steady-state.
This corresponds to approximately 200Tb with Tb = h/Ub the non-dimensional bulk timescale
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Figure 3: Sketch of the geometry and boundary conditions of the numerical domain for the
simulation of the clear water configuration and configuration GB from Kiger & Pan
(2002).
of the flow. Then, a second run is performed to compute turbulence statistics and Favre-averaged
quantities over a duration of 200Tb . The Favre-averaging procedure is represented by the operator
〈·〉F (details can be found in appendix A). In clear water flow conditions, Favre-averaging is
equivalent to ensemble-averaging denoted as 〈·〉.
Similarly to what has been done by Kiger & Pan (2002), the average profiles obtained
experimentally and numerically are compared to the profile from the DNS of Moser et al.
(1999) with Reτ = 590. Since the Reynolds number in the configuration from Kiger & Pan (2002)
is close to the DNS, it is reasonable to compare the profiles between the two configurations.
The averaged velocity profile, Reynolds stress and root-mean-square (r.m.s) of the streamwise
velocity fluctuations u˜ f
′
rms and wall normal velocity fluctuations v˜
f ′
rms are presented in figure 4 in
wall units. In the simulations, the friction velocity is calculated based on the average streamwise
pressure gradient forcing the flow following:
uτ =
√
h
〈 ∂P¯ f
∂x
〉
. (3.1)
The computed friction velocity is equal to uτ = 2.72× 10−2 m.s−1 which corresponds to an error
below 3% compared with the experiments.
The present clear water simulation produces profiles of averaged velocity and turbulence
statistics that agree very well with the DNS and experimental data. However, especially for the
Reynolds stress, some discrepancies between experimental measurements and the simulations
appear near the wall. Kiger & Pan (2002) stated that their measurements can be considered highly
reliable in the outer log layer with less than 5% error for y+ > 50 and up to 25% variability for
y+ < 50.
The agreement between numerical and experimental data confirms that without solid particles,
the two-phase flow model behaves exactly as a single-phase flow model. The accurate prediction
of the flow hydrodynamics and turbulent statistics allows to validate the model implementation,
the choices of numerical parameters and gives confidence to perform particle-laden simulations
in the next sections.
3.2. Particle-laden configurations
In this section, particle-laden configurations involving spherical Glass Beads (GB) from Kiger
& Pan (2002), Natural Sediment (NS) particles from Muste et al. (2005) and almost Neutrally
Buoyant Sediment (NBS) particles from Muste et al. (2005) are reproduced numerically.
The targeted configuration corresponds to the turbulent dilute suspended sediment transport
by a boundary layer flow. In this situation, particles are entrained into suspension by the turbulent
coherent flow structures and under steady-state flow conditions, an equilibrium concentration
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Figure 4: Average profiles of velocity in (a), Reynolds stress in (b), r.m.s of streamwise
velocity fluctuations in (c) and r.m.s of wall-normal velocity fluctuations in (d) from the
two-fluid model (T.F. model) compared with the numerical results from Moser et al.
(1999) (DNS) and experimental data from Kiger & Pan (2002) (Exp.).
profile across the water depth establishes as the result of an equilibrium between the gravity
driven settling flux, vs 〈φ〉, and the turbulent Reynolds sediment flux 〈vs′φ′〉 (Rouse 1938). By
analogy with Fickian diffusion, this Reynolds sediment flux is modeled using a gradient diffusion
model. Introducing this model in the Reynolds-averaged sediment mass balance leads to the
following equation:
vs 〈φ〉 −
ν
f
t
Sc
d〈φ〉
dy
= 0, (3.2)
with ν ft the turbulent eddy viscosity (or turbulent momentum diffusivity) and Sc the turbulent
Schmidt number representing the efficiency of the sediment diffusion relative to ν ft . For Sc < 1
sediment particles are dispersed more efficiently by turbulence than fluid parcels.
Using Prandtl’s mixing length lm = κy, with κ = 0.41 the von Karman constant, and the
log-law-of-the-wall, equation (3.2) can be integrated analytically to give the following expression
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Figure 5: Sketch of the geometry and boundary conditions of the numerical domain for
configurations NS and NBS from Muste et al. (2005).
for the average particle concentration profile:
φ
φ0
=
(
y0
y
)Ro
, (3.3)
with φ0 a reference concentration at a given reference elevation y0 and Ro = Scvs/uτκ the
Rouse number. For open-channel flows, a free surface correction to the Prandtl’s mixing length
is introduced lm = κy
√
1 − y/h with h representing the water depth in that case and the average
particle concentration profile reads:
φ
φ0
=
[
y
h − y
h − y0
y0
]−Ro
. (3.4)
These two analytical solutions provide a reference with which the two-fluid LES model results
can be compared. The value of Sc is still debated in the sediment transport community (Lyn
2008), the most widely accepted model is the one from van Rijn (1984) relating the turbulent
Schmidt number to the suspension number as follows: Sc = (1 + 2(vs/uτ)2)−1. Nevertheless, a
lot of scatter is observed on existing experimental data and no satisfactory explanation exist to
support van Rijn’s empirical formula (Lyn 2008).
The hydrodynamic configuration, numerical domain and parameters for configuration GB
are the same as the clear water case presented in section 3.1. The only difference comes from
the addition of a given amount of glass beads in the flow corresponding to a total volumetric
concentration of particles in the channel φtot = 2.31 × 10−4. The particles are spherical and
mono-dispersed with diameter dp = 195 µm (d+p ≈ 5.5) and density ρs = 2600 kg.m−3. For
such particles, the computed fall velocity in still water using the drag law from equation (2.8) is
vs = 2.4 × 10−2 m.s−1 (vs/uτ = 0.85).
Configurations NS and NBS from Muste et al. (2005) consist of a turbulent particle-laden
open-channel flow with water depth h = 0.021m in which finite-sized particles with density ρs =
2650 kg.m−3 and ρs = 1025 kg.m−3, respectively, are seeded. The NS and NBS hydrodynamic
conditions are the same with a bulk velocity Ub = 0.84 m.s−1 and a targeted friction velocity
uτ = 4.2 × 10−2 m.s−1 corresponding to a Reynolds number based on the wall friction velocity
Reτ = 882. Both type of particles have the same diameter dp = 230 µm (d+p ≈ 9.7) resulting in a
larger fall velocity ( i.e. larger suspension number) for NS vs = 2.4 × 10−2 m.s−1 (vs/uτ = 0.57)
compared with NBS vs = 6 × 10−4 m.s−1 (vs/uτ = 0.01). For both configurations, the mean
volumetric concentration of sediment is equal to φtot = 4.6 × 10−4. The computational domain
is a rectangular box with bi-periodic boundary conditions (figure 5).
The mesh is composed of 8, 323, 000 cells with constant streamwise and spanwise grid
resolution ∆+x = ∆+z = 19. The mesh resolution is stretched along the y axis with the first
grid point located at ∆+y ≈ 1 and ∆+y ≈ 3 at the top. Flow and particle parameters are presented
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Case Ub (m.s−1) uτ (m.s−1) h (m) φtot (×10−4) ρs (kg.m−3) dp (µm)
GB 0.51 2.99 × 10−2 0.02 2.31 2600 195
NS 0.84 4.20 × 10−2 0.021 4.6 2650 230
NBS 0.84 4.20 × 10−2 0.021 4.6 1025 230
Table 1: Flow and particles parameters for configurations GB, NS and NBS.
Case θ Ga s vs/uτ St Rep dp/η l∗/dp
GB 0.25 10.7 2.6 0.87 3.2 4.8 5.5 1.1
NS 0.295 14 2.65 0.54 5.7 9.1 9.7 1.8
NBS 31.1 1.7 1.025 0.01 6.6 0.39 9.7 1.9
Table 2: Dimensionless parameters for configurations GB, NS and NBS.
in table 1 and dimensionless parameters calculated based on the scaling analysis from Finn & Li
(2016) for the different configurations are presented in table 2. The particulate Reynolds numbers
and the Stokes numbers are calculated based on the particles fall velocity.
A first set of simulations for each configuration is performed in order to evaluate the predictive
capability of the two-fluid model without finite-size correction. The averaged solid phase
concentration profiles obtained experimentally and numerically are compared in figure 6. For GB
(figure 6a), experimental and numerical concentration profiles are normalized by the reference
concentration φ0 taken at y0 = 0.06h. For both configurations GB and NS (figure 6a and 6b),
the volume fraction of particles in suspension is significantly under-estimated compared with
the experimental data. However, for the NBS configuration (figure 6c), the average concentration
profile predicted by the two-fluidmodel fits perfectlywell the experimental results. For vs/uτ  1,
the weight of the particles is entirely supported by turbulence (Berzi & Fraccarollo 2016). The
two-phase flowmodel in its original formulation correctly reproduces the vertical balance between
settling and Reynolds fluxes. For this flow and these particle parameters, finite-size effects can
be considered as negligible and the two-fluid model shows very good predictive capabilities
without finite-size correction model. In the following, configurations GB and NS for which the
suspension number is higher are further investigated to understand the physical origin of the
observed discrepancies.
According to the regime map from Finn & Li (2016), configurations GB and NS belong to
regime IV (see figure 1a) in which the particle dynamics is primarily influenced by an eddy
pertaining to the inertial range of turbulence l∗ (St > 1). From figure 1b, the method of choice
for both GB and NS configurations is the Point Particle method (PP-1 or PP-2), meaning that
l∗/dp ∼ 1. Meanwhile, the grid resolution ∆ is not fine enough to fully resolve l∗ and a range of
important length scales for the particle dynamics is not resolved in the simulations and probably
needs to be modeled.
The research hypothesis developed in this work is that the discrepancies observed in figure 6 are
due to finite-size effects. One could also argue that these discrepancies are due to missing fluid-
particle forces such as added mass and lift forces. A simulation including these two forces have
been performed for the configuration GB and the averaged concentration profiles are compared
with the experiments and the analytical concentration profile from equation 3.3 in figure 7. Since
this expression is derived for an infinite boundary layer, one have to keep in mind that for closed
channel flows, this expression could become less accurate near the centerline of the channel. The
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Figure 6: Solid phase volumetric concentration profiles from the experiments (Exp.) and
two-phase flow simulations (T.F. model) from configurations GB (panel (a)), NS (panel
(b)) and NBS (panel (c)). In panel (a), experimental and numerical concentration profiles
are normalized by the reference concentration φ0 taken at y0 = 0.06h.
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Figure 7: Solid phase volumetric concentration profiles from the experiment (Exp.),
two-phase flow simulation including only the drag force (T.F. model (D¯i)) and two-phase
flow simulation including drag, lift and added mass forces (T.F. model (D¯i + L¯i + A¯i))
from configuration GB in semi-log scale in panel (a) and in log-log compared with
analytical profiles from equation (3.3) with Ro = 2.04 and Ro = 2.90 in panel (b).
comparison between the simulation including only the drag force and simulation including drag,
lift and added mass forces indicates that the drag force is the dominant interaction force for this
configuration. Lift and added-mass forces contributions are almost negligible in this problem.
The concentration profiles from both simulations show a power law that fits with the equation
(3.3) with Ro = 2.90 whereas Ro = 2.04 for the experiments (figure 7b).
The two-phase flow model in its initial formulation, using a standard drag law, added mass
and lift forces, can not reproduce the turbulent suspension of particles in this configuration. In
16
10−2 10−1 100
〈l∗〉/dp
0.0
0.2
0.4
0.6
0.8
1.0
y
/h
T.P. model
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the same timescale as the particles as a fraction of dp from the two-phase simulation of
configuration GB.
the following, the role of unresolved turbulent length scales smaller than the particle size is
investigated.
3.3. Evaluation of the finite-size correction model
From the regime map presented in figure 1, the relative velocity between the fluid phase and
the particles is mainly influenced by an eddy having the same timescale as the particles with
the corresponding length scale l∗ ∼ dp . According to Finn & Li (2016), if l∗ > ∆ > dp , all the
relevant flow scales are resolved and the particle dynamics can be accurately predicted. However,
the fact that the suspension of particles is under-estimated by the Eulerian-Eulerian two-phase
flow model without correction for finite-size effects suggests that dp > l∗. The average value of
l∗ for configuration GB is calculated online in the simulation and plotted in figure 8. Contrary
to the prediction of the regime map from figure 1, l∗/dp < 1. Furthermore, l∗ decreases by one
order of magnitude from the wall to the centerline of the channel. This result confirms that, for
this configuration, turbulent scales smaller than the particles can have a significant effect on the
particle dynamics and can not be neglected.
Given the broad range of length and time scales involved in a particle-laden horizontal boundary
layer,multiple types of turbulence-particle interactions occur at different locations of the boundary
layer. It is therefore crucial to develop a model applicable over a wide range of turbulence-particle
interaction regimes. In the following, the finite-size correction model presented in subsection 2.4
is tested for the three configurations GB, NS and NBS. The results of the simulations for the
average concentration profile for configuration GB with and without the finite-size correction
model are compared in figure 9. The prediction of the concentration profile by the two-phase flow
model is significantly improved by the finite-size correction model. The Rouse number predicted
with the finite-size correction model is Ro = 1.86 which is much closer to the experimental value
compared with the prediction without correction (figure 9b). However, in the experiment, the
concentration profile is well described by the power law across the water depth whereas in the
simulation, the concentration decreases more rapidly toward the centerline of the channel.
In order to further evaluate the finite-size correction model, the configurations NS and NBS are
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Figure 9: Solid phase volumetric concentration profiles from the experiment (Exp.),
two-phase flow simulation with finite-size correction model (T.F. model (FS)) and
two-phase flow simulation without finite-size correction model (T.F. model) from
configuration GB in semi-log scale in panel (a) and in log-log compared with analytical
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Figure 10: Solid phase volumetric concentration profiles from the experiment (Exp.),
two-phase flow simulation with finite-size correction model (T.F. model (FS)), two-phase
flow simulation without finite-size correction model (T.F. model) and analytical profiles
from equation (3.4) with Ro = 0.83, Ro = 1.00, Ro = 2.29 and Ro = 0.07 from
configuration NS in panel (a) and configuration NBS in panel (b)
reproduced numerically using the two-phase flow model with finite-size correction. Analytical,
experimental and numerical averaged concentration profiles are compared in figure 10 for both
configurations.
For configuration NS (figure 10a), the same conclusions as for configuration GB can be
drawn. The finite-size correction model significantly improves the prediction of the turbulent
suspension of particles. The predicted Rouse number (Ro = 0.83) is closer to the experimental
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value (Ro = 1.00). The modeled concentration profile obtained using finite-size correction is in
very good agreement with the experimental data compared with the simulation without finite-size
correction model.
For configuration NBS (figure 10b), the finite-size correction model does not alter the results
predicted without finite-size correction. Almost no differences can be observed between the
concentration profiles obtained with or without finite-size correction confirming that finite-size
effects are negligible for configurations with low suspension number.
As a partial conclusion, it has been demonstrated that finite-size effects are important to predict
turbulent suspension of inertial particles in a boundary layer flow when the suspension number is
of the order of unity. The finite-size correction model proposed in this work significantly improves
the model prediction for the average sediment concentration profile.
3.4. Lag velocity
Another interesting feature of turbulent suspension of particles is the potential existence of a
velocity lag between the average streamwise velocity of the fluid and of the particles (Kaftori
et al. 1995; Niño & Garcia 1996; Kiger & Pan 2002; Righetti & Romano 2004; Muste et al.
2005; Kidanemariam et al. 2013). Kidanemariam et al. (2013), based on fully-resolved DNS,
have been able to clearly identify the physical origin of this velocity lag as being due to the
preferential concentration of suspended particles in low speed regions of the fluid flow which can
be identified with ejection events. This velocity lag is not observed for particle-laden flows with
low suspension number (Muste et al. 2005) such as NBS but can be as high as 20% of the bulk
fluid velocity (Kidanemariam et al. 2013).
The averaged fluid and solid velocity profiles obtained numerically with or without the finite-
size correction for configurations GB, NS and NBS are shown in the top panels of figure 11.
The velocity profiles are in very good agreement with the experiments and they don’t show much
sensitivity to the finite-size correction model. The velocity difference is too small to be visible on
these graphs, the lag velocity ulag = 〈u˜ fi 〉 − 〈u˜si 〉 is shown in the bottom panels of figure 11. For
configurations GB and NS, the lag velocity is positive and on the order of 5-10% of the bulk fluid
velocity. The two-fluid model predicts the correct sign and order of magnitude for the lag velocity.
The major discrepancy is observed in the near-wall region y/h < 0.2 where the two-fluid model
predict a peak that is not observed in Kiger & Pan (2002) experiments. For the NS configuration,
the lag velocity decreases linearly with the distance to the free surface. This is probably a free
surface effect that is not fully captured by the symmetry plane boundary condition used in the
present simulation, nevertheless the model predictions are very satisfactory. In both GB and NS
configurations the finite-size correction model has a small influence on the the lag velocity. In the
NBS configuration, the experimental data reveals a negligible lag velocity that can even becomes
negative. The two-fluid model with and without finite-size correction model predict a zero lag
velocity except very near the bottom wall. From these three configurations one can conclude that
the existence of a lag velocity is not due to finite-size effects. More importantly, the fact that
the model is able to recover the absence of lag velocity for NBS means that the two-fluid LES
captures the physical mechanism correctly and can be used as a predictive tools to study this
mechanism.
3.5. Turbulent statistics
Among the three configurations, the most accurate measurements of turbulent statistics have
been obtained for configuration GB. In the following, this configuration is analyzed in details for
the fluid and particle phase flow statistics.
The wall friction velocity of configuration GB predicted with and without finite-size correction
is uτ = 2.70 × 10−2 m.s−1 and uτ = 2.72 × 10−2 m.s−1 respectively. Whereas the numerical
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Figure 11: Averaged fluid and solid velocity profiles in (a, b, c) and lag velocity in (d, e, f )
from the two-fluid model with finite-size correction (T.F. model (FS)) and the two-fluid
model without finite-size correction (T.F. model) for configurations GB (a, d), NS (b, e)
and NBS (c, f) compared with experimental data (Exp.).
wall friction velocity is similar between the clear-water and particle-laden configurations, the
experiments suggest an increase of the friction velocity up to uτ = 2.99 × 10−2 m.s−1. Averaged
fluid and solid Reynolds stress and Root Mean Square (RMS) of streamwise and wall-normal
velocity fluctuations profiles from configuration GB with or without finite-size correction are
compared with experimental data in figure 12. From figure 12a, the two-fluid model slightly
underestimates the fluidReynolds shear stress comparedwith the experiments explaining the lower
friction velocity in the simulations. However, experimental and numerical results are similar: the
solid phase Reynolds shear stress is slightly greater than the fluid Reynolds shear stress away from
the bottomwall. Themaximum value for the solid Reynolds shear stress predicted by the two-fluid
LES model is the same as in the experiments but the location is different. The RMS of streamwise
and wall-normal velocity fluctuations are in very good agreement with experimental results
(figure 12b and 12c). As for the fluid Reynolds shear stress, the fluid phase velocity fluctuations
are slightly under-estimated by the two-fluid model for y/h > 0.1. For both experimental and
numerical profiles, the RMS of streamwise solid phase velocity fluctuations are equal near the
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Figure 12: Average profiles of fluid and solid Reynolds stress in (a), r.m.s of streamwise
velocity fluctuations in (b) and r.m.s of wall-normal velocity fluctuations in (c) from the
two-phase model with finite-size correction (T.F. model (FS)) and the two-phase model
without finite-size correction (T.F. model) compared with experimental data (Exp.) from
configuration GB.
centerline of the channel and becomes smaller in the near bottom wall region. Similarly to the
observation of Kidanemariam et al. (2013) in their fully resolved DNS, the two-fluid model
predicts stronger wall-normal solid velocity fluctuations compared with the fluid away from the
wall whereas experimental solid and fluid profiles are similar close to the channel centerline and
the RMS of the solid velocity fluctuations decreases more rapidly than the fluid ones towards
the wall. Overall, the turbulent statistics are not significantly affected by the finite-size correction
model.
The slight differences observed between the experimental and numerical fluid phase turbulent
statistics come from themodulation of the turbulence by the particles. Again, from the regimemap
developed by Finn&Li (2016) presented in figure 1a and given the parameters of the configuration
from Kiger & Pan (2002), the presence of the particles are expected to damp the fluid turbulence
whereas in the experiments, a slight increase of the Reynolds stress and velocity fluctuations
are observed compared with the clear water configuration. According to Balachandar (2009), the
turbulence enhancement due to the presence of the particles comes from the combined action of
the oscillating wakes behind particles having a high particulate Reynolds number. The conjugate
action of all the wakes of the particles participates to increase the overall fluid turbulence.
To be able to predict the turbulence enhancement, the two-fluid model should have the capacity
to capture the vortex shedding behind the particles by fully resolving the fluid/solid interface
which is not the case for the Eulerian-Eulerian two-phase flowmodel. Nevertheless, the turbulence
enhancement due to the particles is not a dominant mechanism in this configuration. According
to Finn & Li (2016), the net production of turbulence by the particles is dominant for particulate
Reynolds numbers higher than Reynolds number Rep = 400 even if oscillatory wakes behind
particles can be observed for lower Rep depending on flow properties, particle shape or distance
from the wall for example. In the present configuration, the particulate Reynolds number based
on the scaling relations from Finn & Li (2016) is equal to Rep = 4.8 and the maximum particulate
Reynolds number predicted in the simulation is Rep,max ≈ 20, which is significantly below the
threshold Reynolds number of 400.
Flow hydrodynamics and turbulent statistics are in good agreement with experimental data
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Figure 13: Solid phase volumetric concentration profiles from the two-phase flow
simulation with finite-size correction model (T.F. model (FS)), two-phase flow simulation
with finite-size correction only in the production term of granular temperature (T.F. model
(FS-Jint only) and two-phase flow simulation without finite-size correction model (T.F.
model) from configuration GB in semi-log scale.
and the overall relative behavior between the fluid and solid phase is correctly captured by the
two-phase flow model. The fact that the two-fluid flow model does not resolve the particle-fluid
interface implies that the turbulence enhancement induced by the presence of the particles is not
reproduced. However, for such flow and particle parameters, this mechanism is not dominant. The
lower fluid velocity fluctuations predicted by the two-fluid model near the channel centerline only
results in a slight under-estimation of the sediment concentration in the same region compared
with the experiments.
4. Discussion
In this section, the sensitivity of the model to the different components of the finite-size
correction model are discussed as well as the sensitivity to the grid/second filter resolution is
presented.
4.1. Relative influence of the different terms of the finite-size correction model
In order to evaluate the relative influence of the modified drag law and the modified production
of granular temperature, a new simulation is performed for which finite-size effects are taken
into account only in the production term of the granular temperature transport equation. In other
words, the simulation is performed using the drag law from equation (2.8) and the production of
granular temperature from equation (2.24). The average concentration profile obtained from the
simulation including finite-size effects only in the production of granular temperature equation is
compared with the concentration profile from the simulation with or without finite-size correction
in figure 13.
The concentration profile obtained from the two-fluid simulation including finite-size effects
only in the production term of the granular temperature is similar to the profile without finite-size
correction model. Indeed, for dilute particles, fluid-particle interactions are dominant compared
with particle-particle interactions. The slope of the concentration profile in dilute regions of
the flow is shaped by the drag force and the modification of the production term of granular
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Mesh Nx × Ny × Nz ∆+x , ∆+z ∆+y (bottom) ∆˘
M1 314 × 220 × 160 11 1 2dp
M2 210 × 147 × 107 17 1.5 3dp
M3 126 × 88 × 63 22 2 4dp
M4 80 × 56 × 40 44 4 8dp
Table 3: Mesh characteristics for the second filter size sensitivity test.
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Figure 14: Averaged Reynolds flux (panel (a)) and solid phase volumetric concentration
(panel(b)) profiles from two-phase flow simulations with finite-size correction model (T.F.
model (FS)) from configuration GB using mesh M1, M2, M3 and M4 and without
finite-size correction model (T.F. model) using mesh M1 and M4.
temperature has almost no effect. However, it should be noted that the modification of granular
temperature transport equation is necessary because a simulation including finite-size effects
only in the drag law and not in the production term of granular temperature was shown to be
highly unstable and eventually crashes. The effect of the modification of the granular temperature
transport equation could become dominant for higher concentrations.
4.2. Second filter size sensitivity
As mentioned in section 2.4, the width of the second filter ∆˘ should not be too small to be
free from disturbances generated by the presence of the particles. On the other hand, the second
filter size should not be too large in order to provide an accurate representation of the velocity
“seen” by the particles. The minimum filtered width ∆˘min = 2dp could be determined from
Kidanemariam et al. (2013) but there is no clear criteria for the maximum filter width. However,
for computational efficiency, since the second filter width depends on the spatial discretization
in the streamwise and spanwise direction for this configuration, it can be crucial to determine
the maximum acceptable filter width to accurately predict the average concentration profile with
coarser grid resolutions.
Additional simulations of configuration GB with different mesh resolutions are performed to
measure the influence of the spatial discretization and the width of the second filter ∆˘ on the
sediment concentration profile prediction. The mesh characteristics for the different simulations
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are presented in table 3. The comparison between Reynolds fluxes and concentration profiles with
or without finite-size correction obtained with mesh M1, M2, M3 and M4 are presented in figure
14.
The turbulent dispersion of the particles increases for coarser resolution (figure 14a). As a
consequence, the amount of suspended particles in the water column predicted by the two-fluid
model increaseswith increasing filterwidth (figure 14b). The difference between the concentration
profiles from simulations using the finite-size correction model with ∆˘ = 2dp (mesh M1) and
∆˘ = 3dp (mesh M2) is negligible and the agreement can still be considered as acceptable for a
filter width of ∆˘ = 4dp (Mesh M3). However, the difference between the concentration profile
becomes important for larger filter width (∆˘ = 8dp with mesh M4).
Even without finite-size correction model, the Reynolds flux is increased between simulations
using meshM1 and meshM4 (figure 14a) suggesting that the over-prediction of the concentration
does come from the finite-size correction model only but also from the modification of the flow
hydrodynamic for coarser grid resolutions.
As a conclusion, in order to accurately predict the concentration profile, this sensitivity analysis
suggests that the grid resolution at thewall should not exceed 4 inwall units∆+y < 4. It ismandatory
to resolve the turbulent coherent flow structures in the near wall region and to use a second filter
smaller than 8dp (∆˘ < 8dp) to accurately resolve the fluid velocity “seen” by the particles.
5. Conclusion
Turbulence-particle interactions may play a key role in particle-laden flows by modifying
the turbulent dispersion of particles by turbulent eddies and by the feedback of particles on
the turbulent eddies. From a modeling point of view, a specific challenge is the huge range of
cascading turbulent eddy sizes O(10−1 − 10−4) m and their interactions with different grain sizes
O(10−3 −10−5)m. The very wide range of length scales involved does not allow to systematically
use turbulence-resolving approach at the particle scale to address this problemdue to its prohibitive
computational costs and turbulence-resolving continuum approaches, such the two-fluid LES
approach, are needed.
In this contribution, the two-fluid LES method has been tested against experimental data and
a finite-size correction model has been developed. The new model has been validated against
available experimental data for dilute turbulent suspension of finite-sized particles transported by
a boundary layer flow. The improved model has been shown to predict accurately the suspended
particle concentration profile as well as the existence of a stream-wise lag velocity for heavier-
than-fluid particles. The proposed correction model has two terms, one in the drag coefficient and
one in the granular temperature equation. While the former is more important for the accurate
prediction of the suspended particle concentration profile, the later is mandatory for the physical
consistency and the numerical stability of the model. At last, the sensitivity analysis of the model
results to the second filter size has shown that the grid resolution could be as high as 4 particle
diameters without loss of accuracy.
The work presented herein is an important step towards two-fluid LES of more complex
applications such as scour around hydraulic structures, wave-driven sediment transport or
turbidity currents to cite a few geophysical flow examples. In all the aforementioned applications,
turbulence-particle interactions are expected to play a key role. However detailed measurements
are really challenging and using turbulence-resolving simulations in addition to measurements is
probably the only way to improve our understanding of the role of these mechanisms on particle
transport dynamics. Nevertheless, some open science questions remain to be addressed such as
the accurate description of the regime transitions in Finn & Li (2016) analysis or the required
grid resolution with respect to the eddy size l∗. These are some of the future research directions
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that shall be investigated in a near future.
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Appendix A. Averaging procedure
The given variable ψ can be decomposed into the sum of the Favre averaged variable 〈ψ〉F
and the associated fluctuation ψ ′. Favre averaging variables ψ f or ψs corresponds to perform
a ensemble average (operator 〈·〉) of the variable weighted by the ensemble averaged phase
concentration 〈1 − φ〉 or 〈φ〉 following:
〈ψ f 〉F = 〈(1 − φ)ψ
f 〉
〈1 − φ¯〉 , 〈ψ
s〉F = 〈φψ
f 〉
〈φ〉 . (A1a, b)
Numerically, averaged variables are calculated by performing a spatial averaging operation in
the streamwise and spanwise direction of a temporally averaged variable 〈ψ〉t following:
〈ψ〉 = 1
LxLz
∫ Lx
0
∫ Lz
0
〈ψ〉tdxdz, (A 2)
with Lx and Lz the lengths of the numerical domain in the streamwise and spanwise directions
respectively.
The temporal averaging operation is performed using an iterative procedure at each time step
with the temporal average value of the variable ψ at time tn+1 given by:
〈ψ(tn+1)〉t = ψ(tn+1) + n〈ψ(tn)〉tn + 1 . (A 3)
Second order statistical moments such as r.m.s. of the velocity fluctuations or Reynolds stresses
are obtained by calculating the fluid or solid Favre averaged covariance tensor 〈ψ ′iψ ′j〉F following:
〈ψ ′iψ ′j〉F = 〈ψiψj〉F − 〈ψi〉F 〈ψj〉F (A 4)
One can notice that in clear water conditions (without solid phase), fluid phase Favre averaging
is equivalent to ensemble averaging.
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