Abstract-This paper deals with systems of fuzzy inequalities. It shows that a system of fuzzy inequalities with piecewise linear membership functions can be converted to a one-constraint nonlinear programming problem by employing the concepts of constraint surrogation and maximum entropy. An augmented Lagrangean algorithm is then applied to solve the resulting problem. Some computational results are included.
I. INTRODUCTION
I N the field of operations research, real-world decision problems are often solved by using some mathematical techniques. A major branch of this field is known as mathematical programming. A general mathematical programming problem involves minimizing (or maximizing) an objective function subject to various constraints posed by the restrictions within the system. This usually requires that the individual who formulates the mathematical problem (the decision maker) be very precise in every bit of information even though the system itself may be rather imprecise or vague in nature. However, in the real-world decision problems, the goal and the constraints may be fuzzy in practical situations. For instance, a decision maker would want the goal to reach some aspiration level of the objective function and/or allow some violations on the constraints instead of actually maximizing the objective function and/or strictly satisfying the constraints. In this situation, the decision maker can model these problems as fuzzy mathematical programs [2] , [24] .
Moreover, from optimization theory, we know that solving a mathematical programming problem essentially can be reduced to solving a system of inequalities [18] , [19] , [21] . For example, consider the following fuzzy linear programming problem (1) where the fuzzy constraints mean that can be violated within a tolerance level. According to [14] , this problem can be solved by considering the following system Manuscript received October 10, 1996; revised October 8, 1998 . This work was supported in part by the North Carolina Supercomputing Center, Cray Research Grant, and the National Textile Center Research Grant S95-2.
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where is inherited from (1) and the other two sets of inequalities are crisp. In our study, we extend the idea and consider a fuzzy mathematical programming problem in view of the following system of fuzzy inequalities with :
where are regular inequalities, are fuzzy inequalities, and " " denotes the fuzzified version of " " with the linguistic interpretation "approximately less than or equal to." Each fuzzy inequality actually determines a fuzzy set whose membership function is denoted by . The membership grade can be interpreted as the degree to which the regular inequality is satisfied. To specify the membership functions , it is commonly assumed that should be zero if the regular linear inequality is strongly violated and one if it is satisfied. This leads to a membership function in the following form:
where is the tolerance level which a decision maker can tolerate in the accomplishment of the fuzzy inequality . We usually assume that and it is continuous and strictly decreasing over . Fig. 1 shows different shapes of such membership functions.
To solve problem (2), we follow the "tolerance approach" and consider the following model [15] , [24] : (3) or (4) Therefore, we see that a system of fuzzy inequalities (2) can eventually be reduced to a nonlinear programming problem (3) or (4) . Depending on the type of membership functions chosen and the properties of and the resulting optimization problem turns out to be either a linear or a nonlinear program.
In the previous work [13] , a "method of centers" with "entropic regularization" technique was proposed for solving a system of fuzzy inequalities with concave membership functions. However, the assumptions of having concave membership functions may not be realistic in some situations. For instance, quite often -shaped membership functions have been suggested, particularly if the membership function is interpreted as a utility function [24] . To handle a system of fuzzy inequalities with general nonlinear membership functions, one obvious way is to approximate the membership functions piecewisely by linear functions. In this paper, we consider the membership function to be a piecewise linear function for each . When and are all linear, similar problems have been considered by Hannan [12] , Nakamura [20] , and Inuiguchi et al. [14] . In particular, Hannan solved the problem with all membership functions being concave piecewise linear in the range of [0, 1], and Inuiguchi et al. dealt with the problems whose membership functions are strictly quasiconcave. Our work handles a much more general setting, since and can be nonlinear.
II. FUZZY INEQUALITIES WITH PIECEWISE LINEAR MEMBERSHIP FUNCTIONS
Consider the case that the membership function of each fuzzy inequality in (2) is continuous piecewise linear. To specify the piecewise linear membership function , as mentioned in Section I, we know that should be zero if the regular inequality is strongly violated and one if it is satisfied. Therefore, the membership function has the following form: for where specifies the tolerance interval which a decision maker can tolerate in the accomplishment of the fuzzy inequality and is continuous and piecewise linear over with segments as shown in Fig. 2 .
Given any , we have for the segment , i.e., is the slope and is the intercept for the section of the curve initiated at and terminated at . According to [12] , the continuous piecewise linear function can be expressed in the following form: 
where Substituting (6) into (3) yields the following nonlinear programming problem:
for which is equivalent to the following "min-max problem": (8) for where and . One major difficulty encountered in developing solution methods for solving the "min-max" problem (8) is the nondifferentiability of the max function . A distinct feature of the recent development centers around the idea of developing "smooth algorithms" [6] , [10] . Among them, a class called "regularization methods" has been developed based on approximating the max function by certain smooth function [3] , [5] , [10] . Here, we adopt the newly proposed "entropic regularization procedure" [7] , [8] , [17] . This procedure guarantees that for an arbitrarily small , an -optimal solution of the min-max problem (8) can be obtained by solving the following problem: (9) for with a sufficiently large . It should be emphasized that is a smooth function which approximates uniformly and accurately when is taken to be sufficiently large.
Furthermore, the presence of many nonlinear inequality constraints in (9) also causes difficulties in finding an optimal solution of (9). Early methods for handling these constraints involved adding a barrier term to the original objective function [4] , [9] , [18] , which restricted the domain of a problem to the interior of its feasible region. These methods may become less favorable due to the difficulty in performing unconstrained minimizations when the barrier parameter becomes very large. Another method of handling these inequalities seeks to identify the active constraints and treat them as equalities [22] , [23] . It includes various "active set" strategies [11] . The major difficulty of this approach is that a correct recognition of the true active constraints can only be made, strictly speaking, at the solution. The method we adopted here is a so-called "aggregate constraint method" to approximate the original constraint set in (9) by a uniform approximation with . In this framework, (9) is equivalent to the following one-constrain problem [16] : (10) Moreover, for computational reasons, a differentiable function that uniformly approximates the constraint set is desirous to replace the nondifferentiable constraint . Again, applying the "entropic regularization procedure," (10) can be solved by a uniformly constrained optimization problem (11) In [16] , it shows that for an arbitrarily small , anoptimal solution of (10) can be obtained by solving (11) with a sufficiently large .
It should be noticed that among all inequality constraints of (8), at least one will be equal to zero at the solution [18] . Thus, problem (11) can be treated as an equality constrained problem with only one constraint: (12) where is specified as a sufficiently large constant. In this case, (12) can be solved by a basic "augmented Lagrangean algorithm" [11] for equality constrained nonlinear programming problem; that is, we shall solve an unconstrained minimization problem in the form (13) where is a Lagrangean multiplier associated with a single constraint. It has also been proven that is locally convex in some neighborhood of for a sufficiently large [1] .
III. AN ALGORITHM WITH A NUMERICAL EXAMPLE
An outline of the basic structure for the augmented Lagrangian method will now be presented. Certain parameters are assumed to be available as input. These include an initial estimate of the Lagrangian multiplier , sufficiently large constants and , a positive integer (which serves as an upper bound on the number of unconstrained minimizations to be performed), a sufficiently small constant , and an initial point .
Algorithm
Set and perform the following steps.
Step 1: Minimize the unconstrained problem (13)-with as the starting point, apply a commonly used BFGS subroutine [18] , which is a modified Newton's method derived by Broyden, Fletcher, Goldfard, and Shanno (BFGS) to solve the unconstrained minimization problem (13) . Let denote the solution of (13).
Step 2: Update the multiplier estimate-compute (an updated estimate of the Lagrange multiplier) by assigning
Step 3: Check termination criteria-if , , , , , the algorithm terminates with , , as the solution. If , the algorithm terminates with a failure.
Step 4: Updated the iteration count-set and go to step 1.
Numerical Example
To illustrate that our approach works for real, we provide an example that has been studied in [14] . Consider the following system of fuzzy inequalities: (14) where the membership functions of fuzzy inequalities and are specified as 
which is equivalent to (14) A near-optimal solution of the "min-max problem" (17) can be obtained by solving the following problem: (18) with a sufficiently large .
Equation (18) Tables I and II . Notice that our result is consistent with the result in [14] and indicates that the algorithm approaches the solution very quickly (at the very early iterations). In fact, the algorithm has been tested on several other examples, and it tends to approach the solution at the very early iterations. The algorithm then refines the solution by improving the estimates of the Lagrange multiplier . Our computational experience shows that the algorithm converges to the same result no matter what initial points and are chosen. This goes with the general nature of the augmented Lagrangean method. 
IV. FUZZY INEQUALITIES WITH CONCAVE PIECEWISE LINEAR MEMBERSHIP FUNCTIONS
A piecewise linear membership function , which is concave in its domain, is called a "concave piecewise linear membership function." Fig. 3 illustrates this type of membership functions. Consider (4) with piecewise linear membership functions expressed in the form of (6) . This leads to the following problem:
. In case all membership functions are concave piecewise linear, i.e., , (19) can be simplified by the following result.
Lemma 1: If all membership functions of (2) are concave piecewise linear, then (19f) can be omitted from the constraints.
Proof: Let satisfy all the inequalities (19a)-(19e) that may or may not satisfy (19f) . Let
Note that since we have . Hence, Clearly, also satisfies (19a)-(19e) and it satisfies (19f) automatically.
From Lemma 1 and (19), we see that the system of fuzzy inequalities (2) with concave piecewise linear membership functions can eventually be reduced to a nonlinear programming problem given in (19) without constraint (19f). Depending on the properties of and the resulting optimization problem turns out to be either a linear or a nonlinear program. In the case when are linear and are concave piecewise linear, we can find a solution to (2) by solving a standard form linear programming problem. This covers the previous results of [12] .
V. CONCLUSIONS
In this paper, we have studied a system of fuzzy inequalities with piecewise linear membership functions. It shows that a system of fuzzy inequalities with piecewise linear membership functions can be converted to a one-constraint nonlinear programming problem by employing the concepts of constraint surrogation and maximum entropy. An augmented Lagrangean algorithm is applied to solve the resulting one-constrain nonlinear programming problem and only a commonly used BFGS subroutine is required in our implementation. An example is used to illustrate the proposed method. A simpler case with concave piecewise linear membership functions has also been discussed.
From the theory and numerical results, it can be seen that the method presented here for solving a system of fuzzy inequalities with piecewise linear membership functions is very promising.
