Abstract. We consider the system of boundary value problems
Introduction
In this paper we shall consider the system of boundary value problems 
Preliminaries
In this section we shall state Krasnosel'skii's fixed point theorem in a cone which is used later to establish existence criteria for the solution of system (1.1). Certain inequalities involving Green's function related to system (1.1) are also included. These inequalities are important in defining an appropriate cone which is essential in Krasnosel'skii's fixed point theorem.
Theorem 2.1 (see [17] ). Then S has a fixed point in C ∩ (Ω 2 \Ω 1 ).
To obtain a solution of system (1.1), we require a mapping whose kernel G i (t, s) is Green's function of the (n i , p i ) boundary value problem −y 
Throughout, we shall denote the interval I = [ 
Existence of a fixed-sign solution under condition (A)
In this section we shall tackle the existence of a fixed-sign solution when f i (1 ≤ i ≤ m) fulfil condition (A). To begin, let the Banach space B = (
where
for t ∈ [0, 1] and 1 ≤ i ≤ m. Clearly, a fixed point of the operator S is a solution of system (1.1). Let
It is noted that C is a cone in B. Further, C ⊂ K. If u ∈ C is a solution of system (1.1), then obviously u is a fixed-sign solution of that system.
Proof. Let u ∈ C (⊂ K). In view of condition (A) and (2.3), we obtain for
Next, application of (3.4) and Lemma 2.2 yields
for all 1 ≤ i ≤ m. Now, using (3.4), Lemma 2.1 and (3.5), for each 1 ≤ i ≤ m and t ∈ I we find
Hence min
for 1 ≤ i ≤ m. Coupling (3.4) and (3.6), we obtain S(C) ⊆ C. Also, the standard arguments yield that S is completely continuous 
and
Then system (1.1) has a fixed-sign solution u * such that
Proof. We shall employ Theorem 2.1. For this, let
We shall show that
To justify statement (i), let u ∈ C ∩ ∂Ω 1 . So u = λ. Applying (3.4), Lemma 2.2 and condition (C1), we get for t ∈ [0, 1] and
for k = j and t ∈ I. Now, using condition (C2), we find for some i ∈ {1, . . . , m}
Consequently, |S i u| 0 ≥ u and so Su ≥ u .
Having obtained statements (i) and (ii), we conclude from Theorem 2.1 that S has a fixed point u *
we introduce the following definitions:
is satisfied. Then condition (C1) holds for some λ > 0.
Proof. First, we shall show that (3.11) leads to (C1). Let ε = a i − max f 
For each 1 ≤ i ≤ m, there are two cases to consider.
(since Γ can be chosen arbitrarily large, λ can be chosen arbitrarily large). It follows that
. In view of (3.13), the above inequality leads to
Therefore, in both cases condition (C1) is fulfilled
is satisfied. Then condition (C2) holds for some η > 0.
Proof. First, to show that (3.14) gives rise to condition (C2), we let ε = min f
(> 0). Clearly, there exists η > 0 (η can be chosen arbitrarily small) such that Remark 3.1. In [11 -13, 16 ] (m = 1), the existence criteria developed require max f 0 , min f 0 , max f ∞ , min f ∞ ∈ {0, ∞}. However, there are functions that do not satisfy this condition. Hence, our results generalize and extend all these recent investigations. To cite some examples, for m = 2 and γ 1 = γ 2 = 1, we have:
, by Lemma 3.3 condition (C2) is fulfilled for some η > 0. Next, for λ > 0 it is clear that 
Existence of two fixed-sign solutions under condition (A)
By applying the results of Section 3, in this section we obtain criteria for the existence of at least two fixed-sign solutions when Proof. By Lemma 3.3, condition (3.14) leads to condition (C2)| η=η 1 and (3.15) gives rise to condition (C2)| η=η 2 , where η 1 and η 2 can be chosen arbitrarily small and large, respectively. Therefore, it is clear that 
Proof. Applying Lemma 3.2, we find that condition (3.11) implies (C1)| λ=λ 1 and (3.12) leads to (C1)| λ=λ 2 , where λ 1 and λ 2 can be chosen arbitrarily small and large, respectively. Hence, it is clear that
(4.4)
We now conclude from Theorem 3.1 that system (1.1) has a solution u * with λ 1 ≤ u * ≤ η and another solutionū satisfying η ≤ ū ≤ λ 2 . Thus, (4.3) follows immediately
Existence of a fixed-sign solution
In this section the non-linearities f i (1 ≤ i ≤ m) are not required to fulfil condition (A). We shall consider the Banach space (B, · ) as in Section 3.
Proof. It is immediate from Theorem 3.1 To show that equation (5.6) has a solution, we shall employ Theorem 2.1. First, we shall prove that T maps C (see (3.3)) into itself. For this, let q ∈ C (⊂ K). In view of condition (D1) and (2.3), we obtain, for t ∈ [0, 1] and 1 ≤ i ≤ m,
Next, an application of (5.11) and Lemma 2.2 yields
Hence
for all 1 ≤ i ≤ m. Now, using (5.11), Lemma 2.1 and (5.12), for each 1 ≤ i ≤ m and t ∈ I we find
It follows that min
for all 1 ≤ i ≤ m. Coupling (5.11) and (5.13), we obtain T (C) ⊆ C. Next, define the set
We claim that
To verify statement (i), let q ∈ C ∩ ∂Ω 1 . So q = λ which implies q − u L ≤ λ. Using (5.11), Lemma 2.2 and (D2), we obtain for t ∈ [0, 1] and 1 ≤ i ≤ m
As a result, |T
and t ∈ I. Now, applying condition (D3), we find that the following holds for some i ∈ {1, . . . , m}:
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Consequently, |T i q| 0 ≥ q and so T q ≥ q . Now that we have established statements (i) and (ii), it follows from Theorem 2.1 that T has a fixed point q * 
Further, for 1 ≤ i ≤ m we denote
is satisfied, then condition (D2) holds for some λ > 0.
Proof. First, we shall show that (5.17) implies (D2).
(> 0). Clearly, there exists λ > 0 (λ can be chosen arbitrarily small) such that
. This subsequently provides
. Then there exists w > 0 (w can be chosen arbitrarily large) such that
For each 1 ≤ i ≤ m we shall consider two cases.
(since R can be chosen arbitrarily large, λ can be chosen arbitrarily large). It follows that
As seen earlier, this gives rise to condition (D2).
Case 2:
Then there exists λ ≥ w (λ can be chosen arbitrarily large) and t i ∈ [0, 1] such that
. In view of (5.20) this inequality leads to
. Hence, condition (D2) is readily obtained
n j −1 −1 (> 0). Then there exists η > 0 (η can be chosen arbitrarily large) such that
n j −1 η, ∞ . Thus, for some 1 ≤ i ≤ m and each
So condition (D3) is fulfilled. The case when L k = 0 for all k can be similarly verified 
Hence, for some 1 ≤ i ≤ m and each 1 ≤ j ≤ m, we find
. As seen in the proof of Lemma 5.3, this leads to condition (D3) Remark 5.1. In order to show that f i satisfies condition (D3) (η > 2(4) 
Example 5.1. Consider the system 
Existence of two fixed-sign solutions
In this section, we apply the results of Section 5 to obtain criteria for the existence of at least two fixed-sign solutions. Once again, the non-linearities f i (1 ≤ i ≤ m) need not fulfil condition (A). 
