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ABSTRACT
Existing time-stepping methods for PDEs such as Navier-Stokes equations are not as
efficient or scalable as they need to be for high-resolution simulation due to stiffness. The
failure of existing time-stepping methods to adapt to changes in technology presents a
dilemma that is becoming even more problematic over time. By rethinking approaches to
time-stepping, dramatic gains in efficiency of simulation methods can be achieved. Krylov
subspace spectral (KSS) methods have proven to be effective for solving time-dependent,
variable-coefficient PDEs. The objective of this research is to continue the development
of KSS methods to provide numerical solution methods that are far more efficient and
scalable to high resolution for Navier-Stokes equations. We will utilize these techniques for
compressible Navier-Stokes equations on rectangular domains.
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NOTATION AND GLOSSARY
General Usage and Terminology
The notation used in this text represents fairly standard mathematical and computational
usage. In many cases these fields tend to use different preferred notation to indicate the same
concept, and these have been reconciled to the extent possible, given the interdisciplinary
nature of the material. The blackboard fonts are used to denote standard sets of numbers: R
for the field of real numbers and C for the complex field. The capital letters, A,B, . . . are
used to denote matrices. Functions which are denoted in boldface type typically represent
vector valued functions, and real valued functions usually are set in lower case roman or
greek letters. Lower case letters such as i, j,k, l,m,n are used to denote indices, while lower
case bold letters are used to denote vectors. In general the norms are typeset using double
pairs of lines, e.g., || · ||, and the abolute value of numbers is denoted using a single pairs of
lines, e.g., | · |.
x
Chapter 1
INTRODUCTION
Navier-Stokes equations are a system of partial differential equations (PDEs) that describe
the flow of viscous fluids. These equations are highly useful in describing the physics of
meteorology, fluid flow within pipes, and oceanic currents; however, due to stiffness, they
are difficult to solve. The rapid changes in technology have made it extremely difficult for
existing time-stepping methods to adapt to these stiff equations. The high- and low-frequency
components of the solutions of stiff systems cannot be treated independently because they
are coupled. Also, the time step is determined by the highest frequency components so that
the solution has the correct qualitative behavior. Stiffness affects both explicit and implicit
methods. For explicit methods, by the CFL condition, the time step must be very small;
otherwise, there is no stability. For implicit methods, iterative methods are slowed down by
ill-conditioned systems due to the wide range of frequencies.
Previously, Gene Golub and Gérard Meurant developed techniques for computing
bilinear forms, such as
uT f (A)v, (1.1)
involving matrix functions by treating them as Riemann-Stieltjes integrals. James Lambers
applied this purely numerical linear algebra technique to partial differential equations; he
developed Krylov subspace spectral (KSS) methods, which are time-stepping methods for
partial differential equations that use these previous techniques to compute the Fourier
coefficients of the solution at each step [17]. Though Krylov subspace spectral methods are
ideal for solving parabolic and hyperbolic partial differential equations, it has been recently
discovered that they can also be applied to nonlinear PDEs by combining KSS methods with
exponential propagation iterative (EPI) methods due to Tokman [26].
As discussed in [27], exponential integrators were initially intended for nonlinear stiff
systems of ordinary differential equations of the form
y′ = f (y), y(t0) = y0, y ∈ RN (1.2)
that involved the computation of exponential functions for an N ×N matrix; however,
it was required that N be small to medium size as this operation was computationally
expensive for large matrices compared to implicit and explicit techniques. Thus, in order to
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reduce computational cost, a Krylov projection algorithm was proposed as an alternative for
evaluating these exponential functions.
Many previous exponential integrators aimed to solve problems that could benefit from
the decomposition of the nonlinear function f (y) into a linear part and a nonlinear remainder
such as f (y) = Ay+ g(y); however, this approach is advantageous when the stiffness of
the problem is a result of the matrix A only and the nonlinear remainder g(y) is small.
Furthermore, for systems addressed by high performance computing, a decomposition of
this type is not possible as these problems require an integrator for which a Jacobian matrix
changes at every time step. This would require several exponential-type functions of the
Jacobian matrix to be computed at every step. Thus, the majority of exponential integrators
to solve this type of problem are inefficient due to the performance of too many expensive
computations at every time step [27].
When constructing an efficient exponential technique, care must be taken to ensure
that the required number of calculations of matrix exponential functions and the compu-
tational cost of each evaluation is minimized. Exponential propagation iterative methods
of Runge-Kutta type strategically reuse the scaled exponential function-vector products at
each step to reduce the computational cost of their calculation. Therefore, these modified
exponential integrators are an alternate method to standard implicit and explicit techniques
for solving large stiff systems, with favorable properties such as high-order methods with
low computational cost [27]. EPI methods will be discussed in more detail in Section 3.1.
Krylov subspace spectral methods provide an alternative approach for time-dependent
problems in which each component of the solution in an appropriate basis is determined
using an approximation that is best for that component. Other methods, such as Runge-Kutta
methods and multistep methods, are able to achieve both accuracy and stability; however,
Krylov subspace spectral methods can achieve high-order accuracy as well as stability that
is normally possible only with implicit time-stepping methods, even though KSS methods
themselves are explicit. The drawback is that efficient execution is more difficult since
KSS methods feature greater algorithmic complexity than other time-stepping methods. We
will address the difficulty of efficient implementation for Navier-Stokes equations. This
difficulty stems from the fact that KSS methods require the selection of frequency-dependent
interpolation points for a given partial differential equation or system of PDEs. We want
to determine how the frequency-dependent interpolation points can best be prescribed
for the numerical solution of Navier-Stokes problems for which analytical solutions are
not available. The objective is to continue the development of KSS methods to provide
more efficient numerical solution methods that are far more scalable to high resolution for
Navier-Stokes equations.
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The implementation of Krylov subspace spectral methods has been enhanced over
time. For instance, a modification of KSS is presented in [19]; prior to the modification,
KSS methods used Lanczos iteration in the computation of needed quadrature nodes. The
enhancement of KSS involved avoiding the need for two quadrature rules for each component
of the solution or the use of perturbations of quadrature rules by using block Lanczos iteration.
In [16], Hochbruck and Lubich discuss the use of the unsymmetric Lanczos algorithm to
compute the solution of some ordinary differential equations without time-stepping; however,
this is not ideal for stiff problems as the same subspace is used for each Fourier component.
In contrast, KSS methods use a different K-dimensional Krylov subspace for each Fourier
component. The numerical results comparing the two methods can be seen in [17], showing
that the approach described in [16] loses accuracy or efficiency as the number of grid points
increases, an issue that does not affect KSS.
Introduced in [18] is an approach for computing bilinear forms like (1.1) using a pertur-
bation of the form
uT f (A)v =
1
δ
[
uT f (A)(u+δv)−uT f (A)u] , (1.3)
where δ is a small constant. This method uses formulas for the derivatives of the nodes and
weights with respect to δ ; the drawback, however, is that two quadrature rules are needed
to compute each component as well as the unsymmetric Lanczos algorithm, which is less
well-behaved than symmetric Lanczos. An approach using block Lanczos only requires one
quadrature rule per component, which is more effective than the original algorithm. It is
observed that the block KSS method is significantly more accurate. We will explain the
block approach more thoroughly in Chapter 3.
In comparison to other methods, like finite element methods, spectral methods, in general,
are limited in applicability, but they work very well for problems that they can be applied
to due to their high-order accuracy. Spectral methods are effective in solving constant-
coefficient problems. KSS broadens the applicability of spectral methods by extending
its application to variable-coefficient and nonlinear problems on simple domains. Finite
element methods can be used on various domains, but they use off-the-shelf time-stepping
methods that are not scalable. Unfortunately, KSS can currently only be used on simple
domains, because on these domains, we can use Fourier transforms or similar transforms
to separate high- and low-frequencies; there is not really a way to carry out this separation
with finite element methods.
In this dissertation, we extend previous work involving KSS to Navier-Stokes equations,
which yields a much more challenging problem. Previous work involved problems with
a constant-coefficient operator plus a lower-order nonlinear term, whereas we focus on
3
a problem with nonlinearity throughout. This dissertation also discusses the handling of
the high-frequency components more efficiently. The outline of this dissertation is as
follows: Chapter 2 provides a background of Navier-Stokes equations. Chapter 3 provides
an overview of Krylov subspace spectral methods and exponential propagation iterative
methods. The implementation of the Arnoldi algorithm is discussed in Chapter 4. Numerical
results are presented in Chapter 5, followed by conclusions in Chapter 6.
4
Chapter 2
NAVIER-STOKES EQUATIONS
Navier-Stokes equations, developed by Claude-Louis Navier and George Gabriel Stokes,
are a system of nonlinear equations that were derived from important principles in physics.
Navier-Stokes equations have a number of specific applications, in that they are used in
fluid dynamics to model and analyze fluid flow; in pulse wave propagation to study the
dynamics of fluid flow in pipes, particularly in relation to blood flow within arteries; and in
the simulation of ocean phenomena, in which modelling techniques and numerical methods
are used to enable the global mapping of changes in oceanic waves. The usefulness of
Navier-Stokes equations lies in their ability to help predict and mitigate disasters.
The system includes time-dependent equations for conservation of mass, conservation of
momentum and conservation of energy that describe the relationship between the velocity,
pressure, density and temperature of a moving fluid, and they are expressed in two forms:
compressible and incompressible flow equations.
The main difference between the compressible and the incompressible Navier-Stokes
equations is that the incompressible equations describe fluids whose density is constant
over time. In contrast, the compressible equations describe a fluid whose density changes
with the flow. Due to the complexity of the full 3-dimensional compressible Navier-Stokes
equations, there are many unanswered mathematical questions regarding this system; so
far, no known general analytical solution exists. Most applications of the compressible
Navier-Stokes equations require assumptions about the flow of the fluid, the fluid itself, or
the geometry of the problem to simplify the equations. One major difficulty of the equations
lies in the fact that the system involves changes in the velocity, density, energy and viscosity
[23].
The 3-dimensional Navier-Stokes equations were derived through the application of
Newton’s laws of force, the conservation of mass principle and the conservation of energy
principle to the motion of a fluid. The 3-dimensional, compressible Navier-Stokes equations
as stated in [24] are as follows:
Momentum Equation (or Momentum Balance Equation):
ρ
(
∂U
∂ t
+(U ·∇)U
)
+∇p−δ∆U−
(
η+
1
3
µ
)
∇(∇ ·U) = G (2.1)
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Continuity Equation (or Mass Balance Equation):
∂ρ
∂ t
+∇ · (ρU) = 0 (2.2)
Energy Equations (or Energy Balance equations):
∂ρ
∂ t
(
1
2
U ·U + ε
)
+∇ ·
(
ρU
(
1
2
U ·U +ω
))
= 0 (2.3)
∂E
∂ t
+∇ · ((E + p)U) = 0 (2.4)
Equations of State:
p = c2ρ (2.5)
p = (γ−1)
(
E− 1
2
ρU ·U
)
(2.6)
p = αρk (2.7)
U = (u,v,w), where the u component is the velocity of the fluid in the x direction, the v
component is the velocity of the fluid in the y direction, and the w component is the velocity
of the fluid in the z direction. The equation of state (2.5) is used for acoustics and sound
waves, and (2.6) and (2.7) are used in gas dynamics; they are derived experimentally and are
used to eliminate one of the unknowns. ρ = ρ (x,y,z, t) is the density of the fluid at a point
(x,y,z) at time t; p = p(x,y,z, t) is the pressure on the fluid at a point (x,y,z) at time t; ∇
represents the gradient vector
(
∂
∂x
,
∂
∂y
,
∂
∂ z
)
; ∆ represents the Laplacian
∂ 2
∂x2
+
∂ 2
∂y2
+
∂ 2
∂ z2
,
which is applied to every component of U ; the external forces acting on the fluid are modeled
by the function G, which is the vector (g1 (x,y,z, t) ,g2 (x,y,z, t) ,g3 (x,y,z, t)); ε = ε (x,y,z, t)
models the internal energy of the fluid; E = E (x,y,z, t) models the total energy of the fluid;
c = c(x,y,z) is the speed of sound in the fluid; and ω is the enthalpy. c, α , k and γ are
experimentally determined.
We will focus on the 1-dimensional, compressible Navier-Stokes equations, which model
fluid flow in a thin or narrow tube, similar to drinking from a straw or how blood flows
through veins. The velocity, density and energy of the fluid only change along the tube. The
1-dimensional, compressible Navier-Stokes equations are as follows:
Momentum Equation:
ρ
(
∂u
∂ t
+u
∂u
∂x
)
+
∂ p
∂x
−δ ∂
2u
∂x2
−
(
η− 1
3
µ
)
∂ 2u
∂x2
= g(x, t) (2.8)
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Continuity Equation:
∂ρ
∂ t
+
∂
∂x
(ρu) = 0 (2.9)
Energy Equation:
∂E
∂ t
+
∂
∂x
[(E + p)u] = 0 (2.10)
Equation of State (for Gas Dynamics):
p = (γ−1)
(
E− 1
2
ρu2
)
(2.11)
where u is the velocity of the fluid; ρ = ρ(x, t) is the density of the fluid at a point x
at time t; p = p(x, t) is the pressure on the fluid; the function g models the external forces
acting on the fluid; δ , η , and µ describe the viscosity of the fluid; and E = E(x, t) models the
total energy of the fluid [24]. For an incompressible fluid, the continuity equation becomes
∂u
∂x
= 0. (2.12)
According to [5], it is a very difficult task to solve the compressible Navier-Stokes
equations. Most numerical techniques for these problems are based on finite difference,
finite element, or finite volume methods [3] and typically rely on some sort of simplification
of the problem. Many methods include focusing on the steady-state solution, which involves
neglecting the time derivatives from the equation, or they reduce the problem to its incom-
pressible form by assuming constant density. In [4], Briley mentions a simplification that
reduces the computational cost of solving the Navier-Stokes by eliminating the pressure p
in the momentum equation and rendering the solution of the energy equation E unnecessary.
In this dissertation, we do not make such assumptions.
7
Chapter 3
KRYLOV SUBSPACE SPECTRAL METHODS
As mentioned in [12], Golub and Meurant have developed techniques for computing quanti-
ties of the form
uT f (A)v (3.1)
where u and v are N-vectors, A is an N×N symmetric positive definite matrix, and f is a
smooth function. As an extension, Lambers developed time-stepping methods for partial
differential equations that use these techniques to compute the Fourier coefficients of the
solution at each step. Krylov subspace spectral methods have proven to be effective for
solving time-dependent, variable-coefficient PDEs [17].
Because A is symmetric positive definite, it has real, positive eigenvalues b = λ1 ≥ λ2 ≥
. . .≥ λN = a > 0, and corresponding orthonormal eigenvectors q1, q2, . . . , qN such that
Aq j = λ jq j, j = 1,2, . . . ,N. (3.2)
Therefore, the quantity uT f (A)v can be rewritten as
uT f (A)v =
N
∑
j=1
f
(
λ j
)
uT q jq
T
j v. (3.3)
Krylov subspace spectral methods provide an alternative approach for time-dependent
problems in that each component of the solution in an appropriate basis is determined using
an approximation that is best for that component. KSS computes each Fourier coefficient of
the solution by approximating elements of functions of matrices by Gaussian quadrature
in the spectral domain. This is accomplished by treating each Fourier coefficient as a
Riemann-Stieltjes integral
uT f (A)v =
N
∑
j=1
f
(
λ j
)
uT q jq
T
j v =
∫ b
a
f (λ )dα (λ ) = I[ f ]. (3.4)
The purpose of expressing quantity uT f (A)v as an integral is to develop approximation
techniques based on quadrature. The integral I[ f ] can be approximated using Gaussian
quadrature rules where the nodes and weights can be obtained from the block Lanczos
algorithm applied to A with initial vectors u and v. The nodes are the eigenvalues of the
8
tridiagonal matrix TK produced by Lanczos, and the weights come from the first components
of the eigenvectors. For the case u 6= v, we consider a block approach which results in the
2×2 matrix integral∫ b
a
f (λ )dµ(λ ) =
[
u v
]T f (A)[u v]= [uT f (A)u uT f (A)vvT f (A)u vT f (A)v
]
(3.5)
where µ(λ ) is a matrix measure, with each entry similar to α(λ ).
The algorithm for block Lanczos is as follows [11]:
X0 = 0, R0 =
[
u v
]
, R0 = X1B0 (QR) factorization)
for n = 1,2, . . . ,K do
V = AXn
Mn = XHn V
Rn =V −Xn−1BHn−1−XnMn
Rn = Xn+1Bn (QR) factorization)
end for
Block Lanczos yields the block triangular matrix
TK =

M1 BT1
B1 M2 BT2
. . . . . . . . .
BK−2 MK−1 BTK−1
BK−1 MK
 . (3.6)
We define the quadrature rule for
[
u v
]T f (A)[u v] as
∫ b
a
f (λ )dµ(λ )≈
2K
∑
j=1
f
(
λ j
)
u juTj = [ f (TK)]1:2,1:2, (3.7)
where 2K is the order of the matrix TK , λ j an eigenvalue of TK , and u j contains the first two
elements of the of the normalized eigenvector.
Consider the PDE ut = Lu with periodic-boundary conditions. After the spatial dis-
cretization on a uniform N-point grid, the approximate solution can have the form
un+1 =∑
ω
eˆω
(
eˆHωe
LN∆tun
)
, (3.8)
where LN is an N×N matrix representing L, and
[un] j ≈ u(x j, tn), eˆω =
1√
N
eiωx j . (3.9)
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Note that each Fourier coefficient is a bilinear form involving a matrix function.
For each wave number ω =−N/2+1, . . . ,N/2, we define
R0(ω) =
[
eˆω un
]
(3.10)
and then compute the QR factorization
R0(ω) = X1(ω)B0(ω), (3.11)
which yields an initial block for block Lanczos,
X1(ω) =
[
eˆω unω/ ||unω ||2
]
(3.12)
and
B0(ω) =
[
1 eˆHωun
0 ||unω ||2
]
, (3.13)
where
unω = u
n− eˆω eˆHωun. (3.14)
Then, we can express each Fourier coefficient of the approximate solution at the next time
step as [
uˆn+1
]
ω =
[
BH0 E
H
12exp [−TK(ω)∆t]E12B0
]
12 . (3.15)
where
E12 =
[
e1 e2
]
(3.16)
The computation of EH12 exp [−TK(ω)∆t]E12 consists of computing the eigenvalues and
eigenvectors of TK(ω) in order to obtain the nodes and weights for block Gaussian quadra-
ture, as before. That is, the large scale problem
[
u v
]T f (A)[u v] is approximated by a
similar small-scale problem.
A block KSS method that uses a K-node block Gaussian rule to compute each Fourier co-
efficient of the solution and its time derivative has temporal accuracy O(∆t2K−1) (O(∆t4K−2)
for the wave equation). Assuming p(x)≡ constant and q(x) is bandlimited, the block KSS
method with K = 1 is unconditionally stable [19, 20].
In addition to the difficulty of efficient execution of KSS due to its algorithmic complex-
ity, another drawback is that the method that has been described is inefficient due to using
block Lanczos for each frequency component. We need it to be faster, and applicable to
nonlinear PDEs.
For example, let L be a second-order differential operator of the form
Lu =−puxx+q(x)u, (3.17)
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where p is constant. The initial block recursion coefficient M1 = [TK]1:2,1:2 is
M1(ω) =
[
pω2+ q¯ eˆHω q˜unω[
uNω
]H q˜eˆω [uNω]H LNunω
]
, (3.18)
where f¯ is the mean of f (x) on [0,2pi], and q˜(x) = q(x)− q¯. The off-diagonal entries are
Fourier coefficients of some function. Therefore, as |ω| increases, we have
M1(ω)∼
pω2+ q˜ 0
0
[un]HLNun
[un]Hun
 . (3.19)
Similar behavior occurs with each entry (i, j) of TK , where i+ j is odd. If i+ j is odd,
then the entry limk→∞ [TK]i j = 0 where [TK]i j = eˆTω p(A)un and p is a polynomial, because
p(A)un contains the coefficients of some smooth function in the Fourier basis. As we expand
the Fourier basis, these coefficients go to zero. For example, we consider the K = 3 case,
where
TK =

X 0 X 0 0 0
0 Y 0 Y 0 0
X 0 X 0 X 0
0 Y 0 Y 0 Y
0 0 X 0 X 0
0 0 0 Y 0 Y
 (3.20)
as j→ ∞.
Now, we can use a permutation matrix to group the odd-numbered rows and columns
together as follows:
PTTKP =

X X 0 0 0 0
X X X 0 0 0
0 X X 0 0 0
0 0 0 Y Y 0
0 0 0 Y Y Y
0 0 0 0 Y Y
 (3.21)
The benefit of this arrangement is that the eigenvalue problem decouples, thus making it
much easier to compute the quadrature nodes, which are the eigenvalues of TK . As |ω| →∞,
after reordering rows and columns, TK approximately decouples into the TK produced by
(non-block) Lanczos with initial vectors eˆω and un. Eigenvalues of the first TK can be
estimated, and the second is independent of ω .
3.1 Exponential Propagation Iterative Methods
Though Krylov subspace spectral methods are ideal for solving parabolic and hyperbolic
partial differential equations, they can also be applied to nonlinear PDEs by combining KSS
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methods with exponential propagation iterative (EPI) methods, as presented by Tokman
in [26]. Exponential propagation iterative methods are high-order time-stepping methods
for nonlinear partial differential equations that require some method for approximating the
matrix function-vector products of the form f (A)b where f is a function of a Jacobian matrix
A and b is a vector. Compared to other integrators discussed in Chapter 1, EPI methods
are far more efficient in computing solutions of large stiff systems of ordinary differential
equations [26].
In the original implementation of exponential propagation iterative methods, Krylov
projection is used, but it is not scalable to high resolution. Methods for solving stiff systems
can be computationally expensive, as an iterative method for these systems requires many
iterations. As mentioned in Chapter 1, stiffness is an issue for explicit and implicit time-
stepping methods; it restricts the time step for explicit methods, and each time step of an
implicit method requires the solving of an ill-conditioned system. To maintain accuracy, an
increased number of Krylov projection steps are needed at high resolution to approximate
the matrix function-vector products in the following way as in [8]:
f (A)b≈ ‖b‖2Vm f (Hm)e1, (3.22)
where Hm is an upper Hessenberg matrix given by Hm =V Tm AVm, and Vm = [v1,v2, . . . ,vm],
where {v1,v2, . . . ,vm} is an orthonormal basis of the Krylov subspace Km (Ab), which is
obtained using the Arnoldi algorithm in [13]. By design, EPI methods reduce the number of
Krylov projection steps required to compute the products of the matrix functions and vectors.
In order to obtain a good approximation of f (A)b, a large number of Arnoldi iterations may
be required since A is the result of a stiff system.
Krylov subspace spectral methods can be applied to compute the matrix function-vector
products with greater efficiency and scalability as it provides a component-wise approach.
KSS uses a polynomial to interpolate an approximation of the function f using frequency-
dependent interpolation points, which leads to the high-order accuracy and stability that
is achieved with implicit methods. Originally, KSS methods were used mainly on linear
1-dimensional, 2-dimensional, and 3-dimensional partial differential equations with periodic
or homogeneous boundary conditions. By combining KSS methods with EPI methods, KSS
achieves higher-order accuracy of nonlinear PDEs with a simple linearization at each time
step to carefully account for the nonlinearity. KSS replaces the use of Krylov projection to
approximate the products of matrix functions and vectors required by EPI methods at high
frequencies. As described in [8], the procedure carried out in place of (3.22) is as follows:
1. A fast Fourier transform decomposes b = bL+bH , where bL are the low-frequency
components and bH are the high-frequency components. All Fourier coefficients of
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bL in which the absolute value of any wave number exceeds a selected threshold are
zeroed out.
2. f (A)bL is computed using standard Krylov projection as in (3.22).
3. f (A)bH is computed using KSS with the nodes prescribed in Chapter 4.
4. The results of steps 2 and 3 are combined to obtain f (A)b.
We must be careful in how we decompose b in step 1; the computation of f (A)bL should
not require many more Krylov projection steps than those required for step 3, which is one
more than the desired order of temporal accuracy. Since the nodes that will be prescribed
in Chapter 4 are based on high-frequency analysis, they are not effective choices at low
frequencies. Therefore, it is important not to include too few low-frequency components in
bL. Let Nc be the threshold for low-frequency components; that is, if ‖ω‖∞ ≥ Nc, a Fourier
coefficient bˆ(ω) of b will be zeroed out. The Nc value has been determined experimentally
[22].
We want to take a closer look at performing step 3 more efficiently, in a way that
minimizes the number of fast Fourier transforms. As previously mentioned in this chapter,
we perform K iterations of block Lanczos to compute each Fourier coefficient of the solution
of a partial differential equation with a first-order time derivative, and the temporal accuracy
is O
(
∆t2K−1
)
. There are 2K total quadrature nodes for each Fourier component in this case,
with wave number ω .
In Chapter 4, we will discuss that from a decoupling of a block upper Hessenberg
matrix, half of the nodes depend on ω and the other half do not. The frequency-independent
nodes {λ1,λ2, . . . ,λK} are the result of applying the Arnoldi algorithm to bH and com-
puting the eigenvalues of the Hessenberg matrix HK; the frequency-dependent nodes{
λ1,ω ,λ2,ω , . . . ,λK,ω
}
are approximated using the coefficients of the differential opera-
tor on which A is based.
We obtain the Fourier component f (A)bH corresponding to ω by computing the same
Fourier component of p2K−1(A)bH , where p2K−1 is the polynomial interpolant of f (λ ) with
interpolation points {λi,λi,ω}Ki=1. We then express this interpolant in Newton form as:
p2K−1(λ ) =
K
∑
j=1
f
[
λ1, . . . ,λ j
] j−1
∏
i=1
(λ −λi)
+
K
∑
j=1
f
[
λ1, . . . ,λK,λ1,ω , . . . ,λ j,ω
]( j−1
∏
i=1
(λ −λi,ω)
)
K
∏
k=1
(λ −λk) ,
(3.23)
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where the f [. . .] denote the divided differences. If we arrange the interpolation points in
the order indicated above, we reduce the number of fast Fourier transforms needed. From
Lanczos iteration, we use the relation
AXK = XKTK + rKeK, (3.24)
and define
v =pK−1(A)bH =
{
f [λ1]+ f [λ1,λ2] (A−λ1I)+ . . .
+ f [λ1,λ2, . . . ,λK] (A−λ1I) · · ·(A−λK−1I)
}
bH
=‖bH‖2 XK pK−1 (HK)e1,
w =qK(A)bH = (A−λ1I) · · ·(A−λKI)bH
=β1β2 · · ·βK−1rK
=β1 · · ·βKXK+1eK+1,
(3.25)
and
p˜K−1 = f [λ1, . . . ,λK,λ1,ω ]+ f [λ1, . . . ,λ2,ω ] (λ −λ1,ω)+ . . .
+ f [λ1, . . . ,λK,ω ] (λ −λ1,ω) · · ·(λ −λK−1,ω)
=CωK−1λ
K−1+ . . .+Cω1 λ +C
ω
0 .
(3.26)
If we denote the discrete Fourier transform by F, we have
f (A)bH ≈ p3(A)bH = v+ p˜K−1(A)w = v+F−1
K−1
∑
j=0
[
Cωj
]
FA jw, (3.27)
and the solution at each time step now requires K fast Fourier transforms and one inverse
FFT. We can easily obtain the coefficients
[
Cωj
]
, j = 0,1, . . . ,K−1, of the power form of
p˜2K−1 by repeatedly applying nested multiplication to the last K terms of the Newton form
of p2K−1(λ ) [8].
3.2 Computing the Jacobian
It is necessary to compute the Jacobians of nonlinear differential operators when utilizing
KSS and EPI methods to solve a system of nonlinear equations of the form
y′ = F(y) , (3.28)
where y is a N-vector and F : RN → RN is a vector field. We use an approach based on
ordinary differentiation rules in order to compute the Jacobians, denoted by
JF =
∂F
∂y
, (3.29)
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with entries
Ji j (y0) =
∂Fi
∂y j
(y0) , (3.30)
where Fi is the ith component of the function F.
In general, the Jacobian of a linear operator is a matrix representation of the operator,
and the Jacobian of a function F(u) is diag(F ′ (y0)). Alternatively, the time derivative F(y)
can be represented explicitly in terms of component functions, using matrices such as
D =
1
∆x

0 1 −1
−1 0 1
. . . . . . . . .
−1 0 1
1 −1 0
 (3.31)
for linear operators such as differentiation, and then carrying out the partial differentiation
of each component function Fi of F with respect to each component y j of y.
For the 1-dimensional compressible Navier-Stokes equations, we have computed Jaco-
bians for the unknowns u, ρ , and E in order to obtainuρ
E

t
=
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)
uρ
E
+ . . . , (3.32)
where ” . . .” refers to the nonlinear part of Navier-Stokes.
For example, Ju (ut), the Jacobian of ut with respect to u, is computed in the following
manner: We start by rewriting (2.8) as
ut =−uux− 1ρ px+
1
ρ
(
δ +η+
1
3
µ
)
uxx+
1
ρ
g(x, t). (3.33)
Since
px = (γ−1)
(
Ex− 12ρxu
2−ρuux
)
(3.34)
from (2.11), (3.33) becomes
ut =−uux− (γ−1)
(
1
ρ
Ex− 12ρ ρxu
2−uux
)
+
1
ρ
(
δ +η+
1
3
µ
)
uxx+
1
ρ
g(x, t). (3.35)
Spatial discretization of (3.35) yields the system
y′ =−yDy− (γ−1)
(
1
ρ
Ex− 12ρ ρxy
2−yDy
)
+
1
ρ
(
δ +η+
1
3
µ
)
D2y+
1
ρ
g(x, t),
(3.36)
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where D is a differentiation matrix, and multiplication of the vectors y and Dy is component-
wise. If we view the first term of (3.36) as
y′ = F(y)G(y), F(y) =−y, G(y) = Dy, (3.37)
we then have
JF(y0) =−I, JG(y0) = D. (3.38)
From the Product Rule, we have
JFG(y0) =−diag(y0)D−diag(Dy0)I. (3.39)
Therefore, (3.39) becomes
−u ∂
∂x
−uxI (3.40)
in Ju (ut). Next, we consider the term
− 1
2ρ
ρxu2 (3.41)
from (3.35) and view it as
y′ = F(G(y)) , (3.42)
where
F(u) =− 1
2ρ
ρxu, G(y) = y2. (3.43)
From the Chain Rule, we have
JF◦G(y0) =− 12ρ ρxI ·2diag(y0) =−
1
ρ
ρxdiag(y0)I, (3.44)
which becomes
− 1
ρ
uρxI (3.45)
in Ju (ut). Now, consider the term
1
ρ
(
δ +η+
1
3
µ
)
uxx (3.46)
from (3.35), which can be viewed as
y′ = F(y), F(y) =
1
ρ
(
δ +η+
1
3
µ
)
D2y. (3.47)
Now, we have
JF(y0) =
1
ρ
(
δ +η+
1
3
µ
)
D2, (3.48)
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which becomes
1
ρ
(
δ +η+
1
3
µ
)
∂ 2
∂x2
(3.49)
in Ju (ut). The remaining terms in (3.35) become zero in Ju (ut) since they are considered to
be constant with respect to u. Therefore,
Ju (ut) =
1
ρ
(
δ +η+
1
3
µ
)
∂ 2
∂x2
−u ∂
∂x
−uxI− (γ−1)
(
− 1
ρ
uρxI−u ∂∂x −uxI
)
=
1
ρ
(
δ +η+
1
3
µ
)
∂ 2
∂x2
+u(γ−2) ∂
∂x
+
(
(γ−2)ux+ 1ρ u(γ−1)ρx
)
I.
(3.50)
The remaining Jacobians are as follows:
Ju (ρt) =−ρ ∂∂x −ρxI (3.51)
Ju (Et) =
(
3
2
u2ρ (γ−1)−Eγ
)
∂
∂x
+
(
3uρ (γ−1)ux+ 32u
2 (γ−1)ρx− γEx
)
I (3.52)
Jρ (ut) =
1
2ρ
u2 (γ−1) ∂
∂x
− 1
ρ2
[(
δ +η+
1
3
µ
)
uxx+
1
2
u2 (γ−1)ρx− (γ−1)Ex+g(x, t)
]
I
(3.53)
Jρ (ρt) =−u ∂∂x −uxI (3.54)
Jρ (Et) =
1
2
u3 (γ−1) ∂
∂x
+
3
2
u2 (γ−1)uxI (3.55)
JE (ut) =− 1ρ (γ−1)
∂
∂x
(3.56)
JE (ρt) = 0 (3.57)
JE (Et) =−γ
(
u
∂
∂x
+uxI
)
(3.58)
In addition to a matrix representation of the linear operators of the system, KSS and EPI
methods also require appropriate basis functions for a best approximation of the solution,
as KSS is most effective when the basis functions are approximate eigenfunctions of the
Jacobian. We define our basis functions by
φ j,ω (x) = q j (ω)⊗ eiωx, (3.59)
where q j are the Schur vectors of the matrix obtained by averaging the coefficients of the
Jacobian and evaluating its symbol at ω . More specifically, we have:eiωx0
0
 ,
 0eiωx
0
 ,
 00
eiωx
 , (3.60)
which is obtained by neglecting lower-order terms in ω . We choose to compute coefficients
of the solution in the basis
{
eiωx,ω ∈ Z}, as in [8], due to the use of periodic boundary
conditions.
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Chapter 4
ARNOLDI ALGORITHM
In Section 3.1, we discussed the implementation of exponential propagation iterative methods
using standard Krylov projection as well as the implementation of EPI methods after
replacing the use of Krylov projection at high frequencies with KSS to approximate matrix
function-vector products. In Step 2 of Section 3.1, Krylov projection is performed on the
low-frequency components with however many iterations it takes to converge, and in Step 3,
a fixed number of Krylov iterations is performed to handle the high-frequency components.
This method demonstrates that by splitting the low- and high-frequencies in this manner, less
iterations will be performed. In contrast, by using Krylov projection on the whole solution
at once results in a loss of scalability.
KSS methods require the selection of frequency-dependent interpolation points (or
nodes) for a given partial differential equation or system of PDEs. We want to determine
how the frequency-dependent interpolation points can best be prescribed for the numerical
solution of Navier-Stokes problems. Therefore, we use Arnoldi to get these nodes. We
utilize Arnoldi (versus Lanczos) since A is unsymmetric due to the spatial discretization of
the operator. The Arnoldi algorithm given in [13] is as follows:
q1 =
u
‖u‖2
for j = 1,2, . . . do
v = Aq j
for i = 1,2, . . . , j do
hi j = 〈qi,v〉
v = v−hi jqi
end for
h j+1, j = ‖v‖2
q j+1 =
v
h j+1, j
end for
For the K = 2 case, the Arnoldi algorithm produces the entries for our Hessenberg matrix
H2 for each basis function, where
H2 =
[
h11 h12
h21 h22
]
(4.1)
and matrix V2 with orthonormal columns such that
AV2 =V2H2+h32q3eH2 . (4.2)
18
To approximate the matrix function-vector product f (A)b, we apply the Arnoldi algo-
rithm to A with initial block R0(ω), defined in (3.10), to compute each discrete Fourier
component [uˆ]ω of f (A)b. H2(ω) is produced after two iterations of Arnoldi and yields the
approximation
[uˆ]ω =
[
BH0 E
H
12 f (H2(ω))E12B0
]
12 , (4.3)
where B0 and E12 are defined in Chapter 3.
In [6], a block version of an Arnoldi quadrature rule is presented. By the same approach
in [10], if uHv = 0, it can be shown that after two iterations of Arnoldi applied on A with
initial block
[
u v
]
to obtain H2, then the quadrature rule
uH f (A)Hg(A)v (4.4)
is exact when g is a polynomial of degree 3 or less.
For high frequencies, the eigenvalue problem for H2(ω) approximately decouples, as
in the case of block Lanczos, due to the decay of the Fourier coefficients of b. Thus, the
frequency-dependent eigenvalues, which are used as interpolation points for a polynomial
approximation of f (λ ), can be approximated by applying non-block Arnoldi with initial
vector eˆω [8].
In this chapter, we demonstrate the use of Arnoldi to select the frequency-dependent
nodes in the high-frequency case. The Arnoldi algorithm is applied to our matrix of
Jacobians,
A =
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)
 , (4.5)
with each basis function, u, to approximate the matrix function-vector products required by
EPI methods.
Using the first basis function,
eiωx0
0
, the Arnoldi algorithm proceeds as follows: We
use the initial vector
u =
eiω~x0
0
 , (4.6)
where ω contains the wave numbers and~x is a vector of equally spaced grid points in [0,2pi].
The first iteration of Arnoldi begins by computing q1:
q1 =
u
‖u‖2
=
1√
2pi
eiω~x0
0
 . (4.7)
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We then have
v = Aq1 =
1√
2pi
eiω~x0
0
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)

=
1√
2pi
Ju (ut)eiω~xJu (ρt)eiω~x
Ju (Et)eiω~x

≈ 1√
2pi

−ω
2
~ρ
(
δ +η+
1
3
µ
)
eiω~x+ iω~u(γ−2)eiω~x
−iω~ρeiω~x
iω
(
3
2
~u2~ρ (γ−1)−~Eγ
)
eiω~x
 ,
(4.8)
after neglecting lower-order terms. Next, we compute
h11 = 〈q1,v〉
≈
∫ 2pi
0
1√
2pi
e−iωx · 1√
2pi
[
−ω
2
ρ
(
δ +η+
1
3
µ
)
+ iωu(γ−2)
]
eiωxdx
≈ 1
2pi
∫ 2pi
0
[
−ω
2
ρ
(
δ +η+
1
3
µ
)
+ iωu(γ−2)
]
dx
≈−ω2
(
δ +η+
1
3
µ
)
1
ρ
+ iωu(γ−2),
(4.9)
where f is the average of f taken over the spatial domain. Now, v is updated as follows:
v = v−h11q1
≈ 1√
2pi

−ω
2
~ρ
(
δ +η+
1
3
µ
)
eiω~x+ iω~u(γ−2)eiω~x+
[
ω2
(
δ +η+
1
3
µ
)
1
~ρ
− iω~u(γ−2)
]
eiω~x
−iω~ρeiω~x
iω
(
3
2
~u2~ρ (γ−1)−~Eγ
)
eiω~x

≈ 1√
2pi

[
−ω2
(
δ +η+
1
3
µ
)
1˜
~ρ
+ iω ˜~u(γ−2)
]
eiω~x
−iω~ρeiω~x
iω
(
3
2
~u2~ρ (γ−1)−~Eγ
)
eiω~x
 ,
(4.10)
where f˜ = f − f . In the next step, we compute
h21 = ‖v‖2
≈
√√√√ 1
2pi
∫ 2pi
0
{
ω4
(
δ +η+
1
3
µ
)2 1˜
ρ
2
+ω2 ˜u(γ−2)
2
+ω2ρ2+ω2
(
3
2
u2ρ (γ−1)−Eγ
)2}
dx
≈ 1√
2pi
√√√√ω4(δ +η+ 1
3
µ
)2∥∥∥∥∥ 1˜ρ
∥∥∥∥∥
2
2
+ω2
∥∥∥ ˜u(γ−2)∥∥∥2
2
+‖ρ‖22+ω2
∥∥∥∥32u2ρ (γ−1)−Eγ
∥∥∥∥2
2
(4.11)
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The first outer iteration of Arnoldi is concludes by computing
q2 =
v
h21
≈ α ·

[
−ω2
(
δ +η+
1
3
µ
)
1˜
~ρ
+ iω ˜~u(γ−2)
]
eiω~x
−iω~ρeiω~x
iω
(
3
2
~u2~ρ (γ−1)−~Eγ
)
eiω~x
 , (4.12)
where we let
α =
1√√√√ω4(δ +η+ 1
3
µ
)2∥∥∥∥∥ 1˜~ρ
∥∥∥∥∥
2
2
+ω2
∥∥∥ ˜~u(γ−2)∥∥∥2
2
+‖~ρ‖22+ω2
∥∥∥∥32~u2~ρ (γ−1)−~Eγ
∥∥∥∥2
2
.
(4.13)
The second iteration of Arnoldi begins by computing
v = Aq2 ≈ α ·
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)


[
−ω2
(
δ +η+
1
3
µ
)
1˜
~ρ
+ iω ˜~u(γ−2)
]
eiω~x
−iω~ρeiω~x
iω
(
3
2
~u2~ρ (γ−1)−~Eγ
)
eiω~x

(4.14)
Neglecting lower-order terms, we have:
v≈α ·

[
ω4
(
δ +η+
1
3
µ
)2 1
~ρ
1˜
~ρ
+2iω3
(
δ +η+
1
3
µ
)2 1
~ρ3
~ρx
− iω3
(
δ +η+
1
3
µ
)
1˜
~ρ
~u(γ−2)− iω3
(
δ +η+
1
3
µ
)
1
~ρ
˜~u(γ−2)
]
eiω~x[
iω3
(
δ +η+
1
3
µ
)
~ρ
1˜
~ρ
−ω2
(
δ +η+
1
3
µ
)
1
~ρ
~ρx+ω2~ρ ˜~u(γ−2)−ω2~u~ρ
]
eiω~x[
− iω3
(
δ +η+
1
3
µ
)
1˜
~ρ
(
3
2
~u2~ρ (γ−1)−~Eγ
)
+ω2
(
δ +η+
1
3
µ
)
1
~ρ2
~ρx
·
(
3
2
~u2~ρ (γ−1)−~Eγ
)
−ω2 ˜~u(γ−2)
(
3
2
~u2~ρ (γ−1)−~Eγ
)
+
1
2
ω2~u3~ρ (γ−1)+ 3
2
ω2~u3~ργ (γ−1)−ω2~u~Eγ2
]
eiω~x

,
(4.15)
where the notation~zx represents an approximate derivative of a vector~z and is obtained by
multiplying~z by a differentiation matrix.
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Next, we compute h12 and h22:
h12 =〈q1,v〉
≈α ·
∫ 2pi
0
1√
2pi
e−iωx ·
[
ω4
(
δ +η+
1
3
µ
)2 1
ρ
1˜
ρ
eiωx+2iω3
(
δ +η+
1
3
µ
)2 1
ρ3
ρx
− iω3
(
δ +η+
1
3
µ
)
1˜
ρ
u(γ−2)− iω3
(
δ +η+
1
3
µ
)
1
ρ
˜u(γ−2)
]
eiωxdx,
(4.16)
We use the fact that the integral ∫ 2pi
0
gx dx = 0 (4.17)
for a function g when using periodic boundary conditions to show that the term containing
1
ρ3
ρx vanishes, as
1
ρ3
ρx =
∂
∂x
(
− 1
2ρ2
)
.
Now, h12 becomes
h12 ≈α · 1√
2pi
[
ω4
(
δ +η+
1
3
µ
)2∥∥∥∥∥ 1˜ρ
∥∥∥∥∥
2
2
−2piiω3
(
δ +η+
1
3
µ
)
1˜
ρ
u(γ−2)
−2piω3
(
δ +η+
1
3
µ
)
1
ρ
˜u(γ−2)
]
.
(4.18)
or
h12 ≈
ω4
(
δ +η+
1
3
µ
)2 ∥∥∥∥∥ 1˜ρ
∥∥∥∥∥
2
2
−2piiω3
(
δ +η+
1
3
µ
)
1˜
ρ
u(γ−2)−2piω3
(
δ +η+
1
3
µ
)
1
ρ
˜u(γ−2)
√
2pi
√√√√ω4(δ +η+ 1
3
µ
)2 ∥∥∥∥∥ 1˜ρ
∥∥∥∥∥
2
2
+ω2
∥∥∥ ˜u(γ−2)∥∥∥2
2
+‖ρ‖22 +ω2
∥∥∥∥32 u2ρ (γ−1)−Eγ
∥∥∥∥2
2
. (4.19)
We update v as follows:
v = v−h12q1
≈ α ·

[
ω4
(
δ +η+
1
3
µ
)2 1
~ρ
1˜
~ρ
− 1
2pi
ω4
(
δ +η+
1
3
µ
)2∥∥∥∥∥ 1˜~ρ
∥∥∥∥∥
2
2
+2iω3
(
δ +η+
1
3
µ
)2 1
~ρ3
~ρx
− iω3
(
δ +η+
1
3
µ
) ˜1˜
~ρ
~u(γ−2)− iω3
(
δ +η+
1
3
µ
) ˜1
~ρ
~u(γ−2)
]
eiω~x[
iω3
(
δ +η+
1
3
µ
)
~ρ
1˜
~ρ
−ω2
(
δ +η+
1
3
µ
)
1
~ρ
~ρx+ω2~ρ ˜~u(γ−2)−ω2~u~ρ
]
eiω~x[
− iω3
(
δ +η+
1
3
µ
)
1˜
~ρ
(
3
2
~u2~ρ (γ−1)−~Eγ
)
+ω2
(
δ +η+
1
3
µ
)
1
~ρ2
~ρx
(
3
2
~u2~ρ (γ−1)−~Eγ
)
−ω2 ˜~u(γ−2)
(
3
2
~u2~ρ (γ−1)−~Eγ
)
+
1
2
ω2~u3~ρ (γ−1)+ 3
2
ω2~u3~ργ (γ−1)−ω2~u~Eγ2
]
eiω~x

(4.20)
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After neglecting lower-order terms, we have
h22 =〈q2,v〉
≈α2 ·
{
2piω6
(
δ +η+
1
3
µ
)3 1
ρ
(
1˜
ρ
)2
−4piiω5
(
δ +η+
1
3
µ
)3 1˜
ρ
1
ρ3
ρx
+2piiω5
(
δ +η+
1
3
µ
)2 1˜
ρ
˜1˜
ρ
u(γ−2)+2piiω5
(
δ +η+
1
3
µ
)2 1˜
ρ
˜1
ρ
u(γ−2)
}
(4.21)
which concludes the Arnoldi algorithm. Therefore, the resulting Hessenberg entries for
basis function,
eiωx0
0
, are as follows (after neglecting lower-order terms):
h11 ≈−ω2
(
δ +η+
1
3
µ
)
1
ρ
+ iωu(γ−2), (4.22)
h21 ≈ 1√
2pi
√√√√ω4(δ +η+ 1
3
µ
)2∥∥∥∥∥ 1˜ρ
∥∥∥∥∥
2
2
+ω2
∥∥∥ ˜u(γ−2)∥∥∥2
2
+ω2 ‖ρ‖22+
∥∥∥∥32u2ρ (γ−1)−Eγ
∥∥∥∥2
2
, (4.23)
h12 ≈α · 1√
2pi
[
ω4
(
δ +η+
1
3
µ
)2∥∥∥∥∥ 1˜ρ
∥∥∥∥∥
2
2
−2piiω3
(
δ +η+
1
3
µ
)
1˜
ρ
u(γ−2)
−2piω3
(
δ +η+
1
3
µ
)
1
ρ
˜u(γ−2)
]
,
(4.24)
and
h22 ≈α2 ·
{
2piω6
(
δ +η+
1
3
µ
)3 1
ρ
(
1˜
ρ
)2
−4piiω5
(
δ +η+
1
3
µ
)3 1˜
ρ
1
ρ3
ρx
+2piiω5
(
δ +η+
1
3
µ
)2 1˜
ρ
˜1˜
ρ
u(γ−2)+2piiω5
(
δ +η+
1
3
µ
)2 1˜
ρ
˜1
ρ
u(γ−2)
}
,
(4.25)
where
α =
1√√√√ω4(δ +η+ 1
3
µ
)2∥∥∥∥∥ 1˜~ρ
∥∥∥∥∥
2
2
+ω2
∥∥∥ ˜~u(γ−2)∥∥∥2
2
+‖~ρ‖22+ω2
∥∥∥∥32~u2~ρ (γ−1)−~Eγ
∥∥∥∥2
2
.
(4.26)
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Next, using the second basis function,
 0eiωx
0
, the Arnoldi algorithm proceeds as follows:
We use the initial vector
u =
 0eiω~x
0
 (4.27)
and begin with
q1 =
u
‖u‖2
=
1√
2pi
 0eiω~x
0
 . (4.28)
The first step in the first iteration of Arnoldi requires the computation of v:
v = Aq1 =
1√
2pi
 0eiω~x
0
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)

=
1√
2pi
Jρ (ut)eiω~xJρ (ρt)eiω~x
Jρ (Et)eiω~x

≈ 1√
2pi

iω
2~ρ
~u2 (γ−1)eiω~x
−iω~ueiω~x
iω
2
~u3 (γ−1)eiω~x
 ,
(4.29)
after neglecting lower-order terms. Next, we compute h11 and update v:
h11 = 〈q1,v〉 ≈
∫ 2pi
0
1√
2pi
e−iωx · 1√
2pi
·−iωu dx
≈− 1
2pi
∫ 2pi
0
iωu dx
≈−iωu
(4.30)
Now,
v = v−h11q1 ≈ 1√
2pi

iω
2~ρ
~u2 (γ−1)eiω~xx
−iω~ueiω~x+ iω~ueiω~x
iω
2
~u3 (γ−1)eiω~x

≈ 1√
2pi

iω
2~ρ
~u2 (γ−1)eiω~x
−iω~˜ueiω~x
iω
2
~u3 (γ−1)eiω~x

(4.31)
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The first iteration of Arnoldi is concluded by computing
h21 = ‖v‖2 ≈
√
1
2pi
∫ 2pi
0
[
ω2
4ρ2
u4 (γ−1)2+ω2u˜2+ ω
2
4
u6 (γ−1)2
]
dx
≈ ω√
2pi
√∥∥∥∥ 12ρ u2 (γ−1)
∥∥∥∥2
2
+‖u˜‖22+
∥∥∥∥12u3 (γ−1)
∥∥∥∥2
2
(4.32)
and normalizing our updated v to obtain q2:
q2 =
v
h21
≈ 1√
2pi
· 1
ω√
2pi
√∥∥∥∥ 12~ρ~u2 (γ−1)
∥∥∥∥2
2
+
∥∥∥~˜u∥∥∥2
2
+
∥∥∥∥12~u3 (γ−1)
∥∥∥∥2
2

iω
2~ρ
~u2 (γ−1)eiω~x
−iω~˜ueiω~x
iω
2
~u3 (γ−1)eiω~x

(4.33)
Let
β =
1√∥∥∥∥ 12~ρ~u2 (γ−1)
∥∥∥∥2
2
+
∥∥∥~˜u∥∥∥2
2
+
∥∥∥∥12~u3 (γ−1)
∥∥∥∥2
2
(4.34)
Then,
q2 ≈ β ·

i
2~ρ
~u2 (γ−1)eiω~x
−i~˜ueiω~x
i
2
~u3 (γ−1)eiω~x
 (4.35)
We start the second iteration of Arnoldi by computing
v = Aq2 ≈ β ·
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)


i
2ρ
~u2 (γ−1)eiω~x
−i~˜ueiω~x
i
2
~u3 (γ−1)eiω~x
 (4.36)
Neglecting lower-order terms yields
v≈ β ·

1
2~ρ
{
i
(
δ +η+
1
3
µ
)[
−2iω~ρx
~ρ2
~u2 (γ−1)+ 4iω
~ρ
~u~ux (γ−1)+ 2iω~ρ ~u
2γx− ω
2
~ρ
~u2 (γ−1)
]
−ω (γ−1)
[
~u3 (γ−2)−~˜u~u2−~u3 (γ−1)
]}
eiω~x
ω
[
1
2
~u2 (γ−1)−~u~˜u
]
eiω~x
−ω
2
(γ−1)
[
1
~ρ
(
3
2
~u2~ρ (γ−1)−~Eγ
)
~u2−~˜u~u3−~u4γ
]
eiω~x

. (4.37)
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We continue by finding h12 and h22:
h12 = 〈q1,v〉 ≈ β · 1√
2pi
∫ 2pi
0
e−iωx ·ω
[
1
2
u2 (γ−1)−uu˜
]
eiωx dx
≈ β · ω√
2pi
∫ 2pi
0
[
1
2
u2 (γ−1)−uu˜
]
dx
≈ β · ω√
2pi
[
2pi · 1
2
u2 (γ−1)−‖uu˜‖22
]
≈ β · ω√
2pi
[
piu2 (γ−1)−‖uu˜‖22
]
(4.38)
or
h12 ≈
ω√
2pi
[
piu2 (γ−1)−‖uu˜‖22
]
√∥∥∥∥ 12ρ u2 (γ−1)
∥∥∥∥2
2
+‖u˜‖22+
∥∥∥∥12u3 (γ−1)
∥∥∥∥2
2
(4.39)
Updating v, we have
v = v−h12q1 ≈ v− 1√
2pi
·β · ω√
2pi
[
pi~u2 (γ−1)−
∥∥∥~u~˜u∥∥∥2
2
] 0eiω~x
0

≈ v−β ·

0
ω
[
1
2
~u2 (γ−1)− 1
2pi
~u~˜u
]
eiω~x
0
 .
(4.40)
Keeping the highest order yields
v≈ β ·

− iω
2
2~ρ2
~u2
(
δ +η+
1
3
µ
)
(γ−1)eiω~x
ω
[
1
2
˜~u2 (γ−1)−~u~˜u+ 1
2pi
~u~˜u
]
eiω~x
−ω
2
(γ−1)
[
1
~ρ
(
3
2
~u2~ρ (γ−1)−~Eγ
)
~u2−~˜u~u3−~u4γ
]
eiω~x
 (4.41)
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Now,
h22 =〈q2,v〉
≈β 2 ·
∫ 2pi
0
{
− ω
2
4ρ3
u4
(
δ +η+
1
3
µ
)
(γ−1)2+ iω u˜
[
1
2
˜u2 (γ−1)−uu˜+ 1
2pi
uu˜
]
+
iω
4
(γ−1)2
[
1
ρ
(
3
2
u2ρ (γ−1)−Eγ
)
u5− u˜u6−u7γ
]
eiωx
}
dx
≈β 2 ·
{
−ω2
(
δ +η+
1
3
µ
)∥∥∥∥ 12ρ3/2 u2 (γ−1)
∥∥∥∥2
2
+2piiω u˜
[
1
2
˜u2 (γ−1)−uu˜+ 1
2pi
uu˜
]
+
iω
4
(γ−1)2
∥∥∥∥∥ 1ρ1/2
(
3
2
u2ρ (γ−1)−Eγ
)1/2
u5/2
∥∥∥∥∥
2
2
−
∥∥∥u˜1/2u3∥∥∥2
2
−
∥∥∥u7/2γ1/2∥∥∥2
2
},
(4.42)
which concludes the Arnoldi algorithm.
Therefore, the resulting Hessenberg entries for basis function,
 0eiωx
0
, are as follows (after
neglecting lower-order terms):
h11 ≈−iωu (4.43)
h21 ≈ ω√
2pi
√∥∥∥∥ 12ρ u2 (γ−1)
∥∥∥∥2
2
+‖u˜‖22+
∥∥∥∥12u3 (γ−1)
∥∥∥∥2
2
(4.44)
h12 ≈
ω√
2pi
[
piu2 (γ−1)−‖uu˜‖22
]
√∥∥∥∥ 12ρ u2 (γ−1)
∥∥∥∥2
2
+‖u˜‖22+
∥∥∥∥12u3 (γ−1)
∥∥∥∥2
2
(4.45)
h22 ≈β 2 ·
{
−ω2
(
δ +η+
1
3
µ
)∥∥∥∥ 12ρ3/2 u2 (γ−1)
∥∥∥∥2
2
+2piiω u˜
[
1
2
˜u2 (γ−1)−uu˜+ 1
2pi
uu˜
]
+
iω
4
(γ−1)2
∥∥∥∥∥ 1ρ1/2
(
3
2
u2ρ (γ−1)−Eγ
)1/2
u5/2
∥∥∥∥∥
2
2
−
∥∥∥u˜1/2u3∥∥∥2
2
−
∥∥∥u7/2γ1/2∥∥∥2
2
},
(4.46)
where
β =
1√∥∥∥∥ 12ρ u2 (γ−1)
∥∥∥∥2
2
+‖u˜‖22+
∥∥∥∥12u3 (γ−1)
∥∥∥∥2
2
(4.47)
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Finally, using the third basis function,
 00
eiωx
, the Arnoldi algorithm proceeds as follows:
Using the initial vector
u =
 00
eiω~x
 , (4.48)
we start with
q1 =
u
‖u‖2
=
1√
2pi
 00
eiω~x
 . (4.49)
The first iteration of Arnoldi begins with the computation of v:
v = Aq j =
1√
2pi
 00
eiω~x
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)

≈ 1√
2pi
JE (ut)eiω~xJE (ρt)eiω~x
JE (Et)eiω~x

≈ 1√
2pi
−
iω
~ρ
(γ−1)eiω~x
0
−iω~uγeiω~x
 ,
(4.50)
after neglecting lower-order terms. We continue by computing
h11 = 〈q1,v〉 ≈
∫ 2pi
0
1√
2pi
e−iωx · 1√
2pi
(−iωuγeiωx)dx
≈ 1
2pi
∫ 2pi
0
−iωuγ dx
≈−iωuγ
, (4.51)
and updating v:
v = v−h11q1 ≈ 1√
2pi
 −
iω
~ρ
(γ−1)eiω~x
0
−iω~uγeiω~x+ iω~uγeiω~x

≈ 1√
2pi
−
iω
~ρ
(γ−1)eiω~x
0
−iω~˜uγeiω~x
 .
(4.52)
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Now,
h21 = ‖v‖2 ≈
√
1
2pi
∫ 2pi
0
(
ω2
ρ2
(γ−1)2+ω2 (u˜γ)2
)
dx
≈ ω√
2pi
√∥∥∥∥γ−1ρ
∥∥∥∥2
2
+‖u˜γ‖22
(4.53)
and
q2 =
v
h21
≈ 1√
2pi
· 1
ω√
2pi
√∥∥∥∥γ−1~ρ
∥∥∥∥2
2
+
∥∥∥~˜uγ∥∥∥2
2
−
iω
~ρ
(γ−1)eiω~x
0
−iω~˜uγeiω~x
 . (4.54)
Let
φ =
1√∥∥∥∥γ−1~ρ
∥∥∥∥2
2
+
∥∥∥~˜uγ∥∥∥2
2
. (4.55)
Then,
q2 ≈ φ ·
−
i
~ρ
(γ−1)eiω~x
0
−i~˜uγeiω~x
 . (4.56)
The second iteration of Arnoldi is started by computing v:
v = Aq2 ≈ φ ·
Ju (ut) Jρ (ut) JE (ut)Ju (ρt) Jρ (ρt) JE (ρt)
Ju (Et) Jρ (Et) JE (Et)

−
i
~ρ
(γ−1)eiω~x
0
−i~˜uγeiω~x
 . (4.57)
Neglecting lower-order terms, we have
v≈ φ ·

[(
δ +η+
1
3
µ
)(
−2ω
~ρ3
~ρx (γ−1)+ 2ω~ρ2 γx+
iω2
~ρ2
(γ−1)
)
+ω (γ−1)
(
~u
~ρ
(γ−2)−~˜uγ
)]
eiω~x
−ω (γ−1)eiω~x
ω
(
3
2
~u2 (γ−1)2− 1
~ρ
(γ−1)~Eγ−~uγ~˜uγ
)
eiω~x

(4.58)
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Next, we compute h12 and update v:
h12 = 〈q1,v〉 ≈ φ · 1√
2pi
∫ 2pi
0
e−iωx ·ω
(
3
2
u2 (γ−1)2− 1
ρ
(γ−1)Eγ−uγ u˜γ
)
eiωx dx
≈ φ · ω√
2pi
∫ 2pi
0
(
3
2
u2 (γ−1)2− 1
ρ
(γ−1)Eγ−uγ u˜γ
)
dx
≈ φ · ω√
2pi
(
3
2
‖u(γ−1)‖22−2pi
1
ρ
(γ−1)Eγ−‖u˜γ‖22
)
,
(4.59)
or
h12 ≈ ω√
2pi
√∥∥∥∥γ−1ρ
∥∥∥∥2
2
+‖u˜γ‖22
(
3
2
‖u(γ−1)‖22−2pi
1
ρ
(γ−1)Eγ−‖u˜γ‖22
)
, (4.60)
then
v = v−h12q1
≈ v− 1√
2pi
·φ · ω√
2pi
(
3
2
‖~u(γ−1)‖22−2pi
1
~ρ
(γ−1)~Eγ−
∥∥∥~˜uγ∥∥∥2
2
) 00
eiω~x

≈ φ ·

[(
δ +η+
1
3
µ
)(
−2ω
~ρ3
~ρx (γ−1)+ 2ω~ρ2 γx+
iω2
~ρ2
(γ−1)
)
+ω (γ−1)
(
~u
~ρ
(γ−2)−~˜uγ
)]
eiω~x
−ω (γ−1)eiω~x
ω
(
3
2
~u2 (γ−1)2− 1
~ρ
(γ−1)~Eγ−~uγ~˜uγ− 3
4pi
‖~u(γ−1)‖22+
1
~ρ
(γ−1)~Eγ+ 1
2pi
∥∥∥~˜uγ∥∥∥2
2
)
eiω~x
 .
(4.61)
Lastly,
h22 =〈q2,v〉
≈φ2 ·
∫ 2pi
0
[
i
(
δ +η+
1
3
µ
)(
−2ω
ρ4
ρx (γ−1)+ 2ωρ3 γx+
iω2
ρ3
(γ−1)
)
(γ−1)
+ iω (γ−1)2
(
u
ρ2
(γ−2)− 1
ρ
u˜γ
)
+ iω
(
3
2
u2u˜γ (γ−1)2− 1
ρ
(γ−1) u˜γEγ
−uγ (u˜γ)2− 3
4pi
u˜γ ‖u(γ−1)‖22+ u˜γ
1
ρ
(γ−1)Eγ+ 1
2pi
u˜γ ‖u˜γ‖22
)]
dx.
(4.62)
The integral of the term containing
1
ρ4
ρx vanishes by (4.17) since
1
ρ4
ρx =
∂
∂x
(
− 1
3ρ3
)
.
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Also, the integrals of terms of the form ‖ f‖22g˜ and f g˜ for functions f and g vanish as
‖ f‖22 and f are considered constant-coefficients and∫ 2pi
0
g˜ dx =
∫ 2pi
0
(g−g)dx = 0. (4.63)
Therefore, h22 becomes
h22 ≈φ2
{
−2piω2
(
δ +η+
1
3
µ
)
1
ρ3
(γ−1)2+piiω
[
4
(
δ +η+
1
3
µ
)
1
ρ3
ρx (γ−1)
+2
u
ρ2
(γ−1)2 (γ−2)−2 1
ρ
u˜γ (γ−1)2+3u˜γu2 (γ−1)2−2 1
ρ
u˜γEγ (γ−1)
−2uγ (u˜γ)2
]}
,
(4.64)
which concludes the Arnoldi algorithm.
Thus, the resulting Hessenberg entries for basis function,
 00
eiωx
, are as follows (after
neglecting lower-order terms):
h11 ≈−iωuγ (4.65)
h21 ≈ ω√
2pi
√∥∥∥∥γ−1ρ
∥∥∥∥2
2
+‖u˜γ‖22 (4.66)
h12 ≈ ω√
2pi
√∥∥∥∥γ−1ρ
∥∥∥∥2
2
+‖u˜γ‖22
(
3
2
‖u(γ−1)‖22−2pi
1
ρ
(γ−1)Eγ−‖u˜γ‖22
)
(4.67)
h22 ≈φ 2 ·
{
−2piω2
(
δ +η+
1
3
µ
)
1
ρ3
(γ−1)2+piiω
[
4
(
δ +η+
1
3
µ
)
1
ρ3
ρx (γ−1)
+2
u
ρ2
(γ−1)2 (γ−2)−2 1
ρ
u˜γ (γ−1)2+3u˜γu2 (γ−1)2−2 1
ρ
u˜γEγ (γ−1)
−2uγ (u˜γ)2
]}
,
(4.68)
where
φ =
1√∥∥∥∥γ−1ρ
∥∥∥∥2
2
+‖u˜γ‖22
. (4.69)
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In order to use these Hessenberg entries in the MATLAB code, we need to introduce
formulas for ω and ω2, which come from the eigenvalues of periodic first- and second-
derivative matrices based on finite differences. The matrix in (3.31) is a circulant matrix,
which is a matrix of the form
C =

c0 cn−1 · · · c2 c1
c1 c0 cn−1 c2
... c1 c0
. . . ...
cn−2
. . . . . . cn−1
cn−1 cn−2 c1 c0
 . (4.70)
The corresponding eigenvalues of C are
λ j =
cn−1ω j + c1ωn−1j
2∆x
, j = 0,1, . . . ,n−1, (4.71)
where
ω j = exp
(
i
2pi j
n
)
(4.72)
[14], and in our case, cn−1 = 1 and c1 =−1. We want to simplify (4.71): Using (4.72),
ωn−1j = exp
(
i
2pi j(n−1)
n
)
= exp
(
2pii j− 2pii j
n
)
= exp
(
−2pii j
n
)
.
(4.73)
Now, (4.71) becomes
λ j =
exp
(
2pii j
n
)
− exp
(
−2pii j
n
)
2∆x
=
exp
(
i
2pi j
n
)
− exp
(
−2pii j
n
)
2i
i
∆x
=
i
∆x
sin
(
2pi j
n
)
(4.74)
since sinθ =
exp(iθ)− exp(−iθ)
2i
. (4.74) replaces any instance of iω within the entries of
H2 throughout the MATLAB code. Similarly,
λ ′j =
−2+ω j +ωn−1j
∆x2
, j = 0,1, . . . ,n−1, (4.75)
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replaces each instance of −ω2 in the code.
For each ω , the eigenvalues of H2 serve as frequency-dependent interpolation points
in order to approximate a Fourier coefficient of a matrix-vector product. The frequency-
independent nodes come from applying Arnoldi to our matrix of Jacobians with the solution
as the initial vector instead of a basis function.
4.1 Simplification
In Chapter 1, we mention the difference between previous test problems used in the im-
plementation of KSS, which involved problems with a constant-coefficient operator plus a
lower-order nonlinear term, and the use of Navier-Stokes equations, which have nonlinearity
throughout. The difficulty of working with this nonlinear problem arose while attempting
the current implementation of KSS with the Hessenberg matrix entries computed for this
Navier-Stokes problem (seen in Chapter 4), as this approach was not effective for Navier-
Stokes due to roundoff error. This section presents an alternative to the current approach
of Krylov subspace spectral methods in which we introduce an even more efficient way
to handle the high-frequency components without the use of many Krylov iterations at
all. The goal is to have a vectorized method can be carried out on all three components
simultaneously.
Let
T2(ω) =

X 0 X 0
0 X 0 X
X 0 X 0
0 X 0 X
 , (4.76)
where we are treating the (i+ j)-odd entries as exactly zero. A previous version of KSS
summed the computed Fourier coefficient multiplied by the basis functions φω yielding
∑
ω
φω
(
BH0
[
eT2(ω)∆t
]
1:2,1:2
B0
)
1,2
[
φω b
]
. (4.77)
Currently, KSS computes the exponential of the 4×4 matrix T2(ω) and takes the upper left
2×2 block, calculates some simple matrix multiplication to get a 2×2 matrix and takes the
(1,2) entry of the resulting 2×2 matrix:
eT1 B
H
0
[
eT2(ω)∆t
]
1:2,1:2
B0e2, (4.78)
which serves as the Fourier coefficients; and computes inverse transform. B0 comes from
the first step of block Arnoldi.
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Let Eω =
[
eT2(ω)∆t
]
1:2,1:2
, which is the matrix exponential of T2(ω). From (4.78), the
only entries of Eω that are needed are the (1,1) and the (1,2) entries. In other words, we
need eT1 e
T2(ω)∆t
[
e1 e2
]
. We have
T2(ω) = PT T˜2(ω)P, (4.79)
where
T˜2(ω) =

X X 0 0
X X 0 0
0 0 X X
0 0 X X
 (4.80)
and
P =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 (4.81)
is a permutation matrix that groups the odd numbered and even numbered rows together and
is orthogonal.
Now, eT1 e
T2(ω)∆t
[
e1 e2
]
becomes eT1 P
T eT˜2(ω)∆tP
[
e1 e2
]
. From here, eT1 P
T = eT1 and
P
[
e1 e2
]
is the first two columns of P, so we have eT1 e
T˜2(ω)∆t
[
e1 e3
]
. Since the structure
of T˜2(ω) is block diagonal, exponentiating this matrix would be equivalent to exponentiating
either of the 2×2 matrices in the diagonal blocks individually yielding
eT1
[
eT3∆t 0
0 eT4∆t
][
e1 e3
]
. (4.82)
The 2×2 matrices on the diagonal can be exponentiated as discussed in Section ??. Eω now
has the structure
[
X 0
0 Y
]
, which results in a drastic simplification of KSS. We have
[√
N 0
]
Eω
[
1√
N
uˆn(ω)
||uω ||2
]
= uˆn(ω)X , (4.83)
which is just the Fourier coefficient uˆn(ω) multiplied by X , where X is the (1,1) entry
of exponentiating T3. So, we are able to neglect the off-diagonal entries that we get from
block Arnoldi. By making the simplification of ignoring these entries, as we go to higher
frequencies, the solution itself is playing almost no role, except through some Fourier
coefficient for that frequency.
Suppose we have a matrix structured like T2(ω), where all entries are known, as formulas,
as functions of ω across all three components. We have to determine the easiest, most
efficient way to compute the (1,1) entry of the matrix exponential/function.
In [15], Higham presents the following theorem:
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Theorem 4.1.1. Suppose A is a n×n matrix. For polynomials p and q, p(A) = q(A) if and
only if p and q take the same values on the spectrum of A.
Let
q(t) = f [λ1]+ f [λ1,λ2] (t−λ1)+ f [λ1,λ2,λ3] (t−λ1)(t−λ2)+ . . .
+ f [λ1,λ2, . . . ,λn] (t−λ1)(t−λ2) . . .(t−λn−1) ,
(4.84)
where λi are the the eigenvalues of A and the f [. . .] denote the divided differences. The
divided differences ensure that q and p take the same values on the spectrum of A, so
q(A) = p(A) = f (A).
We can now give an explicit formula for f (T3) for our 2×2 matrix T3 requiring only
the eigenvalues of T3:
f (T3) = f (λ1)+
f (λ2)− f (λ1)
λ2−λ1 (T3−λ1I) (4.85)
Since we want the (1,1) entry of the matrix function, we will be using the (1,1) entries of
each Hessenberg matrix in place of T3 when computing (T3−λ1I) from (4.85) in the code.
Now that we have the (1,1) entry of the matrix exponential for eachω , we componentwise-
multiply it by the Fourier transform and perform an inverse transform. This implementation
saves us some fast Fourier transforms; as a result, the high-frequency components can be
handled more efficiently. (The execution of this approach can be seen in the MATLAB code
presented in A.2. We have vectorized the approach to work on all three frequencies at once.)
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Chapter 5
NUMERICAL RESULTS
In this chapter, we compare versions of exponential propagator methods applied to the
1-dimensional, compressible Navier-Stokes equations. Each version of EPI computes the
products of matrix functions and vectors of the form f (A)b differently. The following
methods will be compared:
• Standard Krylov projection, described in (3.22), referred to as "Krylov-EPI",
• KSS approach with the simplification, as described in Section 4.1, and referred to as
"KSS-EPI (kssverynew.m)", "KSS (new)", or simply "KSS-EPI",
• KSS approach, described in (4.78), referred to as "KSS-EPI (myarnoldi.m)" or "KSS
(current)",
• KSS approach, described in (4.77), referred to as "KSS-EPI (kssold.m)" or "KSS
(old)",
• Newton interpolation using Leja points, referred to as "LEJA", and
• Adaptive Krylov projection, referred to as "AKP".
We have compared implementations of these EPI methods in terms of accuracy, scalabil-
ity and efficiency. The errors documented are the relative errors calculated when compared
to an "exact" solution that is acquired by the MATLAB ODE solver ode23s. To illustrate the
effect of increased resolution on performance, we use various grid sizes, and N denotes the
number of grid points per dimension.
5.1 Smooth Initial Data
The numerical results in this section correspond to the initial data:
u0(x) =−0.1cos(x)sin(x)+1,
ρ0(x) = 0.1sin(x)cos(x)+2,
E0(x) = 0.1sin(x)+ cos(x)+2,
(5.1)
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with periodic boundary conditions, and the constant parameters are defined as follows [25]:
γ = 5/3,
δ = 0.611,
η = 0,
µ = 11.5 ·10−5.
(5.2)
Grid Size ∆t Nc = 10 Nc = 20 Nc = 30 Nc = 40
250
1 0.00021564 2.1446e-05 2.2748e-05 2.2609e-05
1/2 0.00012402 3.4206e-06 2.7553e-06 2.6873e-06
1/4 6.5486e-05 1.1890e-06 3.4865e-07 3.4797e-07
1/8 3.3554e-05 5.9296e-07 4.5572e-08 4.4007e-08
500
1 0.00032052 0.00024124 0.00018677 0.00013573
1/2 0.00012475 8.8056e-06 1.1760e-05 9.8754e-06
1/4 6.5703e-05 1.2347e-06 4.3149e-07 4.0574e-07
1/8 3.3675e-05 5.9942e-07 4.5345e-08 4.3698e-08
1000
1 0.00022202 2.8101e-05 0.00017045 7.3444e-05
1/2 0.00012434 3.5726e-06 4.4449e-06 8.4020e-06
1/4 6.5772e-05 1.2022e-06 3.4249e-07 3.4170e-07
1/8 3.3706e-05 6.0102e-07 4.5310e-08 4.3642e-08
Table 5.1: Errors for KSS-EPI with varying values of Nc
Recall from Section 3.1 that Nc is the threshold for low-frequency components bL, where
a Fourier coefficient bˆ(ω) of b will be zeroed out if ‖ω‖∞ ≥ Nc. While it is important not
to include too few low-frequency components, including too many yields a method that is
similar to standard Krylov projection. Tables 5.1 and 5.2 show the errors and number of
iterations corresponding to various values of Nc, respectively. The errors associated with
Nc = 30 and Nc = 40 are similar, so we choose the smaller value of Nc. Therefore, an
optimal threshold with the initial data described in (5.1) is shown to be Nc = 30, and we use
this value for the remainder of the results in this section.
As seen in Table 5.3, all four methods have similar error at N = 250 grid points, with
the errors for the KSS-EPI and AKP methods being more accurate as the number of grid
points increase. Table 5.4 shows that computational time for Krylov-EPI is far greater than
that of KSS-EPI as the grid size increases. Though AKP seems to be faster than KSS-EPI in
some cases, we can see in Figure 5.3 that KSS-EPI is superior in efficiency. This efficiency
is especially apparent in comparison to Krylov-EPI due to the increasing number of Krylov
projection steps that are necessary for Krylov-EPI. We should also note that comparing
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Grid Size ∆t Nc = 10 Nc = 20 Nc = 30 Nc = 40
250
1 5.0500 5.3 000 6.0500 6.6500
1/2 5.0000 5.1750 5.1750 5.4250
1/4 5.0000 5.1250 5.1375 5.1375
1/8 5.0000 5.0000 5.0687 5.0687
1/16 5.0000 5.0000 5.0000 5.0000
500
1 6.6500 6.0000 7.6000 9.5000
1/2 5.6000 5.6250 5.7500 6.7750
1/4 5.0000 5.0625 5.1750 5.1375
1/8 5.0000 5.0000 5.0750 5.0750
1/16 5.0000 5.0000 5.0000 5.0000
1000
1 6.0000 6.2000 7.7500 8.7000
1/2 5.1750 5.3000 5.3750 6.2250
1/4 5.0000 5.1375 5.1375 5.1375
1/8 5.0000 5.0000 5.0812 5.0750
1/16 5.0000 5.0000 5.0000 5.0000
Table 5.2: Number of iterations for KSS-EPI with varying values of Nc
Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
7.7620e-05 0.00012159 2.1508e-05 2.2748e-05
7.6468e-06 4.8530e-06 2.7500e-06 2.7553e-06
6.1326e-07 3.2084e-07 3.4774e-07 3.4865e-07
4.5900e-08 4.4328e-08 4.3997e-08 4.5572e-08
500
8.8166e-05 0.00013776 2.1517e-05 0.00018677
7.3053e-06 2.7451e-05 2.7503e-06 1.1760e-05
7.2476e-07 5.9895e-06 3.4737e-07 4.3149e-07
1.8133e-07 7.7051e-08 4.3689e-08 4.5345e-08
1000
0.00030355 0.00012182 2.1519e-05 0.00017045
1.2774e-05 2.8135e-05 2.7504e-06 4.4449e-06
8.0804e-07 5.6819e-06 3.4729e-07 3.4249e-07
8.1127e-08 1.5507e-06 4.3632e-08 4.5310e-08
Table 5.3: Error for Navier-Stokes equations, 3rd-order
time is MATLAB is not always informative because of the combination of interpreted and
compiled code.
KSS-EPI is far superior when comparing the number of iterations for each method in
Table 5.5. Though AKP was comparable to KSS-EPI in terms of accuracy and speed, we
see that as N increases, there is a much greater increase in the necessary Krylov projection
iterations for AKP as well as LEJA. Since the implementation of Krylov-EPI is so com-
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(a) N = 250 grid points (b) N = 500 grid points
(c) N = 1000 grid points
Figure 5.1: The relative error in the solution of the Navier-Stokes equations with initial data
(5.1) and periodic boundary conditions. Solution is computed with each method at various
time steps to show the order of accuracy for N = 250,500,1000 grid points. The methods
are 3rd-order accurate in time.
putationally expensive compared to the other methods, we use various denoising schemes
to reduce the computational time of this method, and we see in Figures 5.5 and 5.6 that
Krylov-EPI is still less scalable than KSS-EPI. In fact, Figures 5.4, 5.7 and 5.8 show that
KSS-EPI is more scalable than each of these methods. That is, the number of iterations
required for KSS-EPI to converge to the solution is smaller than those required for each other
method, and the number of iterations for KSS-EPI remain consistent with each increase in
the grid size.
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Figure 5.2: The real part of the frequency-dependent nodes for Navier-Stokes problem with
initial data (5.1)
Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
1.03 1.72 0.66 0.63
0.60 1.43 0.66 0.67
0.97 2.62 1.63 0.94
2.67 4.28 3.69 1.96
1.37 7.70 2.39 3.93
500
13.87 0.84 1.51 0.68
7.30 2.37 1.78 1.17
3.82 2.68 2.52 1.45
3.48 5.18 3.09 2.84
4.70 10.29 3.80 9.89
1000
297.15 2.45 2.53 0.93
138.26 5.60 3.07 1.43
71.21 6.97 3.75 2.67
42.46 8.07 5.91 5.05
23.34 14.52 6.78 9.90
Table 5.4: Computational time for Navier-Stokes, 3rd-order
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(a) N = 250 grid points (b) N = 500 grid points
(c) N = 1000 grid points
Figure 5.3: Navier-Stokes equation, 3rd-order
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Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
11.4000 59.3500 77.0500 6.0500
9.7500 27.8000 30.7000 5.1750
8.1250 20.2000 15.0120 5.1375
7.3812 16.1310 9.1937 5.0687
6.6063 12.1880 5.5219 5.0000
500
23.6000 192.9000 195.8000 7.6000
16.6750 100.0500 99.2250 5.7500
13.2130 59.0000 48.0130 5.1750
10.7380 26.8750 20.5190 5.0750
8.2000 20.6660 10.1840 5.0000
1000
62.4500 792.8500 540.7500 7.7500
42.1000 420.2700 276.7000 5.3750
27.7250 225.1800 135.8400 5.1375
19.1130 128.6500 75.0500 5.0812
13.6910 75.5060 32.2410 5.0000
Table 5.5: Number of iterations for Navier-Stokes, 3rd-order
Figure 5.4: Number of iterations, KSS-EPI vs. Krylov-EPI, 3rd-order
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Figure 5.5: Number of iterations, KSS-EPI vs. Krylov-EPI with denoising scheme
2N
3
,
3rd-order
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Figure 5.6: Number of iterations, KSS-EPI vs. Krylov-EPI with denoising scheme
N
4
,
3rd-order
Figure 5.7: Number of iterations, KSS-EPI vs. LEJA, 3rd-order
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Figure 5.8: Number of iterations, KSS-EPI vs. AKP, 3rd-order
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Figure 5.9: Solution of u using KSS-EPI, with grid size N = 250 at various time steps
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Figure 5.10: Solution of ρ using KSS-EPI, with grid size N = 250 at various time steps
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Figure 5.11: Solution of E using KSS-EPI, with grid size N = 250 at various time steps
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5.1.1 Comparison Among Various Implementations of KSS
In Section 4.1, we discuss various implementations of KSS. A previous version of KSS
described in (4.77) will be referred to as "KSS-EPI (old)" in this section; the current approach
to KSS described in (4.78) will be referred to as "KSS-EPI (current)"; and the modification
of KSS with the simplification discussed in Section 4.1 will be referred to as "KSS-EPI
(new)" in this section. We want to compare how modifications to KSS affect the performance
of the method in terms of accuracy, efficiency and scalability.
(a) N = 250 grid points (b) N = 500 grid points
(c) N = 1000 grid points
Figure 5.12: The relative error in the solution of the Navier-Stokes equations with initial
data (5.1) and periodic boundary conditions. Solution is computed with each method at
various time steps to show the order of accuracy for N = 250,500,1000 grid points. The
methods are 3rd-order accurate in time.
From Table 5.6, we see that the errors corresponding to each method are similar for a
small grid size, while KSS-EPI (current) and KSS-EPI (new) are similar and more accurate
in larger grid sizes. We also see that the current and new versions of KSS-EPI have similar
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Grid Size
KSS-EPI
(old)
KSS-EPI
(current)
KSS-EPI
(new)
250
0.00016452 6.4443e-05 2.2748e-05
2.7661e-06 3.4750e-05 2.7553e-06
3.4315e-07 3.3169e-06 3.4865e-07
4.4563e-08 4.6582e-07 4.5572e-08
500
0.0005945 2.3971e-05 0.00018677
3.2163e-05 2.7554e-06 1.1760e-05
3.522e-06 3.4788e-07 4.3149e-07
1.0376e-07 4.3730e-08 4.5345e-08
1000
0.0018828 2.6236e-05 0.00017045
0.00018785 2.7569e-06 4.4449e-06
4.2375e-06 3.6343e-07 3.4249e-07
5.6427e-07 4.5831e-08 4.5310e-08
Table 5.6: Error for KSS-EPI
Grid Size
KSS-EPI
(old)
KSS-EPI
(current)
KSS-EPI
(new)
250
48.01 0.45 0.63
97.02 0.62 0.67
199.01 1.66 0.94
409.64 2.38 1.96
849.27 5.18 3.93
500
133.49 0.65 0.68
270.14 1.17 1.17
540.27 2.37 1.45
1150.40 4.55 2.84
2226.40 9.01 9.89
1000
482.87 1.32 0.93
881.62 2.00 1.43
1760.40 4.01 2.67
4015.60 8.95 5.05
7713.20 15.72 9.90
Table 5.7: Computational time for KSS-EPI
computational times at N = 250 and N = 500 grid points in Table 5.7, with KSS-EPI (new)
being faster than KSS-EPI (current) at N = 1000 grid points and significantly faster than
KSS-EPI (old) on all grid sizes. Table 5.8 shows that all three versions of KSS take about
the same number of iterations to converge to the solution.
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Grid Size
KSS-EPI
(old)
KSS-EPI
(current)
KSS-EPI
(new)
250
7.7500 5.9000 6.0500
5.9750 5.1750 5.1750
5.2500 5.1375 5.1375
5.0625 5.0687 5.0687
5.0000 5.0000 5.0000
500
10.5000 5.6500 7.6000
7.5500 5.1750 5.7500
6.7750 5.1375 5.1750
6.4125 5.0750 5.0750
5.3406 5.0000 5.0000
1000
13.2500 5.6500 7.7500
8.6250 5.1750 5.3750
8.9000 5.1375 5.1375
7.3375 5.0812 5.0812
6.8906 5.0000 5.0000
Table 5.8: Number of iterations for KSS-EPI
Grid Size
KSS-EPI
(current)
KSS-EPI
(new)
250
50.850 49.800
46.800 44.550
46.425 44.325
45.862 43.913
45.263 43.500
500
58.350 56.400
56.025 53.550
55.837 53.325
55.237 52.950
54.675 52.500
1000
59.400 56.400
56.550 53.550
56.325 53.325
55.987 52.987
55.500 52.500
Table 5.9: Number of Fast Fourier Transforms for KSS-EPI
Figure 5.13 shows the newer version of KSS with the modification to be more efficient
than both KSS-EPI (current) and KSS-EPI (old). In comparison to KSS-EPI (current)
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(a) N = 250 grid points (b) N = 500 grid points
(c) N = 1000 grid points
Figure 5.13: Navier-Stokes equation for different versions of KSS-EPI, 3rd-order
specifically, we discuss in Section 4.1 that KSS-EPI (new) handles the high-frequency
components more efficiently by saving some fast Fourier transforms; this explains the
greater efficiency in KSS-EPI (new) versus KSS-EPI (current), as demonstrated in Figure
5.13. Table 5.9 shows the number of fast Fourier transforms performed by both KSS-EPI
(current) and KSS-EPI (new). Since this is a three-component system, the number of
FFTs are still high, but we can see that the new approach of KSS performs less FFTs than
the current approach. For N = 1000 grid points, KSS-EPI (new) saves three FFTs. It is
worth noting that for a three-component system one matrix function-vector multiplication is
roughly equivalent to three fast Fourier transforms.
5.2 Hessenberg Matrix Entries
In the process of implementing the MATLAB code for this problem, we wanted to ensure the
Hessenberg entries that were computed by hand were correct. In order to check, we wrote
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some MATLAB code to implement the Arnoldi algorithm and compared those resulting
Hessenberg matrix entries to the entries that we computed manually for each basis function.
We will show the results for the first basis functioneiωx0
0
 . (5.3)
Figure 5.14: The real part of the h11 entry of the Hessenberg matrix corresponding to basis
function (5.3)
Figures 5.14, 5.15, 5.16, 5.17, 5.18 and 5.19 show that the real and imaginary parts of the
manually-computed Hessenberg entries and those computed by the written MATLAB code
for the h11, h21, and h12 entries match almost exactly. The real part of the h22 entry shown
in Figure 5.20 matches as well, however, there is some discrepancy with the imaginary part
of the h22 shown in Figure 5.21. This inconsistency is due to roundoff error. In Chapter 4,
while computing the Hessenberg entries using the Arnoldi algorithm manually, we neglect
lower-order terms at different stages throughout the process. The computation of each entry
builds in some aspect from the computation of previous entries; by the time we compute the
h22 entry, the elimination of previous lower-order terms begins to affect h22. The leading-
order term comes from the real part of h22, which is consistent. Therefore, the inconsistency
in the imaginary part of h22 does not affect our results. We see in Table 5.10 that KSS
53
Figure 5.15: The imaginary part of the h11 entry of the Hessenberg matrix corresponding to
basis function (5.3)
Grid Size
Manually
Computed
Computed by
MATLAB Code
250
2.2748e-05 2.2389e-05
2.7553e-06 2.7553e-06
3.4865e-07 3.4865e-07
4.5572e-08 4.5570e-08
500
0.00018677 0.00017527
1.1760e-05 5.8889e-06
4.3149e-07 3.8957e-07
4.5345e-08 4.5343e-08
1000
0.00017045 9.6780e-05
4.4449e-06 3.1340e-06
3.4249e-07 3.4257e-07
4.5310e-08 4.5307e-08
Table 5.10: Error for KSS-EPI on Navier-Stokes equations with manually-computed Hes-
senberg matrix entries versus entries computed by MATLAB code for basis function (5.3)
performed with the manually-computed Hessenberg entries and with those computed by the
written MATLAB code yield similar errors.
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Figure 5.16: The real part of the h21 entry of the Hessenberg matrix corresponding to basis
function (5.3)
Figure 5.17: The imaginary part of the h21 entry of the Hessenberg matrix corresponding to
basis function (5.3)
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Figure 5.18: The real part of the h12 entry of the Hessenberg matrix corresponding to basis
function (5.3)
Figure 5.19: The imaginary part of the h12 entry of the Hessenberg matrix corresponding to
basis function (5.3)
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Figure 5.20: The real part of the h22 entry of the Hessenberg matrix corresponding to basis
function (5.3)
Figure 5.21: The imaginary part of the h22 entry of the Hessenberg matrix corresponding to
basis function (5.3)
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5.3 Oscillatory Initial Data
We will now discuss the implementation of KSS on Navier-Stokes equations with more
oscillatory initial data. We will look at two cases.
Consider the first case, with the following initial data:
u0(x) =−0.1cos(x)sin(x)+1,
ρ0(x) = 0.1sin(3x)cos(x)+2,
E0(x) = 0.1sin(x)+ cos(x)+2,
(5.4)
with periodic boundary conditions. Because the initial data is less smooth, we use Nc = 40
in this case.
Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
4.6908e-05 0.00015587 3.0243e-05 4.0735e-05
3.8462e-06 9.0757e-06 3.7915e-06 3.7779e-06
4.6242e-07 3.8597e-07 4.6923e-07 4.7043e-07
5.452e-08 5.5445e-08 5.6194e-08 5.6365e-08
500
0.00012433 0.00017733 3.0289e-05 0.00022788
6.1819e-06 3.3451e-05 3.8051e-06 8.9378e-05
7.7704e-07 7.4842e-06 4.7561e-07 7.5429e-07
6.4364e-08 7.9974e-08 5.8665e-08 5.8832e-08
1000
0.00019445 0.00011126 3.0301e-05 0.00021521
1.6745e-05 3.6189e-05 3.8086e-06 1.2706e-05
1.3228e-06 7.2042e-06 4.7735e-07 4.5091e-07
1.0615e-07 1.9838e-06 5.9544e-08 5.9711e-08
Table 5.11: Error for Navier-Stokes equations with more oscillatory initial data (5.4), 3rd-
order
Table 5.11 shows that each method yields similar errors for a small grid size, and similar
to previously mentioned results, KSS-EPI and AKP yield similar error at each grid size. We
see in Table 5.12 that KSS-EPI is still faster than Krylov-EPI and LEJA with more oscillatory
initial data. Though AKP is faster than KSS-EPI, Figure 5.22 shows that KSS-EPI becomes
more efficient at higher grid sizes. In terms of scalability, as seen in Table 5.13, KSS-EPI
still uses a significantly smaller number of iterations to converge to the solution, especially
as the grid size increases. Figures 5.23, 5.24 and 5.25 show that KSS-EPI maintains its
scalability and is more scalable than each other method.
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Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
1.09 1.87 0.74 0.65
0.67 1.47 0.69 0.65
1.00 2.44 1.64 0.98
1.21 4.56 1.52 1.76
1.55 7.93 2.54 7.39
500
14.24 0.95 1.58 1.19
7.45 1.86 1.31 1.16
4.14 2.79 2.08 1.78
5.26 5.50 2.77 8.63
5.31 9.97 4.62 6.13
1000
356.91 2.63 3.71 1.26
141.59 5.34 3.72 1.68
72.21 5.26 3.64 2.86
42.58 8.48 6.06 5.79
28.80 14.07 6.93 10.81
Table 5.12: Computational time for Navier-Stokes equations with more oscillatory initial
data (5.4), 3rd-order
Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
28.0000 60.8000 89.5000 8.1500
17.9500 27.7750 33.9750 6.2500
13.1370 20.4000 16.5620 5.5000
9.9313 16.2690 9.6500 5.5000
7.5563 12.4530 6.0031 5.2500
500
70.1500 193.6500 213.5000 12.3000
43.1250 101.7200 107.7200 8.2250
26.6630 59.8880 51.7370 5.5625
18.9060 26.4440 22.9810 5.5000
14.0310 20.8720 11.0940 5.2344
1000
193.9000 803.1500 546.5500 10.8500
113.3000 421.7500 294.5200 7.1250
65.5130 226.8100 145.7000 5.5000
38.7940 129.1900 79.8060 5.5000
27.0750 76.7030 29.4190 5.2344
Table 5.13: Number of iterations for Navier-Stokes equations with more oscillatory initial
data (5.4), 3rd-order
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(a) N = 250 grid points (b) N = 500 grid points
(c) N = 1000 grid points
Figure 5.22: Navier-Stokes equation with more oscillatory initial data (5.4), 3rd-order
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Figure 5.23: Number of iterations, KSS-EPI vs. Krylov-EPI with more oscillatory initial
data (5.4), 3rd-order
Figure 5.24: Number of iterations, KSS-EPI vs. LEJA with more oscillatory initial data
(5.4), 3rd-order
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Figure 5.25: Number of iterations, KSS-EPI vs. AKP with more oscillatory initial data (5.4),
3rd-order
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Figure 5.26: Solution of u using KSS-EPI, with grid size N = 500 at various time steps for
more oscillatory initial data (5.4)
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Figure 5.27: Solution of ρ using KSS-EPI, with grid size N = 500 at various time steps for
more oscillatory initial data (5.4)
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Figure 5.28: Solution of E using KSS-EPI, with grid size N = 500 at various time steps for
more oscillatory initial data (5.4)
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Now, consider a second case, with the following initial data:
u0(x) =−0.1cos(x)sin(2x)+1,
ρ0(x) = 0.1sin(3x)cos(x)+2,
E0(x) = 0.1sin(3x)+ cos(x)+2,
(5.5)
with periodic boundary conditions. The initial data in this case is even more oscillatory than
the initial data stated in the first case, so we use Nc = 50.
Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
8.0456e-05 0.00024448 8.2739e-05 0.00010213
9.7598e-06 1.2809e-05 1.0487e-05 1.0167e-05
1.2655e-06 1.1500e-06 1.3169e-06 1.3011e-06
1.6242e-07 1.6404e-07 1.6600e-07 1.7460e-07
500
0.00013453 0.00039331 8.2771e-05 0.00010336
1.0426e-05 7.9183e-05 1.0481e-05 2.5813e-05
1.2275e-06 1.8263e-05 1.3150e-06 1.3709e-06
1.5803e-07 2.2325e-07 1.6424e-07 1.7458e-07
1000
0.00021921 0.00035712 8.2779e-05 0.00022608
1.9056e-05 8.9824e-05 1.0480e-05 1.1830e-05
1.3120e-06 2.3962e-05 1.3149e-06 1.2802e-06
1.5923e-07 4.9917e-06 1.6443e-07 1.7513e-07
Table 5.14: Error for Navier-Stokes equations with more oscillatory initial data (5.5), 3rd-
order
When we use the initial data stated in (5.5), we see similar results. In 5.14, each method
yields similar errors for a small grid size, with KSS-EPI and AKP yielding similar error at
each grid size. Table 5.15 shows that KSS-EPI is faster than Krylov-EPI and LEJA with even
more oscillatory initial data. AKP is faster than KSS-EPI, but KSS-EPI is more efficient
when we use N = 250 and N = 1000 grid points, as seen in 5.29. We see in Table 5.16 that
as the grid size increases, KSS-EPI still uses fewer iterations to converge to the solution.
It can further be observed that in Figures 5.30, 5.31 and 5.32 KSS-EPI still maintains its
scalability and is far more scalable than each other method.
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Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
1.09 0.90 0.57 0.56
0.64 1.51 0.57 0.76
1.02 2.33 1.75 1.39
2.92 6.08 3.73 2.18
1.30 7.83 3.08 4.89
500
16.97 1.24 1.79 0.99
7.98 1.94 1.34 1.29
4.01 2.75 1.97 2.42
4.35 5.39 2.06 3.90
5.63 9.89 2.96 7.90
1000
335.51 3.10 3.70 1.84
153.67 3.40 3.53 2.33
71.55 5.13 4.32 30
42.75 8.18 6.14 5.78
28.20 15.04 6.58 11.47
Table 5.15: Computational time for Navier-Stokes equations with more oscillatory initial
data (5.5), 3rd-order
Grid Size Krylov-EPI LEJA AKP KSS-EPI
250
27.3500 71.3500 93.3000 9.7000
17.7750 29.1000 40.6750 7.3500
13.1250 21.7750 17.8250 6.2375
10.0120 16.4310 10.3120 5.7188
7.6063 13.8410 6.3312 5.5062
500
69.8500 202.9000 226.3000 13.6500
42.8000 111.4500 111.3800 9.0750
26.1130 62.9250 54.5500 6.4875
18.8000 29.2440 22.2750 5.7375
13.9590 21.4660 12.1160 5.5125
1000
194.2000 826.3000 570.8000 12.3000
113.2500 435.9800 304.7700 8.0000
64.7370 236.5600 159.9000 6.2750
38.7370 135.360 82.8940 5.7500
27.0780 80.4720 29.4720 5.5156
Table 5.16: Number of iterations for Navier-Stokes equations with more oscillatory initial
data (5.5), 3rd-order
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(a) N = 250 grid points (b) N = 500 grid points
(c) N = 1000 grid points
Figure 5.29: Navier-Stokes equation with more oscillatory initial data (5.5), 3rd-order
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Figure 5.30: Number of iterations, KSS-EPI vs. Krylov-EPI with more oscillatory initial
data (5.5), 3rd-order
Figure 5.31: Number of iterations, KSS-EPI vs. LEJA with more oscillatory initial data
(5.5), 3rd-order
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Figure 5.32: Number of iterations, KSS-EPI vs. AKP with more oscillatory initial data (5.5),
3rd-order
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Figure 5.33: Solution of u using KSS-EPI, with grid size N = 500 at various time steps for
more oscillatory initial data (5.5)
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Figure 5.34: Solution of ρ using KSS-EPI, with grid size N = 500 at various time steps for
more oscillatory initial data (5.5)
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Figure 5.35: Solution of E using KSS-EPI, with grid size N = 500 at various time steps for
more oscillatory initial data (5.5)
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5.4 Ill-Posed Problem
In some instances, the initial data can lead to an ill-posed problem. Consider the following
initial data:
u0(x) =−0.1cos(x)sin(x)+2,
ρ0(x) = 0.1sin(x)cos(x)+2,
E0(x) = 0.1sin(x)+ cos(x)+4,
(5.6)
with periodic boundary conditions.
Figure 5.36: The real part of the frequency-dependent nodes for ill-posed problem (5.6)
Using the initial data stated in (5.6) yields some interesting results as we end up with
frequency-dependent nodes with positive real parts, as seen in Figure 5.36. In the code, we
also confirmed that the Jacobian has eigenvalues with positive real parts, which is indicative
of an ill-posed problem. As seen in Table 5.17, though the error is still small when using
KSS-EPI, we observe that the error is increasing with each time step. Table 5.18 shows that
even with the ill-posed problem, KSS-EPI still maintains its scalability and uses a small
number of iterations.
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Grid Size KSS-EPI
250
0.0057775
0.0012927
0.0016587
0.0018561
500
14.2990000
0.0102210
0.0017334
0.0019555
1000
0.0743820
0.0013129
0.0017510
0.0019782
Table 5.17: Error for KSS-EPI on Navier-Stokes equations for ill-posed problem (5.6)
Grid Size KSS-EPI
250
8.9000
7.3750
6.6375
6.1562
5.8406
500
9.1500
7.3750
6.6375
6.1750
5.8500
1000
10.2000
7.4000
6.6625
6.1813
5.8563
Table 5.18: Number of iterations for KSS-EPI on Navier-Stokes equations for ill-posed
problem (5.6)
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Figure 5.37: Solution of u using KSS-EPI, with grid size N = 500 at various time steps for
ill-posed problem (5.6)
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Figure 5.38: Solution of ρ using KSS-EPI, with grid size N = 500 at various time steps for
ill-posed problem (5.6)
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Figure 5.39: Solution of E using KSS-EPI, with grid size N = 500 at various time steps for
ill-posed problem (5.6)
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Figure 5.40: Solution of u using KSS-EPI, with grid size N = 1000 at various time steps for
ill-posed problem (5.6)
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Figure 5.41: Solution of ρ using KSS-EPI, with grid size N = 1000 at various time steps for
ill-posed problem (5.6)
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Figure 5.42: Solution of E using KSS-EPI, with grid size N = 100 at various time steps for
ill-posed problem (5.6)
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Chapter 6
CONCLUSION
This dissertation extends Krylov subspace spectral methods to Navier-Stokes equations,
which is new territory for KSS due to the greater degree of nonlinearity associated with
Navier-Stokes equations. We also introduce a scheme for Navier-Stokes specifically that
does not reduce the problem to a simpler case. In comparison to alternate methods for
computing the matrix function-vector products, we have shown KSS to be far more scalable,
consistently requiring fewer iterations to converge to the solution. While adaptive Krylov
projection is somewhat comparable in terms of accuracy and speed, KSS for Navier-Stokes is
more efficient. We introduce an alternative approach to KSS that includes a simplification to
handle the high-frequency components more efficiently. We have demonstrated that with this
modification KSS maintains its accuracy and scalability, while proving to be more efficient
than previous approaches to KSS. By evaluating the entries of the matrix exponential for all
of the frequency components using the eigenvalues of the computed Hessenberg entries, we
are able to reduce the number of fast Fourier transforms needed to implement KSS.
Future work on using Krylov subspace spectral methods on Navier-Stokes problems
would be to generalize the approach to 2-dimensional or 3-dimensional, compressible Navier-
Stokes. This would involve an adjustment of the Hessenberg matrix entry formulas presented
in Chapter 4. For example, in the 2-dimensional case, ω2 in the formulas would become
ω21 +ω
2
2 . Terms containing ω
1 may be the sum of terms with different ωi; though ω1 is less
clear, it is possible. It would also be interesting to migrate to the incompressible Navier-
Stokes equations, where we would be adapting KSS to differential algebraic equations.
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Appendix A
MATLAB CODES
A.1 ’makeJ.m’
We write the MATLAB function ’makeJ.m’ to produce our Jacobian matrix and output
the coefficients needed for KSS. We first define our parameters; then we enter the entries
(3.50)-(3.58) of our Jacobian matrix:
function [J,coef]=makeJ(A,u,problem)
N=length(u)/3;
u0 = u(1:N,:);
rho0 = u(N+1:2*N,:);
E0 = u(2*N+1:3*N,:);
h = 2*pi/N;
x = h*(0:N-1)’;
e = ones(N,1);
D1f = (1/h)* spdiags([-e,e],[0,1],N,N);
D1f(N,1) = 1/h;
A1 = (D1f-D1f’)/2;
A2 = -D1f*D1f’;
gamma = 5/3;
delta = 0.611;
eta = 0;
mu = 11.5*10^(-5);
s = delta+eta+(1/3)*mu;
g = cos(x);
I = speye(N);
Ju_u = spdiags((1./rho0),0,N,N)*(delta+eta+(1/3)*mu)*A2+spdiags(u0.*(gamma-2),0,N,N)*A1
+spdiags((A1*u0).*(gamma-2),0,N,N)*I+spdiags((1./rho0).*u0.*(A1*rho0).*
(gamma-1),0,N,N)*I;
Jrho_u = spdiags((1./(2*rho0)).*u0.^2.*(gamma-1),0,N,N)*A1-spdiags((1./(rho0.^2)).*(A2*u0)
*s,0,N,N)*I-spdiags((1./(2*rho0.^2)).*(u0.^2).*(gamma-1).*(A1*rho0),0,N,N)*I
+spdiags((1./(rho0.^2)).*(gamma-1).*(A1*E0),0,N,N)*I-spdiags((1./(rho0.^2)).*g,0,N,N)*I;
JE_u = spdiags((-1./rho0)*(gamma-1),0,N,N)*A1;
Ju_rho = spdiags(-rho0,0,N,N)*A1-spdiags((A1*rho0),0,N,N)*I;
Jrho_rho = spdiags(-u0,0,N,N)*A1-spdiags((A1*u0),0,N,N)*I;
JE_rho = sparse(N,N);
Ju_E = spdiags((3/2)*u0.^2.*rho0*(gamma-1)-E0*gamma,0,N,N)*A1
+spdiags(3*u0.*(A1*u0).*rho0.*(gamma-1),0,N,N)*I
+spdiags((3/2)*(u0.^2).*(gamma-1).*(A1*rho0),0,N,N)*I-spdiags(gamma.*(A1*E0),0,N,N)*I;
Jrho_E = spdiags((1/2)*u0.^3*(gamma-1),0,N,N)*A1+spdiags((3/2)*(u0.^2).*(A1*u0).*
(gamma-1),0,N,N)*I;
JE_E = spdiags(-u0*gamma,0,N,N)*A1-spdiags((A1*u0).*gamma,0,N,N)*I;
J = [Ju_u,Jrho_u,JE_u;Ju_rho,Jrho_rho,JE_rho;Ju_E,Jrho_E,JE_E];
coef = u;
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A.2 ’myarnoldi.m’
We write the MATLAB function ’myarnoldi.m’ to input the entries of our Hessenberg matrix
for each basis function, which are presented and discussed in Chapter 4, and to compute the
eigenvalues of each Hessenberg matrix to implement the KSS approach described in (4.78).
input:
problem - 1-6 indicating which PDE from Tokman-Loffeld paper
A - matrix
b - vector
tfun - function to apply to matrix
cs - vector of parameters to scale A by
ord - order of accuracy (3 or 4)
function [ys ns]=myarnoldi(problem,A,coef,b,tfun,cs,ord,kmin,kmax,dosurf)
N=length(b)/3;
u = coef(1:N,:);
rho = coef(N+1:2*N,:);
E = coef(2*N+1:3*N,:);
h = 2*pi/N;
x = h*(0:N-1)’;
e = ones(N,1);
D1f = (1/h)* spdiags([-e,e],[0,1],N,N);
D1f(N,1) = 1/h;
A1 = (D1f-D1f’)/2;
A2 = -D1f*D1f’;
gamma = 5/3;
delta = 0.611;
eta = 0;
mu = 11.5*10^(-5);
g = cos(x);
p = (gamma-1).*(E-(1/2)*rho.*u.^2);
s = delta+eta+(1/3)*mu;
omega = ws;
M = (norm((3/2)*u.^2.*rho*(gamma-1)-E*gamma,2))^2;
dx=L/N;
C=full(A1(1,:));
% eigenvalues of F-D 1st derivative matrix
om = exp(2*pi*1i*(0:N-1)/N).’;
lam = zeros(N,1);
for k=1:N
lam(k)=C(2)*om(k)+C(N)*om(k)^(N-1);
end
% eigenvalues of F-D 2nd derivative matrix
fdw2=real((-2+exp(2*pi*1i*ws/N)+exp(2*pi*1i*ws/N).^(N-1))/dx^2);
ast = 1./(sqrt(fdw2.^2*s^2*dx*(norm(((1./rho)-mean(1./rho)),2))^2
+dx*abs(lam).^2*(norm(u*(gamma-2)-mean(u*(gamma-2)),2))^2
+dx*abs(lam).^2*(norm(rho,2))^2+dx*abs(lam).^2*M));
% Hessenberg entries for first basis function
h11_1 = fdw2*s*mean(1./rho)+lam.*mean(u*(gamma-2));
h21_1 = (abs(lam/1i)./sqrt(2*pi)).*sqrt(-fdw2.*dx*(norm(s.*((1./rho)
-mean(1./rho)),2))^2+dx*(norm(u*(gamma-2)-mean(u*(gamma-2)),2))^2+dx*(norm(rho,2))^2
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+dx*M);
h12_1 = ast.*((fdw2.^2*s^2*dx*(norm(1./rho-mean(1./rho)))^2
+2*pi*lam.*fdw2*s.*mean(((1./rho)-mean(1./rho)).*u*(gamma-2))
+2*pi*lam.*fdw2*s.*mean(1./rho.*(u*(gamma-2)-mean(u*(gamma-2)))))./(sqrt(2*pi)));
h22_1 = (ast.^2)*2*pi.*(fdw2.^3*s^3.*mean((1./rho).*(1./rho-mean(1./rho)).^2)
-2*fdw2.^2.*lam*s^3.*mean((1./rho-mean(1./rho)).*(1./rho.^3).*(A1*rho))
+fdw2.^2.*lam*s^2*mean((1./rho-mean(1./rho)).*((1./rho-mean(1./rho)).*u*(gamma-2)
-mean((1./rho-mean(1./rho)).*u*(gamma-2))))+fdw2.^2.*lam*s.*mean((1./rho-mean(1./rho))
.*(((1./rho).*(u*(gamma-2)-mean(u*(gamma-2))))-((1./rho).*(u*(gamma-2)
-mean(u*(gamma-2))))))-fdw2.^2.*lam*s^2.*mean((1./rho).*(1./rho-mean(1./rho)).*
(u*(gamma-2)-mean(u*(gamma-2)))));
% Hessenberg entries for second basis function
h11_2 = -lam.*mean(u);
h21_2 = (abs(lam/1i)./sqrt(2*pi)).*sqrt(dx*(norm((1./(2*rho)).*u.^2*(gamma-1),2))^2
+dx*(norm(u-mean(u),2))^2+dx*(norm((1/2)*u.^3*(gamma-1),2))^2);
h12_2 = ((abs(lam/1i)./sqrt(2*pi)).*(pi*mean(u.^2.*(gamma-1))
-dx*(norm(u-mean(u),2))^2))./sqrt(dx*(norm((1./(2*rho)).*u.^2*(gamma-1),2))^2
+dx*(norm(u-mean(u),2))^2+dx*(norm((1/2)*u.^3*(gamma-1),2))^2);
h22_2 = (s*fdw2.*dx*(norm((1./(2*rho.^(3/2))).*u.^2*(gamma-1),2))^2
+2*pi*lam.*mean((u-mean(u)).*((1/2).*(u.^2*(gamma-1)-mean(u.^2*(gamma-1)))
-(u.*(u-mean(u)))+1/(2*pi)*mean((u.*(u-mean(u))))))+(lam./4).*dx
*(norm((1./rho.^(1/2)).*((3/2)*u.^2.*rho*(gamma-1)-E*gamma).^(1/2).*u.^(5/2)*
(gamma-1),2))^2-(lam./4).*dx*(norm((u-mean(u)).^(1/2).*u.^3*(gamma-1),2))^2
-(lam./4).*dx*(norm(u.^(7/2)*gamma^(1/2)*(gamma-1),2))^2)/(dx*(norm((1./(2*rho)).*
u.^2*(gamma-1),2))^2+dx*(norm(u-mean(u),2))^2+dx*(norm((1/2)*u.^3*(gamma-1),2))^2);
Tr_2 = h11_2+h22_2;
dt_2 = h11_2.*h22_2-h12_2.*h21_2; % determinant
disc_2 = (Tr_2.^2-4.*dt_2).^(1/2); % discriminant
% Hessenberg entries for third basis function
h11_3 = -(lam).*mean(u*gamma);
h21_3 = (abs(lam/1i)./sqrt(2*pi)).*sqrt(dx*(norm((gamma-1)./rho,2))^2
+dx*(norm(u*gamma-mean(u*gamma),2))^2);
h12_3 = abs(lam/1i).*((3/2)*dx*(norm(u*(gamma-1),2))^2-2*pi*mean((1./rho).*(gamma-1).*
E*gamma)-dx*(norm(u*gamma-mean(u*gamma),2))^2)/(sqrt(2*pi).*sqrt(dx*
(norm((gamma-1)./rho,2))^2+dx*(norm(u*gamma-mean(u*gamma),2))^2));
h22_3 = (4*pi*s*(lam).*mean((1./(rho.^3)).*(A1*ones(size(rho))*gamma)*(gamma-1))
-2*pi*s*(-fdw2).*mean((1./(rho.^3))*(gamma-1)^2)+2*pi*(lam).*mean((u./(rho.^2))*
(gamma-1)^2*(gamma-2))-2*pi*(lam).*mean((1./rho).*(u*gamma-mean(u*gamma))
*(gamma-1)^2)+3*pi*(lam).*mean((u*gamma-mean(u*gamma)).*(u.^2)*(gamma-1)^2)
-2*pi*(lam).*mean((1./rho).*(u*gamma-mean(u*gamma)).*E*gamma*(gamma-1))
-2*pi*(lam).*mean(u*gamma.*(u*gamma-mean(u*gamma)).^2))/(dx*(norm((gamma-1)
./rho,2))^2+dx*(norm(u*gamma-mean(u*gamma),2))^2);
Tr_3 = h11_3+h22_3;
dt_3 = h11_3.*h22_3-h12_3.*h21_3; % determinant
disc_3 = (Tr_3.^2-4.*dt_3).^(1/2); % discriminant
% to compute first component of first basis function
dd = 2;
hs = zeros(2,2,length(ws));
uu = [exp(1i*omega.*x);0*x;0*x]; %basis for 1st component
q = zeros(length(uu),3);
q(:,1) = uu/norm(uu,2);
h = zeros(2,2); % Hessenberg entry
for j = 1:dd
vv = A*q(:,j);
for i = 1:j
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h(i,j) = q(:,i)’*vv;
vv = vv-h(i,j).*q(:,i);
end
h(j+1,j) = norm(vv,2);
q(:,j+1) = vv./h(j+1,j);
end
h=h(1:2,1:2);
h11_1(1)=h(1,1);
h21_1(1)=h(2,1);
h12_1(1)=h(1,2);
h22_1(1)=h(2,2);
Tr_1 = h11_1+h22_1;
dt_1 = h11_1.*h22_1-h12_1.*h21_1; % determinant
disc_1 = (Tr_1.^2-4.*dt_1).^(1/2); % discriminant
disc_1(1)=1e-2;
disc_2(1)=1e-2;
disc_3(1)=1e-2;
% Eigenvalues of each Hessenberg matrix
nf = [Tr_1+disc_1,Tr_1-disc_1;Tr_2+disc_2,Tr_2-disc_2;Tr_3+disc_3,Tr_3-disc_3]/2;
A.3 ’kssverynew.m’
We write the MATLAB function ’kssverynew.m’ to input the entries of our Hessenberg
matrix for each basis function, which will not be included here, as they are the same entries
included in the code of A.2. This code is written to implement the KSS approach described
in Section 4.1. After the Hessenberg matrix entries have been entered and the eigenvlaues
of these matrices have been computed, the code proceeds as follows:
function us=kssverynew(problem,A,coef,b,tfun,cs,ord)
fA11 = zeros(size(nf,1),length(cs));
for j = 1:length(cs)
fnf = tfun(nf*cs(j));
A11 = [h11_1;h11_2;h11_3];
fA11(:,j) = fnf(:,1)+((fnf(:,2)-fnf(:,1))./(nf(:,2)-nf(:,1))).*(A11-nf(:,1));
end
tb=ftransform(b,dim,bc,comp,N);
us = zeros(size(fA11));
for j=1:size(fA11,2)
us(:,j)=invtransform(fA11(:,j).*tb,dim,bc,comp,N);
end
86
BIBLIOGRAPHY
[1] John D. Anderson. Computational Fluid Dynamics: The Basics with Applications. McGraw-
Hill, Inc., New York, NY 10020, 1995.
[2] F. Bassi and S. Rebay. A high-order accurate discontinuous finite element method for the
numerical solution of the compressible Navier-Stokes equations. Journal of Computational
Physics, 131:267–279, 1997.
[3] Gabriella Bognár and Zoltán Csáti. Spectral method for the time dependent Navier-Stokes
equations. Miskolc Mathematical Notes, 17:43–56, 2016.
[4] W. R. Briley and H. McDonald. Solution of the multidimensional compressible Navier-Stokes
equations by a generalized implicit method. Journal of Computational Physics, 24:372–397,
1977.
[5] M. O. Bristeau, R. Glowinski, and J. Periaux. Numerical methods for the Navier-Stokes
equations: Applications to the simulation of compressible and incompressible viscous flows.
Computer Physics Reports, 6:73–187, 1987.
[6] Daniela Calvetti, Sun-Mi Kim, and Lothar Reichel. Quadrature rules based on the Arnoldi
process. SIAM Journal on Matrix Analysis and Applications, 26:765–781, 2005.
[7] Eric A. Carlen. The non-symmetric eigenvalue problem. Paper 5-50, Georgia Institute of
Technology, Atlanta, GA 30332, 2003.
[8] Alexandru Cibotarica, James V. Lambers, and Elisabeth M. Palchak. Solution of nonlinear
time-dependent PDEs through componentwise approximation of matrix functions. Journal of
Computational Physics, 321:1120–1143, 2016.
[9] W. S. Edwards, L. S. Tuckerman, R. A. Friesner, and D. C. Sorensen. Krylov methods for
the incompressible Navier-Stokes equations. Journal of Computational Physics, 110:82–102,
1994.
[10] R. W. Freund and M. Hochbruck. Gauss quadratures associated with the Arnoldi process and
the Lanczos algorithm. Linear Algebra for Large Scale and Real-Time Applications, pages
377–380, 1993.
[11] G. H. Golub and R. Underwood. The block Lanczos method for computing eigenvalues.
Mathematical Software III, pages 361–377, 1977.
[12] Gene H. Golub and Gérard Meurant. Matrices, Moments and Quadrature with Applications.
Princeton University Press, Princeton, NJ 08540, 2010.
[13] Gene H. Golub and Charles F. van Loan. Matrix Computations, 3rd ed. Cambridge University
Press, New York, 1996.
87
[14] R. M. Gray. Toeplitz and circulant matrices: A review. Foundations and Trends in Communica-
tions and Information Theory, 2:155–239, 2006.
[15] Nicholas J. Higham. Functions of Matrices: Theory and Computation. SIAM, Philadelphia,
PA 19104, 2008.
[16] Marlis Hochbruck and Christian Lubich. On Krylov subspace approximations to the matrix
exponential operator. SIAM Journal on Numerical Analysis, 34:1911–1925, 1997.
[17] James V. Lambers. Krylov subspace spectral methods for variable-coefficient initial boundary
value problems. Electronic Transactions on Numerical Analysis, 20:212–234, 2005.
[18] James V. Lambers. Derivation of high-order operator spectral methods for time-dependent PDE
using modified moments. Electronic Transactions on Numerical Analysis, 28:114–135, 2008.
[19] James V. Lambers. Enhancement of Krylov subspace spectral methods by block Lanczos
iteration. Electronic Transactions on Numerical Analysis, 31:86–109, 2008.
[20] James V. Lambers. An explicit, stable, high-order spectral method for the wave equation
based on block Gaussian quadrature. IAENG International Journal of Applied Mathematics,
38:233–248, 2008.
[21] J. Mazumdar. An Introduction to Mathematical Physiology and Biology, 2nd ed. Cambridge
University Press, New York, 1999.
[22] Elisabeth M. Palchak, Alexandru Cibotarica, and James V. Lambers. Solution of time-dependent
pde through rapid estimation of block Gaussian quadrature nodes. Linear Algebra and its
Applications, 468:233–259, 2015.
[23] David F. Rogers. Laminar Flow Analysis. Johns Hopkins University Press, Baltimore, MD
21218, 1992.
[24] James S. Sochacki. Introduction to compressible computational fluid dynamics. Paper 1-25,
James Madison University, Harrisonburg, Virginia 22807.
[25] Inga Sofie. Investigations of the Modified Navier-Stokes Equations in One Dimension. PhD
thesis, The University of Bergen, Bergen, Norway, June 2014.
[26] M. Tokman. Efficient integration of large stiff systems of ODEs with exponential propagation
iterative (EPI) methods. Journal of Computational Physics, 213:748–776, 2006.
[27] M. Tokman. A new class of exponential propagation iterative methods of Runge-Kutta type
(EPIRK). Journal of Computational Physics, 230:8762–8778, 2011.
[28] M. Tokman, J. Loffeld, and P. Tranquilli. New adaptive exponential propagation iterative
methods of Runge-Kutta type (EPIRK). SIAM Journal on Scientific Computing, 34:A2650–
A2669, 2012.
88
