We present techniques for parallel divide-and-eonquer, resulting in improved parallel algorithms for a number of problems. The problems for which we give improved algorithms include intersection detection, trapezoidal decomposition (hence, polygon triangulation), and planar point location (hence, Voronoidiagram construction). We also giv~efficient parallel algorithms for fractional cascading, 3-dimensional maxima, 2-set dominance counting, and visibility from a point~All of our algorithms run in O(logn) time with either a linear or 8ub-linear number of processors in the CREW PRAM model
Introduction
Our framework is one in which we want to design efficient parallel algorithms for the CREW PRAM computation model. Recall that this is the synchronous shared memory model in which processors may simultaneous read from any memory location but simultaneous writes are not allowed. Our goal is to find algorithms that run as fast as possible and are efficient in the following sense: if p(n) is the processor complexity, t(n) the parallel time complexity, and seq(n) the time complexity of the best known sequential algorithm for the problem under consideration, then ten) *pen) = O(seq (n) . If the product ten) *pen) achieves the sequential lower bound for the problem, then we say the algorithm is optimal. In all of the problems listed below, we achieve ten) = O(log n) and, simultaneously (except for planar point location), an optimal ten) *p(n).
This paper presents a nurnber of general techniques for parallel divide-and-conquer. These techniques are based on nontrivial generalizations of Cole's recent parallel merge sort result [10] , and enable us to achieve improved complexity bounds for all of the following problems:
Fractional Cascading: Given a directed graph G = (V, E), such that every node tJ contains a. sorted list C (tJl, construct a data structure that, given any edge (tJ, 10) e E and the position of an arbitrary element~in C(l1), enables a single processor to locate~in C(1o) in O(logd(G» time, where d(G) is the maximum degree of any node in G. sorting in these bounds. All of our algorithms are deterministic. This paper is organized as follows. In Section 2 we present a generalized version of the cascading merge procedure and in Section 3 we give our method for doing fractional cascading in parallel. In Section 4 we show how to apply· the fractional cucading technique to a data structure we call the plane 8weep tree, showing how to solve the trapezoidal decomposition and point location problems. In Section 5 we show how to extend the cucading merge technique to allow for cascading in the "above" partial order of line segments, giving solutions to the problems of building the plane sweep tree and solving the intersection detection problem. In Section 6 we use the casc~ding divideand-conquer technique to compute labeling functions, and show how to use this approach to solve 3-dimensional maxima, 2-set dominance counting, and visibility from a point.
A Generalized Cascading Merge Procedure
In this section we present a technique for a generalized version of the merge sorting problem. Suppose we are giv~;n a binary tree T (not necessarily complete) with items, taken froJIl some total order, placed at the leaves of T, so that each leafcontains at most one item. For simplicity, we assume tha,t the items are distinct.
We wish to compute for each internal ;node u E T the sorted list U (u) which consists of all the items stored in descendant nodes of v. In this section we show how to construct U (tI) for every node in the tree in O(height(T» time using O(lT!) processors, where ITI denotes the number of nodes in T. This is a generalization of the problem studied by Cole [10] , because in his version the tree T is complete and each leaf contains exactly one item (there are no "empty" leaves). Without 1088 of generality, we assume that every internal node v of T has two children.
Let a, h, and c be three items, with a :5 h. We say c is between a and b if a < c :5 b. Let 
two sorted.(nondecreasing) lists
A = (ai, a2, .. . , an) and B = (bl' b2, ... , bm) be given. Given an element a we define the predece880r of a in B to be the greatest element in B which is less than or equal to a. If a < b 1 , then the predecessor of a is -00. We define the rank of ain B to be the rank of the predecessor of a in B (-00 has rank 0). A is ranked in B if for every element in A we know its rank in B. A and B are cr088 ranked if A is ranked in Band B is ranked in A. We define two operations on sorted lists. We define Au B to be the sorted merged list of all the elements in A or B. If B is a subset of A, then we define A -B to be the sorted list of the elements in A which are not in B.
Let T be a binary tree. For any node tI in T we let parent(v), sibling(v), lchild(v), rchild(u), and depth(v) denote the parent of v, sibling of v, left child of v, right child of v, and depth(v) (the root is at depth 0), respectively. We also let root(T) and height(T) denote the root node of T and the height of T, respectively. The altitude, denoted alt(v), is de-
Let a sorted list L and a sorted list J be given. Specifically, for each node v E V we construct two complete binary tr,ees T~n and T~ut. (see Figure 1 ). Each leaf in T~n (resp., T~ut) corresponds to an edge coming into v (resp., going out of v). We call T~n the lan-in tree for v and T~ut. the lan-out tree for v. An edge e = (v, w) in G corresponds to a node e in G such that e is a leaf of the fan-out tree for v and e is also a leaf of the fan-in tree for w. The edges in T~n are all directed up towards the root of T~n, and the edges in T~ut are all directed down towards the leaves of T~ut.. For each v E V we create a new node v' and add a directed edge from v' to v, a directed
Fractional Cascading in Parallel
Given a directed graph G = (V,E), such that every node t1 contains a sorted list C(v), the problem is to construct an O(n) space data structure that, given any edge (lI,W) E E and the position of an arbitrary element x in C(lI) , enables a single processor to locate x in C(w) in O(log d(G» time, where d(G) is the maximum degree of any node in G and n = IVI+IEI+ E uev IC(lI)l. Chazelle and Guibas [9] give an elegant D(n) time sequential construction of such a data structure.
However, their approach does not appear to be "parallelizable."
Here we construct such a data structure in O(log n) time using o(n/ log n) processots.
We define In(v,G) (resp. Out(v,G» to be the set of all
We begin by giving a method for fractional cascading which runs in O(logn) time and O(n) space using O(n) processors. We will show later how to apply Brent's theorem [8] to get the number of processors down to O(n/ log n). (9) the cross ranking 0/ B:+ 1 and C;+I .
Proof
• 8 we can construct the set U,+I(V) in 0(1) time using O(IU,+I(V)1) processors. By Corollary 2 we have that the constants Cl and C2 are both equal to 3. Note that in stage 8 it is only necessary to store the sets· for , -1; we can discard any sets for stages previous to that.
We apply this lemma by setting
A, = U,(v), A~+1 = U;+I(v), A,+1 = U,+I(V), B~= U;(x), B~+1 = U;+I(X),
C: = U;(y), and C~+1 = U;+I(y).Thus, in each stage
The main idea for performing all these merges with a total of O(ITI) processors is to start out with 0(1) processors assigned to each leaf node, and each time we pass Ie elements from a node v to the parent of v (to perform the merge at the parent), we also pass O(k) processors to perform the merge. When v's parent becomes full, then we no longer "store" any processors at v. (See [13] for details.) It will often be more convenient to relax the condition that there be at most one item stored at each leaf. So, suppose there is an unsorted set A(v) (which may be empty) stored at each leaf. Construct a tree T' from T by replacing each leaf v of T with a complete binary tree with IA(v) I leaves, and associate each item in A(v) with one of these leaves. T' now satisfies the conditions of the method outlined above. We summarize the above discussion in the following theorem:
This corollary is used in showing that we can perform each stage of the merge procedure in 0(1) time. We also maintain the following rank information at the start of each stage s: The first of these corollaries implies that we can satisfy all the c-cover input conditions for the Merge Lemma (Lemma 3) for performing the operations for the computation at stage B in 0(1) time using O(n,) processors, where n, = Evet IB,(v)l.
We use the second corollary to show that when the computation completes we will have a fractional cascading data structure (after adding the appropriate rank pointers). We maintain the following rank information at the start of each stage s:
By having this rank information available at the start of each stage s we satisfy all the ranking input conditions of the Merge Lemma. Thus, we can perform each stage in 0(1) time using O(fl,) processors. Moreover, the output computations of the Merge Lemma allow us to maintain all the necessary rank information into the next stage. Note that in stage B it is only necessary to store the sets for 8 -1j we can discard any sets for stages previous to that, as in the generalized cascading merge. One can show that the above construction will use only O(n) space. To solve the processor assignment problem we assign 2Je(v)I processors to each f) E V and no processors to each node v E V-V. Each time we pass Ie elements from a node v to node w (in performing the merge at w) we also pass Ie processors to go with them. Thus, we can do fractional cascading in O(logn) time and O(n) space using O(n) processors. For the applications we study in this paper we can do even better, however.
One can show that if we are given Out(v,G) for each v E V in sorted order, or if d(G) is 0(1), then the total number of operations performed is O(n) [2, 13] . This suggests using Brent's theorem to the fractional cascading algorithm so that it runs in O(logn) time using O(n/logn) processors:
edge from the root of T:~to v' and an edge from tJI to the root of T:uf;. We 1/ [4, 6] (1) 
There are thus two qualifications one must make to Brent's theorem before one can apply it in the PRAM model, however. The first is one must be able to compute Ni at the beginning of step i in OcrNilPl) time using P processors. And, second, we must know exactly how to assign each processor to its job. We have to show how to assign each processor to its respective task to implement our fractional cascading algorithm using O(nl log n)
processors. The main idea for perCorming the processor allocation is to note that processors become active in stages, and since there are O(logn) stages, we can use the sorting algorithm due to ReiC [16] 
The Plane-Sweep Tree Data Structure
In this section we define a data structure, and show how to turn it into a fractional cascading data structure so that it can be used to solve the trapezoidal decomposition problem and the planarpoint location problems in O(log n) time using O(n) processors. Since the construction of this data structure is quite involved, we merely define the data structure now, and show how to construct it in these same bounds in Section 5.
Let S = {'1,82, ... ,sn} be a set of non-intersecting line segments in the plane, and let XeS) = (ai, a2,·.·, Q2n) be the (non-decreasing) sorted list of the z-coordinates of the endpoints of the segments in S. To simplify the exposition we assume that no two endpoints in S have the same~-coordinate, i.e., :%i < :%i+l. Let X' = (~1,~2, ... ,z".,) be some subsequence of which is the union of the intervals associated with the descendants of v. Let IT. denote the vertical strip I tI X (-00, +00).
We say a segment 8i covers a node veT if it spans IT tI but not IT poNn '(.). Clearly, no segment covers more than 2 nodes of any level of T; hence, every segment covers at most O(logm) nodes of T. For each node 11 E T we let Cover(v) denote the set of all segments in S which cover v.
The idea of using a tree data structure such as this to parallelize plane-sweeping is due to Aggarwal et· al.
[1], and is itself based on the "segment tree" of Bentley and Wood [6}. The data structure of Aggarwal et ale consists of the tree T described above with X' = XeS) (i.e., it has 2n + 1 leaves). They store the set Cover(v) at each node v sorted by the "above" relation for line segments. Instead of taking X' to be the entire set XeS),
we define X' to be the list consisting of every rlog nl-th element of XeS), i.e., X' = SAMPrlolnl(X(S». Thus, each vertical strip IT. associated with a leaf of T in our construction contains o(log n) segment endpoints. Like Aggarwal et al., we also store each Cover(v) list sorted by the "above" relation.· In addition, for every node v of T we define the set End(v) as follows:
End(v) = {Si e S 18i intersects IT." and doesn't span IT.}.
Note that all the segments in the Oover(v)'s of any root-to-Ieaf path in T are comparable by the "above" relation. Thus, if we direct all the edges in T 80 that each edge goes from a child to its parent, then the elements stored in any directed walk in T are all comparable by the "above" relationship. Therefore, we can apply the fractional cascading technique of the previous section to T (with each Cover(v) playing the role of the catalogue C(v».
Since T has bounded degree and has 0 (n log n) space, we can, by Theorem 9, construct a fractional cascading data structure Tfor T in o(log n) time and O(n log n) space using O(n) processors.
This data structure allows us to perform the multilocation of any point p (in a leaf-to-root walk) in O(logn) time (O(logn) for the binary search at the leaf, and an additional 0(1) for each internal node on the path to the root). We also store the set
End{v) in each leaf v of T. Although End(v) is defined for each node of T we only construct a copy of End(v) for leaf nodes v.

End(v)
is not sorted in any particular order.
In section 5 we show how to construct this data structure efficiently in parallel. Since the construction is rather involved, before giving the details of the construction, we give two applications of this data structure. We begin with the trapezoidal decomposition problem.
Applications
Trapezoidal Decomposition: given a set S of n line segments in the plane, determine for each segment endpoint p the first segment "stabbed" by the vertical ray emanating upward (and downward) from p. Even in the parallel setting, this problem is often used as a building block to solve other problems, such as polygon triangulation [1, 14, 20] or shortest paths in a polygon [12] . Proof: .We fint conatruct the plane-sweep tree data structure T for S. Theorem 14 (to be given later, in Section 5)·· shows that this structure can be constructed in O(logn) time using O(n) proceaaora. ADd we already know that T can be made into a fractional cascading data structure T in theaesame bounds.. We assign a aingle processor to every segment endpoint (there are 2n BUch points). Let us concentrate on·computing the· trapezoidal segment below a single segment endpoint p. Let (v, ...,root(T» be the leaf-to-root path in T which starts with· the leaf v such that p e II". We first search through End(v) to see if there are aQY segments in this set which are below p, and take the one which is closest to p. We then perform themultilocation of p in the leaf-to-root walk starting at v, giving us for each v such that p E II" the segment in Cover(v) directly below p. We choose among these flog n1answers the segment which. is closest to p. Comparing this segment to the one (possibly) found in End(v), we get the segment in S, if the~e is one, which is directly below p. Since the length of the walk from v to root(T) is at most flog n1, by Theorem 9 this computation done in O(log n) time using O(n) processors. Since the 2-dimensional maxima problem can be reduced to trapezoidal decomposition in 0(1) time using O(n) processors [13] , we cannot do better than O(logn) time using O(n) processors [5, 15] .• Corollary 11: Given a simple polygon P, possibl, with holes, P can be triangulated in o(log n) time using O(n) processors.
Proof: The proof is an immediate consequence of the above theorem and of [14, 20] .• Planar Point Location: given a planar subdivision S consisting of n edges, construct a data structure which, once constructed, enables one processor to determine for a query point p the face in S containing p.
Theorem 12: Given a planar subdivisionS consisting 01 n edges, we can construct a data structure which can be used to determine for any query point p the lace in S containing p in O(log n) time. The construction takes O(log n) time using O(n) processors in the OREW PRAM model.
Proof: The solution to this problem is to build the plane-sweep tree data structure for S (with fractional cascading) and associate with each edge Bi the name of the face above Bi. Let a query point p be given. A planar point location query for p can be solved in O(logn) serial time by performing·a multilocation like that used in the proof of Theorem 10 to find the segment in S directly below p. • Theorem 12 immediately implies that the running time of the Voronoi diagram algorithm of Aggarwal et ale [1] can be improved from 0(log3 n) to 0(log2 n), still using only O(n) processors. (We haverecentlyleamed that in the final version of their paper they. reduce the time bound of their algorithm to 0(log2 n) using a substantially different technique.)
We next show how to construct the plane-.sweep tree in O(logn) time using only O(n) processors.
Cascading with Line Segment Partial Orders
In this section w~show how to modify the cascading divide-andconquer technique of Section 2 to solve some geometric problems in which the elements being merged belong to the line segment partial order. We apply thie technique to the problems of constructing the plane-sweep tree data structure and of detecting if any two of n segments in the plane intersect.
The essential computation is as follows: we have a binary tree with sets stored in its leaves, and we wish to combine them in pairs (up the tree) to construct sets at internal nodes. The main difficulty is that the set stored at some node v is not defined as a simple merge of the sets stored at the children of t1. Instead, its definition involves deleting elements from sets stored at children nodes before performing a merge. These deletions are quite troublesome, because if we try to perform them while cascading, then the rank information could become corrupted, and the cascade would fail. On the other hand, if we try to postpone the deletions to some postprocessing step, then there could be non-deleted ele~ents which are not comparable to others at the same node; hence, there would be instances when processors try to compare two elements which are not comparable, and the cascade would fail. The main idea of our metqod for getting around these problems is to embed partial orders in total orders "on the fly" while we are cascading up the tree. That is, we change the identity of segments as they are being passed up the tree, 80 that the segments in any'list are always linearly ordered. To be able to do this, however, we must do some preprocessing which involves simultaneously performing a number of cascading merges in parallel. The next two subsections give the details.
Plane-Sweep Tree Construction
We let left(II,,) (respectively, right(II v » denote the left (right) vertical boundary line f9r II". We define the dominator node of a segment Bi, denoted dom(s.), to be the deepest node v (i.e., farthest fr()m the root) in T such that s i is completely contained in II". In addition, we define the following seti$ for each node (v) . Any time we construct one of these sets it ;ill be ordered by the "above" relation, so for the remainder of this section we represent these sets as sorted lists. In the following lemma we make some observations concerning the relationships between the various lists defined above. E UeT IL(v)/ is O(n log n), then we can clearly implement all these merges in parallel using O(n) processors. Once we have completed all the merges it is an easy matter to assign a single processor to each segment 8i and compare the predecessors of 8. in 'ev, 0), ... ,/(v,dv -1) so as to find the predecessor of 8i
VET: L(v)
to O(log n) additional work, thus
Step 2 can be implemented in o(log n) time using DCn) processors. (1,1,1,1,1,2,7,7) , and U(z) =(-00,-00,-00,-00,-00,-00,-00,-00).
Step 3. In this step we perform another cascading merge on T, this time to construct L(v) and R(11) for each vET based on Equations 5 and 6 of Lemma 13. Initially, we have L(v) and R(v) constructed only for the leaves. We then merge these sets up the tree based on the Equations 5 and 6 as in Theorem 4. The computation for this step differs from the cascading merge of Step 2, however, in that we need to be performing difference operations as well as list merges as we are cascading up the tree. Unfortunately, performing these difference operations explicitly at each level would result in an 0(log2 n) running time. We get around this problem by neVer actually performing the difference operations. Instead, we change the identity of a segment 8i in say, 'eY, dll)' to its predecessor in L(y) -'eY, dll) when we are performing the merge at node 11. (See Figure 3. ) We do this instead of deleting it from L(y), because segments in I(y,d ll ) are not comparable to segments in L(x) (the list we wish to merge L(y) -I(y, dll) with). Clearly, the fact that we chanJte the identity of a segment in I(y, dll) to its predecessor in L(y) -I(y, dll) means that there will be multiple copies of some segments. This will not corrupt the cascading-merge, however, because one of the properties of the "above" relation is that all duplicate copies of a segment will be contiguous. Moreover, they will remain contiguous as the cascading-merge proceeds up the tree. In addition, even though we will have multiple copies of segments in lists as they are merging up the tree, we can still implement this step with a total of O(n) processors, becau~e there will never be more items present in any L(v) than the total number of items All in some t 0 
Lemma 13 essentially states that the sets I, r, L, -R, and C 011er for the nodes on a particular level of T can be defined in terms of sets for nodes on the next lower level of T.
Our construction consists of the following four steps:
Step 1. Construct 'ev, d) and rev, d) for every 11 E T.
Step 2. Let d u = depth(parent(v». Compute for each segment in 1 (11, du 
Step 3. Construct L(v) and R(11) for every vET.
Step 4. Construct COl1er(v) for every vET.
We now describe how to perform each step.
Step 1 (11, d ) sets in 0 (log n) time using O(n) processors.
Step 2. In Step 2 we wish to compute for each segment in In the previous sections we assumed that segments did not intersect. Indeed, T is defined only of they don't intersect. We show in the next section that the following idea is useful when we want to check whether any two of the given segments intersect:
we can, in effect, pretend we are constructing T and check for intersections while doing so.
The Segment Intersection Detection Problem
The problem we solve in this section is the following: given a set S of n line segments in the plane, determine if any two segments in S intersect. We begin by stating the conditions which we use to test for an intersection. tected an intersection, and we are done. Otherwise, we proceed with Step 2 just as before, basing comparisons on segment intersections with left(n v ).
In
Step 3 We performed a cascading merge up the tree T, constructing L(t1) and R(v) for every node vET. Recall that thia cascading merge was based on Equations 5 and 6 of Lemma 13 In Step 4 we constructed Cover(v) for each tI E T. Recall that we did this by simply performing compressing and copying operations on sets constructed in Step 3. Thus, assuming that no intersection was detected in Step 3, we can perform
Step 4 just as before. Mter Step 4 completes we can assign O(rICover(v)l/logn1) processors to each vET and test Condition 1 directly in O(logn) time, checking if the items in Cover(v) would be in the same order independent of whether intersections were based on left(n",) or on right(n",) in O(log n) time.
If we have not discovered an intersection after Step 4, then the only computation left in the construction is to perform fractional cascading on T. In directing all the edges in T to the root, and performing the fractional cascading preprocessing on T to construct T, we associate a vertical strip with each node in T. For each node tI in T if tI is also in T, then we take IT", for tI in T to be the same as IT", for v in T. Then, for any v which is in T but not in T (Le., v is a gateway or a node in a fan-in or fan-out tree), we take IT", to be the intersection of all the vertical strips which are descendents of v (in T this corresponds to the path from an internal node to the root). Every time we perform the per-stage merge computation we compare adjacent entries in each bridge list B (v) to see if they would be in the same order independent of whether we base comparisons on segment intersections with left(II",) or right(n",). If we detect that two adjacent segments intersect then we replace both with the special symbol $. Then, as before, any time we compare a segment with $ we replace that segment by $. Finally, when we complete the computation for Step S we assign O(flB(v)l/ logn1) processors to each node v and check if the're are any $ symbols present in any B(v) list.
If there are no intersections detected during the fractional cascading, then we perform O(n) multilocations of all the segment endpoints as in [1] to test Condition 2. We summarize this discussion in the following theorem.
Theorem 17: Given a set of n line segments in the plane it is possible to detect if any two intersect in O(log n) time using O(n) processors in the CREW PRAM model.•
In the next section we show how to apply the cascading divide-and-conquer technique to some other geometric problems.
Cascading with Labeling Functions
In this section we show how to solve several different geometric problems by combining the merging procedure of Section 2 with divide-and-conquer strategies based on merging lists with labels defined on their elements. We begin with the 3-dimensional maxima problem.
Let V = {P1' P2, ... ,Pn} be a set of points in !is. For simplicity, we assume that no two input points have the same z (resp., r, .1' ) coordinate. We denote the z, y, and .I' coordinates of a point p by z(p), r(p) , and z(p), respectively. We say that a point Pi 1-dominates another point P; if z(ps) > z(p;), ' -dominates P; if z(p.) > z(p;) and y(P.) > y(p;) , and a-dominates P; if Z(pi) > z(p;), r(Pi) > rep;), and Z(Pi) > .r(p;). A point Pi E V is said to be a mazimum if it is not 3-dominated by any other
