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1. Introduction 
We study the 'pre-mult ip l ied mixed integer constraint set', which has the form: 
/ 
(PMIP)  o Ax + By = Co, 
x ,y -> 0; x integer. 
We shall provide a character izat ion of the sets of  the form 
S = {o ] for some x ,y  > 0 with x integer, Co = Ax  + By} 
in terms of  an inductively-defined class of  functions, the Gomory  functions of  [2] 
(see Theorems 3.1 and 4.4 below). We shall also obtain character izat ions of  'value 
funct ions'  of  the form 
z(o) = min {cx + dy [Ax + By = Co; x, y > 0; x integer} 
in terms, both,  of  an inductively-defined function class, and a second function class 
described below (see Theorem 4.4 and Corol lary 4.7 below). In our work, we shall 
assume that A ,  B, C, o, c and d are rat ional . l  
Constraint  sets of  the form (PMIP)v occur frequently in practice. I f  C=I  (the 
identity matrix),  or more general ly if C is invertible, then (PIMP)~ is the usual 
mixed-integer program.  Also,  in a mixed-integer program in which r ight-hand-side 
(r.h.s.) ranging analysis is desired, and material  balance equations are present which 
need the r.h.s, kept at zero throughout  he analysis, the constraint  set has the form 
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(PMIP)  v in which every row of C is either a unit vector or the zero vector (and such 
C are not invertible). More generally, if ranging analysis is needed for all r.h.s, of  
a mixed-integer program which also lie in a polyhedral cone given by generators, 
the constraint set (PMIP)o arises. 
This paper continues our investigations in [4] regarding mixed integer programs. 
A crucial difference between (PMIP)~ and the mixed-integer program is that 
(PMIP)  v yields to characterizations by inductively-defined classes of  functions, 
while - as we showed in [4] via several examples - the mixed-integer program does 
not. For instance, the sum of two value functions, or the maximum of two value 
functions, of  a mixed-integer program may fail to be the value function of  a mixed- 
integer program (see [4]). This major difficulty - i.e., the lack of  an inductive struc- 
ture - did not occur in earlier investigations of  linear programs or pure integer 
programs (the case that B and d are empty), since one can show (although it is non- 
trivial to show this) that the 'premultiplied' linear or pure-integer program reduces 
to its ordinary form. However, for the mixed-integer program, the presence of  
discrete along with continuous variables forces us to make a distinction. 
In outline, the present paper proceeds as follows. Section 2 summarizes the 
relevant background and provide definitions to be used later. In Section 3, we 
provide our characterization of  sets of  the form S as above, via functions which 
are 'consistency testers' (defined in Section 2). We also characterize (in a non- 
algorithmic way) which sets S arise from the case C--  I of  a mixed-integer program 
(MIP)v. In Section 4, we treat value functions z(v), with a special result for the 
case d= 0. 
The results here appeared earlier in [3]. 
2. Definitions and background 
Sets of  the form S = {v I for some x ,y  _> 0 with x integer, Cv = Ax  + By} are 
called finitely generated mixed-integer monoids, abbreviated f .g.m.m. 
The infimal convolution [15] of  a finite set fl  . . . . .  f2 of  functions, denoted 
infcon{fl  . . . . .  f~}, is the function f defined by 
(2.1) f (v)  = in f{ f l (v l )+ . . .+f t (v t ) lv l+ ' "+vt=v}.  
It is possible to have f (v )=-oo  even if all f/ are finite-valued. One easily proves 
that only the infimal convolution of  functions two-at-a-time need be defined. 
To handle occurrences of -oo which can arise due to infimal convolution, we shall 
adhere to these conventions, whenever a R LI {-oo} :
(2.2) ( -~) .  r = r.  (-oo) = -oo if r>0;  
( _oo) .  0 = 0.  ( -oo)  = 0; 
r+ (-oo) = (-oo) +r  = -oo.  
The infimal convolution of  functions f and g will be abbreviated infcon{f, g}. 
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All linear functions 20 with 2 ~ Qm (Q = the rational) are mixed 
Gomory. 
If  F l and F2 are mixed Gomory and a and fl are non-negative rationals, 
then aF  l + flF a is mixed Gomory. 
If  F is mixed Gomory, then [-F-] is mixed Gomory. 
If  F 1 and F 2 are mixed Gomory, then max{F1,F2} is mixed Gomory. 
If F 1 and F 2 are mixed Gomory, then infcon{FI,F2} is mixed Gomory. 
In clause (2.3c), the round-up I-F1 of F is the function given by [-Fl(o) = the least 
integer which equals or exceeds F(v). 
The Gomory functions are defined aflalogously, using only the clauses (2.3a) to 
(2.3d), with 'mixed Gomory'  changed to 'Gomory'  in every occurence. The Chvdtal 
functions are defined by clauses (2.3a)-(2.3c), with 'mixed Gomory'  replaced by 
'Chvfital' in every occurence. Thus all Chvfital functions are Gomory functions, and 
all Gomory functions are mixed-Gomory functions. (However, it can be shown that 
both reverse inclusions fail.) 
Note that the mixed Gomory functions take values in R O {-oo}. This class of 
functions can alternatively be defined, as inductively obtained by closing the class 
of Gomory functions under infimal convolution. 
One other class of functions is relevant. The monotone Gomory  funct ions  are 
defined by (2.3a)-(2.3d), where 'mixed Gomory' ,  is replaced by 'monotone 
Gomory' ,  and '2 e Qm, in (2.3a) is replaced by '2 E Q m, )~>--0'. Clearly, all mono- 
tone Gomory functions are Gomory functions. 
Let S be a set and G be a function. Then we shall say that G is a consistency-tester 
for S if 
(2.4) v ~ S ~* G(o) <_ 0 
The terminology is motivated by the following consideration: if
S = {o ] for some x,y  _> 0 with x integer, Cv = Ax  + By},  
then G is a consistency tester for S iff 
(2.5) (PMIP)o is consistent ¢* G(o) <- O. 
We may then say that "G  is a consistency tester for (PMIP)o", and the phrase is 
used similarly for a mixed-integer program (MIP)o. 
We shall need the following results. 
Theorem 2.1 (see [4, Theorem 3.2]). The consistency tester fo r  (MIP)o is a Gomory 
230 C.Eo Blair, R.G. Jeroslow 
function. Moreover, i f  d= 0 in the criterion function cx + dy for  
z(v) = inf{cx+ dy lAx+ By = o; x, y >_ 0; x, y >_ 0; x integer}, 
then the value function z(o) is a Gomory function on its domain o f  definition 
S = {v [ for some x ,y  _> 0 with x integer, o = Ax + By}. 
Proposition 2.2 (see [4, Lemma 5.2]). Let H:  R k = R be a Gomory function. There 
are ,~J . . . . .  2N e Qk and a monotone Gomory function F:  RN ~ R such that: 
(i) G(v)=F(r21v] . . . . .  r~No1)~-~O i f f  H(v)<_O. 
(ii) F(ei)>O, 1 <_i<_N (where e i is the ith unit vector). 
Theorem 2.3 (see [2, Theorems 5.1 and 5.2]). For A, c rational put 
z(o) = inf{cx lAx  = v, x >- O, x integer}, 
and let (IP)o denote the constraint set o f  the program indicated. 
I f  z(O) = O, there are Gomory functions F, G such that: 
(i) (IP)o is consistent i f f  G(o)<_O, i.e. G is a consistency tester for  (IP)o. 
(ii) I f  G(b) <_ O, then F(b) = z(b). 
Theorem 2.4 (see [2, Theorem 3.13]). Let F, G be Gomory functions. Suppose that 
G(b)>0 whenever b is not integer. 
Then there are rational A ,c  such that (i) and (ii) of  Theorem 2.3 hold. 
We recall that a function F on a domain D is called subadditive if for all v, w e D 
(2.6) F(v + w) <- F(o) + F(w). 
By convention, the domain D of  a subadditive function must be a monoid (i.e. 0 e D 
and D is closed under addition). A monoid is called finitely-generated if it arises as 
non-negative integral combinations of  a finite set of  vectors (the latter are then called 
generators). I f  a monoid is finitely generated with integer vectors as generators, it 
is termed a finitely generated integer monoid [11]. 
Proposition 2.5 ([11]). Gomory functions, value functions o f  integer programs, and 
value functions o f  mixed-integer p ograms are defined on monoids and are all sub- 
additive on their domains. 
Theorem 2.6 (see [4, Theorem 6.1]). The value function of  a mixed integer program 
which is finite-valued for  a r.h.s, o f  b = O, is the minimum o f finitely many Gomory 
functions where it is defined. 
3. Consistency testers for (PMIP) o 
Theorem 3.1. The Gomory functions provide exactly a class of  consistency testers 
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for  the finitely-generated mixed integer monoids. 
Moreover, the sets S for  which there is a rational matrix A and a finitely generated 
integer monoid M with 
(3.1) S= U {u]Av<_m} 
rncM 
are exactly the finitely-generated mixed monoids. 
Proof.  It suffices to show, in order, these implications: if S is a finitely generated 
mixed monoid, its consistency tester is a Gomory function; if G is a Gomory func- 
tion, then there is a rational matrix A and a finitely generated integer monoid M 
such that (3.1) holds, for S= {v I G(v)_<0}; if (3.1) holds, then S is a finitely gener- 
ated mixed monoid. 
By Theorem 2.1, there is a Gomory function F such that F(Cv)_< 0 iff (PMIP) o 
is consistent. Then G(v) =F(Cu) is a Gomory function. This establishes the first im- 
plication. 
As to the second implication, let G be a Gomory function. Since the second impli- 
cation concerns G only through the set S= {v ] G(u)_<0}, by Proposition 2.2, we 
may assume that G has the form 
(3.2) G(u) = F(F~'o l ,  . . . ,  [ -~ 'v l )  
where F(w)=F(w I. . . . .  wt) is a monotone Gomory function. 
We define H : R r = R by 
(3.3) H(w) = max{F(w), rwi] -w  i, i= l , . . . , t}  
H(w)<<_O iff w is an integer vector and F(w)<_O. We apply Theorem 2.4 with 
F= 0, G = H to obtain an integer program such that H(w) <_ 0 iff (IP)o is consistent. 
We let M be the monoid generated by the columns of A and let A be the matrix 
with ith row )ti, l<_i<_t and (3.1) holds. 
As to the third implication, suppose that (3.1) holds. Then if M is generated by 
m j for j = 1 .. . . .  s we have: 
(3.4) veS¢~ for some meM,  Av<_m 
¢, there exist x,y>_O with x integer and Av = ~ mJxj--Iy 
j - I  
where I is the identity matrix. Thus, in (PMIP)o we may take C=A,  B=- I ,  and 
A =[m j] (columns). [] 
Theorem 3.2. A set S is exactly the set o f feasible r.h.s, v o f  a mixed integer program 
(MIP)o, i f  and only i f  there exists a finitely generated integer monoid M and a 
matrix o f  rationals A which, both satisfy (3.1), and are such that the equality system 
(3.5) Au = m 
has a solution for  every m e M. 
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Proof .  Suppose that A ,B  are rat ional  matrices with 
(3.6) veSo v =Ax+By for some x,y>_O with x integer. 
Let 2 ~ . . . . .  ~t be a finite set of  generators for the cone {2 I ~B___-0}. Without  loss of 
general ity the 2 i are integer vectors such that 2iA is integer for i - -1 ,  . . . ,  t. Then 
w=By for some y_>0 iff 2iw<_O for i=  1 . . . . .  t. We have: 
(3.7) yeS ¢, for some y>_O, v -Ax  = By for some integer x_> 0 
for some x _> 0 integer, ,,].lAx >_ ~.io for i = 1 . . . . .  t 
¢* for some m e M, m _ A v 
where M is the integral monoid  generated by the 2iA and where A = [2 i] (rows). 
Hence, (3.1) holds. Also, if m =AAxeM for x_0  integer, then v =Ax solves (3.5). 
For  the converse, suppose that (3.1) holds and that (3.5) is solvable for all m ~ M. 
Observe that there is a rat ional matr ix Fw i th  this ( 'pseudo- inverse ' )  property,  which 
can easily be constructed from Smith Normal  Form:  
(3.8) Ao = d is solvable = A(Fd)  = d. 
Let m 1, ... ,  m u be a finite integer basis for the integer monoid M and let 01 . . . . .  u s 
be a finite rat ional basis for the cone {v I Ao_<0}. Then 
(3.9) t, eSo  for some m~M,  Ao<_m 
,~ for some m~M,  Ao<_AFrn 
for some meM,  A(v -Fm)<_O 
** for some Yl . . . . .  yj >_ O, and some m c M, 
o-Fro  = ~ y jv  j 
j= l  
** for some integer xl . . . . .  xu_> 0 and scalars Yl . . . . .  yj >_ 0 
+ oJ, . 
k- I  j - I  
We have thus constructed a mixed integer program for which S is the set of  feasible 
r.h.s.  [] 
We now provide a perspective for the results of this section. 
F rom our earl ier work, as cited above in Theorems 2.3 and 2.4, we saw that the 
Gomory  functions provide consistency testers for pure integer programs,  but that 
a special hypothesis (i.e. G(b)> 0 for b not integer) was needed to know that any 
specific Gomory  function was a consistency tester for a pure IP. Theorem 3.1 of 
this section elucidates the need for the special hypothesis: indeed, 'most '  Gomory  
functions are consistency testers for a PMIP ,  but not a pure IP. 
In Part  I o f  this paper [4], we provided a finite algor ithm for determining when 
a given Gomory  function G is the consistency tester for an MIP  (as opposed to a 
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PMIP) .  The procedure given was of  high complexity (it is neither NP nor co-NP), 
but one part of  it was relatively easy, i.e. it was not hard to identify the continuous 
columns of the MIP.  Indeed, if G were a consistency tester for an MIP,  then v is 
of  the form By for some y_> 0 iff G(fo)<_ 0 for all ~_> 0. By (the inductive construc- 
tion in [2, Lemma 5.2]) for Proposit ion 2.2, which allows us to assume that G has 
the form G(v)=F (r2'v-] . . . . .  [-2tvT), the latter condition is equivalent o: 2iv<_O 
for i = 1 . . . . .  t. In terms of the proof  of  Theorem 3.2 of  this section, 21 . . . . .  )t t are 
then one basis for the cone C= {2 [ 2B-<0} and A = [D2 i] (rows) may be used as 
the matrix occuring in (3.5), for some suitable positive integer D_  1 (i.e. any D with 
D)tiA integer for i = 1, ..., t). 
By Theorem 3.2, if there is then a monoid M such that (3.5) has a solution for 
every rn e M, G is indeed a consistency tester for some MIP.  Thus Theorem 3.2 
provides an illuminating (but not algorithmic) sufficient condition to supplement the 
necessary and sufficient conditions associated with our procedure from [4]. 
4. Value functions for (PMIP)  o 
We next turn our attention to the value function of  (PMIP)o with respect to a 
chosen criterion function cx+dy,  i.e., functions of  the form 
z(o) = inf{cx + dy l Ax  + By = Cv for some x, y >_ O with x integer}, 
where A, B and C are rational matrices. 
From Example 7.1 in [4], we know that an MIP  with only a single row may have 
value functions which are not Gomory  functions. For that reason, certainly one 
must enlarge the class of  Gomory  functions in order to account for value functions 
of  PMIP .  In this section, we shall see that the class of  mixed Gomory  functions is 
the proper enlargement. We will show that, in terms of distance measures, mixed 
Gomory  functions are 'very close' to Gomory  functions (see Corol lary 4.11 below). 
Moreover, our proofs below reveal that the infimal convolution operation eed only 
be used once. 
Let two finitely generated mixed monoids be defined by: 
(4.1a) Sl = {v lA1x+BIy  = ClO; x,y>_O; x integer} 
(4.1b) S2 = {v ] Azx  + B2Y = Czo; x, y >_ O; x integer} 
for rational matrices Ai,  Bi, C i and i = 1, 2. 
Lemma 4.1. Suppose that zl(b) and z2(b) are pre-multipl ied value funct ions (where 
one or both funct ions may be identically -o~ where defined). 
Then the fo l lowing funct ions are pre-multipl ied value funct ions (including 
possibly the - co value function): 
(a) O'Z 1 +/~Z 2 when a, fl >- 0 are rational scalars, 
(b) max {Zl,Z2}, 
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(c) 
(d) infcon {zl, z2}. 
Proof. For notational purposes, set: 
(4.2) zi(b)=inf{cix+diylAix+Biy=Cib;x,y>>_O;xinteger}, i=1,2,  
where A i, B i, C i are rational matrices and c i and d i are rational vectors. 
All the above results (a) to (d) are proven by first writing these constraints: 
(4.3) Alx+Bly -C l f l l+C ly  ~ =0; 
A2u + B2v - C2• 2 -}- C2) p2 = 0; 
x,u,y,o, fll, fl2, yl, y2>_O; x,u integer 
and then appending some further constraints and an objective function z. 
For (a), we append the constraints 
Z-  acl x - adl y -  flc2u - f ld2o = 0; 
f l l _y l=b,  and f l2_y2=b.  
For (b), we append the two constraints: 
z -c lx -d ly>_O,  z-c2x-d2y>_O, 
f l l - y l=b,  and f l2 -y2=b.  
For (c), we append the constraints: 
f12=y2=0,  f l l -e t l=b  and z>__clx+dly; 
and we also require that z be an integer variable. 
For (d), we append the constraints 
z -c lx -d ly -c2u-d2v=O and f l l - y l+f l2 -y2=b.  
Since all right-hand-sides are, in all cases (a) to (d), either zero of a componenl 
of b, we do have a pre-multiplied constraint set. 
We leave it to the reader to check that the constraint sets in (a) to (d) define the 
value functions desired. [] 
Lemma 4.2. Suppose that the function 
(4.4) g(v) = min  f / (v )  
i=l,...,l 
is subadditive. Then 
(4.5) g = infcon{fl, ... ,ft}- 
Proof. Let i=1 .. . . .  t. Using (2.1) with vi=v and vJ=O for j~ i ,  we find that 
f(v)<_f(v). Since i=1 .. . . .  t is arbitrary, we have f(v)<_g(v) for all v, where 
f= infcon {fl . . . . .  ft}. 
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Now suppose that g is subadditive. Let o ~ ... . .  o t be chosen arbitrarily so that 
01+...+ 0 t=v. We have 
(4.6) g(v)<--g(ol )+"'+g(vt)< f l (o1)+'"+ft(vt) .  
Taking the infimum on the right in (4.6), we obtain g(u)<_f(v) where f= 
infcon{fl . . . . .  ft}, using (2.1). Hence g(o)=f(v) for all v. [] 
Lemma 4.3. The value z(u) of  a pre-multiplied constraint set (PMIP) o is equal to 
the minimum o f finitely many Gomory functions where z(v) is defined, provided 
that z(O)>-co. Furthermore, this minimum of  Gomory functions will be sub- 
additive on R m. 
Proof. If z (o )=min{cx+dy lAx+By=Cu;  x,y>_O; x integer}, by Theorem 2.6 
and [5, I, Theorem 4.6] there are finitely many Gomory functions F l . . . . .  F t with 
G(o)~min{Fl(Cv)  .. . . .  Ft(Co) } and each function Fi(Cv ) is a Gomory function. 
By Proposition 2.5, G is subadditive. Hence for 01 and v 2 given, 
Z(V 1 + 02) = G(C(o  1 + 02)) = G(Co I + C02) 
< G(Cv l) + G(Cv 2) = z(u 1) +Z(02) 
when both z(o i) are defined. Thus, z(v) is subadditive. [] 
The next result is our main characterization theorem for constraints of the form 
(PMIP)o with criterion functions. 
Theorem 4.4. I f  z(o) = min {cx + dY l Ax  + By= Cv; x, y >__ O; x integer} is the value 
function of  a rational pre-multiplied constraint set, then there is a mixed Gomory 
function F and a Gomory function G such that: 
(i) (PMIP)~ is consistent i f f  G(v)<0. 
(ii) When G(v)<_O, z(v)=F(v). 
Conversely, given an arbitrary mixed Gomory function F and an arbitrary 
Gomory, or mixed-Gomory, function G, there are rational A, B, C, c and d such 
that (i) and (ii) hoM. 
Proof. In the pri)of of the forward (i.e. first paragraph) implication, the existence 
of G is assured by Theorem 3.1. 
Let z(o) be a value function of a pre-multiplied constraint set. If z(0) = -o . ,  then 
there are x,y>O with x integer, satisfying cx+dy<O, Ax+By=O.  Hence z(v) 
equals the mixed Gomory function 
in fcon {Fl(o l) + F2(o 2) ] o I + 02 = O} 
where F1(ol)= 2j o) and F2(v2)=-2•i  o~ (as the latter infimal convolution is 
identically -oo). 
If z (0)>-o% the desired form for z(v) follows from Lemmas 4.2 and 4.3. 
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For the converse, let Fand  G be arbitrary mixed Gomory  functions. If  F(v) = ~,  
F is the value function of the linear program 
(4.7) inf 2(yl  _y2),  
subject to yl _y2 = v, 
yl, y2> O. 
For the cases (2.3b) through (2.3e) in the definition of a mixed Gomory  function, 
Lemma 4.1 applies, and we see inductively that F is the value function of  some pre- 
multiplied constraint set; say 
F(o) = inf{elx + dly [ Alx + Bly = C10; x, y >_ 0; x integer}. 
Since F (o )<+oo for all v, the constraint set exhibited is consistent for all v. 
By the same reasoning, there are rational A 2, B 2, C 2, c 2, d 2 such that 
G(o) = inf{c2x+ d2y [ A2x+ B2y = C2v; x, y_> 0; x integer}. 
Hence we have (using [121): 
(4.8) G(v~<O ¢* there are u, w_>0 with u integer, 
c2u+d2w<_O, A2u+B2w=C2v.  
The following is a pre-multiplied constraint set: 
(4.9) Alx+Bly=Clu ;  
A2u + B2w = C2O; 
c2u +d2w<O; 
x, y, u, w >__ 0; x and u integer. 
One easily verifies that G is a consistency tester for (4.9), and that with criterion 
function clx+dly,  F is the value function for (4.9). [] 
We list three consequences of  Theorem 4.4 and its proof  above, with remarks as 
necessary. 
Corol lary 4.5. The mixed-Gomory functions are exactly the consistency testers for 
the pre-multiplied constraint sets. 
Remark.  By Theorem 3.1 and this Corollary, two different classes of functions can 
be the consistency testers for the same class of  constraints. 
Corol lary 4.6. A mixed-Gomory function is either identically -oo or everywhere 
finite-valued. 
Remark.  From the proof  of Theorem 4.4, the property cited is a property of the 
value functions of premultipl ied constraint sets that are always consistent. 
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Corollary 4.7. The class o f  mixed Gomory functions F with F(O) > -~ & identical 
with both o f  the following two classes o f  functions: 
(a) The infimal convolution o f  Gomory functions, such that this infimal con- 
volution is finite-valued at the origin. 
(b) The finite minimum of  Gomory functions, such that the minimum is a sub- 
additive function. 
Theorem 4.8. Given mixed Gomory functions F and G, there exists a mixed integer 
program for  which G is consistency tester and F is value function (i.e. Theorem 
4.4(i) and (ii) hold with C=I )  i f  and only i f  the mixed-Gomory function H(z, v) = 
max{H'(z,  o), G(o)} is a consistency tester for  a mixed integer program. 
In the above, H'(z,  o) is any mixed-Gomory function such that 
(4.8) H'(z, o) <_ 0 ¢* z >- F(v). 
Proof. Using the construction from Lemma 4.1 in the manner that it was cited in 
the proof of Theorem 4.4, we obtain rational A, B, C, c, d with 
F(v) = min {cx + dy I Ax  + By = Cv; x, y ~_ 0; x integer}. 
Then by [12]: 
(4.9) z >- F(v) ~* there are x, y >_ 0 with x integer, 
Ax + By = Co, cx + dy <- z. 
By Theorem 3.1, H '  exists for (4.8), since the right-hand part of (4.9) describes a pre- 
multiplied constraint set. 
First, suppose there exists a mixed-integer program for which G is consistency 
tester and F is value function, and let it have criterion function cx+dy and con- 
straints Ax + By = b; x, y >_ 0; x integer. Then: 
(4.10) H(Z,v)<O ¢* z>-F(v) and G(o)<O 
there are x, y_> 0 with x integer and 
cx+dy<_z, Ax+By=o.  
Since the matrix of pre-multiplication on the right side of (4.10) is an identity 
matrix, H is the consistency tester of a mixed integer program. 
Conversely, suppose H is the consistency tester for a mixed-integer program with 
constraints Ax + By = b, cx + dy = z; x, y >_ 0; x integer. We have: 
(4.11) G(b)<_O ¢* for some z,H'(z,b)<_O 
¢~ H(z, b) <_ 0 for some z 
~* for some z, there are x, y__ 0 with x integer and 
Ax+By=b,  cx+dy=z 
¢* there are x, y_> 0 with x integer and 
Ax + By = b. 
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(For the direction = of the first bi-conditional ~ any z>_F(b) will do.) We also 
have, whenever G(b)<_O, that H(z,b)<_O iff z_>F(b); hence 
F(b) = min{cx+ dy ]Ax+ by = b; x, y >_ 0; x integer}. 
Therefore, G is consistency tester and F is value function for the constraints 
Ax + By. [] 
The next result identifies the instances of linear optimization over (PMIP)v, in 
which the value function can be taken to be an integer-valued Gomory function 
(rather than the more complex mixed-Gomory function). A Gomory value function 
is equivalent to having d=0 in the criterion function cx+dy;  this is the case for 
which Gomory's mixed-integer algorithm [9] is guaranteed to be finite, assuming a
lexicographically positive starting tableau. 
Theorem 4.9. I f  c is integer, d=0 and z(0)>-c~, then there is a Gomory function 
F such that 
F(o) = z(o) = inf{cx + dy l Ax  + By = Co; x, y >_ O; x integer} 
whenever G(o)<_0, where G is a Gomory function consistency tester for  the con- 
straints o f  the program indicated. Moreover, F(o) is integer for  all o. 
Conversely given two Gomory functions F and G such that F(v) is integer for  all 
v, there is an optimization problem of  the form indicated, with d= O, c integer, and 
PMIP constraints, for  which G is consistency tester and F is value function. This 
converse also holds i f  F is a mixed Gomory function. 
Proof. First, assume that the program indicated is given. By Theorem 2.1, there is 
a Gomory function H(b) such that z(v)--H(Co) whenever G(o)___ 0, where G is the 
Gomory consistency tester guaranteed by Theorem 4.4. Then F(v)= FH(Cv)7 is a 
Gomory function, and F(v)= z(v) whenever G(v)_< 0. z(o) is an integer since cx is 
integer for integer x. 
Conversely, let a mixed Gomory function F and a Gomory function G be given, 
such that F(o) is integer for all o, so F (0)>-co .  By Theorem 4.4, there are rational 
A,B, C,c,d with 
F(o) = inf {cx + dy l Ax  + By = Co; x, y >_ O; x integer} 
and G is a consistency tester for the constraints of the program indicated. Then: 
(4.12) G(o)<_O ¢~ there is a solution x,y>_O, x integer, to 
Ax + By = Co with cx + dy integer 
there is a solution X,Y, Zl,Z2>--O, with x,z I and z2 integer, 
to Ax+By = Co, z l - z2 -cx -dy  = O. 
(The direction '= '  of the first bi-condition ',~' follows from the fact that F(o) is 
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integer for all v.) Thus, G is consistency tester for the premult ip l ied constraint set 
on the bot tom right in (4.12) (where the premult ip l icat ion matr ix consists of  C 
augmented by a zero row). The value funct ion of  those constraints, for criterion for 
Zl--Z2, is 
inf{cx + dy I Ax  + By = Co; x, y >_ 0; x integer; cx + dy is integer} = F(v), 
as F(o) is integer. [] 
The requirement in Theorem 4.9, that F(v) is integer for all v (or at least that F(v) 
have the form n/D, where D is a fixed integer and n an integer depending on v), 
is essential to the converse part. Indeed, when d= 0, z(v) has the form n/D, for D 
a fixed integer. Thus, while the Gomory  function F(o)= v is trivial ly the value 
function of  a PMIP  (indeed, of  an MIP) ,  we must have d~e0 in all such PMIP .  
Corollary 4.10. I f  F & a mixed-Gomory function such that F(v) & integer for all 
v, then F is a Gomory function. 
Proof .  By Theorem 4.9. [] 
We conclude with a result that states that finite mixed Gomory  functions are 
close, in the topology of  un i form convergence, to Gomory  functions. 
Corollary 4.11. For any e>0 and any mixed Gomory function G with G(0)>-~,  
there is a Gomory function F which approximates G uniformly to within e, from 
above." 
(4.13) O<_F(v) -G(v)<e for all v. 
Proof .  Let D_>I be an integer such that e> 1/D. We have that H(v )= rDG(v)7 is 
integer valued for all v. By Corol lary 4.10, H is actual ly a Gomory  function. Hence 
F(o)=H(o) /D is a Gomory  function, and we have 4.13. [] 
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