Ω /χN = 0.39(2) Ω /χN = 0.30(1) Ω /χN = 0.17(1) Ω /χN = 0.70(2) J z /(N/2)Ĵ z /(N/2) J z (t f ) /(N/2) FIG. 2. Characteristic evolution, non-equilibrium phases and scaling with atom number. (a) Time-traces of the mean atomic magnetization Ĵ z for the identical initial condition of all spins prepared in |↓ and δ = 0 but drive Ω quenched to different values, at t = 0, in the ferromagnetic [(i) and (ii)] and paramagnetic [(iii) and (iv)] phases for N = 950 × 10 3 atoms and ∆/(2π) = 50 MHz. The experimental data (blue markers) is compared to theoretical calculations (red lines) based on a mean-field description including relevant experimental details (see Appendices). Shaded region of theoretical data accounts for shot-to-shot fluctuations in Ω/(χN ). Each point is the average of 12 experimental repetitions. (b) Atomic magnetization
Atom-light interactions in optical cavities have been proposed to realize collective quantum spin models with tunable long-range interactions [1] [2] [3] [4] [5] [6] [7] [8] [9] which can feature exotic out-of-equilibrium phases of matter [7, [10] [11] [12] [13] [14] [15] precluded from existence at equilibrium [16] [17] [18] [19] [20] [21] as well as intriguing universal behaviors [9, 22, 23] . This approach contrasts with previous investigations that primarily focused on the optical nonlinearity created by the presence of an atomic ensemble [24] [25] [26] . We report the observation of distinct non-equilibrium phases of matter of a collective XY spin model with transverse and longitudinal fields simulated via an ensemble of ∼ 10 6 88 Sr atoms. The collective exchange interactions of the model are generated by coupling a far-detuned optical cavity mode to a narrow optical atomic transition. The unique properties of our cavity-QED platform allow us to probe the different quantum phases that arise from the competition between the transverse and longitudinal fields and the infinite-range interactions, as well as the dependence of the associated non-equilibrium phase transitions on system size and initial state preparation. Our observations shed light on non-equilibrium phases featured in a range of related systems, including Josephson junctions in superfluid helium [27] , as well as coupled atomic [28] and solid-state polariton [29] condensates, with complementary types of control. Moreover, our platform introduces opportunities for future explorations of quantum chaos and scrambling dynamics [30, 31] , while also opening a path for the use of quantum enhancement to improve the performance of state-of-the-art atomic clocks [32] .
Arrays of ultracold alkaline-earth atoms featuring narrow linewidth optical transitions are the basis of the most precise atomic clocks [32] and are emerging as a new platform for quantum simulation [33] and quantum information processing [34] . When these atoms are placed inside an optical cavity their long-lived internal levels can be used to simulate non-equilibrium quantum magnetism, including models featuring long-range interactions mediated by cavity photons.
In this manuscript, we report an important advancement towards this goal of simulating quantum magnetism in a cavity-QED platform: We observe a non-equilibrium phase transition in dynamics generated by coupling a narrow linewidth optical transition of an ensemble of Sr atoms to a single detuned cavity mode [ Fig. 1 (a)(i)]. Non-equilibrium phase transitions (NEPT) have been described in a variety of contexts [11, 12, 16, [35] [36] [37] [38] . Here we use one particular definition based on the existence of a critical point, in terms of some control parameter in a microscopic many-body model, which separates phases with distinct dynamical behaviour [18, 19] . Specifically, the phases can be distinguished by the long-time evolution or steady-state behaviour of an order parameter. Recently, NEPTs have been observed experimentally in arrays of trapped ions [10] and cold gases [7, 13] , although earlier work on macroscopic self-trapping [28, 29, [39] [40] [41] can also be viewed within this paradigm.
A feature of the observation of NEPTs in our cavity-QED simulator, compared to prior observations, is the * These authors contributed equally use of an ensemble of 10 6 atoms with long-lived optical states that encode internal spin levels |↓ and |↑ , paving the way for future metrological applications in optical atomic clocks and interferometers. Our system operates in the regime where elastic exchange interactions dominate over collective dissipation, leading to cavitymediated dynamics which are unitary and described by a collective XY model with transverse and longitudinal fields:Ĥ = χĴ +Ĵ − + ΩĴ x − δĴ z .
(1)
Here, we introduced the collective spin operatorsĴ α = jσ α j /2 whereσ α j is a Pauli operator for the jth atom with α = x, y, z andĴ ± =Ĵ x ±iĴ y . The summation runs over the individual atoms j = 1, ..., N in the cavity. The parameter χ sets the strength of the infinite-range exchange interactions mediated by the cavity mode, while the parameters Ω and δ define the strength of the transverse and longitudinal fields respectively [see panels (ii,iii) of Fig. 1(a) ]. The model emerges in the limit where the cavity field couples identically to all atoms trapped in the optical lattice (see Appendices for modifications due to inhomogeneity in the atom-light coupling) and is implemented by using the 1 S 0 (|↑ ) -3 P 1 (|↓ ) transition in 88 Sr with linewidth γ/2π = 7.5 kHz and detuning the cavity far from the atomic transition.
By varying the ratios between Ω, δ and χ, we observe a sharp transition between two qualitatively distinct nonequilibrium phases, for which the time-averaged collective magnetization (alongẑ) of the atomic ensemble Ĵ z ≡ lim T →∞ (1/T ) (a) (i) An ensemble of 88 Sr atoms is trapped in a 1D optical lattice supported by an optical cavity, where the atoms are coupled to a single common cavity mode with single-photon Rabi frequency 2g. The optical cavity is pumped by a laser that realizes a coherent driving field Ωpe iωpt inside the cavity. The drive can be detuned from the 1 S0 (|↓ ) and 3 P1 (|↑ ) optical atomic transition (with frequency ωa and linewidth γ) by δ = ωp − ωa. Further, light leaks out of the cavity at a total rate κ. (ii) and (iii) The cavity resonance frequency at ωc typically has a large detuning (∆ = ωc − ωa) from the atomic transition, which leads to effective cavity-mediated exchange interactions of strength χ = −g 2 /∆ between the atoms, while the external drive generates Rabi flopping at frequency Ω = −2gΩp/∆ and a longitudinal field with strength δ. (b) The collective XY model with transverse and longitudinal fields possesses discontinuous transition for δ = 0 at Ωc = χN/2 between paramagnetic (P -blue region) and ferromagnetic phases (F -red region), characterized by the long-time average of the collective atomic magnetization Ĵ z . The dynamics in the two phases can be characterized by trajectories of the classical Bloch vector about the pseudospin Bloch sphere (see inset spheres). For δ = 0, in the paramagnetic phase the trajectories circumnavigate the Bloch sphere, while in the ferromagnetic phase the trajectories are trapped below the equator. (c) The 2D map shows the two phases, separated by a discontinuous jump in Ĵ z (black solid line). The black dashed line represents a continuous transition between the two phases, represented here as the point of highest slope (see Appendices). Curves for δ = 0 (green solid line -G1) and for Ω/(χN ) = 0.2 (blue solid line -B1) and Ω/(χN ) = 0.7 (blue dashed line -B2) are shown on both diagrams. We explore the phase space represented by the cuts G1, B1, and B2, in measurements presented in Figs. 2(b), 3(a), and 3(b), respectively.
in the |↓ state and δ = 0, the system features a firstorder transition in this order parameter between: i) a non-equilibrium ferromagnetic phase with Ĵ z = 0, and ii) a non-equilibrium paramagnetic phase with Ĵ z = 0. This transition is indicated by the solid green line on the phase diagram shown Fig. 1(b) , as well as its projection on the Ĵ z vs Ω plane in the same figure and on Fig. 1 (c) (G1). As function of the control parameters δ and Ω, the two phases are separated by a discontinuous jump of the order parameter Ĵ z (indicated by a solid black line in Fig. 1(c) ), except within a cross over region (indicated by a black dashed line in Fig. 1(c) ) where single-particle physics dominates the dynamics (see Appendices).
In the ferromagnetic phase, shown in red on Fig. 1(b) and (c), the instantaneous magnetization Ĵ z oscillates about a non-zero time-averaged value and the collective pseudo-spin Bloch vector J ≡ ( Ĵ x , Ĵ y , Ĵ z ) remains trapped below the equator of the Bloch sphere throughout its dynamical evolution. This phase is dominated by the interactions which can be understood in a mean-field approximation as
The first term Ĵ · Ĵ is a constant when restricted to the fully symmetric spin manifold which is the case of interest here. The second term describes a self-induced precession of the collective Bloch vector about theẑ-axis. The effect of the self-induced precession in this ferromagnetic phase is to effectively tilt the axis of rotation of the comparatively weak transverse field, such that the trajectory of the Bloch vector deforms into an orbit that remains below the equatorial plane.
Conversely, the paramagnetic phase, shown in blue on Fig. 1(b) and (c), is dominated by Rabi-flopping driven by the transverse field ΩĴ x . This term causes large oscillations of the instantaneous Ĵ z , and, for δ = 0, the collective Bloch vector breaks through the equatorial plane and rotates about the entire Bloch sphere.
For δ = 0, the transition between the paramagnetic and ferromagnetic phases occurs at a critical drive Ω c = χN/2, as shown in Fig. 1(b) and (c). The discontinuous transition in the dynamical behaviour of the system can be traced back to the change in direction of the self-generated precession ∝ χ Ĵ z Ĵ z as the Bloch vector crosses the equatorial plane at Ĵ z = 0, generating an abrupt shift to large amplitude oscillations for Ω > Ω c . Typical dynamics of the collective Bloch vector in the ferromagnetic and paramagnetic phases are shown as insets of Fig. 1(b) . The solid green (G1), solid blue (B1), and dashed blue (B2) lines in Fig. 1 Our experimental platform consists of N ≈ 10 5 -10 6 88 Sr atoms cooled to 14 µK and confined in a near magic wavelength 1D optical lattice supported by a symmetrical optical cavity as shown in Fig. 1 (a)(i). A pseudospin-1/2 is encoded in the narrow linewidth 1 S 0 -3 P 1 optical transition of each atom at frequency ω a , with the elec-tronic levels corresponding to |↓ and |↑ , respectively. The N atoms are coupled to a single common TEM 00 mode of the optical cavity with tunable frequency ω c , single-photon Rabi frequency 2g/(2π) = 21.8 kHz, and cavity decay linewidth κ/(2π) = 153.0(4) kHz. Most importantly, we work in a regime in which the cavity detuning from atomic resonance ∆ = ω c − ω a is the largest relevant frequency scale in the problem, with a relevant hierarchy ∆ g √ N κ, γ.
In this regime, the cavity serves to mediate a global spin-exchange interaction between the atoms. The microscopic mechanism is the emission and absorption of photons into and out of the cavity to generate pairwise flip-flop interactions between atoms i and j such that they interchange which atom is in |↑ and which is in
the instantaneous average number of photons in the cavity mediating the interaction is N , and the dynamics are well described by a spin-exchange model χĴ +Ĵ − with coupling constant χ = −g 2 /∆. Similarly, the large detuning means superradiant emission does not play an active role, in contrast to previously reported work using the millihertz clock transition of 87 Sr [2] , where superradiant emission quickly induced collective decay of the atomic dipoles.
We realize the transverse fields Ω and δ by injecting laser light at frequency ω p into the optical cavity through one mirror. In the rotating frame at ω p , the laser light's detuning from atomic resonance δ = ω p − ω a provides the longitudinal field δĴ z in Eq. 1. The transverse field ΩĴ x is set by the magnitude |Ω p | of the intracavity field induced by an applied external laser. The applied laser rapidly builds up a classical field within the cavity on a time scale ∼ 1/∆. This field couples |↓ to |↑ with dynamics described by the transverse field Ω = −2gΩ p /∆ in Eq. 1. We adopt the convention that this transverse field is oriented alongx in the pseudospin coordinate system such that by jumping the phase of the laser light, we are able to create transverse fields oriented along any direction in the x − y plane.
In Fig. 2 , we show observations of the characteristic dynamics and NEPT in our experimental platform. We begin with all atoms in |↓ and then quench Ω from zero to a specific value at t = 0. After allowing the dynamics to evolve for some time, we rapidly freeze the atomic dynamics by both quenching Ω to zero and creating strong single particle dephasing of the ground state. The atomic magnetization Ĵ z and atom number N are then measured with high efficiency using fluorescence in combination with electron shelving and state-dependent displacements (see Appendices.)
For the time traces presented in Fig. 2 (a), we map the magnetization across different drive strengths with fixed δ = 0 and atoms initially in |↓ . For drives deep in the ferromagnetic phase of Fig. 2 (a)(i), we observe small amplitude oscillations that are in excellent agreement with our theoretical model based on a mean-field description of the system (see Appendices). Close to the experimental critical point, Fig. 2 (a)(ii)-(iii), the dynamics becomes more complicated due to the complex interplay between interactions, drive and decoherence due to undesirable atomic motion in the optical lattice (see Appendices). Deep in the paramagnetic phase we observe dynamics of the magnetization Ĵ z consistent with single-particle Rabi flopping with frequency Ω and in good agreement with our simulation, as in Fig. 2 (a)(iv). Damping of the oscillations occurs predominantly due to inhomogeneity in the coupling of the spin-1/2s to the common cavity mode, shot-to-shot fluctuations in Ω/(χN ) [attributed mostly to atom number fluctuations at the ∼ 5% (rms) level] and atomic motion in the lattice, while spontaneous emission plays a limited role. We account for these effects in our theoretical model (red solid line), while fluctuations in Ω/(χN ) are indicated by the red shaded regions. Typically, we notice that the experimentally calibrated parameters overestimates the value of Ω/(χN ) by about 10% compared to the numerical simulations. We attribute this systematic disagreement to drifts on the calibration parameters and details not captured by the theory model (see Appendices).
We characterize the behaviour of the NEPT with system size by measuring Ĵ z (t f ) at time t f = 4 µs for different atom number N while initializing every atom in |↓ for δ = 0 in Fig. 2(b) . We measure the magnetization at some fixed time t F as a proxy of the long-term averaged magnetization, as significant damping is caused by the mentioned effects. In the Fig. 2 (b) inset we observe a transition in the magnetization at different values of the transverse field strength Ω, depending on the atom number N . The dependence of the transition as a function of system size is demonstrated by re-scaling the corresponding transverse field strength as Ω/(χN ) as shown in the main panel of Fig. 2(b) , analogous to the green curve (G1) shown in Fig. 1(b) and (c). We observe collapse of the data and a critical drive Ω exp c ≈ 0.35(3)χN . Comparison to theoretical calculations using time-averaged magnetization (see Appendices) shows reasonable agreement (solid black line). The shift of the critical point relative to the ideal collective model [Ω c /(χN ) = 1/2] is predominantly attributable to the spatial inhomogeneity in the coupling of the atoms to the cavity mode (see Appendices). Other small contributions to the shift include single-particle decoherence of the atoms. This decoherence is also the dominant contribution to the absence of a clear discontinuity predicted in the mean-field model and shown in Fig. 1 The NEPT can also be probed using our ability to controllably introduce a longitudinal field ∝ δĴ z by detuning the injected light from the atomic transition, as shown in Fig. 1(b) . In Fig. 3 we map out the response of the system to the drive detuning δ by measuring the order parameter Ĵ z (t f ) at t f = 4 µs for two fixed values of the drive strength Ω above and below the (δ = 0) critical point, Ω exp c , and for two opposite cavity detunings ∆/(2π) = ±50 MHz.
We observe a sharp transition in the order parameter Ĵ z versus drive detuning, separating the ferromagnetic and the paramagnetic dynamical phases for a drive below the observed critical point Ω exp c at δ = 0 (indicated by the blue solid line (B1) in Fig. 1(b) and (c)). This is plotted in Fig. 3(a) with Ω ≈ 0.070(3)χN < Ω exp c , where we observe a sharp jump at the inside edges of the resonant features, which occurs symmetrically for each ∆ at δ c /(χN ) ≈ ∓0.27 (2) . The critical value of δ c and the gradual decrease in Ĵ z for large detuning shows good agreement with a mean-field calculation. The robustness of the sharp transition is demonstrated by the symmetric response of the magnetization for ∆ ↔ −∆ and thus interaction shift χN ↔ −χN .
Conversely, when the drive is tuned above the observed critical point Ω exp Fig. 1(b) and (c), we observe a smoother crossover between the paramagnetic and ferromagnetic phase about the detuning δ c /(χN ) ≈ ±0.04(3) in good agreement with the mean-field calculation. Tuning δ < δ c (∆ > 0) reduces the influence of the collective interactions while the dynamics resemble the single-particle detuned Rabi flopping case.
indicated by the blue dashed line (B2) in
In both cases, the response of the system to δ can be understood by rewriting the single-particle shift and interaction in Eq. (1) together as a nonlinear detuning ∝ (2χ Ĵ z +δ)Ĵ z which competes with the coherent drive. Depending on the sign of the interaction and the instantaneous magnetization, the single-particle term δ can either cancel or enhance the contribution of the interactions relative to the coherent drive, tuning the system between ferromagnetic and paramagnetic dynamics. The predominant role of the interactions in the dynamics, especially below the critical point, can be observed if the response of the dynamics is contrasted with the purely single-particle model of detuned Rabi oscillations (gray shaded area). Purely linear single-particle evolution leads instead to a Lorentzian lineshape centered at δ = 0.
The single-particle control achievable in our experimental platform allows us to explore the NEPT as a function of the initial state, as shown in Fig. 4 . Specifically, we are able to demonstrate that the critical point of the transition is state-dependent, by preparing the collective pseudo-spin in different positions on the Bloch sphere. This reflects that the underlying phase-space is composed of separate regions of paramagnetic and ferromagnetic dynamics at fixed non-zero Ω and χ [19] . For example, we can prepare the system with Ω < Ω exp c such a) b)
Radius:
Dependence of non-equilibrium phases on initial conditions. (a) Red and blue lines show simulated mean-field spin trajectories for different initial conditions on the Bloch sphere and its polar projection for the same Ω/(χN ), for the ferromagnetic and paramagnetic phases respectively. The interaction (χĴ +Ĵ − ≈ 2χĴ 2 z ) generates rotations aroundẑ with frequency 2χ Ĵ z , while the external drive (ΩĴx) generates rotations aroundx at frequency Ω. (b) The initial state on the Bloch sphere and subsequent dynamics can be mapped to that of atomic condensates in a double-well potential, described by coherent complex amplitudes in the left and right wells, αL and αR, respectively. Population imbalance maps to the magnetization (Jz ∼ |αL| 2 − |αR| 2 ) and the relative phase of the condensate wavefunctions maps to the azimuthal angle of the spin state (∆φ). As time evolves the population imbalance either oscillates as atoms tunnel back and forth between the wells (tunneling phase) or remains approximately constant (self-trapped phase). (c) (i-iii) Polar projection of the explored Bloch sphere, for initial conditions below the equator, maps the initial magnetization Jz(0) to the radial coordinate ( 1 − (2 Ĵ z (0) /N ) 2 ) and the relative phase between the drive and initial collective Bloch vector that the initial collective states near the south pole remained trapped below the equator, yet there also exists initial states prepared further towards the equator which exhibit large oscillations around the Bloch sphere charac-teristic of the paramagnetic phase. We illustrate example trajectories of each phase in Fig. 4(a) , with the relevant competition between the drive and self-induced precession indicated. The relative size and position of the two regions (indicated in the polar projection) is controlled by the ratio Ω/(χN ).
Probing the response of the dynamics to different initial conditions allows us to establish a connection between the NEPT in our effective spin model and the phenomena of macroscopic self-trapping and Josephson tunneling observed in coupled atomic condensates [28] and solid state polariton condensates [29] . Fig. 4(b) schematically shows a double well atomic condensate, where the initial magnetization of the collective state on the Bloch sphere is analogous to the initial population imbalance between the two wells, whilst the azimuthal angle maps to the relative phase difference of the condensates. Similarly, the ferromagnetic and paramagnetic phases can be related to the self-trapped and tunneling phases respectively [39, 42] .
On the top panels of Fig. 4 (c) we measured the magnetization after 4 µs of evolution on a polar projection of the Bloch sphere for different drive strengths Ω, as we scan the initially prepared state J(0). In these plots the radial coordinate maps to the magnitude of the projection of J(0) on the equatorial plane (for Ĵ z (0) < 0 ) and the angle ∆φ maps to the relative phase between the coherent drive and J(0) (see Appendices). As we increase the drive strength, the set of initial conditions that lead to the ferromagnetic phase shrinks (red region), whilst also becoming increasingly asymmetric about the south pole. Both of these features are in qualitative agreement with our theoretical calculations, shown on the lower panels on Figs. 4(b) , which take into account coupling inhomogeneities, dephasing and shot-to-shot fluctuations on Ω/(χN ) during both the quench dynamics and state preparation.
The demonstration of the cooperation and competition between coherent drive and infinite-range collective interactions in an optical transition opens a path to the quantum simulation of more complex spin models and out-ofequilibrium physics, with applications in both quantum metrology and fundamental physics. In particular, collective interactions and driving form the basis of protocols to generate entangled states for quantum sensing [43] [44] [45] [46] . On the other hand, rich out-of-equilibrium phenomena can be accessed by controllably introducing complexity, precisely by perturbing the system away from the limit of global interactions through coupling to multiple cavity modes [4] , introducing additional external fields [47] , and by improved characterization of the atomic degree of freedom such as spatially resolved correlations [3] . Furthermore, exploration of non-equilibrium dynamics using the 1 S 0 -3 P 1 optical transition of 88 Sr will lead to insight that can be leveraged on the long-lived 1 S 0 -3 P 0 clock transition of 87 Sr for state-of-the-art quantum sensors [48] , albeit in an open driven setting in which collective dissipation will play an important role [49] .
Our experiment begins by loading up to 1 × 10 6 88 Sr atoms from a magneto-optical trap into a near magicwavelength 813 nm one dimensional intracavity optical lattice, as we have shown in [2, [50] [51] [52] . This lattice is nominally near magic with respect to the ultra-narrow millihertz 1 S 0 → 3 P 0 clock transition at 698 nm, but can be made near magic-wavelength for our optical transition at 689 nm (m J = 0 states) between 1 S 0 → 3 P 1 by setting the angle between the linear polarization of the lattice and the quantization axis, in order to reduce potential dephasing due to the transverse spreading of the atoms in a non-magic trap. We estimate residual inhomogeneous broadening due to the lattice to be below 2 kHz. The lattice spacing is incommensurate with the intracavity probe standing wave leading to inhomogeneous coupling to the cavity mode. A sketch of the system is shown in Fig. S1 (a) . The atoms are laser cooled to 14 µK and trapped in the optical lattice, with typical axial trap oscillation frequency ω trap /(2π) = 200 kHz. The atom number is measured using florescence imaging on the dipole-allowed 1 S 0 → 1 P 1 transition at 461 nm, and it is calibrated by comparing it with the vacuum Rabi splitting when the cavity is on resonance with the atomic transition (∆ = 0), as detailed in Ref. [50] . We determine ∆ = 0 and δ = 0 from measurements of the symmetry of the collective vacuum Rabi splitting. The measured cavity linewidth is κ/(2π) = 153.0(4) kHz. The cavity length is adjusted using PZTs, such that it can be kept at a detuning ∆ during the experiment.
The cavity is driven for some time τ by a near resonant laser that realizes a coherent driving field Ω p e iωpt in the cavity, as shown in Fig. S1 , where Ω p is related to the input power P by the expression Ω p = κ m P/(2 ω p ), with κ m = κT m /(T m + T L ). Here, we define T m and T L as the single mirror power transmission and loss coefficients, 105 ppm and 23 ppm respectively. The drive is turned on and off in approximately 10 ns using an in-fiber electro-optical modulator (EOM), that creates a sideband at detuning δ while other frequency components are far from resonance and suppressed by being even further from resonance with the cavity mode. We apply a strong magnetic field perpendicular to the cavity axis to define the quantization axis. The probe light is polarized along the magnetic field direction such that the system is an effective two-level system |↓ = | 1 S 0 , m J = 0 and |↑ = | 3 P 1 , m J = 0 transition. For a more complete energy level diagram, see Fig. S1 (c) .
The observation of the NEPT requires that we be able to take a snapshot of the magnetization Ĵ z after some period of dynamical evolution. To achieve this, we have developed a technique to quickly freeze the dynamics and then apply state-dependent spatial displacements of the cloud such that the populations in the ground and excited states N ↓ and N ↑ are imaged onto two different regions of a CCD [ Fig. S1(b) ].
After the drive is applied for some time τ , as shown in the time sequence in Fig. S1(d) , we turn off the coherent drive by extinguishing the applied EOM sideband. In order to effectively count atoms in both excited and ground state immediately after the drive, and freeze any dynamics that could be caused by spontaneous emission or the transient decay of the cavity field, we shine a strongly focused 461 nm beam along theẑ axis and apply a strong 688 nm shelving beam. The 461 nm beam immediately stops the dynamics as it dephases the atoms, overwhelming the single particle rotation and any collective interactions. In addition, the 461 nm beam exerts a radiation pressure force that gives a momentum kick to the ground state atoms, causing them to move away from the trapping region. Simultaneously, the shelving beam optically pumps excited state atoms to the metastable 3 P 0,2 states, Fig. S1 (a)(d). We apply the shelving pulse for 5 µs. For scale, at 2µs, we observe that > 90% of the atoms in the excited state are shelved.
To finish our state dependent detection, we allow for a short time of flight (∼ 100 µs) so that momentum kick applied to the ground state atoms is translated into a a few 100 µm displacement in space. We then optically pump the shelved atoms back to 3 P 1 using 679 nm and 707 nm light applied for 200 µs. The atoms then decay to the ground state via single-atom decay with time constant 21 µs. We then perform fluorescence imaging for 50 µs to observe the number of atoms in the two spatially resolved clouds as shown in Fig. S1(b) . This allows us to measure the magnetization Ĵ z = (N ↑ − N ↓ )/(2(N ↓ + N ↑ )) and total atom number N = N ↓ + N ↑ in a single shot. We found that the whole process efficiency is above 98%, limited mostly by the efficiency of the shelving process.
In Fig. 3 , we change the drive detuning δ by changing the frequency of the rf applied to the EOM. The gray shaded area represents the rms amplitude for Rabi oscillations without interactions, i.e. χ = 0 in our model, and the corresponding rms magnetization is calculated simply as
In Fig. 4 , the initial state preparation is accomplished by preparing each spin in |↓ and then rotating the spins with a strong drive Ω > Ω c for some chosen time. At this point, t = 0, the system has acquired a magnetization Ĵ z (0) . We then simultaneously shift the phase of the driving field by ∆φ and its amplitude to some Ω < Ω c and evolve for a fixed time, typically 4 µs. The phase and amplitude jumps are accomplished by changing the phase and amplitude of the rf tone driving the EOM. We are then able to initialize the collective pseudospin Bloch vector at different positions on the Bloch sphere, such that Ĵ z (0) and ∆φ define the polar and the azimuthal angles, respectively, as indicated in the figure in the main text. As the phase of the driving field naturally defines thex andŷ axes for the spin degree of freedom, our protocol can equivalently be viewed as preparing the collective Bloch vector at analogous positions on the pseudospin Bloch sphere.
APPENDIX II: MODEL AND SIMULATIONS
The dynamics of the experimental system is modelled by a master equation for the density operatorρ of the complete atom-light system,
Here, the HamiltonianĤ tot =Ĥ A +Ĥ L +Ĥ AL is split into three contributions characterizing the atoms, pumping of the cavity field and atom-light interaction respectively:
whereâ (â † ) is the annihilation (creation) operator of the cavity mode. To reiterate, ω a is the frequency of the atomic transition, ω c the frequency of the relevant cavity mode, Ω p the effective amplitude of the injected field and ω p the corresponding frequency. The spatial dependence of the coupling is characterized by g j = gcos(kj) and k = πλ L /λ c , where 2g is the single-photon Rabi frequency at an anti-node of the cavity mode. This form arises because the magic wavelength of the 1D optical lattice λ L = 813 nm is incommensurate with the wavelength λ c = 689 nm of the cavity mode the atomic transition is coupled to. For simplicity, we take the summation to run over i = 1, 2, ..., N total lattice sites, such that each site is assumed to be occupied by only a single atom. In reality, there are ∼ 10 3 relevant lattice sites and each is occupied by ∼ 10 2 -10 3 atoms, however, as we assume contact interactions are not relevant and the atom-light coupling is consistent across the entire atomic sample this simplification is reasonable. Decoherence due to leakage of photons from the cavity at rate κ is described by the Lindblad term
while spontaneous emission on the atomic transition at rate γ and single-particle homogeneous broadening of the ensemble at rate γ el are described by
The latter is attributed to a range of effects, including undesirable motion of the atoms in the optical lattice, and is discussed in more detail in the following Appendices. The simulations presented in Figs. 2-4 are the result of numerical solution of Eq. (S2) within the mean-field approximation [with the exception of the lower panels of Fig. 2(a) which include additional effects due to axial motion that are discussed in the following Appendices]. Specifically, we solve equations of motion for σ i ≡ ( σ x i , σ y i , σ z i ) and â , and factorize higher-order moments of the operators, e.g., σ x iσ y j ≡ σ x i σ y j . Further details regarding the numerical simulations can be found in the following Appendices. The effective spin model which describes the nonlinear atomic dynamics throughout this manuscript is obtained from the atom-light model [Eq. (S2)] by separate adiabatic elimination of the injected field and intracavity fluctuations, and the full calculation is detailed in the following Appendix. Here, we merely present the resulting Hamiltonian for the atoms:
where χ ij = −g i g j /∆, Ω i = −2g i Ω p /∆ with δ = ω p − ω a and ∆ = ω c − ω a . Moreover, we have assumed |∆| κ, g √ N , gΩ p , δ. In the limit k = 2nπ for n ∈ Z, i.e. uniform atom-light coupling g j → g, then we recover the collective XY model of Eq. 1.
Although in the experimental platform the atom-light coupling g j is spatially varying due to the incommensurate cavity and lattice wavelengths, the qualitative physics we explore is still consistent with the framework of the collective XY model. Specifically, while the simulations of Fig. 2-4 take the proper form of g j into account (see following Appendix), we observe that features of the detailed inhomogeneous model such as the critical point and dynamical time-scales are consistent with the collective model upon a rescaling of the atom-light coupling.
For weak drives deep in the paramagnetic phase the collective model replicates the quantitative predictions of the inhomogeneous model upon replacement of the atom-light coupling with the rms average, g → g/ √ 2 and thus χ → χ/2 and Ω → Ω/ √ 2. This approximation is supported by comparison to experimental results for the period of the weak oscillations deep in the ferromagnetic phase, which are expected to be proportional to 1/(χN ). In Fig. S2(a) we extract this period from the experimental data as a function of cavity detuning ∆, which is equivalent to varying the interaction strength χ ∝ 1/∆. We confirm the fitted slope agrees with the χ → χ/2 correction for inhomogeneous atom-light coupling.
As the drive is increased the rescaling required for quantitative comparison changes. Specifically, comparing to the critical point Ω theory c /(χN ) obtained from a numerical calculation of the inhomogeneous model in the absence of decoherence we find that the corresponding collective model requires a rescaling g → 0.62g, and thus χ → 0.38χ and Ω → 0.62Ω, to match the critical value Ω theory c /(χN ) ≈ 0.31. The reduction of this value below the true collective critical drive Ω c /(χN ) = 1/2 is consistent with that observed experimentally (Ω exp c /(χN ) ≈ 0.35 (3)).
In Fig. 1(b) -(c) we present the system phase diagram, where we map the magnetization Ĵ z as a function of the probe detuning δ and drive amplitude Ω. A discontinuous boundary separates the non-equilibrium phases for Ω/(χN ) 0.65, shown by the solid black line in Fig. 1(c) . However, as the drive is further increased and for δ > 0 the boundary dilutes to a smooth crossover, as shown by the dashed black line in Fig. 1(c) .
Using similar results as the ones shown in Fig. 3 , we are able to map out this boundary and define a critical detuning δ c at which the system jumps between the two NEP for different fixed drive strengths Ω. We identify these values by looking at the maximum gradient on each of the experimental and numerical Ĵ z against δ plots shown in Fig. 3 . In Fig. S2(b) we plot δ c against Ω (markers) and compare to numerical simulations (solid lines) for two opposite cavity detunings ∆/(2π) = ±50 MHz.
APPENDIX III: EFFECTIVE SPIN MODEL
The dynamics of the driven-dissipative atom-light system can be described by a Lindblad master equation for the density matrixρ,
as described previously in Eq. S2. Here, the Hamiltonian H tot =Ĥ A +Ĥ L +Ĥ AL is split into three contributions characterizing the atoms, cavity field and atom-light interaction respectively:
H L = ω câ †â + Ω * pâ e iωpt + Ω pâ † e −iωpt , (S12)
whereâ (â † ) is the annihilation (creation) operator of the cavity mode andσ ±,z i are the Pauli operators at site i. We assume the cavity drive Ω p = |Ω p |e iφ has a well defined amplitude |Ω p | and phase φ.
Our model assumes a single atom is frozen in place at each site i = 1, 2, ..., N of the 1D optical lattice, as discussed previously, such that the atom-light interaction is described by g i = gcos(ki) with 2g the single-photon Rabi frequency. The spatial variation of the coupling is characterized by k = πλ L /λ c , with λ L = 813 nm the magic wavelength of the confining lattice and λ c = 689 nm the cavity wavelength. Decoherence due to leakage of photons from the cavity at rate κ is described by the Lindblad term
while spontaneous emission on the atomic transition and single-particle homogeneous broadening of the ensemble are described by
The latter is attributed to a range of effects, including: motion of the atoms in the optical lattice, background collisions, inhomogenous energy shifts caused by the drive and additional off-resonant excited states. Other effects such as phase noise on our drive laser and broadening due to a non-magic optical lattice have been addressed experimentally and reduced as much as possible. The effective spin model for the atomic dynamics which is presented in the manuscript [Eqs. 1 and S9] is obtained from Eq. (S2) by a sequence of frame transformations and separate adiabatic elimination of the injected field and intracavity fluctuations. Briefly, we first move to the rotating frameâ →âe iωpt and thenσ + i →σ + i e −iωpt . The master equation becomes
where the effective Hamiltonian iŝ
FIG. S2. Probing many-body dynamics. (a) Oscillation period as function of the cavity detuning ∆ for 2Ωp/(N g) = 0.104(4), δ = 0 and atoms starting in |↓ . Blue markers are experimental values, solid red line represents the mean field prediction for the same drive and atom number, and the shaded red area represent typical experimental fluctuations on 2Ωp/(N g). The period is extracted from sinusoidal fits to data as in Fig. 2(a) , after removing a linear term caused by the single-particle dephasing effects. The mean field value, red solid line, is Tosc = 2π/(N χ) with the effective replacements due to inhomogeneous coupling as discussed before. Measurements are taken in the dispersive limit where ∆ √ N g. where we have defined the cavity detuning ∆ = ω c − ω a and the atomic detuning δ = ω p − ω a . The intracavity field can be decomposed into a classical term describing the injected light and residual quantum fluctuations:â = α +â . The classical field α can be obtained by exact solution of the mean-field equation of motionα = −i(∆− δ − iκ/2)α − iΩ p obtained from Eq. (S17) with α ≡ â . As we will focus on time-scales associated with the atomic degrees of freedom, using |∆−δ| gΩ p we average the fast oscillating contributions in the analytic solution and find α ≈ −2Ω p /[2(∆−δ)−iκ]. Substitution ofâ = α+â back into Eq. (S17) with this solution yields
wherê
Here, we have defined the effective fields
and we remind the reader that φ is the phase of the cavity drive, Ω p = |Ω p |e iφ . Moreover, the photon loss is now with respect to the fluctuating component
When the cavity is far-detuned from the pump frequency, |∆ − δ| = |ω c − ω p | g √ N , the bosonic modeâ may be adiabatically eliminated [2, 53] . This results in an effective spin model, described by a master equation for the reduced density matrix of the atomsρ a :
witĥ
for χ ij = −g i g j ∆/[∆ 2 + (κ/2) 2 ] ≈ −g i g j /∆, where the latter approximation is valid for κ |∆|. We have ignored additional collective spontaneous emission which can arise in this treatment [2] as we operate in the limit of a large cavity detuning ∆ δ, κ. Excluding the state preparation protocol used in Fig. 4 of the manuscript, we can set φ = 0 and thus under the same limit of large detuning we have Ω i ≈ −2g i |Ω p |/∆ and Ω i ≈ 0, corresponding to Eq. S9.
From inspection of this derivation, it becomes clear that the external pumping of the cavity mode coherently drives the atomic transition via the term ∝σ x i , while the quantum fluctuations of the cavity field mediate effective spin-spin interactions ∝σ + iσ − j between atoms i and j. In particular, the latter interactions can be interpreted as arising because of the back-action of the atoms on the quantum fluctuations of the cavity mode.
APPENDIX IV: AXIAL MOTION
The effective spin model derived in the previous section specifically assumes that the atoms are localized at anti-nodes of the optical lattice and their motional degrees of freedom are completely frozen. However, this description can be insufficient when the atomic transition is strongly driven by the externally injected field at rates much larger than the characteristic axial trap frequency. In this section we derive a simple theoretical model which incorporates axial motion within the optical lattice, and demonstrate how this motion leads to quantitative corrections to the predictions of the spin model for dynamics in the normal phase.
The atom-light interaction incorporating axial motion is more generally described aŝ
is the atomic field operator describing annihilation (creation) of a boson with pseudospin σ =↑, ↓ at axial position x along the cavity, g(x) = gcos(k c x) is the spatially-dependent atom-light coupling and k c = 2π/λ c is the wave-vector of the cavity mode.
Treating each site of the optical lattice within the harmonic approximation [54] , the atomic field operator can be expanded in the basis of harmonic oscillator wavefunctions ϕ n (x),ψ σ (x) ≡ j,nb j,n,σ ϕ n (x − x j ), where j = 1, 2, ..., N indexes the lattice site, n the harmonic oscillator level, andb j,n,σ the associated bosonic annihilation operator. Substituting this expansion into Eq. (S26) and keeping only single-site atomic processes yieldŝ In terms of the bosonic operators for the atoms at each lattice site, we can then express the full dynamics of the system by the atom-light master equation Here, ω T = √ 4V 0 E r / is the effective trap frequency in the harmonic approximation, with V 0 the optical lattice potential height and E r = 2 k 2 r /(2m) the recoil energy with k r the recoil momentum.
The level-changing process included in our model (g nm j with n = m) become important when the effective drive of the atoms Ω becomes comparable to the trapping frequency. In particular, this theoretical model including axial motion is used to explain the experimental data in Fig. 2(a) of the main text. For completeness, our calculations incorporating axial motion involve numerical solution of Eq. (S29) within the mean-field approximation. Specifically, we compute equations of motion for the expectations b † n,j,σb n,j,σ and assume all higher-order correlations factorize into these expectations, whilst the cavity field is assumed to be uncorrelated: i.e. âb † n,j,σb n,j,σ ≈ â b † n,j,σb n,j,σ and similar for other combinations. The cavity field is modelled with the expansion â = α + â as in the spin-only model on the previous Appendix, where
The fluctuating component is assumed to be adiabatically eliminated by setting d â /dt = 0. Solving this equation we find â = −2 n,m,j g n,m j b † j,m,↓b j,n,↑ /(2(∆ − δ) − iκ) and substitute this into the remaining equations of motion for the atomic moments, which are subsequently solved numerically.
Furthermore, to account for the large number of particles in the experiment, which would be computationally taxing to simulate, we rescale parameters g → g N/N sim and Ω p → Ω p N sim /N , where N sim is the number of atoms (lattice sites) we simulate. The smaller atom number also motivates us to randomly position the N sim atoms within the optical lattice, and we average over the obtained simulation results. Additional motional decoherence is included with γ el /(2π) = 40 kHz (see following Appendix) and γ s /(2π) = 7.5 kHz. Lastly, we also include thermal effects due to the initial temperature of the atomic sample by populating the axial trap levels according to a Boltzmann distribution P n ∝ e −En/k B T , whilst the radial width σ th of the thermal cloud is incorporated by randomly sampling the radial position r of the atoms from a Gaussian distribution P (r) ∝ e −r 2 /(2σ 2 th ) and rescaling the peak atom-light coupling by g(r) = ge −(r/w) 2 with w the waist of the cavity mode.
As an example to illustrate the importance of including axial motion, we plot a comparison of the meanfield dynamics obtained from the pseudospin-1/2 model of Eq. (S2), the axial motion model of Eq. (S29) and the observed experimental data for Ω/(χN ) = 0.70 (2) [panel (iv) of Fig. 2(a) in the main text] in Fig. S3(a) . We observe that the simpler pseudospin-1/2 model correctly predicts the dynamics up to the first oscillation, but does not replicate the decay of the experimental observed oscillations thereafter. On the other hand, including the axial motion replicates the observed decay. We further certify the role of level-changing processes in the experimental system via a single-particle echo experiment. Specifically, after allowing the system to evolve for some time t echo we rapidly switch the phase of the external pumping field, Ω p → −Ω p , effectively quenching the coherent drive Ω → −Ω. Operating at large |Ω p | deep in the paramagnetic phase, means that the effect of spin-spin interactions mediated by the cavity is negligible for the dynamics. In principle then, in the absence of other single-particle effects the dynamics due to the driving field should be reversed and the initial inversion should be restored after a second evolution of duration t echo . However, the single-particle term describing the trapping potential in Eq. (S30) is unaffected by the field quench, and results in an imperfect revival of collective atomic observables to their initial conditions at the conclusion of the echo protocol. This is illustrated in Fig. S3(b) , wherein we plot experimental data of a singlebody echo with the drive chosen to lie deep in the paramagnetic phase, Ω/(χN ) = 0.94 (5) , which corresponds to Ω/(2π) = 2.28(8) MHz, much bigger than the typical axial trap frequency around 200 kHz. We observe the revival of the inversion to the initial value along the south pole, Ĵ z /(N/2) = −1, rapidly degrades as the total echo time t echo is increased. This is due to the presence of the non-commuting trap term Eq. (S30), which becomes relevant because the occupation of each trap level is not conserved, i.e. the strong drive leads to Rabi flopping on the optical transition which is accompanied by level-changing processes as described by Eq. (S27). A numerical solution of Eq. (S29) within the mean-field approximation shows excellent agreement, validating our interpretation. In our experiment, these effects start to be relevant for drives Ω 0.25χN .
APPENDIX V: ANOMALOUS DECOHERENCE DUE TO RESIDUAL MOTION AND TECHNICAL NOISE
While we have described in the previous section a minimal addition to our atom-light model to incorporate some effects of axial motion, there still exists residual decoherence due to, e.g., radial motion in the experimental system. As previously foreshadowed, we crudely incorporate this into our model by an additional single-particle homogeneous broadening term in the master equation [Eq. (S2)].
We empirically confirm the form of this decoherence by analysis of the experimental data, in particular comparing the measured inversion Ĵ z across a range of time scales. In Fig. S4 (a) we drive the system for some duration τ and record the inversion at that final time for different drive strengths Ω. For short times (τ = 4 µs), red markers, we observe the transition around Ω ∼ 0.35χN . As time increases, green markers for τ = 12 µs and blue markers for τ = 200 µs, the critical point moves towards lower values of Ω, consistent with the model predictions. The reduction in the critical drive power can be explained by the increased loss of collective coherence for longer times, which leads to a degradation in the influence of the global interactions. This is simplest to understand within the paradigm of the collective model which we use for intuition, wherein single-particle broadening would break the collective symmetry and reduce the collective enhancement ∝ N of the interaction term.
Further evidence to support the single-particle broadening is given by analyzing the response of the inversion to the detuning δ of the coherent drive, in the spirit of Fig. 3 of the main text. In Fig. S4(b) superradiant phase, Ω = 0.070(5)χN . We present data where measurement of the inversion is made after different evolution times t = (4, 6, 12, 200) µs. The magnitude of the critical δ c , at which the dynamics switches between the two non-equilibrium phases, is reduced as the evolution time is increased. The reduction is again consistent with the interpretation of Fig. S4(a) , i.e., due to the destruction of collective coherence by single-particle broadening. As in Fig. 3 of the main text, we present data for different cavity detunings ∆/(2π) = ±50 MHz. This allows us to demonstrate that the response of the dynamics is symmetric and the observed shifts are not attributable to other single-particle effects, e.g., residual shifts of the probe detuning δ.
