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During the past decade, the growth and characterization of wide band gap 
semiconductors has received a great deal of attention. This is due to the fact that 
wide band gap direct semiconductors emit light in a wavelength region from the 
green to the ultraviolet (UV). Light emitting diodes (LEDs) and laser diodes (LDs) 
which emit in a wavelength region from the infrared to the red have been available for 
many years and are based on the material gallium arsenide (GaAs). GaAs-based LDs 
are used in devices such as red laser pointers and compact disc players. Although 
there are many interesting areas of active research related to GaAs semiconductors, 
in many ways GaAs semiconductor science is a mature technology. Using growth 
techniques such as molecular beam epitaxy (MBE) researchers can accurately grow 
semiconductor layers which are as thin as a few atomic layers. Researchers have 
been studying GaAs for many years and can now grow semiconductor samples which 
exhibit extremely high opticaI quality ,vith a very low defect density. Therefore, 
GaAs is a good material system for studies of fundamental physics since much of 
the defect and impurity related effects can be neglected. GaAs is the most devel-
oped semiconductor technology next to Si which is used for virtually all computer 
integrated circuits (ICs). 
For many years scientists and researchers have known of the potential benefits 
of having small, efficient semiconductor laser diodes operating at shorter wavelengths. 
Shorter wavelengths can be focused to a smaller spot size which will allow more in-
formation to fit on a single optical disc. Compact disc players now operate at wave-
lengths in the infrared. If this wavelength could be decreased by a factor of two, then 
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an optical disc could potentially store four times more information. Blue/UV LDs 
will also open up the possibility for new types of communication systems. Certain 
wavelengths of light in the blue spectral region travel through water with reduced 
attenuation. It should be possible to develop an underwater communication system 
which, for example, would allow communication between submarines. Using emitters 
and detectors in the UV, it should be possible to transmit data between satellites 
in orbit which would be impossible for listeners on the ground to intercept since 
the atmosphere is very good at absorbing UV radiation. Another very important 
area of application for blue-green LEDs and LDs is for full color displays. In order 
to complete the basic set of colors we need devices emitting in the red, green, and 
blue wavelength regions. In general, having a full spectrum of wavelengths greatly 
increases the usefulness of semiconductor lasers. For example, laser surgery can be 
performed by utilizing the fact that different types of tissue in the human body ab-
sorb light at a different wavelengths. Thus, laser surgeons would like to be able to 
select the appropriate wavelength for efficiently cutting a particular type of tissue. 
By having the correct wavelength available, doctors have a larger arsenal of available 
tools to perform laser surgery. 
Since a pure semiconductor emits only at one specific wavelength, special ma-
terials must be made in order to produce the wavelengths of interest. For example, 
pure GaAs emits light only in a very narrow region around 860 nm which is in the 
infrared. In order to get the range of wavelengths from the infrared to the red, an-
other material must be added to GaAs to form an alloy or, alternatively, very thin 
layers can be fabricated to form a quantum well (QvV). An example of an alloy is 
AlGaAs. When a small amount of Al is added to GaAs, the material emits at shorter 
wavelength. By growing extremely thin lasers of GaAs between layers of AlGaAs one 
can also form a quantum well. Due to the extremely small size of the QW, electrons 
trapped in the well are governed by quantum mechanics. One main result is that 
these confined carriers emit light at shorter wavelengths. Quantum wells also have 
very useful properties for LDs. QW structures can be designed to spatially confine 
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both the carriers and the optical mode in the same region so that the device will 
have efficient lasing. 
One of the first wide band gap semiconductors to capture the interest of re-
searchers was ZnSe. ZnSe has a band gap of 2.58 eV at room temperature and emits 
light at about 475 nm which is, in the blue-green wavelength region. The company 
3M created the first ZnSe laser diode in 1991 [1] using a device based on ZnSe. The 
device operated at 77 K under pulsed current injection and emitted light at about 
490 nm. The lifetime of the device was only a few seconds. With improvements in the 
device manufacture and material quality, advances were made in the area of p-type 
doping and a laser diode with continuous wave (CvV) operation was achieved [2]. 
The lifetime of the devices based on ZnSe now exceeds 100 hours [3]. However, the 
increases in device lifetime have been extremely slow and a commercial device has 
not yet been realized. Although there is still a great deal of active research on ZnSe, 
many researchers have turned their attention to the III-Nitrides. 
In several ways, gallium nitride (GaN) is a more promising material system 
than ZnSe. GaN has a direct band gap of 3.4 eV at room temperature which means 
it emits light in the UV at about 360 nm. By alloying GaN with indium nitride 
(InN), which has a direct gap at 1.9 eV (650 nm) in red wavelength region, almost 
the whole visible spectrum can be covered by one semiconductor alloy. It should be 
possible to produce devices operating at wavelengths further into the UV by alloying 
GaN with aluminum nitride (AlN). AlN has a direct band gap of 6.2 eV (200 nm) 
which is in the deep UV spectral region. With the achievement of p-type doping [4,5], 
blue LEDs were fabricated and are now commercially available. LDs fabricated from 
InGaN multiple QW structures which operate CW are now reported with a lifetime 
estimated from high temperature testing at more than 10,000 hours [6}. Thus, LDs 
based on the III-Nitrides are already commercially viable. So far devices made 
from InGaN operate well in a wavelength region around 410 nm and researchers are 
working to expand this wavelength region further towards both the red and the UV. 
It remains to be seen if LDs made from GaN and AlGaN will develop as rapidly as 
the devices made from InGaN. 
4. 
In order to make devices and make improvements to devices, it is important to 
understand the underlying physics describing the device operation. A detailed un-
derstanding of what the carriers are doing inside the material is necessary in order to 
understand why the material is or is not lasing. One way to learn such information is 
by studying the optical properties of the materials from which the devices are made. 
Optical studies provide a non-invasive method of measuring material properties so 
that certain optical measurements can be a routine part of the device manufacturing 
process. Optical studies range from the very simplest photoluminescence measurn-
ments to very complicated techniques. such as four-wave-mixing. 
The study of the ultrafast properties of semiconductors has flourished during 
the past decade because advances in pulsed laser technology have made extremely 
short laser pulses readily accessible to researchers. Many interesting processes in a 
semiconductor happen on picosecond and femtosecond time scales. These proces.ses 
can be divided into coherent and non-coherent regimes. When a semiconductor is. 
excited by an ultrafast laser pulse,. the carriers created remain coherent with the 
exciting laser pulse for a short time. This time is called the dephasing time and is 
simply the time required for carriers to scatter out of their initially created states 
and form a quasi-equilibrium state within the conduction band. This is termed 
quasi-equilibrium because the equilibrium state of an intrinsic, wide band gap semi-
conductor is one where there are no carriers in the conduction band. However, when 
carriers are excited to the conduction band they redistribute themselves within the 
conduction band in a quasi-equilibrium state before recombining with holes. The 
time for this redistribution is the dephasing time. Processes happening before such 
a redistribution are coherent processes and proces.s happening after dephasing are 
non-coherent. Dephasing times in semiconductors usually occur on the ps time scale. 
Recombination of electrons with holes is usually non-coherent and usually occurs on 
a time scale of 100 ps or longer. 
In this thesis, a wide variety of optical measurement techniques are used to in-
vestigate the interaction of light with wide band gap semiconductors. The increased 
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interest in producing optoelectronic devices operating in the green and blue wave-
length regions has paved the way for advances in growth of wide gap semiconductors, 
so many high quality samples are now available for fundamental optical studies. For 
this work, samples based on both the ZnSe and the GaN material systems will be 
studied. Chapter 2 gives a brief introduction to excitons in semiconductors with an 
emphasis on specific information about ZnSe and GaN. In chapter 3, the results of 
absorption measurements performed on epilayers of GaN are presented. Absorption 
is one of the most fundamental optical measurements that can be performed and it 
tells us at what wavelength a semiconductor sample begins to absorb light. Chapter 
4 describes the experimental and theoretical details of coherent-transient degenerate 
four-wave-mixing (CT-DFvVM). CT-DFWM is used to measure the time required 
for carriers to lose their phase coherence with the original excitation. In chapters 5 
and 6, CT-DF\i\11\tl is discussed for ZnSe and GaN, respectively. In chapter 7, exper-
iments using very high power femtosecond pulses are discussed. Stimulated emission 
measurements in GaN epilayers using femtosecond pulses show a new emission peak 
which is not observed under nanosecond excitation. Saturation and recovery of the 
GaN absorption spectrum are presented which show interesting ultrafast gain dy-
namics. Finally, chapter 8 contains general conclusions. 
CHAPTER II 
GENERAL ASPECTS OF EXCITONS 
When a photon with energy above the fundamental band gap is incident on a 
crystal, an electron from the valence band can be promoted to the conduction band. 
However, this is not the lowest excited state of a crystal. The lowest excited state 
of the crystal occurs when an electron and a hole are bound to each other via the 
Coulomb interaction. This bound state of the electron hole pair is referred to as an 
exciton. Excitons have been shown to dominate the band edge optical properties of 
wide gap semiconductors even at room temperature. An excitonic state with a light 
electron bound to a heavier hole very closely parallels a hydrogen atom and, in fact, 
much of the formalism describing the hydrogen atom can be applied to an exciton. 
In this chapter, the general properties of excitons will be discussed for excitons in 
ZnSe and GaN material systems. ZnSe is a material which crystallizes in the zinc 
blende structure, while GaN crystallizes in a hexagonal wurtzite structure. Many 
books on solid state physics [7,8} cover binding in crystals and crystal band structure 
and no attempt is made here to cover the subject in detail. Only a brief introduction 
is given here as it applies to the materials used in this thesis. The first section of 
this chapter will describe the band structure of zinc blende and wurtzite crystals. 
The second section of this chapter will describe the general properties of excitons for 
each material system. 
Band Structure 
Atoms are composed of a very small positive nucleus with a distribution of 
electrons defining a much larger radius around the nucleus. Electrons can be di-
vided into core electrons and valence electrons. Core electrons are strongly bound 
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to the nucleus, while valence electrons are more weakly bound and for the most 
part determine the chemical properties of the material. As atoms are brought closer 
together to form a crystalline material the electronic wave functions of the atoms 
begin to overlap and there is a repulsive force pushing the atoms apart due to the 
Pauli exclusion principle. According to the Pauli exclusion principle, no Fermions 
can occupy the same energy levels at the same time. As an electron distribution 
moves closer to the electron distribution of a neighboring atom, it feels a repulsive 
force because it cannot occupy the same core electronic levels surrounding the posi-
tive nucleus. However, the electronic distribution also feels an attractive force due to 
Coulomb interaction with the positive nucleus of the neighboring atom. Thus, atoms 
are bound at a distance determined by the relative strength of these two forces. The 
extent to which one atom gives away its electron determines something about the 
type of binding which will occur. If one atom tends to almost completely give its 
least bound electron to a neighboring atom, then this type of binding is called ionic 
binding and is present in salts such as common table salt (NaCl) and other materials 
composed from elements in columns I and VII of the periodic table. Covalent bond-
ing is characterized by the fact that a large amount of the electronic distribution 
is positioned in the space between the atoms. Examples of materials with covalent 
bonding are Si and Ge as well as other materials made from elements in column VI 
of the periodic chart. Materials can have any degree of binding between ionic and 
covalent depending on the size of each atom, the electronic environment, as well as 
many other factors. In this study, we will mainly discuss ZnSe and GaN. ZnSe is a 
II-VI material with an ionic character stronger than Si or GaAs, but weaker than 
NaCL This makes ZnSe somewhat more polar than GaAs in that more electronic 
charge tends to stay near the selenium atom. This will be important later when we 
discuss exciton-phonon interaction since more polar materials tend to have larger 
exciton-phonon interactions. GaN is a III-V material that is expected to have an 
ionic character that is nearly the same as ZnSe. 
As a group of atoms are brought closer together to form a crystal, the electronic 
wave functions begin to overlap and a series of bands are formed with gaps or regions 
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where the electrons cannot exist. The spacing and distribution of these bands is 
determined by the atoms involved and the atoms' electron distributions. For all 
materials in their ground state at zero temperature, there is some region between 
occupied levels and unoccupied levels. For a material with a partially full band, 
carriers can move under the influence of an applied electric field and the material 
is classified as a metal. For a materials in which the separation between occupied 
and unoccupied levels occurs in an energy gap, the material is either an insulator or 
a semiconductor. The separation between an insulator and a semiconductor varies 
throughout the literature. Some researchers have categorized materials with a band 
gap larger than 2.0 eV as insulators, and materials with a band gap smaller than 2.0 
e V as semiconductors. Semiconductors are very useful because they are conductors 
under certain circumstances and insulators under others. For example, if we heat up 
a narrow gap semiconductor carriers will be thermally excited to the conduction band 
and the material will begin to conduct. For wider gap materials, if we shine light on 
the material with a photon energy larger than the gap, carriers will be excited to the 
conduction band and the material will begin to conduct. The two materials studied 
in this thesis are ZnSe and GaN and have room temperature band gaps of ~ 2.58 
and ~ 3.4 eV, respectively. While some researchers might refer to these materials 
as insulators, they will be referred to here as wide band gap semiconductors. In the 
next two subsections, the crystal structure and band structure of each material will 
be discussed in more detail. 
ZnSe crystallizes into the zinc blende structure as shown in Fig. 1. Many other 
materials can crystallize in the zinc blende form such as GaAs, AlAs, InAs, InP, GaP, 
CdS, and ZnTe. ZnS is the prototypical zinc blende semiconductor and, in fact, the 
mineral name for ZnS is "zinc blende". The zinc blende structure can be viewed as 
a diamond lattice with two different atoms instead of all carbon atoms. Alternately 
the zinc blende structure can be viewed as two interpenetrating face centered cubic 







Figure 1. Diagram of the zinc blende structure. [9] 
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The band structure of ZnSe is very similar to that of GaAs. The fundamental 
absorption edge of ZnSe corresponds to transitions from the highest valence band 
to the lowest conduction band at the r point which in single-group notation is a 
transition from ft5 to r~. The spin-orbit interaction splits the ft5 band into f¥ and 
f 8which are separated in energy by about 43 me V (10]. This conduction band at 
lower energy is referred to as the spin-orbit split off band. The fundamental bands 
of ZnSe are shown in Fig. 2 (a). 
GaN crystallizes with the wurtzite structure as shown in Fig. 3. Several other 
materials also can take the wurtzite structure such as ZnS, ZnO, SiC, and AlN. The 
conduction band of GaN has its minimum at the center of the Brillouin zone (f 
point) and has f 7 symmetry with a total angular momentum value of Jz = 1/2. The 
maximum of the valence band also occurs at the zone center so that GaN has a direct 
fundamental band gap. The valence band is split by both crystal field splitting and 
spin orbit splitting which means that there are three fundamental valence bands in a 
small energy region at the r point. The three bands are conveniently referred to as 
the A, B, and C bands. Many recent review articles give extensive details concerning 
the band structure of GaN as well as other important parameters [12-14}. The 
fundamental bands of GaN are summarized in Fig. 2 (b). 
Excitons 
For a pure material, intrinsic free excitons represent the lowest possible excited 
state of the crystal. Excitons can generally be classified into two categories depending 
on how tightly bound the electron is to the hole. For materials where the electron and 
hole are very tightly bound the excitons are referred to as Frenkel excitons [15,16). 
A Frenkel exciton is an exciton with an excitonic binding energy so large that the 
exciton is bound to a single atom of the crystal. A Frenkel exciton can therefore 
be thought of as an excitation of one atom of the crystal. This excitation can hop 
11 
a) ZnSe - Zinc Bien de 
C.B. re re 
1 6 
SPIN rv 
V.B. ORBIT 8 rv 
15 rv 
7 
b) GaN - Wurtzite 
C.B. re re re 
I l 6 
rv 
SPIN f'y 










Figure 2. Fundmental bands of (a) ZnSe and (b) GaN near the r point for the 
conduction band (C.B.) and valence bands (V.B.). Note the additional 
splitting of the valence band for GaN due to crystal field splitting. 
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Figure 3. Diagram of the wurtzite crystal structure. [11] 
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from one atom to the next transferring energy around the crystal. Localized atomic 
wave functions are used to theoretically described Frenkel excitons. The excitons in 
alkali halide materials such as KBr and KCl are well described by the Frenkel exciton 
formalism [7). 
The second type of exciton is referred to as Wannier-Mott exciton or simply 
as a Wannier exciton. Fig. 4 shows a schematic representation of both the Frenkel 
and the vVannier excitons. Wannier excitons are characterized as having relatively 
weak exciton binding energies so that the exciton and hole are separated from each 
other by a comparatively large distance in the crystal. In order for an exciton to be 
considered a Wannier exciton it must have an excitonic radius which extends over 
many lattice periods of the crystal. Wannier excitons are described by extended 
wave functions which average out the effects of individual lattice sites and treat the 
intervening space as being relatively good or bad at screening the coulomb interaction 
between the electron and the hole. In general, excitons that can be well described 
by the Wannier formalism, have to some extent or another covalent binding which 
places more electronic charge in the space between atoms compared to materials 
with ionic binding. Typically, the more covalent the bonds in a crystal, the weaker 
the attraction between the electron and the hole and the smaller the exciton binding 
energy. For example, GaAs has predominantly covalent bonds and has an excitonic 
binding energy of 4.2 meV while ZnSe has somewhat more ionic nature to the bonds 
and has an excitonic binding energy of about 20 meV. These generalizations do 
not hold true universally, but are good guidelines to keep in mind when discussing 
excitons in semiconductors. For ZnSe and GaN, the materials used in this study, 
excitons are well described by the Wannier formalism and for the rest of this work 
the term exciton will refer to a Wannier-Mott exciton. 
In a pure material, excitons are free to move about the crystal transferring 
energy from one area to another. The Coulomb interaction between electron and 
hole results in completely correlated motion through the crystal. In the effective 
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Figure 4. Schematic diagram of Wannier and Frenkel excitons. The Wannier exciton 
extends over many lattice sites while the Frenkel exciton is localized 
at one atom. 
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mass approximation, the total energy of the two-particle structure is given by: 
(1) 
where m; and m'ii are the effective masses of the electron and the hole, respectively, 
and K is the wavevector of the exciton. En is an energy that is a solution to the 
Hydrogen equation and is given by: 
(2) 
where n is an integer, E is the static dielectric constant, and µ is the reduced effective 
mass given by: 
1 1 1 
-=-+-. 
µ m; m'ii (3) 
As mentioned above, free excitons have a series of excited states which are similar to 
the excited states of the hydrogen atom with the ionization continuum corresponding 
to the bottom of the conduction band. Due to the presence of excitons, the lowest 
energy absorption occurs at discrete energy levels below the band gap E9 which are 
given by: 
(4) 
where Eb is the binding energy of the exciton. This binding energy can then be 
written as: 
e4µ ( µ ) Eb= .· 2 = - 2- · 13.6 eV, 2 (n, E) E me 
(5) 
which is just the amount of energy required to ionize an electron into an unbound 
electron and hole. Note that 13.6 eV is the binding energy of an electron to the 
hydrogen atom in the ground state. Thus, we can see that the exciton binding 
energy, in this simple model, can be expressed as the binding energy of a hydrogen 
atom scaled by the reduced effective mass and the dielectric constant. The effective 
masses are parameters which describe the curvature of the bands at the zone center. 
They can be thought of as correcting for the fact that the electrons and holes are 
not free particles but are moving in a crystal. Similarly, the dielectric constant, E, is 
a macroscopic parameter which describes how easily an electric field can penetrate 
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the crystal lattice. The simplest way to determine the excitonic binding energy of 
a material is to calculate it from the effective masses and dielectric constant. For 
GaAs, using parameters of m; = 0.07 me, m;;, = 0.5 me, and 1: = 13.13 [7), an exciton 
binding energy of 4.7 meV can be calculated which is close to the measured value of 
4.2 meV. Similarly, for ZnSe, using parameters of m; = 0.17 me, m;;, = 0.75 me [17], 
and 1: = 9.1 [10}, an exciton binding energy of 22.7 meV can be calculated which is 
slightly larger than the measured value of 20 meV. Based on the simplicity of the 
model, it is amazing that these numbers agree as well as they do. In general, more 
careful calculations are required for an accurate prediction of the exciton binding 
energy for a given material. The Bohr radius ofan exciton can be represented in a 
similar manner as: 
aB = c fi,2 = (c me) 0.053 nm. 
µe2 µ (6) 
Using the parameters listed above, an excitonic Bohr radius of 11.3 nm can be 
calculated for GaAs, and a value of 3.5 nm can be calculated for ZnSe. Fundamental 




Absorption is one of the most fundamental optical measurements that can be 
performed on a semiconductor. Absorption measurements have been performed in 
virtually every semiconductor including Si [18], Ge [19], GaAs [20,21], CdS [22,23}, 
ZnSe [17] and GaN [24]. The experiment consists of sending light from a tunable 
light source into a semiconductor and measuring the transmitted light as a function of 
incident photon energy. For low excitation densities, the intensity of the transmitted 
light is given by: 
It= Io exp (-a.L), 
where Io is the incident light intensity, Lis the sample thickness, and a is the absorp-
tion coefficient. At low carrier densities a changes very little with carrier concentra-
tion. However, as the carrier density increases, the amount of absorption can increase 
or decrease depending on the experimental conditions. Absorption saturation and 
recovery will be discussed in Chapter 7. In this chapter, we will discuss absorption 
measurements performed on epilayers of GaN grown on sapphire substrates. 
As mentioned in the introduction, GaN is an extremely promising material 
for a wide variety of technologically important applications such as Blue/UV light 
emitters, high temperature electronics, and solar-blind UV detectors. Although CW 
operation of an InGaN laser diode has already been demonstrated, fundamental 
studies of the optical properties of GaN are still important in order to understand 
the carrier dynamics in GaN. This information will hopefully will lead to new device 
applications and to the improvement of existing devices. 
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Due to the high absorption coefficient of GaN, mainly experiments such 
as photoluminescence (PL), reflection, and photoreflectance (PR), have been per-
formed [25-31}, while few transmission experiments have been performed [24,32,33). 
Excitons were first observed in GaN absorption data by Dingle et al. [24} in 1971. 
Amano et al. [32] also published room temperature GaN absorption data which 
showed one broad excitonic peak. More recently, Manesreh [33) was able to resolve 
two excitonic features in 13 K GaN absorption data. The lowest energy peak was 
identified as due to a bound exciton. In this chapter, the result of a very careful series 
of absorption measurements will be discussed. Excitons are shown to be present in 
GaN for temperatures well above room temperature. Excitonic transitions associ-
ated with the three fundamental valence bands have been observed and the excitonic 
linewidth is studied as a function of temperature from 10 K up to 4 75 K. 
The samples used in this study were high quality epilayers of GaN with thick-
nesses 0.2, 0.38, 0.5, and 0.8 µm which were grown by metalorganic chemical vapor 
deposition on (0001) sapphire substrates. The measurements were performed using 
a Xe arc lamp dispersed by a 0.5 meter spectrometer and a phase sensitive detection 
system comprised ofa photomultiplier tube, an optical chopper, and a lock-in ampli-
fier system. The experimental set up is shown in Fig. 5,. For the temperature range 
from 10 to 325 K, the samples were mounted on a copper cold finger in a closed-cycle 
He refrigerator. For temperatures above 325 K, the samples were mounted in an 
oven capable of temperatures as high as 500 K. 
General features of absorption 
As described in Chapter 2,.the Coulomb interaction between electrons and holes 
leads to the formation of excitonic resonances with a series of discrete hydrogen-like 
bound energy levels. The Coulomb interaction also affects unbound electrons and 
holes. Without the Coulomb interaction, the absorption edge in a semiconductor 
would have a simple square root dependence of the form a(nw) "' .,/E9 - nw for 
photon energies larger than Eg. However, due to the Coulomb interaction, elec-















Figure 5. Diagram of the experimental set up used for absorption measurements. 
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correlation above the gap leads to increased absorption above the gap and to a sub-
stantial deviation from a simple square root dependence on energy. R.J. Elliot [15) 
was the first to calculate the absorption spectra of a semiconductor in the effective 
mass approximation. The Elliot equation for absorption in a semiconductor is given 
by [15,34]: 
[.f (~: o(,H :, ) ) + e (~) "_exp ( ~)l 
n=l smh ( vi5.) 
(7) 
where 6. = (nw - E9 ) / Eb, 8 (!:i..) is the Heavyside function, and the binding energy 
Eb is given by: 
(8) 
a5D is given by: 
(9) 
where dcv is the momentum matrix element at the zone center, n is the index of 
refraction, and a3 is the excitonic Bohr radius given by: 
E n,2 
a3 = --2. 
µe 
(10) 
The first term in the Elliot equation (Eq. (7)) models the bound excitonic resonances 
as an infinite sum of delta functions. In practice, one must assume some sort of 
broadening for the excitonic resonance in order to fit real absorption data. The 
second term in Eq. (7) represents absorption above the band gap and contains the 
contribution from electrons and holes correlated via the Coulomb interaction. We 
will fit the 10 K absorption data to this equation later in this section in order to see 
how closely our data fits this simple theory. Absorption data from GaN will now be 
presented. 
As shown in Fig. 6, the low temperature absorption data are dominated by 
sharp excitonic resonances. Since, for low impurity concentrations, bound excitons 
are not expected to contribute significantly to band edge absorption, the two lowest 
energy peaks are attributed to absorption at the A and B free excitonic transitions. 
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Figure 6. Absorption spectrum at 10 K of a 0.38 micron thick epilayer of GaN. 
The inset shows absorption in a narrower region near the band gap 
together with CvV photoluminescence data. 
22 
lowest energy feature was tentatively identified as bound exciton absorption. The 
inset of Fig. 6 shows PL data together with the absorption spectrum. It is known 
from temperature dependent PL measurements of high quality GaN epilayers [25] 
that the lowest energy peak in PL is due to a bound exciton and the two higher 
energy features are due to free excitons. The two lowest energy absorption features 
match up well to the A and B free exciton resonances in PL, while the PL bound 
exciton peak is shifted to lower energy. If the lowest energy absorption peak were 
due to impurity absorption, one might expect to see a change in the absorption 
value from sample to sample depending on the impurity concentration. The relative 
absorption strength of the two lowest energy features is about the same for all of our 
samples (see Fig. 2). This apparent difference in oscillator strength is most likely 
due to band tailing states which raise the net absorption at the B exciton more than 
at the A exciton. For the above reasons, we have identified the two lowest energy 
features as absorption at the A and B free excitons. 
Fig. 7 shows polarization dependent absorption data for the 0.38 µm thick 
sample. For these measurements, a pair of prisms was used in order to create a small 
component of the electric field which was parallel to the GaN c,..axis. A comparison 
of the two curves shows an increased absorption for the feature at 3.546 eV. Since the 
C exciton is theoretically allowed only for E 11 c, the feature at 3.546 e V is identified 
as due to the C exciton. Similar polarization dependent measurements have been 
performed to identify the C exciton in PR data [30]. 
Fig. 8 shows the absorption spectrum for samples of four different thicknesses 
at 10 K. The A and B excitons can easily be observed in all samples, while features 
due to the C exciton can be observed only in the thicker samples. For the 0.8 
µm sample, an absorption feature at 3.528 eV is observed as well as the C exciton 
peak at 3.544 eV. This peak is most likely due to absorption from the A band 
continuum states which gives an A exciton binding energy of 22 meV which is in 
good agreement with recent PR measurements [26). For samples thicker than 1 µm, 
no excitonic resonance was observed in absorption. This is probably due to the large 
















Figure 7. Absorption spectra for two different polarization geometries. The bottom 
curve show absorption data where the electric field of the incident light 
is perdendicular to the GaN c-axis. The top curve shows absorption 
where a pair of prisms has been used to couple light into the sample 
so that there is some light with its electric field parallel to the GaN 
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Figure 8. Absorption spectra at 10 K taken from samples of four different thicknesses. 
The positions of the excitonic resonances shift around slghtly due to 
differences in residual strain caused by differences in lattice constants 
and coefficients of thermal expansions between the sample and the 
substrate. 
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transmitted signal while suppressing luminescence from the sample. Luminescence 
is lower in energy than the fundamental absorption so that it can easily pass through 
the sample causing a background to the transmitted signal intensity. The energy 
positions of the excitonic resonances also shift around slightly from sample to sample. 
This is due to the differences in lattice constants and coefficients of thermal expansion 
between the sample and the substrate. Because these samples were grown at very 
high temperature ( ~ 1000 C), the samples can form dislocations and defects as 
they are cooled from this high temperature down to room temperature. Transitions 
associated with the three fundamental valence bands of GaN have been identified. 
However, there is one more broad feature at 3.6 eV which will be discussed in the 
next section. 
It is interesting to compare the experimentally measured absorption data to 
the absorption lineshape predicted by the Elliot equation (Eq. (7)). Fig. 9 shows 
a fit of the absorption data from the 0.38 µm sample to the Elliot equation. The 
experimental data is given by the solid line while the fit is given by the dashed 
line. The data were fit assuming the three fundamental bands associated with the 
GaN A, B and C bands. The exciton resonances were assumed to have Lorentzian 
broadening. The band edge was artificially broadened by multiplying the second 
term in Eq.(7) by the Fermi-Dirac population equation to simulate broadened band 
edge. Representative exciton and band edge components of the fit are given by the 
dotted line in Fig. 7. The data do not fit well below the exciton resonance due to the 
presence of band tailing states. Even when the broadening parameter is made large 
the data cannot fit the low energy absorption shape. These· band tail states have 
been shown to have an exponential energy dependence over a small energy region just 
below the band gap. A more complete theory including disorder and defects might 
be able to fully model this absorption data including band tail states. It should be 
noted here that this is not a particularly good method of fitting the experimental data 
due to the large number of fitting parameters. Five parameters are needed for each 
band plus a constant to account for reflection losses below the band gap. The five 
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Figure 9. Fit of the 10 K absorption data from the 0.38 µm sample to the Elliot 
equation assuming three bands. The experimental data is the solid 
line while the fit is given by the dashed line. The excitonic and band 
edge contributions to the fit from the B exciton are shown as dotted 
lines. 
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exciton broadening, and band edge broadening. Thus, this could be up to a 16 
parameter fit. The fit is included here only to show that the data can be fit using 
reasonable parameters. A value of 23 me V was found to work well for the exciton 
binding energy which is close to the value of 21 me V from photoreflectance data. Note 
also that there is a feature at 3.6 eV which cannot be fit with the Elliot equation 
assuming three fundamental bands. This feature is due to indirect absorption in 
a process where an exciton and an LO phonon are created simultaneously from a 
photon of energy 3.6 eV. This process will be discussed in the next subsection. 
Phonon-Assisted Absorption 
The absorption curves shown in Fig. 6 and Fig. 8 show an additional broad fea-
ture at about 3.6 eV. This feature is due to a strong exciton-LO phonon interaction 
in a phonon-assisted absorption process where a photon of energy 3.6 eV simultane,.. 
ously creates an exciton and an LO phonon. The energy spacing between the band 
edge excitons and this 3.6 eV feature is only slightly larger than the 91.7 meV LO 
phonon energy of GaN. 
Theoretical calculations for CdS predict this indirect absorption process to be 
as much as 10% of the direct band edge absorption and should reach its maximum 
at an energy position which is slightly larger than one LO phonon energy above the 
excitonic absorption resonance [35]. The calculation uses second order perturbation 
theory within the effective mass approximation to calculate the probability of a 
transition from an initial state containing the crystal in the ground state and a photon 
to a final state containing an exciton and an LO phonon. The theory considers only 
single LO phonon scattering. Fig. 10 shows the calculated absorption probability for 
this process. The curve for CdS was reproduced from Eq.(4) of Ref. [35}. The curve 
for GaN was calculated in a similar manner except that the following parameters were 
used: m; = 0.2 me, mii = 0.8 me, Eph = 91 meV, and Eb= 28 meV. Note that the 
x-axis is in units of LO phonon energy. The maximum absorption for this process 
for both materials occurs at slightly larger than 1 LO phonon energy above the 
excitonic resonance. For GaN, the maximum indirect absorption occurs at 115 meV 
0 
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Figure 10. Calculation of indirect exciton absorption for (a) CdS and (b) GaN. Note 
that the units of the x-axis are in LO phonon energies. The absorption 
due to this indirect process peaks at slightly larger than 1 LO phonon 
energy above the excitonic resonance. 
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above the excitonic resonance. This is very dose to that value of 100 me V observed 
experimentally. Considering the broad nature of the peak in the GaN absorption 
data at 3.6 eV and the fact that all three fundamental bands can contribution to 
this process, the data presented here are consistent with the interpretation that this 
feature is due to indirect absorption. 
This absorption process has been observed experimentally in CdS where the 
polar nature of this material is known to give rise to strong exciton-LO phonon 
coupling [23]. Since the Ga-N bond is more polar than for other III-V semiconductors, 
such as GaAs, the large exciton-phonon interaction observed here may be a result 
of the polar nature of GaN. The recent observation of multiphonon resonant Raman 
scattering up to the fourth order [36} and of a large number of phonon replicas in PL 
and PL excitation data [37] both indicate that GaN is a polar material exhibiting 
strong exciton-LO phonon coupling. 
Temperature Dependence 
Fig. 11 shows temperature dependent data for the 0.38 µm sample from 100 K 
to 475 K. The data clearly show an excitonic resonance at 300 Kand, in fact, excitons 
still contribute even at the highest temperatures in this study. The peak separation 
between the A and B exciton transitions was found to be 9.9 meV for temperatures 
below 150 K. Since above 150 K the two peaks are broadened together and there 
is no appreciable change in the peak separation from 10 K to 150 K, it is assumed 
that the A and B excitons have the same temperature dependence. The absorption 
spectrum at each temperature was fit to a double-Lorentzian functional form where 
the spacing between the peaks was fixed to 9.9 meV and it was assumed that the 
A and B excitons have the same broadening. The free carrier contribution to the 
absorption was modeled using a broadened 3-dimensional continuum [38}. Fig. 12 (a) 
shows the A exciton energy position as a function of temperature along with a fit to 
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Figure 11. Absorption spectra for temperatures from 100 K to 475 K. Excitonic 
resonances are clearly visible at room temperature as well as above 
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Figure 12. Exciton peak energy position (a) and broadening (b) shown as a function 
of temperature. The solid line in (a) is a fit to the Varshni equation 
while the solid line in (b) is a fit to the phonon brodening equation 
(see text). 
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where TL is the lattice temperature and the best fit is given by a = 11.8 x 10-4 
eV /K and (3 = 1414 K. These values are in good agreement with previous values 
determined from PR measurements [27]. 
Fig. 12 (b) shows the exciton broadening as determined from the fit to a double-
Lorentzian function. The solid line represents a fit to the following phonon broaden-
ing equation [40]: 
fLo 
r (TL) = r o + 1ph · TL + ---[ e_x_p_(_k_~-~-:-)---1-] 
(12) 
where r O represents temperature independent scattering, "(ph represents exciton-
acoustic phonon interaction, rLo represents exciton- LO phonon broadening, and 
ELo is the LO phonon energy (91.7 meV). The best fit yields the parameters r0 = 10 
meV, iph = 15 meV /K, and rLo = 375 meV full-width-at-half-maximum (FWHM). 
For GaAs, iph = 4.6 meV /Kand I'Lo = 14 meV (FWHM) [40] and, for ZnSe mate-
rials, iph = 11 meV /Kand rLo = 80 meV (FWHM) [41]. Compared to these values, 
the exciton-LO phonon broadening parameter obtained for GaN is extremely large. 
The much larger value of r LO for GaN should in part be due to the much larger E LO 
of GaN in comparison to ZnSe (92 vs 30 meV). 
Recent linewidth analy~es of excitons in GaN performed using other exper-
imental techniques also report large exciton-phonon interaction [28,31,42]. FWM 
linewidth studies of GaN presented later in this thesis give a value of r LO = 390 
meV (FWHM) [43]. Chichibu et al. [28] analyzed their PL linewidth <la.ta by consid-
ering both the exciton-LO phonon interaction as well as interaction with the lower 
E 2 phonon which has an energy of 17.9 meV. We find that our data does not fit 
well to a broadening equation that includes the E2 phonon contribution. The higher 
E 2 phonon population is offset by the fact that the E2 phonon interacts only via 
the deformation potential interaction while the LO phonon interacts via both the 
deformation potential and the Frohlich interactions. 
In conclusion, temperature dependent absorption measurements have been per-
formed which clearly show that excitons in GaN persist above room temperature. 
Sharp features have been observed near the band edge of GaN which are identified as 
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absorption at the ls A and B excitons. The energy position of the C exciton was de-
termined from polarization dependent measurements. The temperature dependence 
of the A and B excitons was derived from a fit to the Varshni empirical relation 
yielding thermodynamic coefficients of o: = 11.8 x 10-4 eV /K and /3 = 1414 K. The 
broad absorption feature with a maximum at about 3 .. 6 e V has been identified as 
an indirect absorption process where an exciton is created with the simultaneous 
emission of an LO phonon. Exciton broadening as a function of temperature also 
indicates that the exciton-phonon interaction in GaN is very large. 
CHAPTER IV 
COHERENT-TRANSIENT DEGENERATE 
FOUR-WAVE-MIXING: EXPERIMENT AND 
THEORY 
Four-wave-mixing (FWM) is a general spectroscopic technique that can be used 
to study a wide variety of phenomena in solids, liquids and gases using excitation 
sources varying in time scales from continuous wave ( CW) to the femtosecond regime. 
FWM, or laser-induced gratings, is comprehensively reviewed by Eichler (44J. FWM 
is said to be degenerate when both the pump and the probe beams have the same 
wavelength. In this study, only degenerate FWM is performed. Coherent-transient 
(CT)-DFWM, as the name implies, is a FWM technique used to measure the lifetime 
of a coherent state created via laser excitation. Coherence decay times, or dephas-
ing times, are on the order of microseconds for gases while for semiconductors (and 
liquids), strong interaction with neighboring atoms produces dephasing times on the 
order of picoseconds or femtoseconds. The first section of this chapter will describe 
the important experimental details associated with performing CT-FWM. The sec-
ond section will give a short theoretical description of CT-FWM based on a solution 
of the optical Bloch equations. 
Experimental Considerations 
In the past decade, many experimental investigations of dephasing times in 
semiconductors have been performed using CT-DFWM. These types of measure-
ments were made possible, in part, due to recent advancements in picosecond and 
femtosecond laser systems. It has been shown that, for GaAs at low temperature (10 
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K), coherence times for free carriers are on the order of a lO's of femtoseconds [45], 
while excitons dephase a few picoseconds after excitation [46,47]. Researchers have 
also observed quantum beats, studied photon echoes, and have performed detailed 
measurements of semiconductor linewidths. CT-DFWM is one of the most reliable 
methods of measuring linewidths in semiconductors and gives a plethora of informa-
tion on ultrafast interactions between excitons, phonons, and free carriers. The first 
part of this section will give the details of the experimental setup for CT-DFWM. 
The second part of this section will describe sample preparation techniques which 
are required in order to perform FWM on some samples. 
Experimental Setup 
The experimental set up used in this work is shown in Fig. 13, An Ar-ion 
laser is used to pump a Ti:Sapphire laser producing 100 femtosecond pulses which 
are tunable from 690 nm to 990 nm. A thin (0.5 mm) Lithium Barium Borate (LBO) 
crystal is used to create the second harmonic with a wavelength range from 345 nm 
to 495 nm. A beam splitter is used to spit the pulses in two, producing a weak 
probe pulse and a stronger pump pulse.· As shown in the figure, two separate arms 
are created which have an equal optical path length from the beam splitter to the 
sample. An indexed optical delay line with 0.1 µm resolution is used to delay the 
probe with respect to the pmnp. The pulses are focused onto the sample and the 
scattered probe beam is measured using a slow detector such as a photomultiplier 
tube (PMT). In order to improve the signal to noise ratio, both the pump and the 
probe beam are chopped at a slightly different frequency and a lock-in amplifier is 
used to measure the signal .at the difference frequency. A computer is used to advance 
the delay stage and to record the reading from the lock-in amplifier. 
In order to perform CT-FWM, the laser pulses must be overlapped both tem-
porally and spatially inside the semiconductor sample. Spatial overlap is achieved 
by focussing both beams onto a 50 µm pinhole so that both beams pass cleanly 
through the pinhole at their minimum beam waist. In order to determine the zero 
of the delay, autocorrelation was performed. When performing autocorrelationi one 
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Figure 13. Coherent-transient degnerate four-wave-mixing (CT-DFWM) experimen-
tal set up. The second harmonic of 710 nm, 150 fs pulses from a 
modelocked Ti:Sapphire are used to resonantly excite the excitonic 
transition. The signal is generated in the reflection geometry in the 
phase-matched direction and measured as a function of optical de-
lay between the two pulses in order to measure the time-integrated 
(TI)-FWM signal. Alternately, the energy spectrum of the signal at 
zero delay can be measured by sending the signal into a spectrometer 
to measure the spectrally-resolved (SR)-FWM signal. 
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focuses the spatially overlapped pulses onto a nonlinear crystal in order to create a 
non-collinear second harmonic (NCSH). The NCSH must be created using one pho-
ton from the pump and one photon from the probe. Thus, the NCSH only appears 
when the two laser pulses are overlapped in time. This is the basic nonlinear process 
used for autocorrelation of short laser pulses. 
Once the pulses are overlapped both spatially and temporally, the sample is 
placed at the focus in the overlap region. The laser photon energy is then set to 
resonantly excite the excitonic transitions of the sample. The first laser pulse with 
wave vector k1 creates a coherent population of oscillators. A second laser pulse 
with wave vector k2, at a time T later and at a small angle with respect to the first, 
interferes with the polarization created by the first pulse. As long as the polarization 
created by the first pulse is in phase with the second laser pulse there will be radiation 
emitted coherently in the direction 2k2 - k1. By varying the delay between the 
two pulses, we can measure how this third-order polarization decays over time. As 
described in more detail below, the decay of this third-order polarization is related 
to the dephasing time of the sample. This experiment is called time-integrated (TI) 
FWM as distinguished from an experiment called time-resolved (TR)-FWM where 
the actual evolution of the FWM signal is measured. The evolution of the FWM 
signal (TR-FWM) is not measured in this work. Although this nomenclature is 
roughly accepted now, many older papers refer to the experiment performed here as 
TR-FWM. The signal diffracted in the direction 2k2 - k1 can also be directed into 
a spectrometer in order to perform spectrally-resolved (SR)-FWM. This experiment 
gives valuable information as to the origin of the FWM signal. 
We should make a note here about the phase matching condition for this ex-
periment. Due to the large absorption coefficient of semiconductors and hence the 
small skin depth, for this type of experiment, we are in a thin grating regime [44}. 
This means that the thickness of the grating created is less than or on the order 
of a wavelength of the exciting laser light. This is in contrast to a thick gTating 
regime where Bragg type scattering is dominant. As shown in Fig. 14, the phase 
matching condition says that we must have !::i.k = 0 = 2k2 - k1 - ksignal· Looking at 
Sample 
Phase Matching Condition: 
L1k=O 
L1k=ksi al-kl +k2+k2=Q 
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Figure 14. The light scattered into the direction 2k2 - k1 is the normal 
four-wave-mixing signal. Higher order signals are also shown for the 5 
th order througth the 13th order. These higher order waving mixing 
siganls have been observed from ZnCdSe/ZnSe multiple quantum well 
samples. 
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the diagram in Fig.14 it becomes apparent that this condition can only be satisfied 
in a collinear geometry. However, for thin gratings, the phase matching condition 
ksignal = 2k2 - k1 is somewhat relaxed due to normal diffraction effects. For this 
experiment, one focuses the beams onto the sample with a very small angle of only 
a few degrees between the pump and probe beams which helps to satisfy the phase 
matching condition. The same relaxation of the phase matching condition allows 
one to observe higher order mixing signals such as those scattered into directions 
3k2 - 2k1 and 4k2 - 3k1. These mixing signals have are also shown schematically in 
Fig. 14 and been observed experimentally in ZnCdSe multiple quantum wells. 
Quantum beat spectroscopy and photon echo studies will also be described 
here since they directly pertain to experimental result presented in later chapters. 
Quantum beat spectroscopy considers the case where there exists three levels, two 
of which are closely spaced in energy. An ultrashort laser pulse, which is necessarily 
broad in photon energy, can coherently excite the closely spaced levels into a su-
perposition state. Quantum beating occurs when there is population transfer back 
and forth between these two levels. A related phenomenon called a photon echo 
can occur for inhomogeneously broadened systems. One laser pulse, at time t = 0, 
creates a population of oscillators which begin to dephase after the pulse leaves the 
sample. Since the sample is inhomogeneously broadened, it is possible for the macro-
scopic polarization induced by the laser pulse to be zero before the individual atoms 
stop oscillating. A second laser pulse incident on the sample at a time t = T can 
change the phase of the oscillation by 180 degrees. A coherent pulse of radiation will 
then be emitted at a time t = 2T when the oscillators have rephased. For a homo-
geneously broadened resonance, a monotonic decay of the polarization is expected 
with no photon echo. TI-FWM cannot distinguish between a photon echo and a free 
polarization decay since the FvVM signal is integrated in a slow detector. In order to 
know whether a sample exhibits a photon echo or a free polarization decay one must 
perform time-resolved FWM in order to measure the evolution of the FWM signal 
in time. 
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For ultrafast FWM experiments, it is important to know the temporal pulse 
width since this limits the time resolution of the experiment. For measurement of the 
fundamental pulse shape, a commercial autocorrelator (Inrad Model 514A) was used. 
Since it is very difficult to make the second harmonic required for autocorrelation 
in the wavelength range from 345 nm to 495 nm, an alternate method was used. 
Non-collinear sum-frequency generation was used to create the sum frequency of the 
fundamental and the second harmonic. The FWM set-up was used to scan the delay 
between the red and the blue pulses to get the cross-correlation. Thus, we had a 
measure of the pulse width of the second harmonic. The autocorrelation width was 
found to be ;::::160 fs at 900 nm while for a cross-correlation of 450 nm with 900 
nm the width increased to ;::::190 fs. Fig.15 shows a typical autocorrelation trace 
together with a cross-correlation between the red and the blue pulses at 900 nm. The 
increase in pulse width is, to a certain degree, determined by the thickness of the 
doubling crystal. A thicker crystal can be used to achieve higher conversion efficiency, 
but the pulse width becomes larger due to the difference in dispersion between the 
fundamental and second harmonic as both pulses travel through the crystal. For this 
work, the 0.5 mm LBO crystal provided a conversion efficiency of about 15 percent 
with only minimal pulse broadening. 
Sample Preparation 
In addition to the careful cleaning required before focusing laser light onto a 
sample, many samples require additional preparation so that they can be studied in 
a transmission geometry. Two types of preparation were employed: sample polishing 
and substrate removal via selective wet etching. If the sample substrate is transparent 
to the excitation laser wavelength, then the substrate does not need to be removed. 
However, the surface must be specular so that the pump beams and scattered probe 
beam exit the sample with minimal interface scattering. The more Rayleigh scattered 
light due to surface imperfections, the harder it is to find the FWM signal. Therefore, 
the substrate side of most samples was polished with a standard mechanical polishing 
set up using diamond particles suspended in a light oil. The final polishing step used 
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Figure 15. Autocorrelation and cross~correlation of laser pulses. The second har-
monic is slightly broader than the fundamental due to dispersion in the 
doubling crystal. For an assumed inverse secant squared pulse shape 
the pulse widths would he ~125 fs for the fundamental and ~150 fs 
for the second harmonic. 
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0.25 micron diamond particles which provides a very smooth surface with very little 
scattered light. 
Many of the first CT-FWM measurements were performed on high quality 
GaAs samples grown by molecular beam epitaxy and, in fact, results from a GaAs 
quantum well sample are presented below for comparison to wide gap materials. 
GaAs quantum well samples are grown on GaAs substrates which are opaque to the 
laser pump so that the substrate must be removed in order to perform transmission 
measurements. In order to be etched, a sample must have a relatively thick AlGaAs 
layer grown on the substrate prior to the growth of the quantum well. The AlGaAs 
layer etches much slower than the GaAs substrate and serves as an etch stop. A 
small piece of the sample with dimensions 5 mm x 5 mm is epoxied down to a one 
cm diameter piece of c-plane sapphire. Norland optical index matching glue was 
used in order to get the best possible index match from the sample to the sapphire. 
Actually, the index of the glue is only 1.5, but it is the highest glue available and 
hence provides a better match than other glues. The glue and the sapphire will 
provide structural support for the very thin epitaxial layer after the substrate has 
been removed. Photoresist is applied to the edges of the sample leaving only a 
very small hole less than 1 mm x 1 mm where the etch chemicals will remove the 
substrate. The sample is then placed in solution composed of 30 parts by volume of 
30 % hydrogen peroxide and 1 part concentrated ammonium hydroxide. The etch 
time, of course, depends on the thickness of the substrate remaining after the bulk 
of the substrate is removed via mechanical polishing and can vary anywhere from 
30 min to 3 hours. The AlGaAs etch-stop layer really only slows the etch and one 
must watch the sample constantly while it is in the etch solution. However, the 
sample can be removed and rinsed in de-ionized water and the etch continued after 
a short break. One can tell that the etch is complete when the sample becomes 
thin enough to be transparent. Unfortunately, an etched sample can be expected 
to behave slightly differently than an unetched sample at low temperature due to 
differences in the thermal expansion coefficients of the Norland glue, the sapphire, 
and the sample. An etched sample at low temperature may be under strain which 
43 
was not present in the unetched sample and the energy levels may shift slightly. An 
etched sample also has a finite lifetime due to temperature cycling and most etched 
samples crack beyond use after a hundred or more cycles to low temperature. 
Theoretical Description of CT-FWM 
A theoretical description of CT-FWM will be given based on the two-level, non-
interacting model. This analysis results in the optical Bloch equations which are a 
general set of equations used to model resonance phenomena. The optical Bloch 
equations will then be solved for the specific case of CT-FWM in semiconductors 
using third-order perturbation theory. Many of the details of the FWM calculation 
will be presented in appendix A. Several more advanced theories considering interac-
tion between resonances will briefly be described since they are required to explain 
various FWM experimental results. 
Non-Interacting Two-Level Model 
Many physical systems as a first approximation can be modeled as systems 
consisting of only two energy levels; it is assumed that all other energy levels in the 
system play a negligible role. It also proves very useful to assume that the individual 
species, whether they are atoms or semiconductor excitations, do not interact with 
each other. These approximations are useful in modelling many physical systems such 
as dilute atomic gases, where there is only a small probability of an atom interacting 
with another atom in the system. Here we will be applying these assumptions to 
excitons in a semiconductor where such approximations do not hold quite as well. 
However, if we consider a dilute gas of excitons for which the average distance between 
excitons is much larger than the exciton Bohr radius, then in a first approximation we 
can consider thats the excitons do not interact with each other. As discussed below, 
several studies have included interaction effects in the interpretation of coherent 
spectroscopic data [46]. In the analysis of two-level systems, the radiation field is 
usually treated classically. Although a fully quantized analysis can be done using 
44 
the 'dressed atom' approach [48,49], for simplicity, only a semi-classical analysis of 
two-level atoms will be presented here. 
Consider a collection of two-level oscillators which for times t ( O are initially 
in the ground state (level a). At time t = 0 an extremely short laser pulse is 
incident upon the collection of oscillators. In the presence of the laser pulse, the 
oscillators are driven at the frequency of the incident field. After the laser pulse has 
passed through the sample, the oscillators will begin to drift out of phase with each 
other. This change from oscillation in phase to independent oscillation is known as 
dephasing. The oscillators slowly lose the phase coherence originally created by the 
laser pulse in a characteristic time T2, the transverse relaxation time. The lifetime 
of the oscillators in the excited state is given by the longitudinal relaxation time T1. 
Strictly speaking, since an atom is necessarily dephased when it drops back to the 
lower energy level, the dephasing time T2 is given by 
(13) 
where T' represents pure dephasing processes. In order to observe coherent effects 
the system must be excited in a time which is short compared to T2• The avail-
ability of ultrafast laser systems has allowed researchers to study coherent effects in 
semiconductors as well as atomic and molecular systems. Typically, semiconductors 
have dephasing times which are in the picosecond or sub-picosecond range whereas 
atomic systems take much longer to dephase. Since T1 for semiconductors is typi-
cally in the nanosecond range and T' is in the picosecond range, the effect of the 
lifetime on dephasing can be neglected. That is, the number of oscillators losing 
their phase coherence due to relaxation to the lower level is negligible compared to 
those dephasing through other mechanisms. 
The Optical Bloch Equations 
A general theoretical treatment of the optical Bloch equations will be presented. 
These equations are used to model the evolution of such a system of two-level atoms 
under resonant excitation. Although, there are many interesting effects observed 
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in coherent spectroscopy, this paper will specifically be concerned with interpreting 
data from CT-DFWM experiments. The third-order polarization studied in a CT-
DFWM experiment was first theoretically calculated by Yajima and Taira [50). A 
derivation of the this third-order polarization will be presented with many of details 
presented in Appendix A. 
In this section we show how a system of dipole oscillators under resonant exci-
tation can be modeled in the coherent transient regime. The optical Bloch equations 
govern the dynamics of such a system of oscillators. The optical Bloch equations are 
derived in many texts [51-53) and the development and notation here closely follows 
that of Butcher and Cotter [52). Since the density matrix formalism will be used 
extensively a short review will be provided. 
Density Matrix Formalism. The expectation value for an arbitrary operator 
A can be expressed as 
(A)= LPnTr [P (1Pn) A] (14) 
n 
where Pn is the probability of the system being in state 'l/Jn and P ( 1Pn) is the projection 
operator [52): 
(15) 
The expectation value of the operator A can then be written as [54) 
(16) 
where the density matrix p is defined as [54) 
(17) 
n 
The equation of motion for the density operator as determined by the Schrodinger 
equation is given by 
·ta dp = [iI ~J 
'llL dt 'p (18) 




where Ho is the Hamiltonian of the unperturbed system and is assumed to be time 
independent. H1 (t) is the interaction Hamiltonian and Hn(t) is a time--dependent 
relaxation Hamiltonian. The equation of motion can then be written as 
(20) 
The density matrix can be written as a power series in H1(t) [52] 
(21) 
where [} 0 ) is the density matrix in the absence of perturbation, / 1>(t) is linear in 
H1 (t) , and so forth. We also impose the constraint that fP)(t =· :....oo) = O for 
any value of the index i [52]. By plugging Eqn.(21) into Eqn.(20) and equating like 
powers of H1 (t), we can write down an equation of motion for the nth component of 
the density matrix 
This equation will be used in section three when we derive the third-order polarization 
produced in a CT-DFWM experiment. 
Derivation of the Optical Bloch Equations. Consider a system consisting of 
only two levels with energies Ea and Eb (Eb) Ea) and eigenfunctions Ua and ub, 
respectively. In the absence of a perturbation and with the system initially in state 
ua, the wave function will evolve in time according to 
(23) 
More generally, the system can be in some superposition of levels a and b and the 
wave function is then given as a superposition of the two states 
(24) 
Now we consider an ensemble of such two-level systems. The equation of motion for 
such an ensemble is given by Eqn.(18) and the density operator for an ensemble of 
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two-level systems is given by 
p = [ Paa Pab ] = LPn [ lal2 . 
Pba Pbb n a*bexp(-inbat) 
(25) 
where hnba = Eb-Ea. The frequency of the incident radiation is w. The unperturbed 
Hamiltonian is [52] 
(26) 
and the Hamiltonian for a dipole interaction is given by 
(27) 
The diagonal terms in the interaction Hamiltonian represent the optical Stark shift 
due to the applied field. Although this Stark splitting can be significant, for sim-
plicity it will be neglected in this treatment. The off-diagonal elements correspond 
to allowed dipole transitions. Substituting Eqn.(23) and Eqn.(24) into Eqn.(20) we 
arrive at the following equations of motion 
iii d~;a = -e (Pba Tab - Pab f'ba) · E(t) + [ HR, P] aa, 
iii ddpbb = e (Pba Tab - Pab Ttia) · E(t) + [fIR, P] , 
t ~ 




We will also assume that the electric field E(t) is a single quasi-monochromatic wave 
of frequency w given by 
- 1 -E(t) = 2Ew(t) exp(-iwt) + c.c. (31) 
We now let Ew(t) = eE(t) and define the "Rabi Frequency'' f3(t) = e fiia · eE(t). The 
equations then become 
Paa = i (Pba - Pab) /J(t) COS (wt) - { [ HR, P] aa, 




Next we will invoke the rotating wave approximation. This approximation consists 
of neglecting terms which oscillate at a frequency of w + Dba· In order to under-
stand where these oscillations come from we will examine one equation in detail. 
Substituting Eqn.(25) into Eqn.(32) we get the follmving equation: 
Paa = !i { a*b [exp (-i.6.t) + exp (-i { w + Dba} )J 
-ab* [exp (-i.6.t) + exp (-i {w + Dba} )] } (J(t) - f [ HR, PLa, (35) 
where .6. = w - Dba· For near resonant excitation, we can safely neglect terms 
oscillating at frequency w + Dba· The relaxation Hamiltonian will be treated phe-
I 
nomenologically. Rather than trying to model relaxation processes, we will simply 
assign a transverse lifetime T2 , and a longitudinal lifetime T1 . We make the following 
substitutions: 
[HA A] . is Pbb R,P·bb = -in Tl, (36) 
[H~ ~J = 'is Paa = 'is (1 - P7ib) R,P inT in T , 
aa 1 1 
(37) 
[HA ~J . is Pab R,P ab= -1,nTz, (38) 
[HA A] . is Pba R,P ba = -1,nTz. (39) 
Applying the rotating wave approximation, substituting in these phenomenological 
relaxation terms, and using the substitution Pab = P~b exp [i (Stba - .6.) t), the equa-
tions of motion become 
. i ( n n ) ( 1 - Pbb) 
Paa= 2 Pba -Pab /3(t) + Ti ' 
. i ( n n ) (3( ) P&b PM = - 2 P&a - P ab t + y 1 , 
P~b = i P~bli + J (Pbb - Paa) f3(t) + ~: exp [i (Dba - .6.) t]. 
One final substitution of 
n n 
U = Pba + Pab, 
, ( n n) 







W = Pbb - Paa, 
. A U u=-uv--
T2' 










where Wo = pgb - P~a is equilibrium population difference. These are the optical 
Bloch equations which are used to describe the dynamics of an ensemble of resonantly 
excited two-level atoms. 
Interpretation of the Optical Bloch Equations. We will now consider the phys-
ical implications of the equations derived in the previous section. The macroscopic 
polarization for an ensemble of two-level atoms in the presence of an external field 
given by Eqn.(31) can be written as 
P(t) = N (er) = NTr(pei), (49) 
where N is the number of atoms or oscillators. Using the equations above it can be 
shown that the amplitude of the polarization is given by [55} 
P(t) = N er· e(u- iv). (50) 
So we see that u is the in-phase portion of the polarization while vis the in-quadrature 
part. From Eqn.(45), we can see that w represents the population difference between 
the upper and lower levels. Thus w is sometimes called the population inversion. 
The components of the optical Bloch equations can be changed into a vector 
format as follows. The vectors 
R,- ux+vy+wz 
n = -{3(t)x + Oy + z (51) 
are defined and from Eqn. ( 46) the equation of motion for the vector R can be written 
as [51) 
dR -- --di = n X R + relaxation terms. (52) 
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This vector R is called the Bloch vector. The evolution of the system in the presence 
of an external field results in rotations of the Bloch vector. In thermal equilibrium 
with no external field, u = 0 and v = 0 and we have only population in the lower 
energy level and thus the vector R is stationary and points in the - z direction. When 
an ultrashort laser pulse is incident on a collection of oscillators, we can describe the 
effect of the pulse in terms of a sudden change in the vector R. Consider a system 
initially in equilibrium with R = w0z. For population only in the lower level this will 
point in the - z direction. A resonant pulse will act to rotate the vector about the x 
axis [52). For example, if we apply a pulse such that f3t = ~ (a'~ pulse') to a system 
initially in thermal equilibrium, then we will have R = vi) and the system will begin 
to evolve according to Eqn.(52). Note that f3t is the pulse area defined by [51] 
l+oo 8(r, t) = f3t = µt -oo E(r, t')dt', (53) 
where µba = ("Pbl erl"Pa) is the dipole matrix element. Another important example 
is that of an incident pulse of area 1r. This case produces a complete population 
inversion with R = -w0z. Many additional results, including solutions to the opti-
cal Bloch equations in various limiting cases [53), can be found in several excellent 
reviews [51-53]. Although the optical Bloch equations generally describe the inter-
action of a resonant electric field and a system of dipoles, many experimental pro-
cedures used to study coherent phenomena require specialized theoretical analysis. 
In the next section we shall consider how one theoretically models the polarization 
produced in a simple four-wave-mixing experiment. 
Coherent-Transient Degenerate Four-Wave-Mixing 
For the case of a semiconductor where T1 » T2, we can relate the homoge-
neous linewidth to T2 by the relation r = n/T2. CT-FWM is one of the most reliable 
methods of determining T2 and hence the homogeneous linewidth. In fact, the homo-
geneous linewidth can even be determined in the presence of strong inhomogeneous 
broadening. As mentioned above, CT-FWM can provide valuable information about 
the time required for excitations in semiconductors to lose their phase coherence. 
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The decay time of the FWM signal, 1°FWM, is related to, but not equal to, the pure 
dephasing time T2• In order to know how TFWM is related to T2, the FWM signal 
must be calculated. In this section we will describe how one calculates the FWM 
signal diffracted into the 2k2 - k1 direction. 
The calculation was first performed by Yajima and Taira [50J and is based on 
a perturbative solution to the optical Bloch equations. The results of the calculation 
are presented here with the details of the calculation presented in Appendix A. In the 
experiment shown in Fig. 1, we are interested in an averaged polarization. Therefore, 
the third-order polarization diffracted into the direction 2k2 - k is integrated to get 
the energy of the emitted light according to the following formula: 
+oo 
J = J IP?) (r, t)l 2 dt. (54) 
-00 
After performing this integration we arrive at the final expressions for the energy 
of the third-order polarization. As discussed in appendix A, inhomogeneous broad-
ening was included in the calculation using a Gaussian distribution function where 
8w represents the amount of inhomogeneous broadening. For the case of strong 
inhomogeneous broadening ( 8w >> ,A): 
} 
(55) 
where <I> (x) = ..}rr fox exp (-t2) dt and A is some constant. For the case of homoge-
neons broadening 
Ja= { 
Bexp [-;2 (t2-ti)] 
0 }· (56) 
where B is some constant. These two equations can now be used to interpret the 
decay times found in CT-DFWM experiments. We see that we can relate the four-
wave-mixing decay time to the transverse relaxation time by the following relations 
inhomogeneously broadening, (57) 
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homogeneous broadening. (58) 
Thus the homogeneous linewidth can be determined even in the presence of inho-
mogeneous broadening. These relations will be used to interpret experimental data 
presented in the next two chapters. 
More Advanced Models Considering Interaction 
The two-level, non-interacting model presented above works well to describe 
many of the features observed in CT-FWM measurements. However, there are in-
teresting exceptions, such as negative time delay signal, where we must look to more 
complicated theories in order to explain the observed experimental results. The above 
analysis is based on the assumption that the two important levels involved do not 
interact with each other. This means that the excitations must be sufficiently dilute 
that there is no appreciable interaction between different oscillators. This assump-
tion hold quite well for dilute atomic gases, but carriers in semiconductors interact 
strongly with their environment. This means that even at the lowest carrier densities 
some interaction can be expected. Thus, we must consider the effects of many body 
interactions in the FWM signal. The main way to do this is through the use of the 
semiconductor Bloch equations [34]. These equations allow for interactions between 
carriers via the. Coulomb interaction. Within the Hartree-Fock approximation, these 
equations allow for Coulomb interactions between carriers and consider band filling 
effects, exchange interaction, and screening of the Coulomb potential. A great deal 
of theoretical work has been done to apply these equations to coherent processes in 
semiconductor [56-58] and several works calculate the expected FWM signal includ-
ing many body interactions [59--63]. The calculation of the FWM signal via these 
equations is normally performed numerically and is beyond the scope of this experi-
mental thesis. However, many body effects have been shown to influence the FWM 
signal. There is still much controversy regarding which effects are dominant. Two 
important concepts will be mentioned here which directly apply to interpretation of 
experimental data. Researchers have used calculations based on the semiconductor 
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Bloch equations to describe experimental data relating the density dependence of 
FWM and to negative time delay signal. 
It was known even for the earliest CT-FWM experiments performed on GaAs 
semiconductors that excitons dephase more rapidly at higher carrier densities [64,65]. 
This is easy to understand based on the fact that when an exciton scatters with an-
other exciton it loses its phase coherence with the original excitation and is dephased. 
As the density of excitons increases, the probability that excitons will scatter with 
each other increases and the dephasing time becomes faster. In one study, however, 
it was shown that the main contribution to the dephasing in semiconductors is due 
to excitation induced dephasing [63). Their data indicate that dephasing rate is de-
pendent on excitation density even for very low exciton densities. A non-interacting 
model cannot explain the observed data. The data were consistent with a calcula-
tion based on the semiconductor Bloch equations where dephasing due to excitonic 
screening is considered. In another study, researchers observed that the lineshape of 
the FWM signal changes at high exciton densities and they were able to qualitatively 
model their data via a numerical solution of the semiconductor Bloch equations to 
all orders [61). 
Another experimental phenomenon which cannot be explained by a non-
interacting two-level model is referred to as negative time delay signal [61,62). Pos .. 
itive time delays are when the pump beam arrives before the probe. If the pump 
arrives before the probe, then there is a pump-induced polarization with which the 
probe interacts and scatters into the direction 2k2 - k1. For negative time delays 
when the probe arrives before the pump, the pump-induced polarization has not yet 
been created so that the probe pulse cannot scatter into the direction 2k2 - k1 • How-
ever, negative time delay signals have been observed for homogeneously broadened 
GaAs-based samples even at very low densities. This cannot be understood in terms 
of the non-interacting, two-level model. Again, this data was theoretically described 
by numerically solving the semiconductor Bloch equations. The negative time delay 
signal can equivalently be described as due to a coherent exciton-exciton interaction. 
It was shown by Stafford et al. [66], that excitons can interact not only with the 
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electric field of the laser, but also with the polarization of every other exciton. Thus, 
we can have the diffraction of polarizations as well as the diffraction of electric fields. 
For negative time delays, the probe arrives first and creates a polarization response 
in the material. When the pump arrives, it causes that polarization created by the 
probe to be scattered into the direction 2k2 - k. Thus, the coherent exciton-exciton 
interaction allows for the diffraction of polarization and causes the negative time de-
lay signal. Negative time delay signal has been observed from a ZnSe epilayer grown 
on GaAs. The results will be presented in the next chapter. 
CHAPTER V 
FOUR-WAVE-MIXING MEASUREMENTS IN 
ZnSe-BASED MATERIALS 
Introduction 
In the early 90's, there was a great deal of interest in II-VI materials for their 
potential use in blue light emitting devices. Due to the short lifetime of devices, 
researchers have largely given up on ZnSe-based blue emitters and have embraced 
the III-nitrides as the blue/UV emitting material of choice. However, the interest 
in II-VI materials as blue light emitters has stimulated a great deal of fundamental 
studies of the properties of this wide gap material. Advances in the growth of II-
VI materials has made available samples extremely high optical quality. This has 
allowed researchers to study fundamental optical processes in samples where the 
effects of impurities and dislocations were greatly reduced. In particular, the optical 
properties of excitons in II-VI compounds and their quantum wells have been studied 
in great detail [67-77}. 
It has been many years since strong nonlinearities in II-VI compounds were first 
recognized and studied, both theoretically and experimentally (78-80,67]. With the 
wide availability of tunable picosecond and femtosecond laser sources, transient non-
linear spectroscopy is being used more and more to study bulk semiconductors and 
quantum wells. Various transient nonlinear spectroscopic techniques have already 
been used to study II-VI compound semiconductors. For example, a large third-
order nonlinearity was reported in ZnSe using picosecond polarization spectroscopy, 
whereas Faraday rotation was used to investigate dephasing and spin relaxation in 
ZnSe based magnetic quantum wells [69]. In CdTe, CdSe, and related quantum wells, 
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FWM has been used to investigate exciton-acoustic phonon, and exciton-exciton in-
teractions, and well as hot exciton relaxation [70-76}. In this chapter, the results 
will be presented from FWM measurements performed on ZnSe and ZnCdSe multiple 
quantum wells. 
Since an abundance of coherent-transient, degenerate four-wave mixing (CT-
DFWM) has already been done in GaAs and related quantum wells, it is interesting 
to compare results from GaAs compounds to experiments on II-VI materials. In 
GaAs based materials, DFWM has been used to study interactions among excitons, 
Fermi edge singularities, free carriers, and phonons [47,81,82,40), while the source 
of the nonlinearity itself has also been widely investigated [83,62,61,84-88,66}. It 
is now well established that contributions from coherent exciton-exciton interaction 
( or local field correction) [83,62,61,84,85} and biexcitonic effects play major roles in 
nonlinearities of GaAs based quantum wells. Do these same results or similar results 
hold for II-VI materials? What is the relative importance of exciton-exciton, exciton-
phonon, and exciton-free carrier interactions in II-VI materials? Finally, what role 
do biexcitons play in the nonlinearities of II-VI compounds? All of these questions 
can be readily answered with coherent spectroscopy. 
After briefly describing the samples used in this work and their linear optical 
properties, the results of coherent-transient FWM measurements in ZnSe-based ma-
terials will be presented. Extremely high order nonlinear signals have been observed 
as high as the thirteenth-order from a ZnCdSe/ZnSe multiple quantum well (MQW) 
sample. A direct comparison is made between CT-DFWM in CdZnSe quantum wells 
to a similar experiment on a GaAs based MQW. This comparison of CT-DFWM sig-
nals in II-VI and III-V materials is valuable in determining differences in materials 
systems as well as from a nonlinear optics point of view, since such a comparison 
gives information regarding the relative strength of the nonlinearities in each ma-
terial. Negative time delay signal has been observed from an epilayer of ZnSe due 
to the 'so called' coherent exciton-exciton interaction. The homogeneous linewidth 
is studied as a function of temperature and exciton density in order to determine 
exciton-phonon and exciton-exciton coupling constants for this material system.. A 
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study of exciton localization was also perform for several MQW samples of slightly 
lower optical quality where excitons are localized due to interface roughness. 
The samples used in this work were grown by molecular beam epitaxy and 
were either epilayers of ZnSe grown on a GaAs substrate or MQW samples with 
a ZnCdSe well and ZnSe barriers grown on either GaAs or ZnSe substrates. The 
structure of a six period MQW sample with 12 % Cd concentration in the well is 
show in Fig. 16. The samples grown on GaAs substrates had to have the substrates 
removed via the selective wet etching process described in Chapter 4. Alternatively, 
FWM could be performed in the reflection geometry where the FWM is collected 
· in the - 2k2 + k1 direction. · Fig. 17 shows reflection geometry data together with 
transmission geometry data from the same sample. One can see that both geometries 
give the same FWM decay time. Note that the data has been scaled and that the 
signal intensity in reflection is comparable to that of the transmission geometry. For 
the work presented in this thesis, measurements were performed in a transmission 
geometry for ZnSe-based samples grown on GaAs substrates. Several of the samples 
were grown on a ZnSe substrate which reduced the effects of lattice mismatch and 
produced very high quality samples. For these samples, FWM could be performed 
in a transmission geometry without substrate removal. The substrate was thinned 
down and then polished as specular as possible to reduce the amount of unwanted 
Rayleigh scattered light. 
Linear absorption and photoluminescence measurements taken from one 1t!QW 
sample as shown in Fig. 18. The absorption data shows the heavy hole (HH) and 
light hole (LH) excitonic resonances from the ZnCdSe quantum wells. The low 
energy shoulder on the HH exciton peak is due to a one monolayer fluctuation in 
well thickness. The energy separation and intensity is consistent with one quantum 
well out of six being on monolayer thicker than the others. The PL data show only 
luminescence from the HH exciton states. The PL linewidth for the lowest energy 
peak is ~ 6 meV full-width-at-half-maximum (FWHM) while the HH exciton from 
the absorption data is ~ 9 meV. The CT-DFW1Vl signal is more closely related 
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Figure 16. Sample structure of a ZnSe multiple quantum well (MQW). This sample 
was grown by molecular beam epitaxy on a ZnSe substrate. This type 
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Figure 17. FWM signal for both the reflection and transmission geometries from 
the same sample. The decay constant is the same for either geometry. 
Note that the data has been scaled and that the signal intensity in 
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Figure 18. Absorption and Photoluminescence data for a ZnCdSe/ZnSe MQW sam-
ple. The absorption data show the heavy hole (HH) and light hole 
(LH) excitonic levels while the PL data show only HH excitons. The 
smaller peak on the lower energy shoulder of the HH exciton is due to 
a monolayer fl.ucuation in the quantum well width for one of the six 
wells. 
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momentum states. Therefore, we expected FWM linewidths to follow the absorption 
linewidth. In general, the narrow linewidths from this linear data indicate that the 
sample is of high optical quality. 
Extremely High Order Signals 
Wave mixing signals have been observed from the third order up to the thir-
teenth order from a ZnCdSe/ZnSe MQW sample. Fig. 19 shows a photograph of 
the diffracted signals from the 6 period Zno.88Cdo.12Se/ZnSe MQvV sample grown 
at a delay of T=200 fs between the two incident beams. The two pump beams at 
k 1 and k2 have been attenuated for the photograph using a neutral density filter. 
The picture was taken at 10 K with the exciting photon energy tuned near the HH 
excitonic resonance of the MQW (2.71 eV) with the average power of each beam at 
10 mW and beam spot diameter of 100 µm at the sample. The third order inten-
sity was as high as 25 µvV and could easily be measured with a laser power meter. 
The 3rd, 5th, 7th, 9th, and 11th order signals in the phase matching directions of 
2k2 - k1, 3k2 - 2k1, 4k2 - 3k1, 5k2 - 4k1 ,and 6k2 - 5k1 are clearly visible. The 13th 
order signal, while clearly visible to the naked eye, is barely visible in Fig. 19 in the 
direction of 7k2 - 6k1. The observation of strong nonlinear diffracted signals up to 
the 13th order is in stark contrast with GaAs MQW's where diffracted signals only 
up to the 5th order has been observed [89]. Considering the fact that our MQW 
sample is optically thin, even higher order signals are very likely to be observed in 
thicker MQW samples. Higher order signals were also easily observed from all other 
ZnSe-based samples used in this study. 
Fig. 20 shows the third, fifth, and seventh order wave mixing signal intensities 
plotted on a log-log plot as a function of total pump beam intensity for the ZnCdSe 
MQW sample. Also shown in the figure are third, fifth, and seventh order functions 
for comparison to the data. At low power, the signal diffracted into the 2k2 -
k 1direction has a third order power dependence. As the power is increased and 
fifth order effects begin to appear, the third order signal begins to show a power 
law dependence of less than three since a significant fraction of the pump photons 
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6k2 - 5 k1 
Figure 19. Photograph of higher order wave-mixing signals. The two pump beams 
at k1 and k2 are attenuated with a neutral density filter. Wave-mixing 
signals as high as the thirteenth order at 7k2 -6k1 have been observed. 
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Figure 20. Third, fifth, and seventh order mixing signals shown as a function of 
pump power. Shown also for reference are third, fifth and seventh 
order dependencies on pump power. Note that in order to be in a 
third order regime, the pump power must be below a few mW. 
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are now being used to create the light scattered into the 3k2 - 2k1 direction. For 
the majority of the work presented below, we are interested in the FWM signal so 
that we must work in a regime where fifth order effects can be neglected. It is also 
instructive to plot the power law dependence as a function of pump beam intensity 
for each order. This plot is shown in Fig. 21 for the third and the fifth order signals. 
This plot was made by using two points at a time to measure the slope on a log-log 
plot. One can see from this plot that the signals are only really third order and 
fifth order at very low intensities for these samples.· Therefore, in practice one must 
always try to work in a density range as low as possible but where there is still good 
enough signal to noise ratio to obtain clean data. 
The third, fifth, and seventh order wave mixing signals observed in the phase 
matched directions of 2k2 - k1, 3k2 - 2k1, and 4k2 - 3k1 are plotted in Fig. 22 as 
functions of delay between the pump and probe, T. The laser is tuned to the HH ex-
citonic resonance of the ZnCdSe quantum wells. It is clear from Fig. 22 that the fifth 
order (six-wave mixing) signal decays faster than the third order (FWM) signal, and 
that the seventh order signal, in turn, decays even faster as a function of T. Higher 
order signals decay faster because the diffraction of higher orders involves additional 
multiplications of polarizations, so that the decay rate increases. Spectrally-resolved 
FWM was also performed near zero delay by sending the higher order signals into 
a spectrometer as shown in Fig. 23. Also shown in the figure are the broad band 
excitation pulses used to create the exciton populations. It is interesting to note that 
the fifth and seventh order signals have the same spectral linewidth as the third order 
signal for both the ZnCdSe MQW and the ZnSe epilayer. An important distinction 
can be made at this time between time delay and real time. It is clear from Fig. 22 
that higher order signals decay faster as a function of time delay. However, the spec-
trally resolved data shown in Fig. 23 show that the third, fifth, and seventh order 
wave mixing signals all have the same FWHM. This implies that the third and fifth 
order signals have a similar temporal evolution in real time although they decay much 
faster as a function of time delay. Mathematically speaking, this is because, when 
calculating the diffracted signal for the higher orders, additional multiplications of 
65 
5 
• 5th Order 
4 .. 3rd Order 
15 
(l) ZnCdSe MQW ~ 










0 5 10 15 20 25 30 
Total Pump Power(mW) 
Figure 21. Power law dependence of the the third and fifth order signals. The data 
from Fig. 20 were fit to a power law dependence by finding the slope 
at each point on the curve. Note that the third order signal has a 


































Figure 22. Higher order FWM signals plotted as a function of time delay. At a 
fixed power, the higher order signals decay faster then the lower order 
signals. The dashed line is the cross-correlation of the blue laser pulse 
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Figure 23. Spectrally-resolved FWM for the third, fifth and seventh order signals. 
Note that the linewidth is the same for all orders. Also shown here is 
the laser detuning for each of the spectra. 
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polarizations come into play causing the higher order signals to decrease quickly with 
increasing time delay. Although, the time evolution of the higher order signals has 
not been measured, we expect that the evolution in real time should be the same for 
each order. It is clear from this discussion that further study of temporal evolution 
of higher order signals would be very interesting. 
From both experimental and theoretical points of view, it is interesting to 
compare relative intensity of wave mixing signals in ZnCdSe and GaAs quantum 
wells.We chose a GaAs MQW sample with a total well thickness 10 times larger 
(300 nm) than that of the ZnCdSe MQW (30 nm). The reason for choosing this 
particular GaAs MQW sample is two fold. First, 300 nm is a typical thickness 
for GaAs MQW's investigated by coherent spectroscopies, and second, the total 
number of photoexcited excitons (or the total number of photons absorbed), which 
is proportional to (FWHM of the excitonic peak, measured by linear absorption) x 
(peak absorption coefficient, measured by linear absorption) x (the total thickness) 
is roughly the same for the ZnCdSe MQW and the GaAs MQ\¥ when the incident 
laser powers are the same for both samples. This is consistent with the fact that 
there is roughly a factor of 10 difference in the penetration depths of GaAs and ZnSe 
at the band edge ( 1 µm for GaAs compared to 100 nm for ZnSe). 
Fig. 24 shows the intensity of the diffracted light as a function of the order of 
nonlinearity for both the GaAs-based MQW sample and the ZnCdSe MQW sample. 
The data shown were taken at 10 K with the exciting photon energy tuned to the 
HH excitonic resonance of each sample (1.56 eV and 2.71 eV for the GaAs and the 
ZnCdSe MQW's, respectively) and with the average power of each beam at 10 mW. 
In the ZnCdSe MQW, the diffracted signal decreases very slowly as the order of 
nonlinearity increases; the signal decreases only by a factor of 5 as we go to the next 
higher order. In contrast, the nonlinear diffracted signals of the AIGaAs MQW are 
much weaker and decay faster as the order increases; the FWM signal is 16 times 
weaker than that of the ZnCdSe MQW, whereas the fifth order signal is 60 times 
weaker than the fifth order signal of the ZnCdSe MQvV. The strong diffracted signals 
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Figure 24. Comparison of signal intensities between ZnCdSe and GaAs MQW sam-
ples. The GaAs sample was chosen to have roughly the same net 
absorption as the ZnCdSe sample. Note that the intensity decreases 
much quicker with increasing order for the GaAs sample. 
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references [79,80,67] which predicts higher nonlinearities as the material becomes 
more polar. Furthermore, the stronger oscillator strength relative to GaAs quantum 
wells is also likely to play a role. Although more detailed studies are needed to 
compare the nonlinearities of GaAs and ZnSe based quantum wells, it is clear that 
nonlinear signals of ZnCdSe quantum wells are much stronger and easier to find, 
especially as the order of nonlinearity increases. 
Third-Order Signal 
For the remainder of this chapter we will be.interested in only the third order 
or FWM signal. Thus, as mentioned above, we must try to work at the lowest 
densities possible in order to avoid higher order effects. In this section, the origin of 
the nonlinearity will be briefly discussed and data from an epilayer of ZnSe grown 
on GaAs which shows negative time delay signal will be presented. Finally, the 
homogeneous linewidth is studied as a function of temperature and exciton density 
to determine exciton-phonon and exciton-exciton scattering rates. 
Origin of Nonlinearity 
Since the large spectral bandwidth (20 meV full width at half maximum) of 
femtosecond pulses makes selective excitation difficult, the FWM signal may contain 
contributions from both excitons and free carriers. This is particularly true for GaAs 
samples where the exciton binding energy in only 4.2 meV. For the ZnCdSe MQW 
samples studied here, the exciton binding energy is 20 me V so that the number of free 
carrier created is much less than for the case of GaAs. However, due to band tailing 
states some free carriers are usually excited when the laser detuning is centered at 
the excitonic resonance. It has been shown for the GaAs material system, that free 
carriers are very efficient at dephasing excitons. Thus, it is important to know the 
origin of the FWM signal that we are detecting. 
In Fig. 25, the FWM signal of the ZnCdSe MQW near zero delay is plotted 
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Figure 25. FWM signal as a function of center laser frequency for a ZnCdSe MQW 
sample. Linear absorption data is also included for reference. Note the 
strong resonance at the heavy hole (HH) and light hole (LH) excitons. 
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in the plot for reference. A very strong resonance is observed at the HH exciton at 
an energy of 2.71 eV and a much weaker peak is observed at an energy of 2.74 eV. 
The secondary peak also appears in the absorption measurements, and has been 
assigned to the LH exciton resonance. The strong resonance suggest that the FWM 
signal comes almost entirely from excitons in both bulk ZnSe and ZnCdSe quantum 
wells, rather than from free carriers. This is also confirmed by the SR-FWM data 
for both the ZnCdSe MQW and the ZnSe epilayer shown in Fig. 23. Sharp excitonic 
resonances with FWHM of 5 meV and 2.8 meV are observed for the MQW and bulk 
ZnSe epilayer, respectively. From these observations, we conclude that the excitonic 
contribution completely dominates FWM in ZnCdSe MQW. Higher order signals 
also display similar behavior, indicating that excitons dominate nonlinear diffracted 
signals of all orders. 
The same resonance phenomenon has been observed in the FWM signal from 
GaAs QW's and was explained by much faster dephasing of free carriers relative to 
excitons [40]. This interpretation is confirmed by TI-FWM experiments on the MQW 
sample when the laser is tuned to the HH resonance, LH resonance or roughly at the 
edge of the free carrier continuum. Fig. 26 shows TI-FWM when the laser is. tuned to 
the HH exciton (top), LH exciton (middle), or at the free carrier continuum (bottom). 
Much slower (more than by a factor of 10) decay of TI-FWM at the HH resonance 
relative to those of LH resonance or free carrier continuum is observed. Therefore, 
we conclude that at 10 K, there exists at least a factor of 10 difference between 
dephasing times of HH excitons and those of LH excitons and free carriers. By 
comparing the decay constant of TI-FWM at the HH resonance and the absorption 
width, we can readily conclude that the HH exciton is inhomogeneously broadened 
at 10 K. Since in an inhomogeneously broadened system, the decay constant of TI-
FWM is equal to T2/ 4 [50}, T2 for the HH exciton in Fig. 26 is 4 ps while those of 
the LH exciton or the free carrier continuum are less than 300 fs. It is interesting 
to note that the dephasing time of LH exciton is so much shorter than that of HH 
exciton. The relatively large separation between the HH and the LH excitons, which 
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Figure 26. TI-FWM with the laser detuning centered at the HH (top curve), LH 
(middle curve) and Free Carrier (bottom curve) energies. 
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is nearly equal to 1 LO phonon energy, is a likely cause for this short dephasing time 
for the LH excitons. 
Negative Time Delay Signal 
Negative time delay signals have been observed from an epilayer of ZnSe grown 
by MBE on a GaAs substrate. A negative time delay signal is a signal which appears 
when the probe arrives at the sample before the pump. According to the non-
interacting two-level model [50], in the absence of a biexcitonic contribution, negative 
time delay signals should not be seen. To understand negative time delay signal one 
must consider that even a very weak probe will necessarily induce a polarization 
response in a material. It is this polarization, which lives on after the probe pulse, 
which then interacts with the pump beam at a later time to create the negative time 
delay signal. Thus, at negative time delays we can have the diffraction of polarization 
instead of the normal diffraction of the electric field of the laser pulse. This can 
also be described in terms of a coherent exciton-exciton interaction as discussed in 
Chapter 4. In this model, an exciton interacts not only with the electric field of the 
laser, but also with the polarization of every other exciton which at negative time 
delays is created by the probe pulse. Negative time delay signals can also be due to a 
biexcitonic contribution to the FWM signal. However, the SR-FWM data shown in 
Fig. 23 show no biexcitonic contribution. Therefore, for these samples and for these 
experimental conditions, biexcitonic contribution to the FWM signal can be ruled 
out. 
In Fig. 27, FWM signals from ZnSe are plotted as a function of T at several 
temperatures. For this sample, the relatively small line width (2.8 meV obtained 
from SR-FWM) makes the observation of negative time delay signals possible since 
negative time delay signals are only expected from homogeneously broadened sam-
ples. Therefore, the existence of negative time delay signal indicates that coherent 
exciton-exciton interaction plays a role in ZnSe based materials. Based on numerical 
solutions to the semiconductor Bloch equations [61], for ideal, homogeneously broad-
ened excitons, the decay constant is T2/2 for the positive time delay and T2/4 for the 
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Figure 27. FWM signal as a function of temperature from an epilayer of bulk ZnSe. 
Note the signal at negative time delays which is due to the coherent 
exciton-exciton interaction. 
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negative time delay. Fig. 28 shows the decay constant as a function of temperature for 
both positive and negative time delays. Note that at low temperature the positive de-
cay constant is several times the negative time delay constant. This is consistent with 
the interpretation that the system is partially homogeneously broadened. Whether or 
not the coherent exciton-exciton interaction is the dominant contribution in FWM, 
as in GaAs quantum wells, cannot be answered at this point due to relatively large 
inhomogeneous broadening of excitons. In the ZnCdSe quantum wells, negative time 
delay signals were not observable due to inhomogeneous broadening (5 meV, both 
from absorption and SR-FWM). However, the contribution of the exciton-exciton 
interaction scales with the binding energies, therefore exciton-exciton interaction is 
expected to play an even greater role in MQvV's. 
Exciton-Phonon Interaction 
CT-D FWM is one of the most reliable methods for determining the homoge-
neous linewidth in a semiconductor. In fact, the homogeneous linewidth can even 
be determined in the presence of strong inhomogeneous broadening. In this subsec-
tion and the next, CT-DFWM is used to measure the homogeneous linewidth as a 
function of temperature and as a function of exciton density, in order to determine 
exciton-phonon and exciton -exciton scattering rates, respectively. 
As the temperature of a sample is increased, the FvVM decay time decreases 
rapidly due to the scattering of excitons with phonons. The exciton-phonon scat-
tering causes the exciton to scatter from its initial momentum state and the exciton 
is thus dephased. In Fig. 29, FWM data from the 6x(Zn0.88Cd0.12Se/ZnSe) MQW 
are plotted for several lattice temperatures, TL. The data become time resolution 
limited at about 200 K so that one would need shorter optical pulses to determine 
the dephasing time for temperatures above 200 K. The data at each temperature 
were fit to a monoexponential decay to get the FWM decay time, TFwM. The mono-
exponential fit can be done for the data shown in Fig. 27 for the epilayer of ZnSe. 
Fig. 30 shows the FWM decay rate (1/TFwM) plotted as a function of temperature 
for the MQW and the ZnSe epilayer. Two temperature ranges are clearly seen: at low 
77 
450 
400 0 0 T>O 
350 • T<O ,-. 
~ 
0 "-' 300 .. 
= ~ 250 .. 
rll 
= Q 200 u 
0 C) • e 150 
•i-1 
~ 100 • 
50 • 0 • 
0 
0 20 40 60 80 100 120 140 160 
Temperature (k) 
Figure 28. FWM time constants for positive (empty circles) and negative (filled 
circles) delay for an epilayer of ZnSe. The data in Fig. 27 were fit 
to monoexponential decays. Note that at 10 K the rise time is about 
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Figure 29. FWM data as a function of temperature for several representative tem-
peratures. The dephasing time decreases with increasing tempera-
ture. This is because at higher temperatures there are more thermal 















. . . -·· .• ••• 
0 
0 50 100 150 200 
Temperature (K) 
Figure 30. Decay rates of FWM for a ZnSe epilayer and a ZnCdSe MQW sample. 
The lines are fits to the phonon broadening equation for the bulk (solid 
line) and MQW (dashed line) samples. 
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temperatures ( <100 K), the rate is roughly linear with TL, whereas for TL> 100 K, 
the slope is much larger. This is an indication that below 100 K, acoustic phonon-
exciton interaction dominates the dephasing, whereas at higher temperatures, the 
contribution by optical phonons becomes important.. We fit the decay rates with the 
following phenomenological equation [90): 
1/rFwM= A+BTL+ { ( ) }' exp Ew -1 
ks TL 
C 
where ELo is the optical phonon energy and kB is the Boltzmann constant. Constant 
A represents the contribution at TL = 0, from impurities or interface roughness. Since 
the population of acoustic phonons is linear in temperature at low temperature, BTL 
represents the contribution due to acoustic phonon interaction. The last term is 
just a Bose-Einstein population factor times a parameter C which represents the 
contribution to the FWM signal from excitons scattering with optical phonons. The 
best fits are obtained with A = 0.66 ps-1 , B = 0.025 ps-1 / K, and C = 127 ps-1 for 
the MQW (dashed line) and A= 2.44 ps-1 , B = 0.014 ps-1/K, and C = 115 ps-1 
for the ZnSe epilayer (solid line). These values can be compared with much smaller 
values reported for a GaAs MQW [40): B = 0.007 ps-1 / K, and C = 21 ps-1 . The 
large B and C values indicate that exciton-phonon interactions are much stronger in 
ZnSe and ZnCdSe quantum wells. 
Exciton-phonon interaction parameters are normally presented in terms of the 
homogeneous linewidth in meV, however, these values have intentionally been left 
in terms of FWM decay rate. This is because in order to extract the homogeneous 
linewidth, one must know if the resonances are predominantly homogeneously or 
inhomogeneously broadened [50]. Since the absorption line width of excitons in the 
MQW sample at low temperature is 5 meV, it is clear that they are inhomogeneousiy 
broadened at low temperature when the decay constant is around 1 ps. On the other 
hand, the ZnSe sample, which has a smaller line width of 2.8 meV at low temper-
atures, has decay constants of 300 fs so that it is partly homogeneously broadened. 
Thus, at low temperatures, we have to multiply the time constant by 4 to deduce 
T2 for the MQW, whereas multiplying the time constant of ZnSe by 2 is reasonable. 
81 
On the other hand, at high temperatures, both samples are homogeneously broad-
ened and therefore the time constants should be multiplied by 2 to deduce T2• From 
these discussions and the fittings shown in Fig. 30, the exciton-acoustic phonon and 
exciton-LO phonon interaction parameters for the ZnCdSe MQW sample are 8.3 
µeV / K and 81 meV, respectively. While for the ZnSe epilayer, the exciton-acoustic 
phonon and exciton-LO phonon interaction parameters are 9.2 µeV /Kand 75 meV, 
respectively. The exciton-acoustic phonon coupling constants in both samples are 
essentially identical, and close to the value obtained for CdTe based quantum wells 
using FWM [70]. The LO phonon interaction parameter for ZnCdSe MQW is compa-
rable to the values obtained from absorption measurements in ZnCdSe MQW samples 
grown on GaAs with larger alloy concentration and smaller well widths [7 4). The 
value of the exciton-LO phonon interaction for ZnSe of 75 meV is in good agreement 
with the lower limit given in Ref. [76] of greater than 60 meV. 
The exciton-LO phonon interaction strength is expected to decrease in a quan-
tum well if the exciton binding energy becomes larger than the LO phonon energy 
since the LO phonons will no longer have the energy to dissociate excitons. We 
observe roughly that same exciton-LO phonon interaction parameter for both the 
ZnCdSe MQW and the ZnSe Epilayer. Thus, our results suggest that the binding 
energy of HH excitons in our MQW is smaller than 1 LO phonon energy, so that the 
exciton-LO phonon scattering is essentially bulk-like. In our samples, a secondary 
peak, with a very fast dephasing time, appears 29 me V above the HH exciton. This 
suggests a possibility of scattering between the HH and the LH excitons. If such 
scattering exists, exciton-LO phonon scattering is not necessarily a definitive indi-
cation that the excitons scatter into the free carrier continuum by the absorption of 
one LO phonon. Exciton-LO phonon scattering, between HH and LH excitons or 
between n=l and n=2 HH excitons, is a subject that needs further attention before a 
conclusive statement can be made on the binding energies relative to the LO phonon 
energy in these quantum wells. 
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Exciton-Exciton Interaction 
It is also possible to study the homogeneous linewidth as a function of ex-
citation density. As the density of excitons increases, the population of excitons 
dephases more quickly due to scattering with other excitons. This is much differ-
ent than the coherent exciton-exciton scattering discussed earlier. For the coherent 
exciton-exciton scattering, an exciton is thought to interact with the coherent po-
larization of every other exciton. The type of exciton-exciton scattering discussed in 
this subsection is due to the scattering of two excitons. 
In order to study exciton-exciton interaction, the exciton density must be es-
timated for a given laser power. One large source of error in estimating the exciton 
density results from inaccurate determination of the FWM focal spot size. To accu-
rately determine our spot size, we placed a sensitive CCD detector designed for beam 
analysis in the focal plane of our lens where the beams overlap. A three dimensional 
plot of the beam profile at this position is shown in Fig. 31. The spot diameter for 
these experiments at FWHM was 60 µm with 1/ e2 of the energy within a 100 µm 
diameter. Our beam spot was-slightly elliptical with a FWHM semimajor axis of 65 
µm and a FvVHM semiminor axis of 55 µm. With this accurate information on the 
photon density, the exciton density was estimated from the linear absorption data 
shown in Fig. 18 for each excitation density. 
Fig. 32 shows the FvVM signal at several different excitation densities. The data 
at each density can be fit to a monoexponential decay to get the FWM decay time. 
By assuming inhomogeneous broadening we can get the homogeneous linewidth from 
the relation rhom = 2li / T2. Fig. 33 shows the homogeneous linewidth as a function 
of density up to a density associated with the highest available second harmonic 
power. For densities lower than those shown in Fig. 33 the FvVM signal was too 
weak to accurately determine the homogeneous linewidth. Note that the densities 
given are two dimensional densities appropriate for a quantum well since excitons 
confined to the well are expected to form a single layer of excitons. That is, there is 
no room for a double layer of excitons in a very thin quantum well. 
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Figure 31. Laser beam profile measured with a CCD camera. In order to determine 
the exciton density, the laser beam focal spot size must be known. 
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Figure 32. FWM signal plotted for several different exciton densities. Excitons 
dephase more quickly at higher excitation densities due to increased 
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Figure 33. Homogeneous linewidth at 10 K plotted as a function of exciton density 
for a ZnCdSe multiple quantum well sample. The dashed line is a best 
fit to a linear density dependence. 
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The homogeneous linewidth can be well described by a linear density depen-
dence as expected at low density [91]. The data were fit to the following functional 
form: 
where r (N = 0) is scattering at zero density due to scattering with impurities, 
phonons or other carriers besides excitons. 'Yxx is a dimensionless parameter which 
describes the strength of the exciton-exciton interaction, aB is the exciton Bohr ra-
dius (~ 30 ), and EB is the exciton binding energy ( ~ 28 meV for this sample 
structure). The best fit line gives a parameter of 'Yxx = .25 for this sample. This 
compares favorably to similar measurements that were performed for CdMnTe/CdTe 
MQW samples where a value of 'Yxx = .16 was obtained [70}. Since the differences 
in material properties are taken into account by the exciton Bohr radius and the 
exciton binding energy 'Yxx is expected to be the same for all materials. The dif-
ferences between the values for the ZnCdSe and the CdMnTe material systems can 
easily be accounted for by errors in determining the exciton binding energy and the 
Bohr radius. However, these measurements were first performed for the GaAs ma-
terial system and a result of rxx = 1.5 was obtained [65J. This is a factor of four 
larger then for the ZnCdSe data presented here and almost a full order of magnitude 
larger than for the CdMnTe samples. This large difference is not yet understand. 
It is perhaps due to the free carriers which are generated when performing FWM 
on GaAS-based samples. The small exciton binding energy in GaAs makes it diffi-
cult to excite excitons without exciting free carriers. Free carrier are known to be 
more efficient at dephasing excitons. Therefore, free carriers may be contributing to 
the homogeneous linewidth in the experiments on GaAS-based materials while for 
materials with larger band gaps it is easier to excite excitons without free carriers. 
Furthermore, it is shown below that the extent to which an exciton is localized can 
effect the exciton scattering rates. Further experimental and theoretical work needs 
to be done to fully understand why different exciton-exciton interaction parameters 
are observed for different material systems. 
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Localization Study 
Using CT-DFWM, interaction rates, such as exciton-acoustic phonon or exciton-
exciton, can be determined by measuring the dephasing time under appropriate con-
ditions. This dephasing time can be long for an exciton with a wave function that is 
confined to some spatial region, whereas an exciton with an extended wave function 
tends to dephases more rapidly [92}. Many experimental techniques are sensitive to 
exciton localization including resonant Raleigh scattering [93], wave mixing (94,95], 
and spectral hole burning (94,96}. In this subsection, exciton localization will be 
studied using femtosecond FWM. 
_In semiconductor QWs, well width fluctuations can lead to inhomogeneous 
broadening of the excitonic transition [97]. By using chemical lattice imaging, this 
type of well width fluctuation has been observed in GaAs/ AlGaAs QWs [98). De-
pending on the dimension of the well width fluctuation relative to the exciton diam-
eter or intrinsic coherence length, excitons on the low energy side of the transition 
can be affected by the potential well created by the well width fluctuations [92-
96,99, 100]. As mentioned earlier, dephasing times are expected to increase for exci-
tons which are localized. One mechanism for the dephasing oflocalized excitons is by 
phonon assisted migration. During this process, an exciton loses its phase coherence 
by absorbing or emitting an acoustic phonon while hopping to another localization 
site [101}. Exciton scattering rates can also be affected by exciton localization. In 
this study we will show that exciton-exciton scattering is much lower for excitons 
which are localized compared· to those which are extended. 
The multiple quantum well (MQW) samples used in thls study were grown by 
molecular beam epitaxy to have six 50 layers of Zno.ssCd0_12Se as the well material 
and ZnSe for the barrier. The first sample (sample A) has a HH exciton linewidth of· 
about 6 meV (FWHM) near zero delay as determined by spectrally resolved FWM 
and linear absorption data. Data from this sample has been shown in an earlier 
section. The second sample (sample B) has a somewhat larger FWM linewidth of 
about 10 me V (FWHM) near zero delay. Although the samples were grown to have 
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similar parameters, the- heavy hole excitonic transitions in these samples differ in 
energy by about 45 meV. This energy difference is probably due to a slight differences 
in well widths and Cd concentrations between the two samples. The large linewidths 
of these samples as well as the relatively long decay times of FWM indicate that the 
HH excitonic transitions are predominantly inhomogeneously broadened. 
Fig. 34 shows typical time-integrated and spectrally-integrated measurements 
of the diffracted intensity as a function of delay for the two different samples. These 
two samples have similar dephasing times, but the lineshape of the TI-FWM signal 
for each sample is very different. Sample A has a monoexponential decay with a 
decay time at 10 K of about 500 fs. This sample has only one well-defined decay 
time which indicates that the homogeneous linewidth is constant across the inho-
mogeneous linewidth. Sample B, on the other hand, consists of many decay times 
and cannot be fit to a single exponential, suggesting that the excitonic transition is 
broadened in a more complicated manner. The data for sample B can be explained 
by assuming that the homogeneous linewidth is changing across the inhomogeneous 
linewidth. This interpretation is consistent with localization due to potential fluctu-
ations from well width variations. 
To further investigate the differences in these samples, the dephasing time of 
the excitons was also studied for various points across the inhomogeneous linewidth. 
For this study the exit slit of the spectrometer was used to select a bin of energy on 
the inhomogeneous linewidth. For our experimental apparatus, an energy bin size 
of 1 me V was required to give an acceptable signal to noise ratio. Typical data for 
each sample are shown in Fig. 35 (a) and (b). Sample A shows very little change in 
the dephasing time as a function of energy. Sample B, on the other hand, shows a 
dramatic change in the decay rate for data above and below the exciton line center. 
Excitons on the high energy side have a decay time of about 200 fs, whereas excitons 
on the low energy side dephase with a characteristic time of 1 ps. Fig. 36 (a) and (b) 
show the decay rate plotted along with SR-FWM data for each sample. Although 
the large linewidth of sample A (6 me V) and the decay constant of 500 fs indicate 
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Figure 34. FWM data for samples A and B at 10 K together with the cross-correlation 
trace of the pulse. Sample A shows a monoexponential decay while 
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Figure 35. FWM data on the high and low energy sides of the excitonic resonance 
for ( a) sample A and (b) for sample B. Sample A shows no change 
while sample B shows a large change in the decay time when going 
from the high to the low energy side. 
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Figure 36. Decay Rates for samples (a) A and (b) B plotted as a function of photon 
energy together with the SR-F\iV1v1 lineshapes. The dashed lines show 
the spectral shape of the excitation laser pulses. 
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meV, very little change in the dephasing time was observed as a function of energy. 
On the other hand, for sample B, there exists nearly a factor of ten change across 
the linewidth, implying that the excitons on the low energy side are more localized. 
A direct comparison of data from these samples is difficult, since the samples 
were grown at different times, on different MBE machines, and with different sample 
substrates (Sample A on ZnSe; Sample Bon GaAs). One possible explanation for 
the difference is that one sample has much larger regions where the well width is 
constant. Sample B, with its larger linewidth and inherent substrate-induced strain, 
may have potential islands which are small enough in area in the plane of the well 
to more effectively localize excitons. Sample A, on the other hand, may have islands 
that are larger in spatial extent and hence localize the excitons to a lesser degree. 
However, the large differences between samples makes a comparison difficult without 
further data from these samples. 
As mentioned above, exciton scattering rates are expected to be different for 
localized excitons compared to excitons with more extended wave functions. For 
sample A, the dimensionless parameter describing exciton-exciton interaction was 
determined in the previous section to be "fxx = .25. A similar analysis was performed 
on sample B to determine exciton-exciton interaction rates. Density dependent FWM 
was performed for sample B on the high and low energy sides of the excitonic reso-
nance in order to determine if localization affects exciton-exciton scattering. Fig. 37 
shows the homogeneous lifetime for sample B as a function of exciton density for 
data taken on the high and low energy side of the excitonic resonance together with 
the data taken from sample A. The dimensionless parameters are 0.37 and 0.04 for 
energies above and below line center, respectively. It is clear from this fit, that for 
sample B, there is almost an order of magnitude difference in the interaction rates 
for different positions along the exciton linewidth. These data show that excitons 
localized on the low energy side interact much less than the more extended excitons 
on the high energy side. Excitons which are more extended are expected to interact 
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Figure 37. Homogeneous linewidth plotted as function of exciton density for Sample 
B for energy positions 4 meV above and below the line center. Data 
from sample A are shown for reference as well as the best fit lines to 
a linear density dependence. 
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a larger spatial region and therefore have a larger cross section for interaction with 
other excitons. 
Conclusions 
In conclusion, we found very strong nonlinear signals, up to the 13th order 
(or 14 wave mixing), in femtosecond two-beam, self-diffraction experiments on ZnSe 
and ZnCdSe quantum wells. The FWM for all orders is completely dominated by 
excitonic resonances. Negative time delay signals were observed from an epilayer of 
ZnSe which is attributed to the coherent exciton-exciton interaction. The coherent 
exciton-exciton interaction was shown to play an important role in the ZnSe ma-
terial system as it does for GaAs-based materials. Exciton-LO phonon interaction 
was shown to be much stronger in ZnSe-based material compared to GaAs-based 
materials. This is due to the strong polar nature of ZnSe which gives rise to a large 
Frohlich interaction between LO phonons and excitons. No decrease in exciton-LO 
phonon interaction was observed for the MQW samples used in this work indicating 
that the binding energy of the excitons is smaller than the LO phonon energy of 
31 meV. Exciton-exciton interaction rates were determined and compared to other 
material systems. The exciton-exciton scattering rate determined in this work was 
comparable to the CdMnTe/CdTe material system yet smaller than that determined 
for GaAs-based materials. Localization was also studied by performing CT-DFvVM 
at different positions across the excitonic linewidth. For one sample, excitons were 
shown to be localized on the low energy side while the excitons on the high en-
ergy side had wave function that were more extended. Finally, the exciton-exciton 
interaction rate was shown to be much smaller for excitons which are localized. 
CHAPTER VI 
FOUR-WAVE-MIXING IN GaN EPILAYERS 
Introduction 
As mentioned in Chapter 1, GaN has been attracting a great deal of attention 
due to its application in blue and UV LEDs and laser diodes. Since InN, GaN, and 
AlN, have direct band gaps of 1.9 eV, 3.4 eV and 6.1 eV, respectively, GaN can be 
alloyed with In or Al to fabricate optoelectronic devices operating over an extremely 
large wavelength range. Due to its high chemical, thermal, and mechanical stability, 
GaN has great potential for use high power, high temperature electronics or in hostile 
environments where rugged high temperature electronic sensors are needed. 
Although the optical properties of GaN were studied in the early 70s [24,102,103], 
in the last decade GaN grown by a variety of techniques has been studied by many 
research groups using linear spectroscopic techniques such as photoluminescence, 
photoreflection, absorption and reflection [104,28,31,105,31,33]. Comparatively little 
experimental work has been done on the nonlinear optical properties of GaN [106-
109], and, specifically, only a few authors have presented work done on excitons in 
GaN in the femtosecond coherent regime [43,110]. 
In this chapter, the results are presented from a femtosecond coherent spec-
troscopic study of intrinsic free excitons in a high quality GaN epilayer. The first 
section is devoted to measuring the homogeneous linewidth as a function of tem-
perature. Spectrally-resolved (SR) a.'3 well as time-integrated (TI) four-wave-mixing 
(FWM) measurements are performed at several temperatures in order to show that 
the excitons in this sample are nearly homogeneously broadened even at low temper-
ature. Exciton-phonon interaction parameters are then derived from the temperature 
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dependent data. The second section describes the strong beating that has been ob-
served in the TI-FWM signal. The beat period is shown to correspond to the energy 
separation between the A and B excitonic resonances. TI-FWM is performed at var-
ious positions across the A exciton linewidth in order to show that the beating is due 
to the creation of a true superposition state and not to, so-called, polarization in-
terference [111]. A shift is observed in the phase of the beating when changing from 
collinear to cross-linear input laser polarizations. This phase shift was previously 
observed for heavy hole (HH)- light hole (LH) beating in a GaAs QW sample [112]. 
Schmitt-Rink et al. [112] solved the optical Bloch equations in the ultrashort-pulse 
limit in order to theoretically predict this phase shift for the GaAs material system. 
The results of a very similar calculation are presented here which predict the same 
type of phase shift for beating between the A and B excitons in wurtzite GaN. 
Experiments were performed in the reflection geometry using the second har-
monic of a mode-locked Ti:sapphire laser (150 fs) operating at 710 nm. The laser 
detuning was set to resonantly excite the excitonic resonances. Two beams with 
wave vectors k 1 and k 2 are focused onto a 100 µm spot on the sample and the FvVM 
signal diffracted into the 2k2 - k 1 phase-matched direction is measured as a function 
of the delay between pulses. The details of the experimental set up are described in 
chapter 4. The sample used in the study was a single-crystal 7.2 µm thick epilayer 
of wurtzite GaN which was grown by metalorganic chemical vapor deposition on 
a sapphire substrate. The sample had a compensated n-type carrier concentration 
of less than 1016 cm-3 . The valence band degeneracy is lifted in wurtzite crystals 
by the crystal field splitting so that even for strain-free GaN we have three valence 
bands A, B, and C. For propagation of light parallel to the GaN c-axis, excitation 
of the C excitonic resonance is not allowed due to symmetry and we are primarily 
concerned with the A and B excitons. For thick GaN epilayers grown on sapphire, 
the substrate-induced strain is almost fully relaxed, but there is residual compressive 
strain due to differences in lattice parameters between the GaN and the sapphire 
as well as differences in coefficients of thermal expansion [113]. Thus, the splitting 
between the A and B excitons can vary slightly from sample to sample. For the 
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sample used in the study, the splitting is 7.3 meV as measured by CW reflectance 
and SR-FWM. 
Linewidth Analysis 
In Fig. 38, TI-FWM data are shown at three different temperatures (T=lO, 
70, and 190 K). The laser was tuned near resonance with the B exciton, and the 
weak beating at 10 K is a result of the excitation of a small A exciton component. 
At 190 K, the FWM signal is nearly time-resolution limited. The decay time at 
each temperature was fit to a single exponential decay to determine the decay rate 
as a function of temperature. The homogeneous linewidth can be determined from 
the relation rhom = 2n/T2 , where T2 is the pure dephasing time. In order to 
determine T2 , we need to know if the resonances are predominantly homogeneously 
or inhomogeneously broadened. This is because the FWM decay time TFw M is equal 
to T2/2 in the homogeneously broadened limit and T2/ 4 in the inhomogeneously 
broadened limit (50). As discussed below, SR-FWM is used to show that the excitonic 
resonances studied here are nearly homogeneously broadened. Fig. 39 shows the 
homogeneous linewidth plotted as a function of temperature assuming homogeneous 
broadening. Initially, the rate is linear with T, but begins to be superlinear starting 
from about 150 K. This indicates the dominance of the acoustic phonons as the 
scattering mechanisms for the dephasing of excitons at low temperature. At higher 
temperature, it is expected that optical phonons begin to contribute. We fit the 
homogeneous linewidth data in Fig. 2b to the following standard formula (90,40]: 
fLo 
f (TL) = f o + "/ph · TL + ~[ e_x_p_(_k_~-~-OL_) ___ 1_J (59) 
where f 0, "/ph, and f Lo are constants to be determined from the fit, and ELo and 
kB are, respectively, the optical phonon energy of GaN (91.7 meV) and Boltzmann's 
constant. The best fit is the solid line in Fig. lb, achieved with the fitting parameters: 
f 0 = 2.4 meV, "/ph = 16 meV /K, and fLo = 390 meV. These values are much larger 
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Figure 38. Time-integrated four-wave-mixing (TI-FWNI) signal in the reflection 
geometry near the B exciton resonance at 10, 70, and 190 K for a 
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Figure 39. Homogeneous linewidth derived from TI-FWM data plotted as a function 
of temperature. The solid line is a least-squares fit to Eq.(59). 
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has larger effective masses for both electrons and holes in comparison with GaAs, 
and thus a much larger density of states. On the other hand,The density of states 
of GaN is comparable to that of ZnSe and ZnCdSe quantum wells, whereas r LO is 
still much larger than that of ZnSe and related materials [41). This is an interesting 
point, for the density of states of ZnSe as well as its polarity are comparable to those 
of GaN. The much larger r LO for GaN should in part be due to the much larger 
ELo of GaN in comparison to ZnSe (91 vs 30 meV). In addition, it is possible that a 
larger deformation potential interaction, which may account for a significant fraction 
of rLo in addition to the Frohlich interaction, is responsible for the larger rLO· 
To determine whether the excitons are homogeneously or inhomogeneously 
broadened, we performed SR-FWM. The advantage of SR-FWM is that it can give 
the exciton linewidths without any background, which plagues the analysis of absorp-
tion experiments. In addition, for high quality, relatively thick epilayer samples, it is 
virtually impossible to perform absorption. In Fig. 40, SR-FWM data at zero delay 
are plotted at several temperatures. Both the A and B excitons are clearly present, 
and the SR-FWM data shown in Fig. 40 represent a very clear demonstration of 
the A and the B excitons without the interference of bound excitons that make the 
interpretation of photoluminescence spectra difficult. The SR-FWM linewidth at 10 
K, the lowest temperature of our experiments, is about 2.5 meV for the B exciton, 
and about 2.1 meV for the A exciton. From TI-FWM and the fit shown in Fig. la, 
the homogeneous linewidth in the low temperature limit is about 2.4 meV assum-
ing homogeneous broadening, and 1.2 meV assuming inhomogeneous broadening. 
Therefore, even in the low temperature limit, the minimum homogeneous linewidth 
of our excitons is about half the total linewidth observed in SR-FWM. On the other 
hand, the observed linewidth is nearly equal to what is expected in the homoge-
neously broadened limit. At higher temperature, there is no doubt that the excitons 
we probe by FWM are predominantly homogeneously broadened. From these ob-
servations, we conclude that our excitons can be considered mostly homogeneously 
broadened even at low temperature. 
Fig. 41 shows the SR-FWM linewidth of the B exciton obtained from a fit to 
GaN epilayer 
CW Reflectivity 
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Figure 40. Spectrally-resolved four-wave-mixing (SR-FWM) from the A and B ex-
citonic resonances near zero delay at 10, 70, 140, and 190 K. The 
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Figure 41. Spectrally-resolved four-wave-mixing (SR-FWM) linewidth of the B 
exciton plotted as a function of temperature. The solid line is a 
least-squares fit to Eq.(59). 
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the temperature dependent data presented in Fig. 40. The solid curve is a fit to 
the phonon broadening equation (Eq. 59) where the fit parameters are given by r0 
= 2.5 meV, "'/ph = 13 µeV /K, and f io = 470 meV. Since the time-resolved data 
of Fig. 38 becomes time-resolution limited above 210 K, the SR-FWM data give 
more reliable values of the exciton-phonon coupling constants, especially f io- Note, 
however, that the values from both SR-FWM and TI-FWM are quite close. Linear 
absorption measurements presented in chapter 3 give values of r0 = 10 meV, "'/ph 
= 15 µeV /K, and f Lo = 375 meV which are also very close. The values obtained 
from a fit to absorption data contain the most error since a large background of free 
carrier absorption must be subtracted. For SR-FWM measurements, on the other 
hand, it is know that the excitonic contribution is several orders of magnitude larger 
than the free carrier contribution. Therefore, the values obtained from SR-FvVM 
measurements are the most reliable and indicate that the exciton-phonon coupling 
constants in GaN are quite large. 
The relatively fast scattering at low temperature is most likely due to scatter-
ings with macroscopic variations in sample quality or impurity scattering. On the 
other hand, since the total linewidth is roughly the sum of the homogeneous and the 
inhomogeneous broadenings [114], we can put the upper limit to the inhomogeneous 
broadening in our sample caused by variations in sample quality. For both the A 
and the B excitons, it is less than 1.5 meV, and most likely in the range of a few 
tenths of an meV. Therefore, with further reduction of the defect density, achieving 
GaN exciton linewidths of less than 1 meV should be possible. 
Quantum Beating 
We now discuss the quantum beating between the A and the B excitons ob-
served by TI and SR-FWM. As shown in Fig. 42, when we tune the laser roughly 
in the middle of the A and B exciton, well defined beating, whose period coincides 
with (EB - EA)/h, is observed ( EA , EB = energy of the A and the B excitons 
observed in SR-FWM, respectively). However, the beating observed in TI-FWM 
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Figure 42. Time-integrated four-wave-mixing (Ti-FWM) data at 10 K for different 
detunings 8w = n (wd - wz) around the B exciton where wd is the 
detection frequency. Different detunings are offset for clarity. 
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a coherent superposition of A and B excitons. The beating may be due to the, so 
called, polarization interference where the polarizations of two independent two-level 
systems interfere in the detector. There are two ways to experimentally determine 
whether the beats are due to true quantum beats or to polarization interference. One 
way is to perform time-resolved (TR) FWM measurements in order to determine the 
evolution of the FW1v1 in time. By analyzing the TR-FWM data it is possible to dis-
tinguish between polarization interference and quantum beats [115]. A second way, 
which is far simpler, is to use spectrally resolved FWM at several positions across 
the linewidth [111]. This method, which is described in greater detail below, is used 
in this study to show that the beats are due to true quantum beats. 
In Fig. 42, TI-FWM is plotted as a function of delay for several different energy 
positions across the B exciton resonance. In order to perform this measurement, a 
spectrometer was placed in front of the photomultiplier tube to select a small energy 
bin of width about 1 meV. The delay is then scanned so that we can measure FWM 
from only that 1 me V energy bin. The spectrometer can then be moved to a new 
position and the optical delay scanned at that new spectrometer position. This is 
how the data in Fig. 42 was taken. According to a simple theory [111), if the phase 
of the quantum beats changes as the detection position moves through the center of 
one of the resonances, then the beating is due to polarization interference. However, 
if there is no phase change, then the beats are due to true quantum beats. The 
phases are completely in synch at all the detection energies, which indicates that 
the beating we observe in TI-FWM is indeed due to exchange of population between 
levels of a coherent superposition of the A and B excitonic resonances. 
Having established the quantum nature of the beating observed in TI-FWM, 
we now turn our attention to the polarization dependence of the quantum beat. The 
beating behavior has been studied as a function of as a function of input laser polar-
ization and a phase change of 1r has been observed when changing from a collinear 
polarization geometry to a cross-linear geometry as shown in Fig. 43. This type of 
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Figure 43. Time-integrated four-wave-mixing (TI-FWM) signal at 10 K for collinear 
( solid line) and cross-linear ( dashed line) polarization geometries. 
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excitons in a GaAs quantum well sample [112]. The phase change can be under-
stood based on a calculation performed in Ref. [112]. The calculation begins with 
the optical Bloch equations and uses third-order perturbation theory to calculate 
the polarization p(3) (2k2 - k 1) which is diffracted into the phase-matched direction 
2k2 - k 1 . In this paper, we present the results of a calculation based on Ref. [112], 
but applied to wurtzite GaN. We present only an outline of the calculation and the 
reader is directed to Refs. [112] and [14] for further details. The appropriate eigen-
vectors for GaN valence and conduction bands were determined by diagonalizing the 
k · p Hamiltonian as done previously by S.L. Chuang et al. [14]. We find that the 
only change to Eq.(10) of Ref. [112] is that the 1/3 and 1/9 prefactors are replaced by 
1/(1 + 772) and 1/(1 + 772)2 , where 77 = (2/v3) (flso/ E2), 6 50 is the spin-orbit split-
off energy, and E2 is the B valence band energy. Using the calculation parameters 
from Ref. [14], 77 = -0.5 for GaN while 77 = - 1.4 for GaAs. Thus we can reproduce 
the results of Ref. [112] as well as extend the calculation to GaN. Fig. 44 shows 
the calculated FWM signal in the ultrashort-pulse limit for collinear and cross-linear 
polarization geometries. Thus, a phase shift of 1r is also predicted for GaN. 
Conclusion 
In conclusion, femtosecond coherent spectroscopy has been performed on exci-
tons in a high quality GaN epilayer grown on a sapphire substrate. By the combined 
analysis of the TI-FWM and SR-FWM, we found that our excitons are nearly homo-
geneously broadened even at low temperature. We have deduced the exciton-phonon 
interaction rates, and observed a beating in TI-FWM which we identified as quantum 
beating between the A and the B excitons. Finally, we observed a clear phase shift 
of 1r between the quantum beats in the collinear and the cross-linear polarization 
geometries. We have performed a calculation based on a third order perturbational 
solution of the optical Bloch equations in the ultrashort-pulse limit which predicts 
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Figure 44. Calculated four-wave-mixing signal in the ultrashort pulse limit for 
collinear (solid line) and cross-linear {dashed line) polarization geome-
tries. 
CHAPTER VII 
FEMTOSECOND OPTICAL PUMPING AND 
PUMP-PROBE MEASUREMENTS IN GaN 
EPILAYERS 
Introduction 
Optical pumping measurements provide a non-invasive method of studying the 
stimulated emission (SE) and lasing properties of a semiconductor sample. Electrical 
contacts do not need to be attached to the sample so that problems associated with 
non-Ohmic contacts are avoided. This measurement is usually performed prior to 
actual device fabrication in order to determine if a given material is a good candidate 
for a laser diode. SE measurements give information on the mechanism which causes 
gain in the semiconductor and can be used to measure the gain. Another way to 
measure gain is through the use of pump-probe absorption measurements. In pump-
probe absorption, the changes in the absorption spectrum due to a strong pump 
pulse are monitored by using a weak probe pulse. For very strong pumping of high 
quality samples, it is possible to observe negative absorption or gain. Pump-probe 
absorption using ultrafast laser pulses is a very good way to study ultrafast band 
edge carrier dynamics. 
In this chapter, high energy femtosecond laser pulses from an amplified 
Ti:Sapphire are used to study the material properties of GaN epilayers. In the first 
section, stimulated emission measurements are discussed. A new SE peak has been 
observed which is not observed under nanosecond pumping. In the second section, 
femtosecond pump-probe measurements are performed on the same GaN epilayers. 
Although no net gain was observed, the ultrafast carrier dynamics at the band edge 
provide useful information relating to the lasing mechanism. 
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Stimulated Emission Measurements 
Fig. 45 (a) shows side pumping stimulated emission data for pumping densities 
near the SE threshold. The data look very similar to that observed from nanosecond 
pumping measurements. The broad peak on the high energy side is due to scat-
tered pump light from the broad femtosecond pulses as well as GaN luminescence. 
Fig. 45 (b) shows the emission intensity as a function of the pump fluence. The 
threshold fluence for SE is 50 µJ/cm2. Fig. 46 (a) shows the emission at medium 
powers and 46 (b) shows the emission at high pump powers. As the pump intensity 
is increased, the SE peak begins to broaden and then shift. At about 10 times the 
SE threshold, a second peak appears at lower energy which shifts out rapidly with 
increasing pump power. 
The origin of this peak is still not known with certainty. This peak is only 
observed at 10 Kand not at room temperature. The two peaks merge with increasing 
temperature at about 150 K. Thus, it is not known if there is only one peak at room 
temperature or if there are two peaks which are broadened together. The gain 
which produces stimulated emission at low power is most likely to be exciton-exciton 
related. This is because the large exciton binding energy of 21 me V allows excitons 
to exist to higher densities before the Mott transition occurs. Once the density of 
excitons is large enough for the excitons to fill most of the space in the semiconductor, 
the system is thought to undergo a transition to an electron-hole plasma. We expect 
that, in the density range where there is only one peak, the carrier density is high 
enough to already be in a plasma state. Thus, the second peak may be due to an 
excited state of the plasma or to emission from another band. More experimental 
and theoretical work needs to be done in order to determine the mechanism which 
causes gain for the second peak. 
Pump-Probe Measurements 
Although the optical properties of GaN have been vigorously studied for the last 
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Figure 45. (a) Stimulated emission spectra at several pumping fluences at 10 K for 
an epilayer of GaN/sapphire (b) Emission intensity as a function of 
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Figure 46. Femtoseond stimulated emision at ( a) medium and (b) high powers. 
A second stimulated emission peak appears at about 10 times the 
stimulated emission threshold. 
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with increasing carrier density. Recently, pump-probe measurements were performed 
on epilayers of GaN under nanosecond excitation [116]. The power density required 
for exciton saturation was measured for both reflection and transmission experiments, 
and a large below band gap induced absorption was observed. However, absorption 
changes under high excitation conditions have not been measured on an ultrafast 
time scale. In this section, the results of femtosecond pump-probe experiments will 
be presented which show the time-evolution of exciton saturation and recovery. 
Previously, high density pump-probe experiments were performed under both 
resonant and non-resonant pumping conditions for a wide variety of material systems 
including bulk GaAs [117-120], GaAs QWs [121-123], and CdZnTe/ZnTe QWs [77}. 
For pumping well above the gap in GaAs based materials, band gap renormalization 
occurs instantaneously. The carriers relax to the band edge after several picosec-
onds and the absorption is saturated due to screening and band-filling effects. Gain 
from an electron-hole plasma can be observed just below the unpumped gap sev-
eral picoseconds after excitation [120,122). The band edge absorption then recovers 
over hundreds of picoseconds with a time that is determined by the radiative and 
non-radiative lifetimes of the excited carriers. 
Under near-resonant pumping conditions, we observe induced absorption at 
zero delay below the unpumped gap due to band gap renormalization. The above 
gap absorption saturates first, but recovers quickly as carriers relax down to the band 
edge. Strong excitonic saturation caused by plasma screening from free carriers is 
then observed near zero delay. The saturation of the excitonic resonance is followed 
by a large below-gap induced absorption caused by a transient electron-hole plasma. 
Fast recombination channels rapidly capture carriers so that the induced absorption 
quickly vanishes. This results in no net gain being observed in our samples. After 1 
ps, the absorption recovers to an intermediate value which is associated with excitonic 
phase space filling. The absorption then recovers slowly with a characteristic time 
of ~20 ps. 
The GaN samples used in this study were grown by metalorganic chemical 
vapor deposition on sapphire substrates. Low power absorption data from these 
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samples has already been published [124]. The 10 K data for the 0.38 µm thick 
epilayer are shown for reference in Fig. 47. For this study, carriers were excited 
using pulses from an amplified Ti:Sapphire laser. The pulses were amplified using 
a three-stage dye amplifier which was pumped by the second harmonic of a 10 Hz, 
nanosecond Nd:YAG laser. This system produced 350 fs pulses at 702 nm with an 
energy of 300 µJ. One half of the second harmonic (351 nm) was used to excite 
carriers above the band gap of GaN while the other half was focused onto a 3 mm 
thick piece of quartz to create a broad-band continuum probe source (see Fig. 48). 
The probe beam was focused to a 150 µm diameter at the sample and the transmitted 
light was collected and focused into a spectrometer with an attached CCD detector. 
The pump beam was focused onto the sample with a larger spot diameter of 250 
µm diameter in order to reduce effects associated with the transverse beam profiles. 
The optical delay between pump and probe could be controlled accurately using a 
computerized stepper motor delay stage. 
Fig. 47 shows the band edge absorption spectra at 10 K for several pump 
fluences together with the CW absorption data for the 0.38 µm sample. Well-resolved 
A and B resonances could be observed under low pumping conditions, however, for 
the data shown here, the A and B resonances are merged due to the broadening of 
the resonances with pump power and the difficulty of obtaining clean, high resolution 
data at 10 Hz. These spectra were taken with a delay of 1 ps between pump and 
probe. At this time delay, the initial transient effects (discussed below) are gone and 
the carriers have relaxed down to the band edge. The excitonic resonances decrease 
with increasing pump fiuence and the onset of saturation at 20 µJ/cm2 is shown 
in the inset of Fig. 47. At the highest pump density, the absorption above the 
excitonic resonances also begins to saturate. For a sample thickness of 0.38 µm and 
an absorption coefficient of 1.2 x 105 cm-1 at the exciton, our sample is optically 
thick. Therefore, the excited carrier density is not uniform throughout the 0.38 
µm sample thickness. The large lattice mismatch between the sapphire substrate 
and the GaN epilayer makes it very difficult to grow high quality thin samples and 
we fmmd that thinner samples exhibited much lower optical quality as judged by 
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Figure 47. Absorption spectra at 10 Kasa function of pump fl.uence shown together 
with low power CW absorption data from the same sample. The CW 
absorption spectra has been displaced for clarity. The inset shows the 
onset of saturation at 20 µJ/cm2• 
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photoluminescence and absorption measurements. Although the carrier distribution 
is not constant throughout the sample thickness, the density of induced carriers can 
still be estimated. At the onset of saturation, the average density of carriers in the 
first 0.1 µmis estimated to be about 1 x 1018 cm-3 while the maximum density of 
this study is about 1 x 1020 cm-3 • 
Fig. 48 shows the band edge absorption as a function of time delay for a pump 
fl.uence of 160 µJ/cm 2• The excitonic resonance saturates in 1 ps and recovers slowly 
over the next 100 ps. The inset shows the change in the absorption coefficient at the 
peak of the excitonic resonance as a function of time delay. The resonances recover 
with characteristic times of 17 ps and 23 ps for pump fluences of 160 µJ / cm2 and 730 
µJ/cm2 , respectively. The longer recovery time at higher pump densities can be ex-
plained by considering that the injected carrier densities are not uniform throughout 
the sample thickness. For epilayers of GaAs, it was found that thin samples exhib-
ited a very fast absorption recovery ( < 50 ps) while the recovery in thicker samples 
occurred on a much slower time scale (::::::1 ns) [119]. The thin samples recover faster 
due to fast non-radiative surface recombination while carriers in thicker samples must 
decay with the bulk radiative lifetime, which is on the order of nanoseconds. For this 
study, it is expected that under low pumping conditions, carriers are mainly created 
in a thin layer near the surface and can recombine via fast surface recombination. 
However, under very strong pumph1g conditions, the absorption is saturated further 
into the sample thickness so that higher carrier densities are created deeper into the 
epilayer. Carriers located in the interior region of the sample must recombine via 
slower, bulk-like radiative recombination, and thus, a slower recovery is observed at 
higher pump fl.uences. 
Fig. 49 shows the absorption spectrum as a function of delay in a very small 
region near zero delay for a pump fluence of 750 µJ / cm2. The absorption spectrum 
at zero delay shows a dip in the absorption near 351 nm due to a hole-burning effect 
of the pump pulse. The carriers created at 351 nm quickly thermalize and relax to-
wards the band edge causing the hole at 351 nm to disappear. After 375 fs, transient 
induced transparency is observed below the band gap at ::::::356 nm. The ultrafast 
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Figure 48. Absorption spectra as a function of delay between the laser pump and 
white-light continuum probe (dashed line) for a pump fluence of 160 
µJ / cm2 • The inset shows the absorption saturation at the peak of the 
excitonic resonance at 160 µJ/cm2 (full circles) and 730 µJ/cm2 (open 
circles). 
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Figure 49. Absorption spectra as a function of delay for a pump fluenceof 750 µJ/cm2 
showing the ultrafast near-zero-delay dynamics. Note the induced 
transparency at 356.5 nm. 
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dynamics near zero delay are much more clear in Fig. 50 where the absorption value 
is plotted as a function of delay. Curves are shown for detection at the excitonic 
resonance (352.5 nm), a.5 well as above (349.5 nm) and below (356.5 nm) the exci-
tonic resonance, corresponding to the arrows in Fig. 49. The above-gap absorption 
saturates first and then recovers quickly as carriers relax towards the band edge. 
The excitonic absorption saturates next and recovers after 1 ps to an intermedi-
ate value which is associated with excitonic pha.5e-space filling. The below-gap data 
shows induced absorption during the first few hundred femtoseconds due to band gap 
renormaiization. The induced absorption changes to a strong induced transparency 
which shows maximum transparency at 375 fs. This strong induced absorption re-
covers faster than the time resolution of the experiment to the intermediate level 
associated with band filling. 
The most striking feature observed in this work is the strong transient induced 
transparency observed below the unpumped gap. This induced transparency is most 
likely caused by a transient electron-hole plasma. Such non-equilibrium electron-hole 
plasmas have been observed in CdS and CdTe samples under strong optical pumping 
conditions [125]. The induced transparency occurs just after the excitonic resonance 
is most strongly screened. Thus, a transient electron-hole plasma is providing some 
gain in a thin layer near the surface while it screens the excitonic resonance. The 
plasma state disappears quickly due either to fast non-radiative recombination at 
the surface or to stimulated emission in the plane of the sample, acting to quickly 
remove excited carriers. 
There are several reasons to believe that we have created a transient electron-
hole plasma in our samples. Pump-probe measurements in GaAs epilayers have 
demonstrated that gain can occur as fast as 280 fs after excitation which is consis-
tent with our observation of strong induced transparency after 375 fs. The induced 
transparency is most likely due to gain in a very thin layer at the surface of the 
sample combined with absorption from band tailing states further into the sample. 
For the relatively thick sample used in this study, the highest carrier density occurs 
in a thin layer near the surface. No attempt was made to correct for reflection losses 
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Figure 50. Absorption as a function of delay for the three wavelengths denoted with 
arrows in Fig. 49. Note the induced absorption below the band-gap at 
zero delay followed by induced transparency which reaches a maximum 
transparency at 400 fs. The solid lines are guides for the eye. 
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from the GaN surface. Although no net gain was observed, if reflection losses were 
accounted for and it was assumed that the change in absorption came from the first 
50 nm of the epilayer, then one could estimate a gain as high as 104 cm-1• Such 
a high gain must be due to an electron-hole plasma. The gain disappears quickly 
due to fast non-radiative recombination or stimulated emission in the plane of the 
sample. It is known from time-resolved photoluminescence measurements that the 
luminescence decay time of the exciton is dominated by non-radiative recombina-
tion channels [126]. Therefore, it is reasonable to expect that for samples with a 
lower defect density, the plasma state will persist longer and gain will be observed 
in transmission for GaN as it has been for GaAs-based samples. 
Conclusions 
In conclusion, we have performed transient absorption measurements of a 
0.38 µm thick epilayer of GaN under conditions of strong optical pumping. Exciton 
saturation is shown to occur within 1 ps and recovery with a characteristic time con-
stant of ~20 ps. This recovery was shown to be slower at higher pump fluences since 
high carrier densities are created deeper inside the sample where slower bulk-like re-
combination occurs. Induced absorption was also observed below the band gap due 
to band gap renormalization. This induced absorption quickly changes to induced 
transparency which is due to a transient electron-hole plasma. The transient plasma 
state also acts to strongly screen the excitonic resonance during the first 1 ps, while 
the saturation at longer time delay is attributed to excitonic phase-space filling. 
CHAPTER VIII 
THz SPECTROSCOPY OF SEMICONDUCTOR 
SAMPLES 
The rapid development of ultrafast picosecond and femtosecond laser systems 
during the last decade has paved the way for spectroscopic studies in the submil-
limeter rage. This wavelength region has been and remains to be a difficult region 
of the electromagnetic spectrum to access. However, femtosecond laser pulses can 
be used to generate and detect radiation in the THz range (:::::: 100 µm). THz radi-
ation experiments can be performed using dipole antennas as both the emitter and 
the detector [127,128}. THz radiation can also be emitted via optical rectification 
of ultrafast laser pulses in semiconductors or electro-optic (EO) crystals [129-131]. 
The detection bandwidth of a dipole antenna is normally below 5 THz. This band-
width limitation has led researchers to use free-space EO sampling to detect THz 
radiation [132-136]. The detection bandwidth using this technique has been shown 
to be as high as 37 THz [132}. THz spectroscopy can be a very sensitive tool for 
measuring material properties. Imaging systems based on both antennas [137] and 
EO sampling [134) have been demonstrated. While antennas are easier to use, one 
must perform a point by point scan in order to get a full THz image. On the other 
hand, while EO sampling is a more complicated technique, it should be possible to 
produce full images without scanning point by point. THz Spectroscopy has also 
been used to study the ultrafast coherent properties of GaAs quantum well samples. 
THz emission from quantum beats has been observed which provides direct evidence 
of charge transfer between energy levels of the quantum well [138-140}. In this chap-
ter, mechanisms for the generation and detection of THz radiation using femtosecond 
laser pulses will be discussed. 
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Generation of THz Radiation 
THz radiation can be generated via two main mechanisms: photoconduction 
and optical rectification. Photoconduction relies on femtosecond laser pulses to create 
current surges which generate the THz electric field. Optical rectification occur 
via a second order or higher process in an EO crystal where the electric field of 
a femtosecond pulse is rectified to a transient DC field which roughly follows the 
electric field envelope of the optical pulse. These mechanisms will be discussed in 
further detail below. 
Photoconduction 
A typical dipole antenna is shown in Fig. 51., An electrical bias is applied to 
the coplanar strips. A femtosecond pulse then creates carriers in the 5 µm gap so 
that an ultrafast transient surface current will flow. It is this current which generates 
the THz radiation. The emission bandwidth is limited by the transit time of carriers 
across the gap or the recombination time of the carriers. The gap width is made 
small to reduce the transit time and a photoconductive material with a fast carrier 
recovery time is chosen. Two main materials are used as the photoconductor: silicon 
grown on sapphire (SOS) or low temperature grown GaAs (LT-GaAs). Si is grown 
on sapphire and then ion implantation is used to damage the Si so that the carrier 
recovery time with be fast. Similarly, it has been shown that GaAs grown at low 
temperatures can have a vef'IJ fast carrier lifetime and is thus suitable for use in 
antenna fabrication. Since the radiation is generated in a 5 µm region and has a 
wavelength of 100 µm, diffraction plays a major role in distributing the radiation over 
a large solid angle. A Si lens is usually used to help collimate the THz radiation. 
THz radiation can also be emitted from unbiased semiconductor samples [141,142} 
by simply focusing femtosecond laser pulses onto the sample. Although the sample 
has no external bias, photoexcited carriers will still accelerate in the surface field 
causing THz radiation. 
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Figure 51. Schematic diagram of a photoconducting antenna. An antenna can 
be used for either emission or detection. When used for emission 
the electrical contacts are used to apply a bias voltage and the laser 
beam acts as the pump. vVhen the antenna is used as a detector, the 
electrical contacts measure picoamp level current and the applied laser 
pulse acts as a gate pulse. 
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Optical Rectification 
As mentioned above THz radiation can be generated via optical rectifica-
tion [130,131]. This process can be thought of as nearly degenerate difference fre-
quency generation. This produces a very broadband pulse of very low frequency 
which is in the THz region. The process is very different from the photoconduction 
generation of THz radiation. This process relies on having a large enough nonlinear 
susceptibility and large enough laser flux to directly convert the laser energy into 
THz radiation. This process does not require the acceleration of charged carriers. 
When researchers study optical rectification from semiconductors, the laser beam is 
sent in perpendicular to the surface and collect THz radiation out the back side in 
order to avoid the THz radiation generated via photoconduction [131}. 
Detection of THz Radiation 
THz radiation can be detected via electro-optic sampling or through the use of 
a photoconducting dipole antenna. 
Electro-Optic Sampling 
The experimental set up for electro-optic sampling is shown in Fig. 52. The 
figure shows an unbiased semiconductor at 45 degrees to the incident pump beam 
which is acting as a photoconductive emitter. THz radiation is emitted in the direc-
tion of the reflected pump beam. Off-axis parabolic mirrors are used to collimate the 
THz radiation and to focus it onto the ZnTe EO crystal. A 2 µm thick pellicle is used 
as a beam splitter to insert the weak probe pulse into the path of the THz radiation. 
Since the Pellicle is only 2 µm thick the shift in the path of the THz radiation is less 
than 1 µm and is negligible on the scale of THz optics (100 µm wavelength). The 
THz radiation and the probe pulse must be overlapped spatially and temporally in 
the ZnTe crystal. The electric field of the THz radiation causes birefringence in the 









Figure 52. Experimental set up for electro-optic sampling. 
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The alignment of the system will now be described. A polarizer is placed in 
the probe beam path before the pellicle in order to make good linearly polarized 
light. The probe beam then bounces off the pellicle and travels through the ZnTe 
EO crystal. A Barak compensator is then used as a >./4 waveplate to make circularly 
polarized light. An Wollaston prism is then used to analyze the probe beam into 
vertical and horizontal polarizations. The purpose of the >./4 waveplate is to create 
a balanced detector system. If we send almost equal intensity into two identical 
detectors and look for a small change in. the signal, then we get greater sensitivity 
than can be achieved with one detector alone. The balancing scheme reduces the 
effects of laser power fluctuations. The change in the polarization state of the probe 
beam will be less than one part in 104 . Therefore, polarizers with the highest available 
extinction ratios must be used and efforts must be made to reduce noise caused by 
vibrations. One big source of noise is the pellicle itself as it is very sensitive to any 
sounds in the room. It is possible to remove the pellicle and replace it with high 
resistivity Si, but this makes the alignment much more difficult since the THz beam 
path changes when travelling through the Si wafer. 
Antenna Detection 
An antenna can be used as either an emitter or a detector. When used as a 
detector, a weak probe pulse is used as a gating beam to create carriers in the antenna 
gap. These carriers are then swept out of the region by the electric field of the THz 
radiation and can be measured as a current on the picoamp scale. A typical set up 
is shown in Fig. 53. Two different types of experiments are possible. The sample 
being studied may be the semiconductor emitter as in the case for THz studies charge 
oscillations in quantum wells. Alternatively, an emitter-detector system can generate 
and detect THz radiation and a material of interest can be placed in the THz beam 
in order to study the absorption or reflection of THz radiation. 
Fig. 54 shows THz radiation generated from an unbiased InGaAs sample at 10 
K. The radiation was detected using an LT-GaAs antenna. The data show three 
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Figure 54. THz radiation emitted from an unbiased InGaAs sample using an antenna 
for detection. Note the three replicas of the main waveform which are 
due to reflections. 
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antenna. The small ripple observed between reflections is due to the absorption 
of THz radiation by water vapor in the air. The frequency spectrum of the data 
in Fig. 54 can be determined by performing a fast Fourier transform. The data 
are shown in Fig. 55. The frequency goes out to slightly larger than 1 THz. The 
bandwidth of the antenna is limited by the antenna geometry and the recombination 
time of the carriers in the LT-GaAs substrate of the antenna. This emitter-detector 










Figure 55. Frequency spectrum of the THz data from InGaAs. Note that the detec-
tion bandwidth is limited by the antenna structure and the recombi-
nation lifetime of cariers in the LT-GaAs. 
CHAPTER IX 
CONCLUSIONS 
Wide band gap semiconductors are technologically very important materials 
due to their applications in blue and ultraviolet light emitting devices. Although 
commercially viable semiconductor lasers based on InGaN have been produced, very 
little is know about the ultrafast optical properties of wide band gap semiconductors. 
This thesis serves to extend the extensive ultrafast work which has been done in the 
GaAs material system to ZnSe and GaN. The work presented in this thesis is the 
very first coherent spectroscopic study performed for both ZnCdSe multiple quantum 
wells and the GaN material system. 
The studies performed in the ZnSe material system have shown that many 
body effects play a significant role in the carrier dynamics on a femtosecond time 
scale. Extremely high order nonlinear wave mixing signals have been observed from 
a ZnCdSe multiple quantum well sample. Exciton-phonon interaction rates were 
measured for an epilayer of ZnSe and a ZnCdSe multiple quantum well sample. The 
interaction rates were shown to be stronger for ZnSe than for the GaAs quantum 
wells. This is due to the more polar nature of ZnSe which causes an enhancement of 
the Frohlich interaction between excitons and phonons. Exciton-exciton interaction 
rates were also determined and it was shown that localization of excitons causes a 
decrease in the exciton-exciton interaction. This can be understood on the basis 
of an exciton cross section argument. Localized excitons are confined to a smaller 
region of the crystal and hence have less of an opportunity to interact with other 
excitons. 
The optical properties of GaN was studied using linear absorption, femtosecond 
four-wave-mixing, and high carrier density pump-probe absorption measurements. 
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Excitonic features due to the A, Band C excitonic transitions were identified for the 
first time in absorption. LO phonon-assisted absorption was observed from epilayers 
of GaN. Temperature dependent four-wave-mixing was used to measure exciton-
phonon interaction rates. Very large exciton-phonon interaction rates were observed. 
Quantum beats were also observed between the A and B excitonic transitions. The 
phase of the quantum beats was shown to change by 180 degrees when changing from 
the collinear to cross-linear polarization geometries. This change is theoretically 
modelled by solving the optical Bloch equations. Finally, amplified femtosecond 
pulses were used to measure exciton absorption saturation and recovery. Excitonic 
absorption was shown to saturate after a few hundred femtoseconds and recover with 
a characteristic time of ~ 20 ps. 
In order to make efficient optoelectronic devices and ultrafast modulators, one 
has to understand the basic carrier dynamics in a semiconductor. Much work is still 
needed in order to understand carrier dynamics in wide band gap semiconductors. 
For example, very little is known about how alloy fluctuations and crystal defects 
affect the carrier dynamics in wide gap materials. InGaN laser diodes operate as 
efficient light emitters even though the defect density is many orders of magnitude 
higher than would be allowable for device operation in the GaAs material system. 
Most semiconductor theories model only perfect crystal lattices so it would be inter-
esting to learn how this large defect density affects the ultrafast optical properties. 
It would also be very interesting to perform ultrafast spectroscopy on InGaN and 
AlGaN alloys as these materials attract more and more attention. 
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CALCULATION OF THE THIRD 
ORDER POLARIZATION 
In this appendix, we will calculate the third order polarization diffracted into 
the 2k2 - k1 direction and show how this can be used to find T2. For the case of a 
semiconductor where T1 » T2, we can relate the homogeneous linewidth to T2 by 
the relation rh = 2!i/T2. 
The third order perturbation theory used to describe the results of CT-DFWM 
experiments was first calculation by Yajima and Taira [50]. The development here 
will follow their derivation and notation, but with more elaboration. Since we are 
developing this within the framework of the two-level model, we begin with the same 
Hamiltonians 
Ho= [ Ea O ] ' p = [ Paa Pab ] ' (60) 
0 Eb Pba Pbb 
H1 = [ o ... -er'ab · E(t) ] [ o Hab ]• ' (6l) 
-efiia · E(t) 0 Hba 0 
A [ Paa p= 
Pba 
Pab ] ' 
Pbb 
(62) 
[HA A] . la Pbb 
R, p bb = -in T1 ' (63) 
[HA A] = -i;Paa = ·ia (1 - Pbb) R,P 'lnT in T , 
aa 1 1 
(64) 
[HA A] -i;Pab 
R, p ab = -'ltL T2 ' (65) 
[HA A] · ia Pba 
R, p ba = -'ltL T2 · (66) 
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Plugging these into Eqn.(??), we arrive at the following equations of motion: 
•t,dpaa _ H H 'iafu 
in dt - abPba - Pab ba - in T1 , (67) 
(68) 
(69) 
These can be written more compactly using PD= Paa - Pbb and 'finba = Eb - Ea: 
dpD 2i (PD - P~)) 
- = - - (H bPb - p bHb ) - iti--'------'-dt ti a a a a T1 ' (70) 
(71) 
where p~) is the equilibrium density matrix. The interaction terms are given by 
Hba = H;b = -µbaE(r,t)exp(-iwt) +c.c., (72) 
and for a CT-DFWM experiment we are interested in an electric field of the form 
(73) 
We now expand the density operator in a power series in the interaction Hamiltonian 
as described in section 2.1. The nth order equations of motion are given by 
( ) ( (n) (0)) 
dp; __ 2i (H (n-1) _ (n-1) H ) _ 'ti PD - PD 
dt - ti abPba Pab ba i Ti , (74) 
dpt) _ _ }:_ H (n-1) _ (2- + Q ) (n) 
dt - ti baPD T2 ba Pba . (75) 
These are first order linear differential equations with solutions 
t 
fJi:> = i~a exp [- (;2 + i~w) t] J E(r, t')pt-1> exp [ (;2 + i~w) t'] dt', (76) 
-00 
t 
(n) _ 2iµba (-!_) J {E(_, t') A(n-1) + E*(-, t') A(n-1)} [!_] dt' PD - ti exp Ti r, Pab r, Pba exp Ti , (77) 
-oo 
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where ~w = Oba -w and (Jab = Pab exp ( iwt). The nth-order macroscopic polarization 
is given by 
pCn\r, t) = j>(n) (r, t) exp (-iwt) + c.c., (78) 
00 
p<n)(f,t)=N j µbaPt)(r,t,wo) g(wo) dwo, (79) 
0 
where we have included inhomogeneous broadening with a distribution function 
g (w0 ), subject to the following normalization condition: 
00 
Jg (wo) dwo = 1. (80) 
0 
We now need to calculation the off-diagonal density matrix elements to third order. 
In general, there will be components with wave vectors of k1, k2, k3 = 2k2 - k1, 
k4 = 2k1 - k2 ; however, we are only interested in the k3 component. Substituting 
Eqn. (73) in for the electric field, keeping only k3 terms, and after some non-trivial 
algebra we arrive at: 
Pr!) ( k3) = -2ip<0} ( ~) 3 exp [- ( A + i~w) t + ik3 · 1 
f t jt' jt" X -oo -oo -oo { E2 ( r, t') E2 ( r, t") Ei ( r, t111 ) exp [ ')' ( t' - t") + t: + i~w ( t' + t" - tf/1)] 
+ E2 (r, t') Ei (r, t") E2 (r, tm) exp [, (t' - t") + t: + i~w (t' - t" +ti/{)] }dtm dt" dt', 
(81) 
where 'Y = ,~A -A. In the short pulse limit, we assume that the electric field for each 
pulse can be expressed as the following delta function: 
- µba 
E· (rt)= -8·8(t-t·) J l Ii J J (j = 1, 2), (82) 
where ei is the pulse area of the jth pulse. We assume that the distribution function 
g (w0 ) has a Gaussian form given by 
1 [- (w - wo)2] 
g (wo) = ,/ir8w exp (bw) ' (83) 
where 8w represents the inhomogeneous linewidth. Using Eqn.(78) one can show 
that the macroscopic polarization is given by 
~ { -ip(O) N µb 81 (82)2 exp [ik3. r - (t-ti)] 




In the experiment shown in Fig. 1, we are interested in an averaged polarization. 
Therefore, we will calculate the energy of the light emitted using the following for-
mula: 
+oo 
J = J jfaJ3) (f, t), 2 dt. (85) 
-00 
Performing this integration, we arrive at final expressions for the energy of the third-
order polarization. For the case of inhomogeneous broadening ( bw » ,A) : 
} 
(86) 
where <I> ( x) = }rr fox exp ( -t2 ) dt and A is some constant. For the case of homoge-
neous broadening 
Jn= { 
Bexp [-i2 (t2 -ti)] 
0 
t2 - t1 ) 0 
t2 - t1 ( 0 
}, (87) 
where B is some constant. These two equations can now be used to interpret the 
decay times found in CT-DFWM experiments. We see that we can relate the four-
wave-mixing decay time to the transverse relaxation time by the following relations 
T2 = 4 · TFWM inhomogeneously broadening, (88) 
T2 = 2 · Tpw M homogeneous broadening. (89) 
Thus the homogeneous linewidth can be determined even in the presence of inhomo-
geneous broadening. 
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