where H {3 denotes the generalized Pareto distribution given by the von Mises parametrization and Ho is the standard exponential distribution.
Introduction and notation
Assume that a distribution function F on the real line is a member of the class of generalized Pareto distributions (G PDs) H {3, (J E JR, where is usually called extreme value index. The family of GPDs is a rather rich one. For f3 > 0 we obtain the usual Pareto family, H -1 is the uniform distribution on (0,1) and Ho is the standard exponential distribution. We consider the two-sided testing problem Ho against {Hj3 : f3 ::J. O} (2) and establish an asymptotically uniformly optimal unbiased test sequence for that testing problem. Furthermore, we consider the extreme value distributions (EVDs)
Gj3(x):= exp(-(l +f3x)-l/j3), 1 +f3x > 0, f3 E JR.
(3)
For f3 = ° we get the Gumbel distribution Go(x) := limj3_o Gj3(x) = exp( _e-X ), x E JR, for f3 > 0 the class of Frechet distributions and for f3 < 0 the class of Weibull distributions. Note that Gj3 has support (-oo,-l/f3),(-l/f3,oo),JR if f3 < 0,f3 > 0, and f3 = 0, respectively, and that Hj3(x) = 1 + log Gj3(x), x> O. We treat the testing problem Go against {Gj3 : f3 ::J. O} (4) and establish an asymptotic optimal test sequence. Recall that a distribution belongs to the domain of attraction of an EVD iff the exceedances in the peaks-over-threshold model (POT) follow approximately a GPD, which was mathematically first observed by Pickands (1975) . Hence, the present paper deals with the ideal situation, where the iid exceedances follow exactly a GPD. For a review of the crucial role played by GPDs in extreme value theory we refer to the monographs by Reiss (1989 Reiss ( ., 1993 , Chapters 1, 5, 9, and Chapter 5, respectively. Though the testing problems (2) and (4) are treated in the literature (see Gomes and Montfort (1986) , Gomes (1989) ), a mathematical rigorous treatment of these testing problems in the framework of the theory of statistical experiments in the sense of LeCam (1986) seems to be missing. As a main tool we show that the family of GPDs is differantiable in quadratic mean at f3 = 0, which is a crucial condition in the asymptotic setting (LeCam (1986) , Chapter 17, Section 3). This property, which we call DQM, implies local asymptotic normality (LAN) of the u~derlying sequence of statistical experiments which in turn opens the way to find asymptotic optimal procedures. It turns out that the property DQM carries over to the class of EVDs. For the background of the theory of statistical experiments we refer to LeCam (1986) , LeCam and Yang (1990) , Milbrodt and Strasser (1985) , and . Concerning tests for the domain of attraction we refer to Castillo et al. (1989) , Falk (1992 Falk ( ,1993 , and Hasofer and Wang (1992) .
By Ep(X) we denote the expectation of a random variable X with distribution P. The normal distribution with expectation j.L and variance (12 is designated by N(j.L,(12) . By (., ·)a we denote the inner product (s, t)a = ast, a > 0, s, t E JR. The corresponding norm is denoted by 11 . IIa. The weak convergence of a sequence of statistical experiments (En)n to a limit experiment E is denoted by En -+ E.
Testing the exponential distribution
In this section we test the hypothesis Ho within the family of GPDs (1). The following lemma is crucial for our investigations. Its proof is postponed to Section 4. Recall that the limit experiment is the Gaussian shift on (IR, (-,. h).
It is well known that the statistician has only to solve the corresponding testing problem in the limit experiment, in our case N(0,2) against N(j32,2), j3 i 0, and to carry its solution over to the finite sample case, see , Chapter 13, in order to obtain asymptotically optimal testing and estimating procedures. Denote by <I> the distribution function of N(O, 1) and by U a = <1>-1(0') the O'-quantile of <1>. 
notes the order statistic pertaining to the N independent replicates of Zn (1) 
Partial integration yields 
Proofs of Lemma 2.1 and Lemma 3.1.
We need the following lemma. we denote the space of square integrable functions w.r.t. Ho. Using the Taylor expansion log( 1 + z) = z -z2/2 + o( Z2) as z ----+ 0, we obtain for
Lemma 4.1. The Junction J(z)
which implies (5). To prove (6) we consider the two cases {3 > 0 and {3 < 0 separately.
The case {3 > 0: Elementary computations yield the bound
Using the inequality
(for details see Reiss (1989) , p. 322) and the Taylor expansion where ~ is between 0 and y, we get for 0 < (3 < 1/2 for an appropriately chosen polynomial PI. Next we can find a number
Xo > 0 and a number {30 = (3o(xo) such that for all {3 E (0,{30]
To establish inequality (9), first note that (9) is equivalent to exp(s(j(x)) 
The case;3 < 0: For -1/2 < ;3 < ° and x E (0, -1/(2;3)) inequality (7) is applicable. For an appropriately chosen polynomial P2 we get
by (7) and (8). Note that ;3x E (-1/2,0). The case x E (-1/(2;3), -1/;3) is a little bit more complicated. An application of the mean value theorem yields with ~ = ~(;3,x) E (;3,0). Consequently, it remains to show the existence
for ~ E (;3,0) and (3 small. Differating h/3(x) w.r.t.;3 yields
Hence, we get
As ~ ---+ 0, we have
Since z-
we can find a polynomial P3 such that
Note that ~x E (-1,0). Moreover, (1 + ~X)-(3/2+1/(40) :S 1 for -1/6 < ~ < 0 and (1+~X)-1/(40:s exp(-x/4), x E (-1/(2(3),-1/(3) by Lemma 4.1. Hence, for small (3 we can find a function 7/J2 E L 2 ( A) such that
Summarizing the above results, we conclude that (6) holds. The proof is complete. To establish (11) we split T(3(X) into two terms. Define
First, we treat the case that x is an element of the support 1(3 of H(3 i.e.,
x E (0,00) for j3 > 0 and x E (0,-1/j3) for j3 < o. Then h(3 = h(3 and thus Adj3,x) is dominated by some function W1 E L2(G O ). To treat the term A 2 (j3, x) we need the inequality (12) which is an easy consequence of the mean value theorem.
The case j3 > 0: Then we have x > 0 and Lemma 4.1 implies exp( -x) ::;
(1 + j3xt1/(3. Hence, by (7) and (12) with s = -(1 + j3x)-1/(3/2 and t = -exp( -x )/2, we get IA 2 (j3, x)1 ::; x The case j3 < 0: Then we have x E (0,-1/j3). Lemma 4.1 implies (1 + j3X)-l/(3 ::; exp (-x) and applying inequality (12) we obtain
For -1 < f3 < 0 and x E (0,-1/(2f3)) we can apply inequality (7) and obtain IA 2 (j3, x)1 ::;
where ~ is between ° and (3. The proof is complete. 0
