Abstract. Let F be the free group on two letters. For ω ∈ F we study the associated word map ω : SU (n) × SU (n) → SU (n). Extending a method of Gotô, we show that for ω not in the second derived subgroup F (2) of F, there are infinitely many n ∈ N such that the associated word map ω : SU (n) × SU (n) → SU (n) is surjective.
Introduction
Let F be the free group on two letters and let ω ∈ F. The word map ω : SU (n) × SU (n) → SU (n) is the natural map, which is given by evaluating ω on the pair of matrices in SU (n). It has been asked by Michael Larsen at the 2008 Spring Central Section Meeting of the AMS in Bloomington whether for every non-trivial ω ∈ F and n ∈ N high enough, the associated word map ω : SU (n) × SU (n) → SU (n) is surjective. The aim of this work is to provide evidence for a positive answer to this question and prove the surjectivity for some classes of word maps. For convenience we restrict our study to the case SU (n), even though our methods extend to other compact Lie groups.
Questions about the size of the image of word maps for general groups G (in place of SU (n)) have a long history and led to interesting connections with various fields of mathematics. The first result of general type is a theorem of Amand Borel [2] asserting that any non-trivial word map is dominant (as a map between affine complex algebraic varieties) if G is a simple algebraic group; in particular its image is Zariski dense. Despite this general result, the images of word maps can be very small for compact groups. Indeed, the second author showed in [10] that for fixed n ∈ N and any neighborhood U of 1 n ∈ SU (n), there exists ω ∈ F \ {e} such that the image of the associated word maps is contained in U . This result is already non-trivial for n = 2 and led to answers to various long-standing questions in non-commutative harmonic analysis [10] .
Recently, there has been an extensive study of the size of word maps for finite simple groups, see [4] [5] [6] and the references therein. One of the high points was the proof of the Ore conjecture [7] , asserting that every element in a non-abelian finite simple group is a commutator. Let us come back to G = SU (n). We will observe that Larsen's question becomes more complicated if ω ∈ F lies deeper in the lower central series. As usual, we define the lower central series by
is surjective, see for example Lemma 2.1. Hence, the first non-trivial case is w(a, b) = [a, b] := aba −1 b −1 , the commutator of the generators of F. This case -unlike for finite simple groupswas solved by Tôyama already in 1949. He proved that any element in SU (n) can be written as a commutator [u, v] for suitably chosen elements u, v ∈ SU (n), see [11] for more details. In the same year Gôto put this result in a more general framework, see [3] . We will recall Gotô's proof and will take Gotô's method as the basis for the proof of our result which covers all words ω ∈ F (2) .
For n ∈ N, we denote by lpf(n) the least prime factor of n. Our main result is the following: Theorem 1.1. Let F be the free group on two generators and ω ∈ F. If ω ∈ F (2) , then there exists an integer k ∈ N, such that for all n ∈ N with lpf(n) ≥ k, the word map ω :
It is not known to us if the restriction on the integer n ∈ N in the assumptions of the previous theorem is necessary. We will prove Theorem 1.1 at the end of Section 3. For particular words we can say more. We define the sequence of Engel words by
It is easy to see that e k ∈ F (2) for all k ∈ N so that the previous theorem applies. However, in this case we can show:
This result complements results for finite simple groups of Lie type which were obtained by Bandman-Grunewald-Garion in [1] . We will prove Theorem 1.2 in the beginning of Section 4.
The article is structured as follows. Section 2 contains some preliminaries on the combinatorics of the free group and on Lie theory. We also review some known results concerning word maps and present a streamlined form of Gotô's proof from 1949. Section 3 contains the proof of the main result. Here, we have to go into some tedious computations with commutators which we think are necessary to control the effect of a base change in the free group on the natural basis of the natural basis of the derived subgroup. In Section 4 contains a study of Engel words and ends with some questions we could not answer so far.
This article contains work which is part of the PhD-project of the first author.
Preliminaries and review of known results
2.1. The free group. Let us fix some notation. Let F be the free group on two generators a and b. A word in a, b takes the form
It is well known that
is the free group on the set S := {[a n , b m ] | n, m ∈ Z, nm = 0}. Indeed, this is a special case of Proposition 4 in Chapter I, §1.3 of [9] . Note that [a
, so that every element in F (1) has a unique expression as a product of commutators {[a Let G be a group. For a sequence g 1 , . . . , g n ∈ G we write n i=1 g i to denote the ordered product g 1 g 2 · · · g n ∈ G. Note that this is non-standard since we do not assume that the g i 's commute.
Some Lie theory.
We denote by SU (n) the group of n × n special unitary matrices and by 1 n ∈ SU (n) the identity matrix. The subgroup of diagonal matrices in SU (n) is denoted by
Any element in SU (n) is conjugate to some element in T and T is called maximal torus in SU (n). The Lie subalgebra of the Lie algebra su(n) corresponding to T is the Cartan subalgebra
We denote by exp : su(n) → SU (n) the exponential map and note that its restriction to h is a homomorphism exp : h → T . We denote by N (T ) the normalizer of T in SU (n). The Weyl group
and it acts on h by permutation of the coordinates. The linearization of this action yields a homomorphism Ad : R[S n ] → End R (h), which will play an important role in our study.
A basic property of word maps ω :
Hence, in order to show surjectivity, it is enough to show that T ⊂ SU (n) lies in the image of ω.
We will frequently make use of this fact. For more details about compact Lie groups, see [8] .
Review of known results.
Let us now start with an easy observation. As mentioned, it is easy to see that the word maps are surjective for ω ∈ F (1) .
Lemma 2.1. Let F be the free group on two generators, ω ∈ F \ F (1) , and n ∈ N. Then, the word
Proof. We write
Indeed, since the exponential map exp : h → T is a surjective homomorphism, we can takeḡ ∈ h to be some preimage of g and set h := exp(ḡ/k).
Then ω(h, 1 n ) = h k = g. We conclude that ω is a surjective map.
We will now explain the Gotô's proof of the main result from [3, 11] -in the case of G = SU (n).
Proof. For the permutation σ = (1, 2, . . . , n) ∈ S n , it is easy to see that Ad(σ − 1) is a vector space automorphism of h. Indeed, it is well-known that the eigenvalues of Ad(σ) acting on h are {exp(2πil/n) | 1 ≤ l ≤ n − 1}. Now, let g ∈ T be arbitrary. Since the exponential map exp : h → T is surjective, there exists g ∈ h such that g = exp(ḡ). Since Ad(σ − 1) is automorphism of h, there ish ∈ h such that g = Ad(σ − 1)(h). Then, setting h := exp(h) we get:
Now, the permutation matrix σ might not be in SU (n), however if det(σ) = −1, then we just replace σ by exp(πi/n)σ ∈ SU (n). This proves the claim. 
Indeed, for odd n ∈ N just take C to be the conjugacy class of σ and note that σ −1 ∈ C; similarly for exp(πi/n)σ if n is even. In the world of non-abelian finite simple groups, this is known as Thompson's conjecture.
The idea in Gotô's proof depends on finding a suitable Laurent polynomial p(t) ∈ Z[t, t we take σ = (1, 2, . . . , n) ∈ S n and p(t) = t − 1. Our goal is to extend the method to cover more elements in F.
The main result
In this section, we want to associate to ω ∈ F (1) a polynomial p ω which can be used in an argument analogous to the one in Gotô's proof. We define a homomorphism p ω :
Note that this is well-defined since {[a
Lemma 3.1. Let F be the free group on two generators and let ω ∈ F (1) . If p ω (exp(2πli/n)) = 0
with n i , m i ∈ Z and ε i ∈ {±1}. Then,
Let g ∈ T be arbitrary and letḡ ∈ h be such that exp(ḡ) = g. Let σ = (1, 2, · · · , n) ∈ W (T ). By assumption Ad(p ω (σ)) is invertible in End R (h). Leth ∈ h be such that Ad(p ω (σ))(h)) =ḡ and set h := exp(h). We claim that ω(σ, h) = g. Indeed,
If n is even, then we must replace σ by exp(πi/n)σ ∈ SU (n). This proves the claim.
Corollary 3.2. Let F be the free group on two generators and let ω ∈ F (1) . If p ω = 0, then there exists an integer k ∈ N, such that for all n ∈ N with lpf(n) ≥ k, the word map ω :
Proof. Assume that p ω (t) = i∈Z a i t i = 0. Let S := {i ∈ Z | a i = 0} and set k := max S − min S. Let n ∈ N and assume that ξ := exp(2πil/n) for some 1 ≤ l ≤ n − 1 satisfies 
2 is surjective for all n ∈ N. Indeed, p ω (t) = 2(t − 1) and Ad(p ω (σ)) is a vector space automorphism of h for σ = (1, 2, . . . , n).
surjective for all n ∈ N. We have p ω (t) = t 2 + t − 2 and Ad(p ω (σ)) is a vector space automorphism of h for σ = (1, 2, . . . , n). 2) . In this case we can still apply the method since we may interchange the role of a and b and note that p ω ′ = 0 for
It is easy to see that
no such trick helps and we have to consider more complicated Nielsen transformations and their effect on our polynomial.
We will show that for each ω ∈ F (2) , there exists a basis for F, such that with respect to the new basis, p ω = 0. Any base change is induced by a sequence of Nielsen transformations. In Proposition 3.6 we study in detail how the base change a → ab, b → b can be expressed in the natural basis of
For x, y ∈ G, we use the notation y x := yxy −1 . Note that this convention implies z ( y x) = zy x and z (xy) = z x z y as expected. It is well-known that for x, y, z ∈ G we get:
From now on let us write c := ab. Note that the set {c, b} is a basis for F. Our next goal is to express [a n , b m ] in terms of the commutators [c n , b m ], i.e. we want to determine the effect of the base change on the natural basis for F (1) . We will need the following lemma.
Lemma 3.5. Let G be a group, a, b ∈ G and c := ab. Let n, m ∈ Z. Then, the following identities hold:
and
Proof. In order to prove (2), we compute
For (3) we compute
This finishes the proof.
Taking the inverse of Equation (2) we obtain for all n, m ∈ Z:
We are now ready to state and prove the technical heart of our computations. 
The main feature of the formulas above is the following. For n ≥ 1, the powers of b that appear expressing [a n , b m ] in the new basis will all be less or equal max{−1, m}. At the same time, the powers of a range between 1 and n. The powers of b that appear when expressing [a −n , b m ] will be less or equal max{n, n + m} and if
] will appear exactly once. We will use this consequence in the proof of our main result.
Proof of Proposition 3.6: We prove the claim (6) by induction on n ∈ N. The claim is obviously true for n = 1, since [a,
Let m ∈ N and assume that the claim (6) is known for the pair (n − 1, m). We compute
Now, we prove the claim (7) by induction on n. Again, the claim is true for n = 1 since
Let us assume that the claim (7) is known for the pair (n − 1, m). We compute:
This proves the claim.
The following proposition shows that our previous computations are enough to deal with some more complicated words.
Proposition 3.7. Let n ∈ N. The word map
Proof. Using Proposition 3.6 we can write ω in the following form:
as claimed. Now, we may compute p ω with respect to the basis {b, c} and obtain
It is easy to see that if a root of unity ξ satisfies p ω (ξ) = 0, then ξ = 1. Hence, Lemma 3.1 implies that the word map associated with ω is surjective for all n ∈ N.
The key observation is that in the expression for [a
can be used to isolate certain exponents. This will be used to show that for ω ∈ F (2) , there is always some basis such that p ω = 0.
Proposition 3.8. Let F be the free group on two generators {a, b} and ω ∈ F (1) . If ω ∈ F (2) , then there exists an basis of F such that p ω (t) = 0, when computed with respect to this basis.
Proof. The idea is to use the mechanism that is hidden in the proof of Proposition 3.7. Let ω ∈ F (1) and ω / ∈ F (2) . Let us write
] is a homomorphism for any basis of F, we may freely rearrange the commutators in the product above. Moreover, we may assume that (n i , m i ) = (n j , m j ) for i = j and ν i ∈ Z \ {0}.
Let n := max{|n 1 |, . . . , |n k |}. Without loss of generality we can assume that n = −n 1 . Indeed, exchanging a with a −1 , exchanges n i with −n i , so that we may assume that n i < 0. Reordering the product allows to assume that n = −n 1 . Again, reordering does not change p ω in any basis, since only the class of ω in F (1) /F (2) matters in our computation. In addition, we may assume that there exists k ′ ∈ N such that n = n 1 = n 2 = · · · = n k ′ and n = n l for l > k ] will be the only appearance of b qn+m . Hence, computing p ω with respect to the basis {b, c q }, the coefficient of t qn+m will be non-zero. This proves the claim.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1: Let ω ∈ F \ F (2) be arbitrary. If ω ∈ F (1) , then Lemma 2.1 proves the claim. Hence, we may assume ω ∈ F (1) and ω ∈ F (2) . By Proposition 3.8, there exists a basis of F such that p ω (t) = 0. The claim follows from Corollary 3.2. = b m+1 a n b −(m+1) a −n a n ba −n b
