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To  foster  the  transition  to  more  sustainable  energy  systems,  policymakers  have  been  approving  meas-
ures  to improve  energy  efﬁciency  as  well  as promoting  smart  grids.  In  this  setting,  building  managers  are
encouraged  to  adapt  their  energy  operations  to real-time  market  and  weather  conditions.  Yet,  most  fail
to do  so  as they  rely  on  conventional  building  energy  management  systems  (BEMS)  that  have  static  tem-
perature  set  points  for heating  and  cooling  equipment.  In  this  paper,  we  investigate  how  effective  policyeywords:
mart building energy management
ynamic energy consumption
nergy-efﬁciency policy measures
on-linear optimisation
measures  are  at improving  building-level  energy  efﬁciency  compared  to a smart  BEMS  with  dynamic
temperature  set  points.  To  this  end,  we present  an  integrated  optimisation  model  mimicking  the  smart
BEMS  that  combines  decisions  on heating  and  cooling  systems  operations  with  decisions  on  energy  sourc-
ing. Using  data  from  an  Austrian  and  a Spanish  building,  we  ﬁnd  that  the  smart  BEMS  results  in greater
reduction  in  energy  consumption  than  a conventional  BEMS  with  policy  measures.
©  2014  The  Authors.  Published  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY  license. Introduction
Concerns about climate change stemming from increased
nthropogenic emissions of greenhouse gases such as CO2 have
atalysed a transition to a more sustainable energy system. In many
ndustrialised countries, such ambitions have been formalised by
argets set by policymakers, e.g., the EU’s 20-20-20 by 2020 direc-
ive, which stipulates a 20% reduction in energy consumption by
020 relative to 1990 levels along with a 20% reduction in CO2
missions and 20% of all energy produced by renewable technolo-
ies [1]. Typically, supporting the attainment of these targets are
olicy measures such as feed-in tariffs (FIT) or renewable portfolio
tandards, which effectively subsidise renewable energy technolo-
ies [2,3]. Yet, while such measures are prominently discussed in
erms of stimulating the adoption of renewable energy technolo-
ies, the demand side’s role in facilitating this desired transition to
ustainability has been often overlooked.
Somewhat ironically, the interest in accommodating intermit-
ent renewables on the supply side has triggered the desire to have
∗ Corresponding author at: Department of Statistical Science, University College
ondon, London, United Kingdom. Tel.: +44 20 7679 1871.
E-mail addresses: p.rocha@ucl.ac.uk (P. Rocha), afzal.siddiqui@ucl.ac.uk
A. Siddiqui), MStadler@cet.or.at (M.  Stadler).
ttp://dx.doi.org/10.1016/j.enbuild.2014.11.077
378-7788/© 2014 The Authors. Published by Elsevier B.V. This is an open access article u(http://creativecommons.org/licenses/by/3.0/).
more ﬂexible demand, i.e., a smart grid that can respond to the ﬂuc-
tuations in power generation. Thus, in recent years, awareness of
and support for smart buildings has risen, e.g., the Smart Grid Man-
date of the EU [4]. In effect, rather than being passive consumers,
building managers are to be equipped and incentivised to respond
to real-time market and weather conditions by taking advantage of
advances in information and communications technologies (ICT).
Still, the expertise required to beneﬁt from smart grid opportuni-
ties is beyond the capabilities of most building managers who  rely
on commercially available building energy management systems
(BEMS) that typically have static set-point temperatures for the
heating and cooling equipment regardless of external conditions.
Indeed, adjusting the operations of heating, ventilation, and cool-
ing (HVAC) equipment is likely to result in substantial reductions in
energy consumption. For example, an analysis of a shopping centre
and ofﬁce building in Sweden indicated that heating demand may
be reduced by over 40% by relying on dynamic temperature set
points for the heating equipment [5]. Especially in OECD countries,
where the level of new builds is relatively low, improving the
energy efﬁciency of buildings is likely to rely upon better operations
of installed equipment and refurbishments.Taking such a perspective, the literature on distributed
energy resources (DER) has aimed to address how building-level
equipment installation and operational decisions may  be made.
Optimisation-based tools such as DER Customer Adoption Model
nder the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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DER-CAM) and Microgrid Customer Engineering Economic Model
MCEEM) have typically assumed known or estimated energy
emands, e.g., for lighting, cooling, and heating, that must be
et  by a menu of available energy resources, e.g., on-site gen-
ration, recovered heat, off-site purchases, etc. [6,7]. While such
odels are able to determine the cost- or CO2-minimising DER
trategies, they are limited by their assumption that demand is
xogenous to the model. For example, Stadler et al. [8] include
emand response, but this measure is treated as another resource
o meet an exogenously given demand. Such a supposition is also
ontrary to how most building managers approach site operations:
hey are concerned about users’ requirements, which necessitate
eeping internal zonal temperatures in desired ranges, as opposed
o meeting aggregated energy demands based on simulation mod-
ls, e.g., EnergyPlus [9].
Recognising this limitation, recent work has strived to make
nergy demand endogenous to optimisation models. For exam-
le, Livengood and Larson [10] optimise the joint production of
nergy from intermittent resources and residential demand by
ccounting for building physics and the thermodynamics of air con-
itioning, while Liang et al. [11] similarly embed such details within
n optimisation model to examine the trade-off between cost and
omfort. Focusing on conventional radiators and the ventilation
spect of HVAC systems, Groissböck et al. [12] demonstrate that
nergy consumed for meeting buildings’ heating requirements may
e reduced by over 10% by operating the equipment in a way  that is
ore responsive to external conditions. They implement their so-
alled dynamic temperature set point method, which allows the
onal temperature to ﬂuctuate in a user-speciﬁed range, on one
ublic building in Austria and another in Spain. Hence, the smart
rid concept is gaining prominence in policy circles, which is lead-
ng to improved models for building-level decision support.
At the same time as the promotion of smart grids, policymakers
t the national level advocate measures to improve demand-side
nergy efﬁciency, e.g., regulations on internal temperatures and
ubsidies for the installation of embedded renewable energy tech-
ologies. An advantage of these policy measures is that they do not
equire changes to the buildings’ existing BEMS and simply either
ower the thermostat or install subsidised technologies that provide
nergy to offset market purchases. But, how effective are such pol-
cy measures at attaining stated improvements in energy efﬁciency
t the building level? In particular, how do they compare with the
o-called smart BEMS of [11,12]?
In this paper, we tackle these questions by comparing the
ffectiveness of policy measures and smart BEMS. Similar to [12],
ur approach is to model the operations of both conventional
nd smart BEMS via an optimisation model. However, in contrast
o both [11,12], we construct an integrated model for building
perations that links lower-level decisions on equipment oper-
tions with upper-level ones on energy sourcing (see Fig. 1). In
ffect, our integrated model merges the energy-balance consid-
rations of a strategic model [13,14] with the detailed treatment
f building physics from lower-level operational models [11,12].
onsequently, we are able to analyse the impact of policy meas-
res by internalising the energy sourcing decision. Using the same
est buildings in Austria and Spain as in [12], we  examine a range
f proposed national policy measures and compare them with the
erformance of the smart BEMS alone in terms of meeting heating
equirements during typical winter days. Regardless of the policy
easure and building type, we ﬁnd that the smart BEMS results in
reater reduction in energy consumption than a conventional BEMS
ith policy measures. In fact, even policy measures with a conven-ional BEMS that has the lowest-possible temperature set point are
nable to outperform the smart BEMS on the basis of the energy
onsumed for space heating or CO2 emissions. Intuitively, the ﬂexi-
ility enjoyed by the smart BEMS enables it to be more responsive toFig. 1. BEMS schema.
external conditions than the conventional BEMS. Thus, with the aim
of having more energy-efﬁcient buildings, it may be more desirable
for policymakers to enact legislation that removes barriers to smart
BEMS adoption instead of increasing regulations on temperature
settings or subsidies for technologies.
The rest of this paper is structured as follows. Section 2 provides
a mathematical formulation of the optimisation problem that mod-
els the smart BEMS. Section 3 uses data from the two test buildings
in order to run numerical examples for both conventional BEMS
with policy measures and smart BEMS. Section 4 summarises our
ﬁndings, discusses the limitations of our approach, and offers direc-
tions for future research in this area.
2. Model formulation
In this section, we present the mathematical formulation of the
integrated operational optimisation model that underlies the smart
BEMS. The proposed model comprises lower- and upper-level oper-
ational modules (see Fig. 1). While the lower-level module focuses
on the operation of the HVAC and conventional radiator systems so
as to maintain the internal temperature within speciﬁed limits, the
upper-level module determines how the energy consumption from
adjusting the temperature and the building’s remaining energy
needs are satisﬁed. We  start by describing the lower- and the upper-
level operational constraints before specifying the full optimisation
model. The nomenclature used in this section is located in Appendix
A.
2.1. Lower-level operational constraints
The lower-level constraints reﬂect the thermodynamics of con-
ventional radiators and HVAC systems as well as the building’s
physics. Instead of considering exogenous end-use demands for
space heat and cooling, we assume that the occupants’ preferences
are expressed in terms of a range for the internal zone tempera-
ture. Given the external temperature, the solar gains, the building’s
shell, and the internal loads, the lower-level operational module
determines the ﬂow rates of air and water in the cooling and heat-
ing systems that maintain the zone temperature in the desired
range. Thus, the end-use energy requirements for certain types of
space heat, venting, and cooling are decided endogenously. Groiss-
böck et al. [12] model solely the lower-level operations of heating
equipment for buildings with conventional radiators and an HVAC
system. In order to keep our paper self-contained, we summarise
the lower-level operational formulation and show how it interacts
with the upper-level operational constraints that we introduce in
this paper.
We  start by specifying how the zone temperature is updated
from one period to the next. Eq. (1) updates the zone tempera-
ture in period t (t) based on the current zone temperature (t−1),
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he external temperature (t−1), internal load (t−1), and heat to
e provided from both conventional (t) and HVAC (ϒt) systems
hile accounting for the building shell’s characteristics as indicated
n [15].1
t =
(
1
cpair · air · 
ı
+  · ˛wall + 	tvent · air · cpair
)
·
[
cpair · air · 
ı
·  t−1 + t · 

ı
+  · ˛wall · t−1 + t−1 ·  · 
· ˛glass + t−1 · ˛ﬂoor + air · cpair · 	tvent · ϒt
]
, ∀ t ∈ T (1)
Eq. (1) is derived from [16] by adding solar gains and conven-
ional heating sources. The terms inside the square brackets on
he right-hand side of the equation reﬂect, in order, the natural
onal temperature change, the heat transferred from the radiator
o the air, the heat lost or gained due to the external temperature,
he effect of solar gains through windows, any internal loads, and
eating, ventilation, or cooling via the HVAC system.
Eq. (2) states that the zone temperature must stay inside a tem-
erature range speciﬁed by the building manager during each time
eriod.
t ≤ t ≤ t, ∀t ∈ T (2)
If heat is produced by the radiator, then its effect on the zone
emperature needs to be considered. Eq. (3) describes how heat is
ransferred from the radiator to the air for a conventional heating
ystem. This relationship is derived from [17] and depends on the
esired zone temperature (t).
t = ı


·  ·
⎛
⎝ ( − t)
ln
(
−t
t−t
) · 1

⎞
⎠
ϕ
, ∀ t ∈ T (3)
ere, ϕ and  reﬂect the radiator’s technical features: the former
etermines the temperature driving force for heat transfer in ﬂow
ystems, while the latter describes the non-linear relation between
he heat output and the mean transmission temperature () of the
adiator.
The heat produced by the radiator depends on the rate at
hich heated water ﬂows through it. Eq. (4) reﬂects how heat is
xchanged inside the radiator and, thus, is a function of the ﬂow
ate of water (	twater).
t = ı


· 	twater · water · cpwater ·
(
 − t
)
, ∀t ∈ T (4)
Eq. (4) is obtained from [18] by assuming a constant supply-
ater temperature ().
Once the radiator’s operations are modelled, the space-heat
emand can be calculated. Eq. (5) determines the heat required
nside the boiler (Dtspaceheat) to change the water temperature
rom the current return-water temperature (t−1) to the required
upply-water temperature ().
t
spaceheat =
ı · 	twater · water · cpwater · ( − t−1), ∀ t ∈ T (5)

Next, we impose bounds on the capacity of the conventional
eating system. Eq. (6) captures the fact that the return-water
1 The building’s construction type affects the zone temperature in Eq. (1) through
he building’s wall U-value ().dings 88 (2015) 203–213 205
temperature for each period must lie between the zone tempera-
ture for the considered period and the supply-water temperature:
t ≤ t ≤ , ∀ t ∈ T,  (6)
whereas Eq. (7) constrains the water ﬂow rate in each time period:

water
≤ 	twater ≤ water, ∀ t ∈ T.  (7)
Turning to the HVAC system, we reﬂect its temperature settings
based on the external temperature (t−1). Eq. (8) describes the set-
ting of the supply-air temperature for the HVAC’s air-handling unit
(AHU), which is modelled as a piecewise linear function in the case
of ventilation with cooling, following [19].
ϒt =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
t · t−1 +
(
1 − t
)
· t−1 vent only
ς cool&t−1 < 
ς +
(
ς − ς
 − 
)
· (t−1 − ) cool& ≤ t−1 < 
ς cool& ≤ t−1
∀t ∈ T (8)
Eq. (9) calculates the cooling demand for each period as the
energy required to bring the temperature of the return air from the
AHU mixed with the external air to the supply-air temperature.
Dtcooling = 	tvent · air · cpair ·
ı


· (t · t−1 + (1 − t) · t−1 − ϒt),
∀ t ∈ T (9)
Like with the conventional radiator, we  impose technical limits
on the AHU. Eq. (10) constrains the proportion of external air taken
in by the AHU during each period:
 ≤ t ≤ , ∀ t ∈ T, (10)
whereas Eq. (11) imposes bounds on the AHU’s air ﬂow rate during
each period:

vent
≤ 	tvent ≤ vent, ∀ t ∈ T.  (11)
2.2. Upper-level operational constraints
In this section, we  describe the upper-level constraints, which
determine how the building’s energy requirements are met, e.g.,
through on-site generation, storage, and/or energy purchases. By
capturing such features, the resulting integrated model allows us
to compare the performance of policy measures in a conventional
BEMS with that of the smart BEMS. Such capability is not handled
by related models in [11,12]. In contrast to conventional models
of building-level energy operations, e.g., [6,7], the end-use energy
demands of space heating and cooling are determined endoge-
nously by the lower-level operational module, while the remaining
end-use energy demands are inputs to the model.
At the heart of the upper-level module are the energy-balance
equations, which guarantee that, for every energy type, the net
energy supply meets the energy demand in each time interval as
in Eq. (12). The net energy supply consists of the energy produced
by energy-creating technologies plus the energy discharged from
storage and the energy purchases in the energy market less the
energy used for production or charging storage devices and the
energy sold.∑
i∈IGen
(zti,k − yti,k) +
∑
i∈ISto
(roti,k − ri
t
i,k) + utk − wtk = Dtk,
∀ k ∈ K,  t ∈ T (12)
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Fig. 2. Average solar gains and internal loads for FASAD.
Eq. (13) calculates the amount of output energy produced by an
nergy-generating technology (excluding HVAC systems) from the
mount of input energy and the technology’s energy-conversion
actor.
t
i,k′ =
∑
k∈KiIn
ECi,k,k′ · yti,k, ∀ i ∈ IGenX, k′ ∈ KiOut, t ∈ T (13)
For HVAC systems, Eq. (14) determines the electric energy
eeded to meet either the ventilation or cooling requirements dur-
ng each period, depending on the kind of HVAC system installed.
t
HVAC,electricity =
{
ω · 	tvent vent only
EHVAC,electricity,cooling · ztHVAC,cooling cooling
,
∀ t ∈ T (14)
Eq. (15) imposes bounds on the amount of energy that can
e produced by an energy-generating technology during a given
eriod. The corresponding upper bound depends on both the tech-
ology’s capacity and availability during that period. In particular,
he parameter AFti is the time- or weather-dependent availability
actor for a given technology, e.g., photovoltaic (PV) or solar ther-
al. For solar energy technologies, this depends on the solar gains,
hich are graphed in Figs. 2 and 8 for our numerical examples.
t
i,k ≤
ı


· AFti · XCi, ∀ i ∈ IGen, k ∈ KiPo, t ∈ T (15)
Eq. (16) constrains the amount of energy that can be purchased
n each time interval. This amount must not be greater than the
mount stipulated in the signed purchase contract.
t
k ≤
ı


· MPk, ∀ k ∈ KEP, t ∈ T (16)
imilarly, Eq. (17) ensures that the amount of energy sold in each
eriod does not exceed the amount agreed in the signed sales con-
ract.
ıt
k ≤ 
 · MSk, ∀ k ∈ KES, t ∈ T (17)
oreover, Eq. (18) guarantees that the amount of energy that may
e sold cannot exceed the amount of energy generated on site. Thisdings 88 (2015) 203–213
constraint precludes arbitrage opportunities that may  arise if the
purchase price is lower than the selling price, e.g., if a FIT is available.
wtk ≤
∑
i∈IGen
zti,k, ∀ k ∈ KES, t ∈ T (18)
For each energy-storage technology, Eq. (19) ensures that the
energy available in storage at the end of a given time interval is
equal to the energy stored at the end of the previous period plus
the energy sent to storage minus the energy removed from storage
during the considered period. Each type of energy ﬂow is corrected
by its respective loss ratio parameter.
rti,k = OSi · rt−1i,k + OIi · ri
t
i,k − OOi · roti,k, ∀ i ∈ ISto, k ∈ KiPo, t ∈ T
(19)
Eq. (20) sets an upper limit on the amount of energy that can be
discharged from a given energy-storage technology in each time
interval. This limit depends on the technology’s installed capacity
and the respective maximum discharge rate.
roti,k ≤
ı


· OXi · XCi, ∀ i ∈ ISto, k ∈ KiPo, t ∈ T (20)
Similarly, the amount of energy that may  be charged to a given
energy-storage technology is restricted in Eq. (21). Its upper limit
depends on the installed capacity and the maximum charge rate of
the considered technology.
riti,k ≤
ı


· OYi · XCi, ∀ i ∈ ISto, k ∈ KiPo, t ∈ T (21)
Upper and lower bounds on the amount of energy that can be stored
in an energy-storage technology are imposed by Eq. (22).
OAi · XCi ≤ rti,k ≤ OBi · XCi, ∀ i ∈ ISto, k ∈ KiPo, t ∈ T (22)
Finally, we determine the total costs and pollution emissions
of operating the building’s installed technologies and of sourcing
energy. The total costs are composed of the energy trading and
technology operation costs as well as CO2 taxes:
c =
∑
t∈T
⎧⎪⎨
⎪⎩
∑
k∈KEP
PPtk · utk −
∑
k∈KES
SPtk · wtk +
∑
i∈IGen
∑
k∈KiPo
COi · zti,k
+
∑
i∈ISto
∑
k∈KiPo
COi · roti,k + TXt ·
⎛
⎝∑
i∈IGen
∑
k∈KiIn
LHk,CO2 · yti,k
+
∑
k∈KEP
LCtk,CO2 · u
t
k
⎞
⎠
⎫⎬
⎭ , (23)
whereas the total pollution emissions comprise those from both
energy purchases and energy-generating technologies:
p =
∑
t∈T
∑
∈L
⎧⎨
⎩
∑
i∈IGen
∑
k∈KiIn
LHk, · yti,k +
∑
k∈KEP
LCtk, · utk
⎫⎬
⎭ . (24)2.3. Integrated operational model
Given the existing building shell, energy equipment conﬁgu-
ration, and energy tariffs, an integrated operational optimisation
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cost-minimising solutions for FASAD, whereas Table 3 displaysP. Rocha et al. / Energy an
odel of the smart BEMS is formulated for meeting each site’s
emperature and energy requirements as follows:
Minimise (1 − ˇ) · c
c
+  ˇ · p
p
subject to (1) − (24)
t, t, 	twater, 	
t
vent, ϒ
t, t, t, Dt
spaceheat
, Dt
cooling
∈ R
rt
i,k
, riti,k, ro
t
i,k
∈ R+, ∀i ∈ ISto, k ∈ KiPo
yt
i,k
∈ R+, ∀i ∈ IGen, k ∈ KiIn
zt
i,k
∈ R+, ∀i ∈ IGen, k ∈ KiOut
ut
k
∈ R+, ∀k ∈ KEP
wt
k
∈ R+, ∀k ∈ KES
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
∀t ∈ T
c  ∈ R, p ∈ R+.
(25)
The aim of problem (25) is to operate the building’s existing
echnologies and to procure energy to minimise a weighted average
f energy costs and pollution emissions.2
. Numerical examples
In order to distil managerial and policy insights for sustaina-
ility, we run the integrated operational optimisation model using
ata from two public buildings in the EU. The ﬁrst site is Centro de
dultos La Arboleya (Siero, Spain, 43.38◦ N, 5.65◦ W),  which belongs
o the Fundación Asturiana de Atención y Protección a Personas
on Discapacidades y/o Dependencias (FASAD). The second site is
achhochschule Burgenland’s Pinkafeld campus, which is located in
inkafeld, Austria (47.37◦ N, 16.12◦ E). FASAD (Pinkafeld) is located
n a Maritime temperate (Continental) climate zone.
For our numerical experiments, we consider a typical winter day
ith hourly decision intervals. For each site, we  investigate three
ases: a ﬁxed-mean temperature (i.e., the average of the lower and
pper zone temperature limits) requirement (FMT), a ﬁxed-lower
emperature requirement (FLT), and a speciﬁed temperature range
ver which the operation of the heating and natural ventilation
r HVAC systems may  be optimised via dynamic temperature set
oints (OPT). In effect, the ﬁrst two cases mimic  the building’s exist-
ng operations with static temperature set points under a normal
FMT) and an energy-conscious (FLT) setting, whereas the OPT case
ses a smart BEMS to determine temperature set points dynam-
cally in response to changing conditions. For each building, we
urther consider the baseline conﬁguration and three operating
cenarios, each of which reﬂects the implementation of a policy
easure aimed at reducing energy consumption in buildings. For
ach operating scenario, a likely building conﬁguration was  deter-
ined in consultation with local experts. For FASAD, the operating
cenarios are the following:
Scenario 1 (baseline): Conventional heating and natural ven-
tilation; one 1293.3 kW and one 232.6 kW natural gas-ﬁred
boiler, one 5.5 kWe combined heat and power (CHP) unit; daily
exogenous end-use electricity demand of 691 kWhe and domes-
tic hot-water demand of 1592 kWh; ﬂat energy tariff rates
(D 0.1426/kWhe for electricity purchases and D 0.0523/kWh for
natural gas purchases); electricity FIT3 of D 0.1758/kWhe for CHP.
Scenario 2: Imposition of a CO2 tax of D 0.02 per kg of CO2 emis-
sions (or, equivalently, D 20/ton).
2 The weight  ˇ ∈ [0, 1] is assigned to pollution emissions [8]. Here, the normalising
arameters c and p are included to make the objective function dimensionless. They
ay  be set to the maximal costs and the maximal pollution emissions, respectively,
ound through a set of optimisation runs.
3 Source: Special scheme for electricity generation with renewable energy sources
20].dings 88 (2015) 203–213 207
• Scenario 3: A regulatory requirement4 that the zone temperature
cannot exceed 21 ◦C if a conventional heating system is in place.
• Scenario 4: Promotion of solar thermal technologies, inducing the
installation of a 7.58 kW solar thermal system at FASAD.
For Pinkafeld, we examine the following operating scenarios:
• Scenario 1 (baseline): Heating and HVAC system; one 1.28 kWp
PV system; exogenous daily end-use electricity demand of
543 kWhe; ﬂat energy tariff rates (D 0.15/kWhe for electricity pur-
chases, D 0.08/kWhe for electricity sales, and D 0.0803/kWh for
district heat purchases).
• Scenario 2: Availability of a FIT5 (with a rate of D 0.1812/kWhe) to
incentivise PV adoption, leading to the installation of a 100 kWp
PV system at Pinkafeld.
• Scenario 3: Introduction of a demand-side response measure in
the form of a time-of-use (TOU) electricity purchasing tariff6
(whose rate is D 0.1601/kWhe between 7:00 and 14:00 and
between 17:00 and 20:00, D 0.1513/kWhe between 14:00 and
17:00, and D 0.1405/kWhe otherwise).
• Scenario 4: Promotion of solar thermal energy, resulting in the
installation of a 75 kW solar thermal system at Pinkafeld.
Besides the aforementioned data, the average hourly solar gains
and internal loads7 (during a typical winter day) are depicted in
Figs. 2 and 8 for FASAD and Pinkafeld, respectively. The required
zone temperature ranges for FASAD and Pinkafeld can be viewed
in Figs. 5 and 11, respectively. The remaining input parameters used
in our numerical experiments are presented in Table 1.
While the OPT problems representing the smart BEMS are for-
mulated as (25), the FMT  and FLT problems for the conventional
BEMS may  be obtained by replacing Eq. (2) in problem (25) with:
t = 0.5 · (t + t), ∀ t ∈ T and t = t, ∀ t ∈ T,
respectively. In our numerical experiments, we adopt a pure cost
minimisation (  ˇ = 0) framework and set c = D 1, in problem (25).
Then, the optimal objective value of (25) is the minimum energy
cost. Using the optimal solution to problem (25), we calculate the
corresponding CO2 pollution emissions, primary energy consump-
tion, space-heat demand, and electricity demand for the HVAC
system through Eq. (24),
∑
t∈T
∑
k∈KEPBk · u
t
k
,
∑
t∈TD
t
spaceheat, and∑
t∈Ty
t
HVAC,electricity, respectively. All optimisation problems are
solved in MATLAB R2012a using the SQP algorithm of the FMINCON
solver from MATLAB’s Optimization Toolbox. The computations are
carried out on a Linux workstation with a 3.40 GHz Intel quad-core
processor with 8 GB RAM. The OPT solution time amounts to 15 min
for Pinkafeld and 117 min  for FASAD. We  remark that the optimal
solution to FASAD’s OPT problem takes longer to locate due to the
more varied patterns of energy supply at FASAD.
3.1. FASAD
Table 2 presents the daily energy consumption, the energy
costs, and the CO emissions for the space-heat demand of thecorresponding metrics for the site’s overall energy consumption.
The numbers in parentheses indicate the percentage change in the
4 Source: Norm for thermal installation in buildings [21].
5 Source: Ökostrom-Einspeisetarifverordnung (2012) [22].
6 Here, we  use a TOU tariff offered by an energy supplier that operates in the area
of  Pinkafeld. The tariff has been adjusted so that its average hourly rate is equal to
the  corresponding ﬂat rate of the baseline scenario.
7 In this paper, we use the data on hourly solar gains and internal loads reported
in  [12].
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Table  1
Input parameters for test sites.
Attribute FASAD Pinkafeld
˛ﬂoor 5771 2089
˛glass 842 426
˛wall 2282 6143
 0.60 0.60
  75 80
0 0.007 0.001436
vent 10 3.61

vent
0 0
water 0.00181 0.00245

water
0 0
  0.00133 0.000413
  636 100
0 0 0
ς N/A 18
ς N/A 12
 N/A 0.50
  N/A 0
  0.40 0.67
ϕ  1.33 1.33
0 3.8 −3.56
 N/A 20
  N/A 10
  41901 11081
ω  N/A 0.75
0 50 40
0 19 16
Belectricity 2.0624 1.089
Bheat N/A 2
EHVAC,electricity,cooling N/A 0.2857
ECboilers,NG,heat 0.925 N/A
ECCHP,NG,electricity 0.2683 N/A
ECCHP,NG,heat 0.6098 N/A
ECPV,solar,electricity N/A 0.125
ECsolarthermal,solar,heat 0.7571 0.5
LCtelectricity,CO2 0.399 0.03 (7:00–14:00, 17:00–20:00)
0  (otherwise)
LCtheat,CO2 N/A 0.03
LHNG,CO2 0.2019 N/A
Table 2
Summary of operational results for FASAD’s space heat.
Case Scenario Demand (kWh) Cost (∈) CO2 emissions (kg)
FMT  1 699.8 (0.0%) 41.9 (0.0%) 153.7 (0.0%)
2 699.8 (0.0%) 45.0 (7.4%) 153.7 (0.0%)
3 557.6 (−20.3%) 33.5 (−20.0%) 122.5 (−20.3%)
4 699.8 (0.0%) 41.6 (−0.7%) 152.3 (−0.9%)
FLT 1 556.3 (−20.5%) 33.5 (−20.0%) 122.2 (−20.5%)
2 556.3 (−20.5%) 35.9 (−14.3%) 122.2 (−20.5%)
3 499.5 (−28.6%) 30.1 (−28.2%) 109.8 (−28.6%)
4 556.3 (−20.5%) 33.2 (−20.8%) 121.2 (−21.1%)
OPT 1 490.7 (−29.9%) 29.5 (−29.6%) 107.8 (−29.9%)
Table 3
Summary of operational results for FASAD’s overall energy system.
Case Scenario Primary energy (kWh) Cost (∈) CO2 emissions (kg)
FMT  1 4071.0 (0.0%) 213.7 (0.0%) 809.9 (0.0%)
2  4071.0 (0.0%) 229.9 (7.6%) 809.9 (0.0%)
3  3917.3 (−3.8%) 205.6 (−3.8%) 778.9 (−3.8%)
4  4019.6 (−1.3%) 211.0 (−1.3%) 799.5 (−1.3%)
FLT 1 3915.9 (−3.8%) 205.6 (−3.8%) 778.6 (−3.9%)
2 3915.9 (−3.8%) 221.1 (3.5%) 778.6 (−3.9%)
3  3854.4 (−5.3%) 202.3 (−5.3%) 766.2 (−5.4%)
4  3864.4 (−5.1%) 202.9 (−5.1%) 768.2 (−5.1%)
OPT 1 3845.0 (−5.6%) 201.8 (−5.6%) 764.3 (−5.6%)
Fig. 3. Fixed-mean temperature setting for FASAD.Fig. 4. Fixed-lower temperature setting for FASAD.
metric relative to the FMT  run for scenario 1 (baseline). Figs. 3–5
depict how the zone and external temperatures change during the
day under different scenarios/cases.8 Figs. 6 and 7 show FASAD’s
patterns of the space-heat demand and the natural ventilation,
respectively, throughout the day.
We  start by comparing scenarios 2–4 against the baseline sce-
nario for space-heat demand in order to obtain policy insights (see
Table 2). Imposing a CO2 tax of D 0.02/kg (scenario 2) does not
alter the building’s operations. Thus, FASAD’s energy costs simply
increase without reducing energy consumption and CO2 emissions.
In fact, a CO2 tax of at least D 0.085/kg would be required to induce
a change in FASAD’s energy sourcing, which involves always run-
ning the CHP unit at maximum capacity, using its recovered heat to
cover part of the building’s heat load, and selling its electric energy.
At very high tax levels, it is, instead, preferable to use the electric
energy produced by the CHP unit to meet the building’s electricity
load. Since cogeneration is more energy- and carbon-efﬁcient than
electricity purchases, the CO2 emissions and the primary energy
8 Note that in off-peak hours, the temperature requirement is lower because of
reduced occupancy. However, we still determine the zone temperature optimally
during these hours.
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Fig. 5. Optimal zone temperatures for FASAD in Scenario 1 (Smart BEMS).
Fig. 6. Space-heat demand for FASAD in Scenarios 1, 2, and 4.
Fig. 7. Natural ventilation for FASAD in Scenarios 1, 2, and 4.dings 88 (2015) 203–213 209
consumption decrease in this setting. However, such levels of CO2
tax are not observed in practice, e.g., the price level of EU Emission
Allowances peaked at D 0.03/kg in 2006 and lies below D 0.01/kg at
the time of writing.
The energy-efﬁciency requirement in scenario 3 translates into
a lower required temperature (see Figs. 3 and 4) and, thus, less
heating (see Table 2). Consequently, in this setting, the space-
heat demand and CO2 emissions decrease by 20% and 10% in the
FMT  and FLT cases, respectively. By installing a new solar thermal
system (scenario 4), part of the hot water production shifts from
the gas-ﬁred boilers to a CO2-free and costless energy technology.
Therefore, although the space-heat demand is not affected, all of
the performance indicators for overall energy improve by approxi-
mately 1% in scenario 4. In summary, a stringent energy-efﬁciency
regulation (scenario 3) appears to be the most effective policy mea-
sure for reducing energy use and CO2 emissions in FASAD with the
static temperature set points of the conventional BEMS that are
currently used.
In contrast to the conventional BEMS with FMT  or FLT settings,
the smart BEMS implemented in OPT has the ﬂexibility to change
the set-point temperatures of the heating system. Focusing on the
baseline scenario, the OPT case reduces the space-heat demand and
the corresponding CO2 emissions and costs by 30% and 12% com-
pared to the FMT  and FLT cases, respectively (see Table 2).9 Due to
the high solar gains in the middle of the day (see Fig. 2), the FMT and
FLT cases require venting in order to comply with the rigid temper-
ature requirements (see Fig. 7). Conversely, the OPT case allows the
zone temperature to ﬂuctuate within the acceptable temperature
range (see Fig. 5), thereby taking advantage of the solar gains.10 The
OPT solution requires much less heating during the evening and no
ventilation during the entire day (see Figs. 6 and 7). Thus, the energy
beneﬁts of using a smart BEMS to reduce the demand for space
heat are substantial. In fact, a smart BEMS is even more effective
at reducing space-heat demand than the conventional BEMS with
an FLT setting under any policy measure. Therefore, we conclude
that the proposed smart BEMS delivers more reduction in energy
consumption and CO2 emissions than any of the considered pol-
icy measures for a conventional BEMS with static temperature set
points.
3.2. Pinkafeld
Analogous to the results for FASAD, we  ﬁrst summarise the
metrics associated with the actions that the smart BEMS can con-
trol, viz., space-heat demand and electricity consumed by the
HVAC system, in Table 4. A summary of the operational results for
Pinkafeld’s overall energy consumption is presented in Table 5. The
numbers in parentheses in Tables 4 and 5 indicate the percentage
changes in the metrics relative to the FMT  baseline run. Figs. 9–11
show the evolution of the zone temperature during the day relative
to the external temperature for the FMT, FLT, and OPT cases, respec-
tively. Figs. 12 and 13 depict Pinkafeld’s patterns of the space-heat
demand and the ventilation, respectively, throughout the day.
In order to distil policy insights, we compare scenarios 2–4
against the baseline scenario for space-heat demand and HVAC
9 As per [18], we  validated the performance of our model in Eq. (1) using a labora-
tory facility. We also contracted an independent energy auditor to verify the extent
of  the energy savings via a four-day test at the Pinkafeld site. The results showed
an average of 7.7% reduction in energy consumption for space heating from using
smart BEMS.
10 A speciﬁed zone temperature range narrower than the 3 ◦C during peak hours
would lower the energy savings. We have veriﬁed this in the limit as the “range”
collapses to the lowest-possible set-point temperature as in the FLT cases. However,
the  model is robust enough to ﬁnd the optimal solution even in these cases, which
we have veriﬁed by iteratively narrowing the range.
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Fig. 8. Average solar gains and internal loads for Pinkafeld.
Fig. 9. Fixed-mean temperature setting for Pinkafeld.
Fig. 10. Fixed-lower temperature setting for Pinkafeld.
Fig. 11. Optimal zone temperatures for Pinkafeld in Scenario 1 (Smart BEMS).
Fig. 12. Space-heat demand for Pinkafeld.
Fig. 13. HVAC ventilation for Pinkafeld.
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Table  4
Summary of operational results for Pinkafeld’s space heat and HVAC electricity
consumption.
Case Scenario Space heat
(kWh)
HVAC
electricity
(kWhe)
Cost (∈) CO2
emissions
(kg)
FMT  1 696.1 (0.0%) 5.7 (0.0%) 56.7 (0.0%) 20.9 (0.0%)
2  696.1 (0.0%) 5.7 (0.0%) 56.7 (0.0%) 20.9 (0.0%)
3  696.1 (0.0%) 5.7 (0.0%) 56.8 (0.2%) 20.9 (0.0%)
4  696.1 (0.0%) 5.7 (0.0%) 54.6 (−3.7%) 20.1 (−3.8%)
FLT 1 641.6 (−7.8%) 7.8 (36.8%) 52.7 (−7.1%) 19.3 (−7.7%)
2  641.6 (−7.8%) 7.8 (36.8%) 52.7 (−7.1%) 19.3 (−7.7%)
3  641.6 (−7.8%) 7.8 (36.8%) 52.7 (−7.1%) 19.3 (−7.7%)
4  641.6 (−7.8%) 7.8 (36.8%) 51.0 (−10.1%) 18.7 (−10.5%)
OPT 1 629.1 (−9.6%) 3.6 (−36.8%) 51.0 (−10.1%) 18.9 (−9.6%)
Table 5
Summary of operational results for Pinkafeld’s overall energy system.
Case Scenario Primary energy
(kWh)
Cost (∈) CO2 emissions
(kg)
FMT  1 1987.5 (0.0%) 137.9 (0.0%) 29.5 (0.0%)
2  1989.4 (0.1%) 113.0 (−18.1%) 29.6 (0.3%)
3 1987.5 (0.0%) 139.4 (1.1%) 29.5 (0.0%)
4 1933.3 (−2.7%) 135.7 (−1.6%) 28.7 (−2.7%)
FLT 1 1880.7 (−5.4%) 133.8 (−3.0%) 27.9 (−5.4%)
2  1882.7 (−5.3%) 108.9 (−21.0%) 28.0 (−5.1%)
3 1880.7 (−5.4%) 135.4 (−1.8%) 27.9 (−5.4%)
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c4 1839.7 (−7.4%) 132.2 (−4.1%) 27.3 (−7.5%)
OPT 1 1851.2 (−6.9%) 132.2 (−4.1%) 27.5 (−6.8%)
lectricity consumption (see Table 4). In scenario 2, Pinkafeld’s
uilding manager can sign up to a FIT for PV systems. In that case,
ll of the electric energy generated by the PV system is sold since
he FIT rate is higher than the electricity purchasing tariff rate. This
eads to a cost reduction as well as a slight increase in the primary
nergy consumption and CO2 emissions as the entire building’s
lectricity load is met  solely via off-site electricity purchases (see
able 5). However, the space-heat demand and the HVAC electricity
onsumption are not affected by the FIT.
Changing from a ﬂat tariff to a TOU tariff (scenario 3) has a minor
mpact on the optimal solution due to the absence of storage for
emporal arbitrage and the low HVAC electricity consumption dur-
ng winter (see Table 4). Since our model is focused on optimisation
f heating and cooling operations, there is not much scope for the
uilding to take advantage of a TOU tariff for electricity. By contrast,
nstalling a solar thermal system (scenario 4) improves the energy-
fﬁciency, ﬁnancial, and pollution indicators for overall energy by
–3% and 1–2% in the FMT  and FLT cases, respectively. While the
pace-heat demand and the HVAC electricity consumption remain
nchanged with the installation of a solar thermal system, the cor-
esponding costs and CO2 emissions decrease by 4% and 3% in the
MT  and FLT cases, respectively, since the newly installed technol-
gy produces heat for free without emitting CO2. In conclusion, the
romotion of solar thermal technologies (scenario 4) is the policy
easure that leads to the highest energy efﬁciency and CO2 emis-
ions reduction in Pinkafeld with static temperature set points of a
onventional BEMS.
Similar to our ﬁndings for FASAD, we observe that the ability
f the building’s conventional heating and HVAC systems to adapt
o environmental and market conditions is valuable at Pinkafeld.
ince the OPT case allows the zone temperature to drift within the
esired range (see Fig. 11), it can make use of the high solar gains
hat occur in the middle of the day (see Fig. 8) and reduce the need
or the HVAC system. Under the baseline scenario, the OPT oper-
tion of the heating and HVAC systems mimicking a smart BEMS
onsumes 3.6 kWhe of electricity for ventilation and 629 kWh  ofdings 88 (2015) 203–213 211
heat – a reduction of 37% and 10%, respectively, vis-à-vis the FMT
case (see Figs. 12 and 13). Even when the set points are ﬁxed at
the lower temperature limit with a conventional BEMS, the space
heat and HVAC electricity consumption are 2% and 114%, respec-
tively, higher than in the OPT case with less user comfort. Moreover,
we observe that the OPT case under the baseline scenario achieves
lower levels of energy consumption and CO2 emissions than the
FMT  case under any scenario and the FLT case under scenarios 1–3
(see Table 5).
We remark that the advantage of using a smart BEMS over a
conventional BEMS with a solar thermal system (scenario 4) is
reduced since solar thermal energy is CO2-free and does not con-
tribute towards the primary energy consumption of the building.
Nevertheless, our ﬁndings indicate that the ﬂexibility of adjusting
the temperature set points dynamically to changing conditions is
more effective in shrinking Pinkafeld’s energy consumption than
most wide-ranging policy measures.
4. Conclusions
Concerns about the effects of climate change have prompted
regulators to pass measures to improve energy sustainability.
While most of these measures have been aimed at the supply side
in order to increase the penetration of renewables, demand-side
policies have also been implemented to encourage reduction in
energy consumption. However, the limited expertise of building
managers in taking advantage of smart grid opportunities and the
static set-point temperatures for heating and cooling of conven-
tional BEMS stymie the intentions of policymakers. Indeed, even
with ambitious policy measures that stipulate internal tempera-
ture settings or provide incentives for distributed generation, the
conventional BEMS is not as adept as smart BEMS in responding
to changing market and weather conditions to update temperature
set points for heating systems dynamically.
Via an integrated optimisation model that fuses energy-balance
requirements with detailed modelling of conventional heating and
HVAC systems, we  demonstrate the effectiveness of the smart BEMS
by comparing it to the conventional BEMS with policy measures and
using data from two  real EU buildings. Unlike the extant literature,
we take into consideration both the operations at the equipment
level and the interface between the building and external energy
providers. Such an integrated approach is crucial in order to analyse
the effects of policies that may  cause the energy provision of the
building to be altered.
Our numerical experiments indicate that a smart BEMS is gen-
erally more effective at reducing energy consumption and CO2
emissions than a conventional BEMS with policy measures. While
we recognise that policy measures and smart BEMS often will be
available together, we analyse them separately to illustrate that the
gains from the latter are often higher. We  remark that many of the
policy measures considered in this paper will result in capital costs,
whereas the cost of installing a smart BEMS is relatively low, i.e.,
limited to purchasing a license of a smart BEMS software and inte-
grating this software with the existing BEMS. Thus, our result can be
considered as a conservative estimate of the beneﬁts of the smart
BEMS. As a consequence of our ﬁndings, it would be beneﬁcial for
policymakers to consider giving more support to the development
and integration of smart BEMS. A tangible step that could be taken
is to make it a requirement for BEMS developers to facilitate the
integration of their technology with buildings’ ICT systems. Hence,
a barrier to adding a layer of decision-making intelligence would
be removed.
Although our model captures the main features of the oper-
ations of a building’s conventional heating and HVAC systems,
laboratory tuning might be necessary to customise the model for
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nalysing speciﬁc types of buildings. Going one step further, the
odels for the temperature exchanges and water ﬂows in the
onventional heating and HVAC systems could be improved by
ccounting for additional parameters such as air humidity, part-
oad efﬁciency, and thermal mass. Likewise, rather than being a
onstant, the supply-water temperature could be adjusted based
n external temperatures to provide greater savings if the building
anager is reluctant to alter the zone temperature. In that case,
e would have a narrower range for the zone temperature but
ith additional ﬂexibility for the supply-water temperature. The
pplication of the model itself could be more expansive by con-
idering multiple zones rather than a single one as in the current
odel. Another important application would be the performance
f the smart BEMS during mid-season periods when users’ require-
ents alternate between cooling and heating. Although cooling has
ecome an issue in recent years, vintage buildings, which comprise
he majority of the stock in the EU, were not designed with cool-
ng systems in mind. Nevertheless, our Eq. (8) already encapsulates
he possibility to switch modes between ventilation and cooling
ased on the external temperature. Finally, uncertainty in prices
ould also be included in future work to enable operational risk
anagement.
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ppendix A. Nomenclature
.1. Sets
 technologies
Gen ⊂ I energy-generating technologies
GenX ⊂ IGen energy-generating technologies excluding HVAC systems
Sto ⊂ I energy-storage technologies
 energy types
EP ⊂ K energy types which can be purchased
ES ⊂ K energy types which can be sold
i
In ⊂ K input energy types for technology i ∈ IGen
i
Out ⊂ K output energy types for technology i ∈ IGen
i
Po ⊂ K principal output energy type for technology i ∈ I
 pollutant types
 time periods.2. Time
 = 3600 length of each operational decision-making period (s)
 = 3600 number of seconds in an hour (s/h)
11 The physical constants are valid at 20 ◦C.dings 88 (2015) 203–213
A.3. Physical constants and parameters11
cpair = 1.0068 speciﬁc heat capacity of air (kJ/(kg·K))
cpwater = 4.1855 speciﬁc heat capacity of water (kJ/(kg·K))
air = 1.1968 density of air (kg/m3)
water = 998.2071 density of water (kg/m3)
A.4. Environmental parameters
t solar gains (weighted average over different wall directions) during
period t ∈ T (kW/m2)
t external temperature during period t ∈ T (◦C)
A.5. Building parameters
˛ﬂoor area of the ﬂoor of the zone (m2)
˛glass total area of windows (m2)
˛wall heat transfer area of the wall (m2)
 mean energy transmission coefﬁcient of glass (unitless)

t upper limit for the required zone temperature during period t ∈ T (◦C)
t lower limit for the required zone temperature during period t ∈ T (◦C)
t internal load (from people, lighting, working machines, etc.) per area
of  the zone during period t ∈ T (kW/m2)
  heat transition coefﬁcient (U-value) of the wall (kW/(m2·K))
  mean sun protection factor of all components of the thermal envelope
of the building (unitless)
  volume of the zone (m3)
A.6. Heating system parameters
 supply-water temperature at the radiator inlet (◦C)
water maximum water ﬂow rate in radiator (m
3/s)

water
minimum water ﬂow rate in radiator (m3/s)
  mean nominal heat transfer capacity of all radiators installed (kW)
 mean logarithmic temperature difference (K, which is equivalent
to ◦C since we are referring to a temperature difference)
ϕ  radiator coefﬁcient (unitless)
A.7. HVAC system parameters
vent maximum air ﬂow rate of the HVAC system (m
3/s)

vent
minimum air ﬂow rate of the HVAC system (m3/s)
ς AHU’s supply-air temperature for heating (◦C)
ς AHU’s supply-air temperature for cooling (◦C)
 upper limit of the proportion of air that may  be taken
externally (unitless)
  lower limit of the proportion of air that may be taken
externally (unitless)
 external temperature limit at which the AHU performs
cooling (◦C)
 external temperature limit at which the AHU performs
heating (◦C)
ω electricity required to pump the air at a given ﬂow rate
(kWhe/(m3/s))
EHVAC,electricity,cooling electricity required by the HVAC system to produce
one unit of cooling (kWhe/kWh)
A.8. Technology parameters
AFti availability factor for technology i ∈ IGen during time period t ∈ T
(kWh/kWh)
COi operational cost for technology i ∈ IGen ∪ ISto (∈/kWh)
ECi,k,k′ amount of output energy k′ ∈ KiOut generated by technology i ∈ IGenX
from one unit of input energy k ∈ KiIn (kWh/kWh)
OAi fraction of the storage capacity of technology i ∈ ISto below which the
level of stored energy may  not fall (kWh/kWh)
OBi fraction of the storage capacity of technology i ∈ ISto which the level of
stored energy may not exceed (kWh/kWh)
OIi amount of energy stored for each unit charged into energy-storage
technology i ∈ ISto (kWh/kWh)
OOi amount of energy required to be discharged from energy-storage
technology i ∈ ISto to obtain one unit of energy (kWh/kWh)
OSi amount of energy available after one time period in energy-storage
technology i ∈ ISto per unit of energy stored (kWh/kWh)
OXi maximum energy discharge rate per unit of storage capacity of
technology i ∈ ISto (kW/kWh)
OYi maximum energy charge rate per unit of storage capacity of
technology i ∈ ISto (kW/kWh)
XCi available capacity of technology i ∈ IGen (kW) or i ∈ ISto (kWh)
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.9. Energy parameters
k amount of primary energy required to produce one unit of
energy k ∈ KEP (kWh/kWh)
t
k
demand for end-use energy type k ∈ K\{spaceheat, cooling}
during time period t ∈ T (kWh)
Ctk, emissions of pollutant  ∈ L per unit of purchased energy of
type k ∈ KEP during time period t ∈ T (kg/kWh)
Hk, emissions of pollutant  ∈ L by generating technologies per
unit of energy input k ∈ K (kg/kWh)
Pk maximum purchase of energy k ∈ KEP allowed under the
agreed purchase contract (kW)
Sk maximum sale of energy k ∈ KES allowed under the agreed
sales contract (kW)
Ptk purchase price of energy type k ∈ KEP during time period t ∈ T
(∈/kWh)
Ptk selling price of energy type k ∈ KES during time period t ∈ T
(∈/kWh)
Xt tax on CO2 emissions during time period t ∈ T (∈/kg)
.10. Objective function parameters
 ∈ [0, 1] weight assigned to pollution emissions (unitless)
 normalising factor for costs (∈)
 normalising factor for pollution emissions (kg)
.11. Decision variables
t return-water temperature at the outlet of the radiator during
time period t ∈ T (◦C)
t zone temperature during time period t ∈ T (◦C)
t supply-air temperature from the HVAC system’s AHU during
time period t ∈ T (◦C)
t fraction of external air used by the AHU during time period
t  ∈ T
t heat from radiator during time period t ∈ T (kWh)
t
vent ﬂow rate of air to the HVAC system during time period t ∈ T
(m3/s)
t
water ﬂow rate of water to the conventional heating system during
time period t ∈ T (m3/s)
 total energy trading and technology operation costs (∈)
 total pollution emissions (kg)
t
i,k
amount of energy of type k ∈ KiPo stored in energy-storage
technology i ∈ ISto at the end of time period t ∈ T (kWh)
iti,k amount of energy of type k ∈ KiPo charged into energy-storage
technology i ∈ ISto during time period t ∈ T (kWh)
ot
i,k
amount of energy of type k ∈ KiPo discharged from
energy-storage technology i ∈ ISto during time period t ∈ T
(kWh)
t
k
amount of energy of type k ∈ KEP purchased during time
period t ∈ T (kWh)
t
k
amount of energy of type k ∈ KES sold during time period t ∈ T
(kWh)
t
i,k
amount of energy type k ∈ KiIn required as input to
energy-creating technology i ∈ IGen during time period t ∈ T
(kWh)
t
i,k
amount of energy of type k ∈ KiOut produced by energy-creating
technology i ∈ IGen during time period t ∈ T (kWh)
t
k
demand for end-use energy type k ∈ {spaceheat, cooling}
during time period t ∈ T (kWh)
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