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A THREE-TERM THETA FUNCTION IDENTITY WITH
APPLICATIONS
BING HE AND HONGCUN ZHAI
Abstract. In this paper we establish a three-term theta function identity
by using the theory of elliptic functions. Based on this identity we deduce
some known theta function identities as well as new identities. From these
results we give new proofs for the formulas of sums of two and four triangular
numbers, and Jacobi’s two and four squares theorem. Also, certain Lambert
series identities and modular equations of degree three and five are derived.
Finally, we confirm a q-trigonometric identity conjectured by W. Gosper. Two
theta function analogues for Ptolemy’s theorem are also given.
1. Introduction
Throughout this paper we use q to denote exp(piiτ), where Imτ > 0. To carry
out our study, we need the definition of the Jacobi theta functions.
Definition 1.1. The Jacobi theta functions θj(z|τ) for j = 1, 2, 3, 4 are defined as
[24, 29]
θ1(z|τ) = −iq 14
∞∑
k=−∞
(−1)kqk(k+1)e(2k+1)zi, θ2(z|τ) = q 14
∞∑
k=−∞
qk(k+1)e(2k+1)zi,
θ3(z|τ) =
∞∑
k=−∞
qk
2
e2kzi, θ4(z|τ) =
∞∑
k=−∞
(−1)kqk2e2kzi.
We will denote ϑj(τ) := θj(0|τ) and use ϑ′j(z|τ) to denote the partial derivative
with respect to the variable z. Then
ϑ′1(τ) := θ
′
1(0|τ) = 2q
1
4
∞∑
k=0
(−1)k(2k + 1)qk(k+1),
ϑ2(τ) = q
1
4
∞∑
k=−∞
qk(k+1), ϑ3(τ) =
∞∑
k=−∞
qk
2
, ϑ4(τ) =
∞∑
k=−∞
(−1)kqk2 .
For convenience, we use the familiar notation:
(a; q)∞ =
∞∏
n=0
(1− aqn).
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With this notation, the well-known Jacobi triple product identity can be written
as (see [13, (21) and (1.6.1)] and [16])
∞∑
n=−∞
(−1)nqn(n−1)/2zn = (q; q)∞(z; q)∞(q/z; q)∞, z 6= 0.
Using the Jacobi triple product identity we can deduce the Jacobi infinite product
expressions for theta functions:
θ1(z|τ) = 2q 14 sin z(q2; q2)∞(q2e2zi; q2)∞(q2e−2zi; q2)∞,
θ2(z|τ) = 2q 14 cos z(q2; q2)∞(−q2e2zi; q2)∞(−q2e−2zi; q2)∞,
θ3(z|τ) = (q2; q2)∞(−qe2zi; q2)∞(−qe−2zi; q2)∞,
θ4(z|τ) = (q2; q2)∞(qe2zi; q2)∞(qe−2zi; q2)∞.
In particular,
ϑ′1(τ) = 2q
1
4 (q2; q2)3∞, ϑ2(τ) = 2q
1
4 (q2; q2)∞(−q2; q2)2∞,
ϑ3(τ) = (q
2; q2)∞(−q; q2)2∞, ϑ4(τ) = (q2; q2)∞(q; q2)2∞.
With respect to the (quasi) periods pi and piτ, we have
θ1(z + pi|τ) = −θ1(z|τ), θ1(z + piτ |τ) = −q−1e−2ziθ1(z|τ),(1.1)
θ2(z + pi|τ) = −θ2(z|τ), θ2(z + piτ |τ) = q−1e−2ziθ2(z|τ),(1.2)
θ3(z + pi|τ) = θ3(z|τ), θ3(z + piτ |τ) = q−1e−2ziθ3(z|τ),(1.3)
θ4(z + pi|τ) = θ4(z|τ), θ4(z + piτ |τ) = −q−1e−2ziθ4(z|τ).(1.4)
We also have the following relations:
θ1
(
z +
pi
2
∣∣∣∣τ
)
= θ2(z|τ), θ1
(
z +
piτ
2
∣∣∣∣τ
)
= iBθ4(z|τ),(1.5)
θ2
(
z +
pi
2
∣∣∣∣τ
)
= −θ1(z|τ), θ2
(
z +
piτ
2
∣∣∣∣τ
)
= Bθ3(z|τ),(1.6)
θ3
(
z +
pi
2
∣∣∣∣τ
)
= θ4(z|τ), θ4
(
z +
pi
2
∣∣∣∣τ
)
= θ3(z|τ),(1.7)
where B = q−1/4e−iz.
The following trigonometric expansions for logarithmic derivatives of theta func-
tions will be very useful [24]
θ′1
θ1
(z|τ) = cot z + 4
∞∑
n=1
q2n
1− q2n sin(2nz),(1.8)
θ′2
θ2
(z|τ) = − tan z + 4
∞∑
n=1
(−1)n q
2n
1− q2n sin(2nz),(1.9)
θ′3
θ3
(z|τ) = 4
∞∑
n=1
(−1)n q
n
1− q2n sin(2nz),(1.10)
θ′4
θ4
(z|τ) = 4
∞∑
n=1
qn
1− q2n sin(2nz).(1.11)
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In [20] Liu established a three-term theta function identity by using the complex
variable theory of the elliptic functions. From this identity the quintuple product
identity, a general theta function identity relating the modular equations of fifth
order and many other interesting theta function identities are deduced. In this
paper we will set up the following three-term theta function identity in the same
spirit. From this identity we can derive many interesting theta function identities.
Theorem 1.1. Suppose f1(z) and f2(z) are two entire functions of z satisfying the
functional equations
(1.12) f(z) = f(z + pi) = q2e2i(2z+x+y)f(z + piτ).
Then, there is a function C(x, y) independent of a and b such that
(1.13) f1(a)f2(b)− f1(b)f2(a) = C(x, y)θ1(a− b|τ)θ1(x+ y + a+ b|τ).
Theorem 1.1 contains as special cases many interesting theta function identities.
Theorem 1.2. For all complex numbers a, b, x and y, we have
(1.14)
ϑ2(τ)θ2(x− y|τ)θ1(x+ y + a+ b|τ)θ1(a− b|τ)
= θ1(x+ a|τ)θ1(y + a|τ)θ2(x+ b|τ)θ2(y + b|τ)
−θ2(x+ a|τ)θ2(y + a|τ)θ1(x+ b|τ)θ1(y + b|τ).
Replacing (a, b) by (a + piτ/2, b + piτ/2) in (1.14) and then using the second
identities of (1.1), (1.5) and (1.6) we can get
(1.15)
ϑ2(τ)θ2(x− y|τ)θ1(x+ y + a+ b|τ)θ1(a− b|τ)
= θ4(x+ a|τ)θ4(y + a|τ)θ3(x+ b|τ)θ3(y + b|τ)
−θ3(x+ a|τ)θ3(y + a|τ)θ4(x+ b|τ)θ4(y + b|τ).
We replace a by a+pi/2 in (1.14) and (1.15) and then employ (1.7) and the first
identities of (1.5) and (1.6) to give
(1.16)
ϑ2(τ)θ2(x− y|τ)θ2(x+ y + a+ b|τ)θ2(a− b|τ)
= θ2(x+ a|τ)θ2(y + a|τ)θ2(x+ b|τ)θ2(y + b|τ)
−θ1(x+ a|τ)θ1(y + a|τ)θ1(x+ b|τ)θ1(y + b|τ)
and
ϑ2(τ)θ2(x− y|τ)θ2(x+ y + a+ b|τ)θ2(a− b|τ)
= θ3(x+ a|τ)θ3(y + a|τ)θ3(x+ b|τ)θ3(y + b|τ)
−θ4(x+ a|τ)θ4(y + a|τ)θ4(x+ b|τ)θ4(y + b|τ).
Making the substitutions: x → x− b, y → y − b, a → a+ b, we can see that the
second identity above is equivalent to [30, Theorem 3]
ϑ2(τ)θ2(x− y|τ)θ2(x+ y + a|τ)θ2(a|τ)
= θ3(x|τ)θ3(y|τ)θ3(x+ a|τ)θ3(y + a|τ)
−θ4(x|τ)θ4(y|τ)θ4(x+ a|τ)θ4(y + a|τ).
We set x = y = 0 in (1.14) and (1.15) to get two addition formulas found by
Jacobi [29, p. 488]:
ϑ22(τ)θ1(a+ b|τ)θ1(a− b|τ) = θ21(a|τ)θ22(b|τ)− θ22(a|τ)θ21(b|τ)
= θ24(a|τ)θ23(b|τ)− θ23(a|τ)θ24(b|τ).
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Theorem 1.3. For all complex numbers a, b, x and y, we have
(1.17)
ϑ3(τ)θ3(x− y|τ)θ1(a+ b+ x+ y|τ)θ1(a− b|τ)
= θ1(a+ x|τ)θ1(a+ y|τ)θ3(b + x|τ)θ3(b + y|τ)
−θ1(b + x|τ)θ1(b + y|τ)θ3(a+ x|τ)θ3(a+ y|τ).
Replacing (a, b, x, y) by (a+ pi4 , b+
pi
4 , x+
pi
4 , y +
pi
4 ) in (1.17) and using the first
identity of (1.1) we arrive at
(1.18)
ϑ3(τ)θ3(x− y|τ)θ1(a+ b+ x+ y|τ)θ1(a− b|τ)
= θ2(b + x|τ)θ2(b + y|τ)θ4(a+ x|τ)θ4(a+ y|τ)
−θ2(a+ x|τ)θ2(a+ y|τ)θ4(b + x|τ)θ4(b + y|τ).
When x = y = 0, (1.17) and (1.18) reduce to the addition formulas due to Jacobi
[29, p. 488]:
ϑ23(τ)θ1(a+ b|τ)θ1(a− b|τ) = θ21(a|τ)θ23(b|τ)− θ21(b|τ)θ23(a|τ)
= θ22(a|τ)θ24(b|τ)− θ24(b|τ)θ22(a|τ).
Replacing a by a+ pi+piτ2 in (1.17) and (1.18) we can get
(1.19)
ϑ3(τ)θ3(x− y|τ)θ3(a+ b+ x+ y|τ)θ3(a− b|τ)
= θ3(a+ x|τ)θ3(a+ y|τ)θ3(b + x|τ)θ3(b + y|τ)
+θ1(a+ x|τ)θ1(a+ y|τ)θ1(b+ x|τ)θ1(b+ y|τ)
and
(1.20)
ϑ3(τ)θ3(x− y|τ)θ3(a+ b+ x+ y|τ)θ3(a− b|τ)
= θ2(a+ x|τ)θ2(a+ y|τ)θ2(b + x|τ)θ2(b + y|τ)
+θ4(a+ x|τ)θ4(a+ y|τ)θ4(b + x|τ)θ4(b + y|τ).
Theorem 1.4. For all complex numbers a, b, x and y, we have
(1.21)
ϑ4(τ)θ4(x− y|τ)θ1(a+ b+ x+ y|τ)θ1(a− b|τ)
= θ1(a+ x|τ)θ1(a+ y|τ)θ4(b + x|τ)θ4(b + y|τ)
−θ1(b + x|τ)θ1(b + y|τ)θ4(a+ x|τ)θ4(a+ y|τ).
Replacing (a, b) by (a+ pi/2, b+ pi/2) in (1.21) we can obtain
(1.22)
ϑ4(τ)θ4(x− y|τ)θ1(a+ b+ x+ y|τ)θ1(a− b|τ)
= θ3(a+ x|τ)θ3(a+ y|τ)θ2(b + x|τ)θ2(b + y|τ)
−θ3(b + x|τ)θ3(b + y|τ)θ2(a+ x|τ)θ2(a+ y|τ).
If x = y = 0, then (1.21) and (1.22) become the following addition formulas for
the Jacobi theta functions:
ϑ24(τ)θ1(a+ b|τ)θ1(a− b|τ) = θ21(a|τ)θ24(b|τ)− θ24(a|τ)θ21(b|τ)
= θ23(a|τ)θ22(b|τ)− θ22(a|τ)θ23(b|τ).
These identities are also due to Jacobi [29, p. 487].
We replace a by a+ piτ/2 in (1.21) and (1.22) to get
(1.23)
ϑ4(τ)θ4(x− y|τ)θ4(a+ b+ x+ y|τ)θ4(a− b|τ)
= θ4(a+ x|τ)θ4(a+ y|τ)θ4(b + x|τ)θ4(b + y|τ)
−θ1(a+ x|τ)θ1(a+ y|τ)θ1(b+ x|τ)θ1(b+ y|τ)
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and
(1.24)
ϑ4(τ)θ4(x− y|τ)θ4(a+ b+ x+ y|τ)θ4(a− b|τ)
= θ3(a+ x|τ)θ3(a+ y|τ)θ3(b + x|τ)θ3(b + y|τ)
−θ2(b + x|τ)θ2(b + y|τ)θ2(a+ x|τ)θ2(a+ y|τ).
The rest of this paper is organized as follows. Section 2 is devoted to our proof of
Theorem 1.1. In Section 3, we first prove Theorem 1.2 using Theorem 1.1 and then
give new proofs for two sums of triangular numbers by using (1.15). In Section 4 we
first show Theorem 1.3 using Theorem 1.1 and then provide a new proof for Jacobi’s
four squares theorem by applying (1.17). In Section 5, we first prove Theorem 1.4
using Theorem 1.1 and then supply a new proof for Jacobi’s two squares theorem
by employing (1.21). Certain Lambert series identities are established in Section 6.
In Section 7 we deduce some modular equations of degree three and five by using
the results in the first section. In the last section, we confirm a q-trigonometric
identity of W. Gosper by applying (1.17). Some other interesting q-trigonometric
identities are also obtained.
2. Proof of Theorem 1.1
To prove Theorem 1.1, we require the following auxiliary result. This result is
a fundamental theorem of elliptic functions and can be found in [5, p. 6], [29] and
[30, Lemma 2].
Proposition 2.1. Any elliptic function which is not a constant has at least two
poles in each period parallelogram.
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Set
F (a) = f1(a)f2(b)− f1(b)f2(a)
and
G(a) = θ1(a− b|τ)θ1(x+ y + a+ b|τ).
Using (1.1) and (1.12) we can verify that the entire functions F (a) and G(a) satisfy
the functional equations (1.12). It follows that the function F (a)/G(a) is an elliptic
function in a with periods pi and piτ.We assume at the moment that 0 < b, b+x+y <
pi. Then G(a) has only zeros at the points b and pi − b − x − y in the period
parallelogram Π = {xpi + ypiτ |0 ≤ x, y < 1} and both of them are simple zeros.
It is clear that the point b is a zero of F (a) in the period parallelogram Π. Thus,
the elliptic function F (a)/G(a) has at most one pole in Π. Hence, by Proposition
2.1, the function F (a)/G(a) must be a function independent of a, but dependent
of b, x, y. We denote this by C(b, x, y). Then F (a) = C(b, x, y)G(a). Namely,
f1(a)f2(b)− f1(b)f2(a) = C(b, x, y)θ1(a− b|τ)θ1(x + y + a+ b|τ).
Interchanging a and b we obtain
f1(a)f2(b)− f1(b)f2(a) = C(a, x, y)θ1(a− b|τ)θ1(x+ y + a+ b|τ).
Then
C(a, x, y) = C(b, x, y).
This indicates that this function is independent of a and b and so (1.13) holds for
0 < b, b + x + y < pi. By analytic continuation, we know that (1.13) holds for all
complex numbers a, b, x, y. This concludes the proof of Theorem 1.1. 
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3. Proof of Theorem 1.2 and two sums of triangular numbers
In this section, we first prove Theorem 1.2 using Theorem 1.1.
Proof of Theorem 1.2. Take
f1(z) = θ1(x+ z|τ)θ1(y + z|τ)
and
f2(z) = θ2(x+ z|τ)θ2(y + z|τ).
By (1.1) and (1.2) we see that the entire functions f1(z) and f2(z) satisfy the
functional equations (1.12). We substitute f1(z) and f2(z) into (1.13) to get
(3.1)
C(x, y)θ1(x+ y + a+ b|τ)θ1(a− b|τ)
= θ1(x+ a|τ)θ1(y + a|τ)θ2(x+ b|τ)θ2(y + b|τ)
−θ2(x+ a|τ)θ2(y + a|τ)θ1(x+ b|τ)θ1(y + b|τ).
Setting a = −x in (3.1) gives
C(x, y) = ϑ2(τ)θ2(x− y|τ).
We then substitute this back into (3.1) to obtain (1.14). This finishes the proof of
Theorem 1.2. 
For n ≥ 0, the triangular numbers are the numbers n(n+1)/2. Given two positive
integers n and k, let tk(n) denote the number of representations of n as a sum of
k triangular numbers where representations with different orders are counted as
distinct. Set tk(0) = 1. Then( ∞∑
l=0
q
l(l+1)
2
)k
=
∞∑
n=0
tk(n)q
n.
The first formula for t2(n) is due to Jacobi. The first proof of the formulas for t4(n)
and t8(n) was found by Legendre [17, p. 133]. The first published proof of the
formula for t6(n) to us was given by K. Ono, S. Robins and P.T. Wahl [26] using
the theory of modular forms. See [6] and [12] for other proofs of the formulas for
t2k(n) where k = 1, 2, 3, 4. In this section we will give new proofs of the formulas
for t2(n) and t4(n) using (1.15). Our proof is different from that of [6].
Theorem 3.1. For each positive integer n, we have
t2(n) =
∑
d|(4n+1)
d≡1(mod4)
1−
∑
d|(4n+1)
d≡3(mod4)
1.
Proof. Using the Jacobi infinite product expressions for theta functions we can give
θ3(z|τ)θ4(z|τ) = ϑ4(2τ)θ4(2z|2τ),(3.2)
2θ2(z|2τ)θ3(z|2τ) = ϑ2(τ)θ2(z|τ),(3.3)
ϑ′1(τ)θ1(2z|τ) = 2θ1(z|τ)θ2(z|τ)θ3(z|τ)θ4(z|τ).(3.4)
Then
ϑ24(2τ) = ϑ3(τ)ϑ4(τ),(3.5)
ϑ22(τ) = 2ϑ2(2τ)ϑ3(2τ),(3.6)
ϑ′1(τ) = ϑ2(τ)ϑ3(τ)ϑ4(τ).(3.7)
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Differentiating (1.15) with respect to b using the method of logarithmic differenti-
ation, setting b = a, replacing (x + a, y + a) by (x, y) in the resulting identity and
simplifying we arrive at
(3.8)
θ′4
θ4
(x|τ) + θ
′
4
θ4
(y|τ)− θ
′
3
θ3
(x|τ)− θ
′
3
θ3
(y|τ) = ϑ
′
1(τ)ϑ2(τ)θ2(x− y|τ)θ1(x+ y|τ)
θ3(x|τ)θ3(y|τ)θ4(x|τ)θ4(y|τ) .
Setting x = y in (3.8) and then using (3.2) we are led to
θ′4
θ4
(x|τ) − θ
′
3
θ3
(x|τ) = ϑ
′
1(τ)ϑ
2
2(τ)θ1(2x|τ)
2θ23(x|τ)θ24(x|τ)
=
ϑ′1(τ)ϑ
2
2(τ)θ1(2x|τ)
2ϑ24(2τ)θ
2
4(2x|2τ)
.
Then, by (1.8) and (1.11),
(3.9) 16
∞∑
n=0
q2n+1
1− q4n+2 sin(4n+ 2)x =
ϑ′1(τ)ϑ
2
2(τ)θ1(2x|τ)
ϑ24(2τ)θ
2
4(2x|2τ)
.
Taking x = pi/4 in (3.9), applying the identities (3.5), (3.6) and (3.7) and simplifying
we conclude that
4
∞∑
n=0
(−1)nq2n+1
1− q4n+2 = ϑ
2
2(2τ).
Dividing both sides of this identity by q and then replacing q by q1/4 in the resulting
equation we get
∞∑
n=0
(−1)nqn/2
1− q(2n+1)/2 =
1
4
( ∞∑
k=−∞
qk(k+1)
)2
=
( ∞∑
k=0
q
k(k+1)
2
)2
.
Namely,
∞∑
n=0
t2(n)q
n =
∞∑
n=0
(−1)nqn/2
1− q(2n+1)/2 .
Replacing q by q4 in the above identity and then multiplying the resulting equation
by q we see that
∞∑
n=0
t2(n)q
4n+1 =
∞∑
n=0
(−1)nq2n+1
1− q4n+2
=
∞∑
n=0
q4n+1
1− q8n+2 −
∞∑
n=0
q4n+3
1− q8n+6
=
∞∑
m,n=0
q(4n+1)(2m+1) −
∞∑
m,n=0
q(4n+3)(2m+1).
Then the formula for t2(n) follows readily by comparing the coefficients of q
4n+1
on both sides of this identity. 
Theorem 3.2. For each positive integer n, we have
t4(n) = σ(2n+ 1),
where σ(n) is the arithmetic function given by
σ(n) =
∑
d|n
d.
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Proof. Dividing both sides of (3.9) by x, setting x → 0 and then employing (3.5)
and (3.7) we obtain
16
∞∑
n=0
(2n+ 1)q2n+1
1− q4n+2 =
(ϑ′1(τ))
2ϑ22(τ)
ϑ44(2τ)
= ϑ42(τ).
Dividing both sides of the above identity by q and then replacing q by q1/2 we
deduce that
∞∑
n=0
(2n+ 1)qn
1− q2n+1 =
1
16
( ∞∑
k=−∞
q
k(k+1)
2
)4
=
(∑
k≥0
q
k(k+1)
2
)4
.
Namely,
∞∑
n=0
t4(n)q
n =
∞∑
n=0
(2n+ 1)qn
1− q2n+1 .
We replace q by q2 in this identity and then multiply the resulting identity by q to
give
(3.10)
∞∑
n=0
t4(n)q
2n+1 =
∞∑
n=0
(2n+ 1)q2n+1
1− q4n+2 .
It is easily seen that
∞∑
n=0
(2n+ 1)q2n+1
1− q4n+2 =
∞∑
m,n=0
(2n+ 1)q(2n+1)(2m+1).
Substituting the above identity into (3.10) and then equating the coefficients of
q2n+1 on both sides of the resulting equation we get
t4(n) =
∑
d|(2n+1)
d.
This is what we want to prove. 
4. Proof of Theorem 1.3 and Jacobi’s four squares theorem
In this section, we first prove Theorem 1.3 using Theorem 1.1.
Proof of Theorem 1.3. Put
f1(z) = θ1(z + x|τ)θ1(z + y|τ)
and
f2(z) = θ3(z + x|τ)θ3(z + y|τ).
It is easily known from (1.1) and (1.3) that these entire functions satisfy (1.12).
Substituting these functions into (1.13) we have
C(x, y)θ1(a+ b+ x+ y|τ)θ1(a− b|τ)
= θ1(a+ x|τ)θ1(a+ y|τ)θ3(b + x|τ)θ3(b + y|τ)
−θ1(b + x|τ)θ1(b + y|τ)θ3(a+ x|τ)θ3(a+ y|τ).
We set a = −x in this equation to obtain the function C(x, y) and then substitute
this back into the above identity to arrive at (1.17). 
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For positive integers n and k, we denote by rk(n) the number of representations
of n as a sum of k squares, where representations with different orders and different
signs are counted as distinct. Set rk(0) = 1. Then( ∞∑
l=−∞
ql
2
)k
=
∞∑
n=0
rk(n)q
n.
The first proof of the formulas for r2(n), r4(n), r6(n) and r8(n) was given by Jacobi
[15]. See Andrews, Ekhad and Zeilberger [4], Bhargava and Adiga [10], Chan [11],
Cooper and Lam [12] and Lin [18] for other proofs of these formulas. In this section
we give a new proof of Jacobi’s four squares theorem by using (1.17).
Theorem 4.1. (Jacobi’s Four Squares Theorem) For each positive integer n, we
have
r4(n) = 8
∑
d|n
4∤d
d.
Proof. Applying the Jacobi infinite product expressions for theta functions we can
get
θ1(pi/4|τ) =
√
2q
1
4 (q2; q2)∞(−q4; q4)∞,(4.1)
θ3(pi/4|τ) = (q2; q2)∞(−q2; q4)∞.(4.2)
Differentiating (1.17) with respect to b using the method of logarithmic differen-
tiation, setting a = b and then replacing (x + a, y + a) by (x, y) in the resulting
identity we have
θ′1
θ1
(x|τ) + θ
′
1
θ1
(y|τ)− θ
′
3
θ3
(x|τ) − θ
′
3
θ3
(y|τ) = ϑ
′
1(τ)ϑ3(τ)θ3(x− y|τ)θ1(x+ y|τ)
θ1(x|τ)θ1(y|τ)θ3(x|τ)θ3(y|τ) .
Differentiating this equation with respect to y and then setting y = −x we arrive
at
θ′3
θ3
(x|τ) −
(
θ′1
θ1
)′
(x|τ) = (ϑ
′
1(τ))
2ϑ3(τ)θ3(2x|τ)
θ21(x|τ)θ23(x|τ)
.
Then, by (1.8) and (1.10)
1
sin2 x
+ 8
∞∑
n=1
nqn((−1)n − qn)
1− q2n cos(2nx) =
(ϑ′1(τ))
2ϑ3(τ)θ3(2x|τ)
θ21(x|τ)θ23(x|τ)
.
Taking x = pi/4 in the above identity, using (4.1) and (4.2) and replacing q2 by q
in the resulting identity we deduce
1 + 8
∞∑
n=1
(−1)nnqn
1 + qn
= ϑ44(τ).
Replacing q by −q in this identity gives
(4.3)
( ∞∑
k=−∞
qk
2
)4
= 1 + 8
∞∑
n=1
nqn
1 + (−q)n .
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It is easily seen that
∞∑
n=1
nqn
1 + (−q)n =
∞∑
n=1
(2n− 1)q2n−1
1− q2n−1 +
∞∑
n=1
2nq2n
1 + q2n
=
∞∑
n=1
(2n− 1)q2n−1
1− q2n−1 +
∞∑
n=1
2nq2n
1− q2n
+
∞∑
n=1
2nq2n
1 + q2n
−
∞∑
n=1
2nq2n
1− q2n
=
∞∑
n=1
nqn
1− qn − 4
∞∑
n=1
nq4n
1− q4n
=
∞∑
n=1
(
∑
d|n
d−
∑
d|n
4|d
d)qn.
Substituting the above identity into (4.3) and then comparing the coefficients of qn
on both sides of the resulting identity we can easily obtain the formula for r4(n). 
5. Proof of Theorem 1.4 and Jacobi’s two squares theorem
In this section we first prove Theorem 1.4 using Theorem 1.1.
Proof of Theorem 1.4. Set
f1(z) = θ1(z + x|τ)θ1(z + y|τ)
and
f2(z) = θ4(z + x|τ)θ4(z + y|τ).
Then, by (1.1) and (1.4), these two entire functions satisfy the functional equations
(1.12). We substitute the functions f1(z) and f2(z) into (1.13) to get
(5.1)
θ1(a+ x|τ)θ1(a+ y|τ)θ4(b + x|τ)θ4(b + y|τ)
−θ1(b+ x|τ)θ1(b+ y|τ)θ4(a+ x|τ)θ4(a+ y|τ)
= C(x, y)θ1(a+ b + x+ y|τ)θ1(a− b|τ).
Taking b = −x in this identity we have
C(x, y) = ϑ4(τ)θ4(x− y|τ).
We then substitute this function back into (5.1) to arrive at the result. This com-
pletes the proof of Theorem 1.4. 
We now give a new proof of Jacobi’s two squares theorem using (1.21).
Theorem 5.1. (Jacobi’s Two Squares Theorem) For each positive integer n, we
have
r2(n) = 4
( ∑
d|n
d≡1(mod4)
1−
∑
d|n
d≡3(mod4)
1
)
.
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Proof. Appealing to the Jacobi infinite product expressions for theta functions we
can get
ϑ2(τ)θ1(z|τ) = 2θ1(z|2τ)θ4(z|2τ),(5.2)
θ1(pi/3|τ) =
√
3q
1
4 (q6; q6)∞,(5.3)
θ2(pi/3|τ) = q
1
4 (q2; q2)∞(−q6; q6)∞
(−q2; q2)∞ .(5.4)
We differentiate (1.21) with respect to b, take b = a, x = y and then replace x+ a
by x in the resulting identity to give
ϑ′1(τ)ϑ
2
4(τ)θ1(2x|τ) = 2θ21(x|τ)θ24(x|τ)
(
θ′1
θ1
(x)− θ
′
4
θ4
(x)
)
.
Dividing both sides of this identity by 2θ21(x|τ)θ24(x|τ) and then employing (3.4),
(3.3) and (5.2) we have
θ′1
θ1
(x) − θ
′
4
θ4
(x) =
θ2(x|τ/2)ϑ24(τ)
θ1(x|τ/2) .
Substituting (1.8) and (1.11) into the above equation yields
(5.5) cotx− 4
∞∑
n=1
qn
1 + qn
sin(2nx) =
ϑ24(τ)θ2(x|τ/2)
θ1(x|τ/2) .
Setting x = pi/4 in (5.5) and replacing q by −q we deduce
ϑ23(τ) = 1 + 4
∞∑
n=0
(−1)nq2n+1
1− q2n+1
= 1 + 4
∞∑
n=0
(
q4n+1
1− q4n+1 −
q4n+3
1− q4n+3
)
= 1 + 4
∑
n,m≥0
(q(4n+1)(m+1) − q(4n+3)(m+1)).
Then the formula for r2(n) follows readily by comparing the coefficients of q
n on
both sides of this identity. 
6. Lambert series identities
Lambert series are infinite series of the form
∞∑
n=1
an
qn
1− qn .
However, a generalized Lambert series allows more general exponents in numerators
and denominators, with the minus sign in the denominator also possibly being
replaced by a plus sign. We use the notation, Lambert series, for all series of such
forms. Actually, we have derived several Lambert series identities before. In this
section we establish certain new Lambert series identities using results in previous
sections.
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Theorem 6.1. We have
1− 6
∞∑
n=1
(
n
3
)
qn
1 + qn
=
(−q3; q3)∞(q; q)3∞
(q3; q3)∞(−q; q)3∞
,(6.1)
1− 3
∞∑
n=0
(
n− 1
3
)
q2n+1
1− q2n+1 =
(q2; q2)3∞(q
3; q3)∞
(q; q2)3∞(q6; q6)2∞
,(6.2)
1 + 2
∞∑
n=0
(−1)⌊n2 ⌋q2n+1
1− q2n+1 =
(q; q)2∞(−q; q)4∞
(−q4; q4)2∞(q2; q4)∞
,(6.3)
where
( ·
3
)
denotes the Legendre symbol and ⌊x⌋ is the integral part of the real
number x.
Proof. Taking x = pi/3 in (5.5), substituting (5.3) and (5.4) into the resulting
identity and simplifying we can easily establish (6.1).
Appealing to the Jacobi infinite product expressions for theta functions we can
deduce
θ1(z|τ)θ2(z|τ) = ϑ4(2τ)θ1(2z|2τ),(6.4)
θ1(2pi/3|τ) =
√
3q
1
4 (q6; q6)∞.(6.5)
Differentiating (1.14) with respect to b using the method of logarithmic differ-
entiation, setting b = a, replacing (x+ a, y + a) by (x, y) and then taking x = y in
the resulting equation we arrive at
θ′1
θ1
(x|τ) − θ
′
2
θ2
(x|τ) = ϑ
′
1(τ)ϑ
2
2(τ)θ1(2x|τ)
2θ21(x|τ)θ22(x|τ)
.
We substitute (1.8), (1.9) and (6.4) into this identity to give
ϑ′1(τ)ϑ
2
2(τ)θ1(2x|τ)
2ϑ24(2τ)θ
2
1(2x|2τ)
= 8
∞∑
n=0
q4n+2
1− q4n+2 sin(4n+ 2)x+ cotx+ tanx(6.6)
= 8
∞∑
n=0
q4n+2
1− q4n+2 sin(4n+ 2)x+
2
sin(2x)
.
Setting x = pi/3 in (6.6), using (6.5) in the resulting identity, replacing q2 by q
and observing that sin (4n+2)pi3 = −
√
3
2
(
n−1
3
)
we can easily obtain (6.2).
Putting x = pi/8 in (6.6), utilizing (4.1) in the resulting equation, replacing q2
by q and noticing that sin (2n+1)pi4 = (−1)⌊n/2⌋
√
2
2 we can readily achieve (6.3). This
completes the proof of Theorem 6.1. 
Theorem 6.2. We have
∞∑
n=0
(−1)⌊n2 ⌋qn
1− q2n+1 =
(q; q)2∞(−q; q)4∞
(q2; q4)∞(−q2; q4)2∞
,(6.7)
−
∞∑
n=0
(
n−1
3
)
qn
1− q2n+1 =
(q2; q2)∞(q3; q3)∞
(q; q2)∞(q3; q6)2∞
(6.8)
and
(6.9)
∞∑
n=0
(−1)n−⌊n2 ⌋(2n+ 1)qn
1− q2n+1 =
(q; q)4∞(−q; q)2∞
(q2; q4)∞(−q2; q4)2∞
.
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Proof. Appealing to the Jacobi infinite product expressions for theta functions we
have
θ2(pi/4|τ) =
√
2q
1
4 (q2; q2)∞(−q4; q4)∞,(6.10)
θ4(pi/4|τ) = (q2; q2)∞(−q2; q4)∞,(6.11)
θ4(2pi/3|τ) = (q
2; q2)∞(q3; q6)∞
(q; q2)∞
.(6.12)
Taking x = pi/8 in (3.9), applying (4.1) and (6.11) and noticing that sin (2n+1)pi4 =
(−1)⌊n2 ⌋
√
2
2 we arrive at
∞∑
n=0
(−1)⌊n2 ⌋q2n+1
1− q4n+2 =
q(q2; q2)2∞(−q2; q2)4∞
(q4; q8)∞(−q4; q8)2∞
.
Dividing both sides of this identity by q and then replacing q2 by q in the resulting
identity we can readily obtain (6.7).
Setting x = pi/3 in (3.9), employing (6.5) and (6.12), noting that sin (4n+2)pi3 =
−
√
3
2
(
n−1
3
)
we deduce
−
∞∑
n=0
(
n−1
3
)
q2n+1
1− q4n+2 =
q(q4; q4)∞(q6; q6)∞
(q2; q4)∞(q6; q12)2∞
.
Then (6.8) follows easily by dividing both sides of the above identity by q and then
replacing q2 by q.
Differentiating (3.8) with respect to y, setting y = −x and using (3.2) we get
(
θ′4
θ4
)′
(x|τ) −
(
θ′3
θ3
)′
(x|τ) = (ϑ
′
1(τ))
2ϑ2(τ)θ2(2x|τ)
ϑ24(2τ)θ
2
4(2x|2τ)
.
Then, by (1.10) and (1.11)
16
∞∑
n=0
(2n+ 1)q2n+1
1− q4n+2 cos(4n+ 2)x =
(ϑ′1(τ))
2ϑ2(τ)θ2(2x|τ)
ϑ24(2τ)θ
2
4(2x|2τ)
.
Taking x = pi/8 in the above identity, employing (6.10) and (6.11), replacing q2 by
q and noticing that cos (2n+1)pi4 = (−1)n−⌊
n
2 ⌋
√
2
2 we can easily get the result (6.9).
This finishes the proof of Theorem 6.2. 
Remark 6.1. The identity (6.1) was found by Ramanujan and is recorded in [3,
Entry 18.2.16]. For the other results in Theorems 6.1 and 6.2, we have not found
them in the literature.
7. Modular equations
In this section we give several modular equations of degree three and five using
the results in the first section.
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Recall from [24] that if p is a positive integer, then
(7.1)
p∏
k=1
θ1
(
kpi
2p+ 1
∣∣∣∣τ
)
=
√
(2p+ 1)R2p+1(q2)
√
ϑ′1((2p+ 1)τ)
ϑ′1(τ)
,
p∏
k=1
θj
(
kpi
2p+ 1
∣∣∣∣τ
)
=
√
R2p+1(q2)
√
ϑj((2p+ 1)τ)
ϑj(τ)
, j = 2, 3, 4,
p∏
k=1
θ1
(
kpiτ
2p+ 1
∣∣∣∣τ
)
= ip
√
L2p+1(q2)
√
ϑ′1(
τ
2p+1 )
ϑ′1(τ)
,
p∏
k=1
θj
(
kpiτ
2p+ 1
∣∣∣∣τ
)
=
√
L2p+1(q2)
√
ϑj(
τ
2p+1 )
ϑj(τ)
, j = 2, 3, 4,
where Rn(q) and Ln(q) are given by
Ln(q) :=
(q; q)n∞
(qn; qn)∞
, Rn(q) :=
(q; q)n∞
(q1/n; q1/n)∞
.
We first give some modular equations of degree three. If p = 1, then (7.1)
becomes
θ1(pi/3|τ) =
√
3R3(q2)
√
ϑ′1(3τ)
ϑ′1(τ)
,(7.2)
θj(pi/3|τ) =
√
R3(q2)
√
ϑj(3τ)
ϑj(τ)
, j = 2, 3, 4,(7.3)
θ1(piτ/3|τ) = i
√
L3(q2)
√
ϑ′1(
τ
3 )
ϑ′1(τ)
,(7.4)
θj(piτ/3|τ) =
√
L3(q2)
√
ϑj(
τ
3 )
ϑj(τ)
, j = 2, 3, 4.(7.5)
Taking x = y = a = pi/3 and b = 0 in (1.16) we have
θ41(pi/3|τ)− θ42(pi/3|τ) = ϑ32(τ)θ2(pi/3|τ).
We substitute (7.2) and (7.3) into this identity to get
ϑ32(τ)√
R33(q
2)
√
ϑ2(3τ)
ϑ2(τ)
= 9
(
ϑ′1(3τ)
ϑ′1(τ)
)2
−
(
ϑ2(3τ)
ϑ2(τ)
)2
.
Setting x = y = a = piτ/3 and b = 0 in (1.16), using (7.4) and (7.5) and then
replacing q by q3 we can also obtain
ϑ32(3τ)
q
√
L33(q
6)
√
ϑ2(τ)
ϑ2(3τ)
=
(
ϑ2(τ)
ϑ2(3τ)
)2
−
(
ϑ′1(τ)
ϑ′1(3τ)
)2
.
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Similarly, from (1.19), (1.20), (1.23) and (1.24) we can deduce the following cubic
modular equations:
ϑ33(τ)√
R33(q
2)
√
ϑ3(3τ)
ϑ3(τ)
= 9
(
ϑ′1(3τ)
ϑ′1(τ)
)2
+
(
ϑ3(3τ)
ϑ3(τ)
)2
=
(
ϑ2(3τ)
ϑ2(τ)
)2
+
(
ϑ4(3τ)
ϑ4(τ)
)2
,
ϑ33(3τ)
q
√
L33(q
6)
√
ϑ3(τ)
ϑ3(3τ)
=
(
ϑ′1(τ)
ϑ′1(3τ)
)2
+
(
ϑ3(τ)
ϑ3(3τ)
)2
=
(
ϑ2(τ)
ϑ2(3τ)
)2
+
(
ϑ4(τ)
ϑ4(3τ)
)2
,
ϑ34(τ)√
R34(q
2)
√
ϑ4(3τ)
ϑ4(τ)
=
(
ϑ4(3τ)
ϑ4(τ)
)2
− 9
(
ϑ′1(3τ)
ϑ′1(τ)
)2
=
(
ϑ3(3τ)
ϑ3(τ)
)2
−
(
ϑ2(3τ)
ϑ2(τ)
)2
,
ϑ34(3τ)
q
√
L33(q
6)
√
ϑ4(τ)
ϑ4(3τ)
=
(
ϑ′1(τ)
ϑ′1(3τ)
)2
−
(
ϑ4(τ)
ϑ4(3τ)
)2
=
(
ϑ2(τ)
ϑ2(3τ)
)2
−
(
ϑ3(τ)
ϑ3(3τ)
)2
.
We now establish certain modular equations of degree five. It is easily seen from
(7.1) that
θ1
(
pi
5
∣∣∣∣τ
)
θ1
(
2pi
5
∣∣∣∣τ
)
=
√
5R5(q2)
√
ϑ′1(5τ)
ϑ′1(τ)
,(7.6)
θj
(
pi
5
∣∣∣∣τ
)
θj
(
2pi
5
∣∣∣∣τ
)
=
√
R5(q2)
√
ϑj(5τ)
ϑj(τ)
, j = 2, 3, 4,(7.7)
θ1
(
piτ
5
∣∣∣∣τ
)
θ1
(
2piτ
5
∣∣∣∣τ
)
= −
√
L5(q2)
√
ϑ′1(
τ
5 )
ϑ′1(τ)
,(7.8)
θj
(
piτ
5
∣∣∣∣τ
)
θj
(
2piτ
5
∣∣∣∣τ
)
=
√
L5(q2)
√
ϑj(
τ
5 )
ϑj(τ)
, j = 2, 3, 4.(7.9)
Putting x = y = a = pi/5 and b = 0 in (1.16) we arrive at
ϑ22(τ)θ2(pi/5|τ)θ2(2pi/5|τ)
= θ21(pi/5|τ)θ21(2pi/5|τ)− θ22(pi/5|τ)θ22(2pi/5|τ).
Substituting (7.6) and (7.7) into the above identity gives
ϑ22(τ)√
R5(q2)
√
ϑ2(5τ)
ϑ2(τ)
=
5ϑ′1(5τ)
ϑ′1(τ)
− ϑ2(5τ)
ϑ2(τ)
.
Taking x = y = a = piτ/5 and b = 0 in (1.16) and then replacing q by q5 in the
resulting identity we get
ϑ22(5τ)
q
√
L5(q10)
√
ϑ2(τ)
ϑ2(5τ)
=
ϑ2(τ)
ϑ2(5τ)
− ϑ
′
1(τ)
ϑ′1(5τ)
.
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Similarly, from from (1.19), (1.20), (1.23) and (1.24) we can obtain the following
quintic modular equations:
ϑ23(τ)√
R5(q2)
√
ϑ3(5τ)
ϑ3(τ)
=
5ϑ′1(5τ)
ϑ′1(τ)
+
ϑ3(5τ)
ϑ3(τ)
=
ϑ2(5τ)
ϑ2(τ)
+
ϑ4(5τ)
ϑ4(τ)
,
ϑ24(τ)√
R5(q2)
√
ϑ4(5τ)
ϑ4(τ)
=
ϑ4(5τ)
ϑ4(τ)
− 5ϑ
′
1(5τ)
ϑ′1(τ)
=
ϑ3(5τ)
ϑ3(τ)
− ϑ2(5τ)
ϑ2(τ)
,
ϑ23(5τ)
q
√
L5(q10)
√
ϑ3(τ)
ϑ3(5τ)
=
ϑ3(τ)
ϑ3(5τ)
+
ϑ′1(τ)
ϑ′1(5τ)
=
ϑ2(τ)
ϑ2(5τ)
+
ϑ4(τ)
ϑ4(5τ)
,
ϑ24(5τ)
q
√
L5(q10)
√
ϑ4(τ)
ϑ4(5τ)
=
ϑ′1(τ)
ϑ′1(5τ)
− ϑ4(τ)
ϑ4(5τ)
=
ϑ2(τ)
ϑ2(5τ)
− ϑ3(τ)
ϑ3(5τ)
.
Remark 7.1. Using the same method we are able to derive several modular equations
of degree seven and nine. We shall not display them out one by one in this paper.
8. q-Trigonometric identities
Gosper [14] introduced q-analogues of sin z and cos z, which are defined as
sinq(piz) :=
(q2−2z ; q2)∞(q2z ; q2)∞
(q; q2)2∞
q(z−1/2)
2
,
cosq(piz) :=
(q1−2z; q2)∞(q1+2z ; q2)∞
(q; q2)2∞
qz
2
.
From the above definitions we see that cosq z = sinq(
pi
2 ± z), limq→1 sinq z = sin z
and limq→1 cosq z = cos z. Two relations between sinq, cosq and the functions θ1
and θ2 are equivalent to the following identities:
(8.1) sinq z =
θ1(z|τ ′)
ϑ2(τ ′)
,
and
(8.2) cosq z =
θ2(z|τ ′)
ϑ2(τ ′)
,
where τ ′ = − 1τ .
In that paper, Gosper stated without any proof various identities involving sinq z
and cosq z. He conjectured these identities by using a computer program called
MACSYMA. Since then, finding theta function analogues for trigonometric identi-
ties and proving the q-trigonometric function conjectures of Gosper become inter-
esting topics in number theory and the theory of special functions. Using a direct
analysis of its two sides through logarithmic derivatives, Mező in [25] confirmed the
conjecture (q-Double2):
sinq(2z) =
Πq
Πq2
sinq2 z cosq2 z,
where
Πq := q
1/4 (q
2; q2)2∞
(q; q2)2∞
.
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M. El Bachraoui [7] proved the conjecture (q-Double2) and the conjecture (q-
Double3):
cosq(2z) = (cosq2 z)
2 − (sinq2 z)2
by applying the theory of elliptic functions. In [1] S. Abo Touk, Z. Al Houchan and
M. El Bachraoui gave proofs for two q-trigonometric identities:
sinq4 x
sinq2 x
(cosq y)
2 +
cosq4 x
cosq2 x
(sinq y)
2 =
sinq4 y
sinq2 y
(cosq x)
2 +
cosq4 y
cosq2 y
(sinq x)
2,
sinq3 x
sinq x
(cosq y)
2 +
cosq3 x
cosq x
(sinq y)
2 =
sinq3 y
sinq y
(cosq x)
2 +
cosq3 y
cosq y
(sinq x)
2
by using the theory of elliptic functions. For proofs of some other q-trigonometric
identities of Gosper, see, for example, [8] and [9]. See Liu [19, 21, 22, 23], Shen
[27, 28] and Whittaker, Watson [29] for more information dealing with formulas of
theta functions using the theory of elliptic functions.
In [14, p. 100] Gosper listed without proofs the following q-trigonometric iden-
tities:
(8.3)
sinq(a+ b+ x+ y)ccsq(x− y)sinq(a− b)
= sinq(a+ x)sinq(a+ y)ccsq(b+ x)ccsq(b+ y)
−sinq(b+ x)sinq(b + y)ccsq(a+ x)ccsq(a+ y),
where
(8.4) ccsqz =
cosq2z
cosqz
.
In this section we will confirm this q-trigonometric identities.
Theorem 8.1. The q-trigonometric identity (8.3) is true. Also, we have
(8.5)
cosq(x− y) sinq(x+ y + a+ b) sinq(a− b)
= sinq(x + a) sinq(y + a) cosq(x+ b) cosq(y + b)
− cosq(x+ a) cosq(y + a) sinq(x+ b) sinq(y + b)
and
(8.6)
ssnq(x − y) sinq(x+ y + a+ b) sinq(a− b)
= sinq(x+ a) sinq(y + a)ssnq(x+ b)ssnq(y + b)
−ssnq(x+ a)ssnq(y + a) sinq(x+ b) sinq(y + b),
where ssnqz is given by
ssnqz =
sinq2z
sinqz
.
Proof. It follows from (8.2) that
cosq2 z =
θ2(z|τ ′/2)
ϑ2(τ ′/2)
.
Substituting this identity and (8.2) into (8.4) and applying (3.3) and (3.6) we have
(8.7) ccsqz =
cosq2 z
cosq z
=
θ2(z|τ ′/2)
θ2(z|τ ′) ·
ϑ2(τ
′)
ϑ2(τ ′/2)
=
θ3(z|τ ′)
ϑ3(τ ′)
.
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Similarly, we can also deduce that
(8.8) ssnqz ==
θ4(z|τ ′)
ϑ3(τ ′)
.
Dividing both sides on (1.17) by ϑ22(τ)ϑ
2
3(τ), replacing τ by τ
′ and then applying
(8.1) and (8.7) we can readily obtain (8.3).
Similarly, dividing both sides of (1.14) and (4.1) by ϑ42(τ) and ϑ
2
2(τ)ϑ
2
3(τ) respec-
tively, replacing τ by τ ′ and then employing (8.1), (8.2) and (8.8) in the resulting
identities we can get (8.5) and (8.6) easily. This completes the proof of Theorem
8.1. 
Ptolemy’s theorem [2], named after the Greek astronomer and mathematician
Ptolemy, is a result of great importance in Euclidean geometry. Ptolemy used this
theorem as an aid to creating his table of chords, a trigonometric table which he
applied to astronomy. By means of the law of sines, Ptolemy’s theorem can be
expressed in the language of trigonometry as: if α+ β + γ + δ = pi, then
sin(α+ β)sin(β + γ) = sinαsinγ + sinβsinδ.
A natural question is whether there is a theta function analogue for Ptolemy’s
theorem. We now give two theta function analogues for this theorem by using (8.3)
and (8.6). Setting b = 0, making the substitutions: a −→ β, x −→ α, y −→ γ in
(8.3) and (8.6) and then using α+ β + γ + δ = pi, we obtain
Corollary 8.1. If α+ β + γ + δ = pi, then
sinq(α+ β)sinq(β + γ)ccsqαccsqγ
= sinqαsinqγccsq(α+ β)ccsq(β + γ) + sinqβsinqδccsq(α− γ)
and
sinq(α+ β) sinq(β + γ)ssnqαssnqγ
= sinq α sinq γssnq(α+ β)ssnq(β + γ) + sinq β sinq δssnq(α− γ).
We make the substitutions: (a, b) −→ (a + pi/2, b + pi/2) and a −→ a + pi/2 in
(8.3) respectively and then use ccsq(z + pi/2) = ssnqz to deduce
(8.9)
sinq(a+ b+ x+ y)ccsq(x− y)sinq(a− b)
= cosq(b+ x)cosq(b+ y)ssnq(a+ x)ssnq(a+ y)
−cosq(a+ x)cosq(a+ y)ssnq(b + x)ssnq(b+ y)
and
cosq(a+ b+ x+ y)ccsq(x− y)cosq(a− b)
= cosq(a+ x)cosq(a+ y)ccsq(b+ x)ccsq(b + y)
−sinq(b+ x)sinq(b + y)ssnq(a+ x)ssnq(a+ y).
Replacing a by a+ pi/2 in (8.5) we can get
(8.10)
cosq(x− y) cosq(x+ y + a+ b) cosq(a− b)
= cosq(x + a) cosq(y + a) cosq(x+ b) cosq(y + b)
− sinq(x+ a) sinq(y + a) sinq(x + b) sinq(y + b).
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Making the substitutions: (a, b) −→ (a + pi/2, b+ pi/2) and a −→ a+ pi/2 in (8.6)
respectively and employing ssnq(z + pi/2) = ccsqz we have
ssnq(x − y) sinq(x+ y + a+ b) sinq(a− b)
= ccsq(x + a)ccsq(y + a) cosq(x+ b) cosq(y + b)
− cosq(x+ a) cosq(y + a)ccsq(x+ b)ccsq(y + b)
and
ssnq(x− y) cosq(x+ y + a+ b) cosq(a− b)
= cosq(x+ a) cosq(y + a)ssnq(x+ b)ssnq(y + b)
−ccsq(x+ a)ccsq(y + a) sinq(x+ b) sinq(y + b).
Taking x = y in (8.5) and (8.10) and then replacing (x+ a, x+ b) by (x, y) we can
establish
sinq(x+ y) sinq(x − y) = sin2q x cos2q y − cos2q x sin2q y,
cosq(x+ y) cosq(x− y) = cos2q x cos2q y − sin2q x sin2q y.
The first identity above was conjectured by Gosper [14, p. 100].
When q → 1, the identities (8.3) and (8.9) reduce to the interesting trigonometric
identities:
sin(a+ b+ x+ y)sin(a− b)
= sin(a+ x)sin(a+ y)− sin(b+ x)sin(b+ y)
= cos(b+ x)cos(b+ y)− cos(a+ x)cos(a+ y).
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