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Abstract 
This research proposes a novel lexical approach to text categorization in the bio-medical domain. We have proposed LKNN 
(Lexical KNN) algorithm, in which lexemes (tokens) are used to represent the medical documents. These tokens are used to 
classify the abstracts by matching them with the standard list of keywords specified as MESH (Medical Subject Headings).  It 
automatically classifies journal articles of medical domain into specific categories. We have used the collection of medical 
documents, called Ohsumed, as the test data for evaluating the proposed approach. The results show that LKNN outperforms the 
traditional KNN algorithm in terms of standard F-measure.                 
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1. Introduction 
       In today’s world, the role of text categorization is increasing in the field of information retrieval due to the ease 
of availability of information in digitized form. The process of text categorization8 is to assign a document into an 
appropriate category in a predefined set of categories. Earlier, this process had been performed manually.   
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But, due to the increase in the number of documents exponentially, the work cannot be performed   manually as it 
requires a huge amount of time and cost. For example, there is a dataset of medical journal articles, MEDLINE 
corpus, it requires a considerable effort to perform categorization using Medical Subject Headings (MeSH) 
categories1, 19. This has resulted in a number of  researches for automatic text categorization techniques including the 
Bayesian classifier2 , the decision tree3 , the k-nearest neighbor classifier (k-NN)4 , the rule learning algorithm5 , 
neural networks6 , the fuzzy logic-based algorithm7 and SVM (support vector machine) 8. 
                  In the field of medical documents, the concepts and techniques of text categorization is being used 
nowadays. We also know that the text documents suffer from the problem of Curse of Dimensionality13 .  A number 
of methods are suggested for reducing the dimensionality of text documents.  Some of them are: nonlinear 
dimension reduction techniques 14, discretizing high-dimensional data15, latent semantic indexing (LSI)21 and 
Document Frequency (DF)16  etc. We have proposed a lexical approach, where we identify tokens or lexemes in the 
document. Each individual document is represented as a vector of tokens. Our proposed approach serves dual 
purpose: firstly it reduces the size of the document and further it helps in categorization of documents. We have used 
KNN algorithm for text categorization. It is a novel concept which has been evaluated empirically on Ohsumed test 
data collection. Our proposed approach outperforms the traditional KNN algorithm. 
               The structure of the paper is as follows: Section 2 discusses the background work done in this field. 
Section 3 describes the proposed LKNN algorithm with its architecture. Section 4 explains the results obtained on 
Ohsumed collection. Section 5 shows the comparison between traditional KNN and LKNN. Finally, Section 6 
concludes the contributions followed by references. 
2. Background Work 
        A lot of work has been done in the field of Text Categorization of medical documents. Authors have 
proposed different methods for categorizing the documents. 
         In9 , texts have been encoded into tables and then similarity measure between tables is calculated and 
applied to categorization of the bio-medical texts. In another work10, a new method using rule-based approach was 
proposed for text categorization. In that method, authors introduced the idea of lexical syntactic patterns as 
classification features. A novel framework ROLEX-SP  was proposed to  solves the problem of text categorization. 
In another work17, principal component analysis (PCA) method has been used in the field of text mining. They 
focused on two of its variants namely the neural PCA and kernel PCA for categorization of text documents by 
extracting semantic concepts. In11 , authors evaluate and study some machine learning methods: k nearest neighbor 
(KNN), support vector machines (SVM), naive Bayes (NB) and clonal selection algorithm based on antibody 
density (CSABAD). According to their concept, only those cells that have higher similarity and lower density are 
selected to grow. They have proved that SVM and CSABAD perform extensively better than KNN and naive Bayes. 
          In our work, we have used a novel lexical approach. It is based on identifying tokens or lexemes in the 
document. And further KNN algorithm is used for text categorization. We have taken KNN algorithm as it is the 
most popular algorithm and an efficient one. 
 
3. Proposed Lexical KNN Approach (LKNN)  
          We have proposed a lexical analysis approach, in which we scan the documents and identify tokens from 
the abstracts of journal articles. Tokens are considered to be the major source of information in our work. Each 
journal article can be expressed as a vector of tokens and their weights. The weight of a token is its frequency of 
occurrence. We use distance as a basis to calculate the contribution of each K neighbor in the class allocation 
process. And then we calculate the predicted class of the journal article according to the formula given in equation 1 
mentioned below. The architecture of the proposed approach is shown in the following Fig. 1. 
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Fig.  1. Architecture of proposed linguistic Approach 
 
 
 
The above approach can be explained as follows: In the first part, a collection of journal articles is taken as input.  
First of all, the articles are scanned and preprocessed. Stop words and special characters like @, : etc. are removed 
from the abstracts of the articles. The standard list of stop words is given13 .Then the articles are sent to Lexical 
Analyzer. The job of lexical analyzer is to scan the characters in the given input and group them into tokens. Tokens 
here are keywords and their related or synonymous words. We have taken a standard list of keywords given as 
MESH tree Structure19 . A table is maintained which records the name of the token and its weight. The result of this 
part is a stream of tokens generated .The frequency of occurrence of tokens is also taken into consideration. It is 
considered as weight of a token. . Each journal article a is represented as a vector : <w1 (a), w2 (a), w3 (a), w4 
(a)...> where wi (a) is the weight of the ith term. That weight is set according to its frequency of occurrence. After 
this, we have built KNN Classifier using these tokens and their weights. To build KNN Classifier, we use distance 
as a basis to calculate the contribution of each k neighbor in the class allocation process. The following equation (1) 
defines the  predicted class of a journal article ai belonging to class c as: 
 
                                   ୡ୪ୟୱୱሺǡ ୧ሻ ൌ
σ ୗ୧୫ሺ୩౟ǡ୨౟ሻౡ౟אేൣిౢ౗౩౩൫ౡ౟సౙ൯൧
σ ୗ୧୫ሺ୩౟ǡ୨౟ౡ౟సే ሻ
                                                                  (1) 
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Where Sim is a similarity function which returns a value after   comparing    an article with its neighbor. That is, 
we sum up the similarities of each neighbor belonging to a particular class c and divide by all similarities of k 
neighbors irrespective of the class. 
And the last part is testing, in which a new test data arrives, it goes through the whole process and is      
classified. To compare article j with instance i, we define the Cos Sim function (given in equation (2)) which is 
defined using our token weight approach as follows: 
 
                                                  ሺǡ ሻ ൌ ୱξ୅כ୆                                                                                                 (2) 
 
where S is the number of terms that i and j have in common, A is the number of terms in i and B the     number of 
terms in j.  
4. Empirical Evaluation  
      The empirical evaluation is done on ohsumed test collection12  compiled by William Hersh.  It is a part of the 
MEDLINE database which is stored by the National Library of Medicine19. It contains medical abstracts from 
the MeSH categories of the year 1991. We have used the dataset8  in which the first 20,000 documents were divided 
as 10,000 for training and 10,000 for testing. We have selected the category of 23 cardiovascular diseases. Under 
this category, the unique abstract number becomes 13,929 (6,286 for training and 7,643 for testing). The purpose of 
text categorization in this is to allot the documents to one or multiple categories of the total 23 Cardio vascular 
diseases. A document belongs to a category if it contains at least one indexing term of that category. 
          The traditional KNN algorithm and LKNN are implemented using JDK 1.6. The input collection of 
medical journal articles is initially made ready by pre processing. Then tokens are identified by Lexical Analysis 
module. With the help of tokens and their weights, KNN Classifier is build. A sample original journal article20 from 
ohsumed collection is shown in Fig. 2a. The article belongs to category 1 with sequence number 988. The pre 
processed document shown in Fig. 2b.  Fig. 2c. shows the internal representation of tokens after lexical analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2a. Original abstract of a sample journal article 
 
 
 
 
 
 
 
 
 
Possible role of leukotrienes in gastritis associated with Campylobacter pylori. This study was done to 
evaluate the role of leukotrienes (LTs) in gastritis associated with Campylobacter pylori. Biopsy specimens 
of gastric mucosa were obtained endoscopically from 18 patients with nonulcer dyspepsia for bacteriological 
and histological examination and extraction of LTs. There was correlation between the LTB4 level in the 
mucosa and the degree of gastritis evaluated histologically. The level was higher when infiltration of 
neutrophils in the gastric mucosa was more extensive. The LTB4 level in mucosa infected with C. pylori was 
higher than that in noninfected mucosa. These findings suggest that endogenous LTs may be related to the 
pathogenesis of gastritis associated with C. pylori. 
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Fig. 2b. Pre processed abstract of the same journal article 
 
 
 
 
 
 
 
 
 
Fig. 2c. Tokens obtained from the abstract of the same journal article 
 
5. Performance Evaluation of LKNN over traditional KNN 
To evaluate the performance of our proposed algorithm, we have compared it with the traditional KNN 
algorithm. The most common performance metrics used in text categorization are Recall, Precision and F-measure22 
. They can be calculated as follows: In our experiment, if we define A as the number of true positive samples 
predicted as positive, B as the number of true positive samples predicted as negative, C as the number of true 
negative samples predicted as positive and D as the number of true negative samples predicted as negative, then 
Precision, Recall, F-measure can be expressed as follows. 
 
 
                                                                  Precision=A/ (A+C)                                                                                   (3) 
                                                                  Recall = A/(A+B)                                                                                       (4) 
                                                                  F-measure = (2* Precision * Recall)/ (Precision + recall)                         (5) 
 
We have done a comparative study of the performance of traditional KNN and LKNN with the different K 
values. The classification results with the different K values are shown in Fig. 3.  We have shown the value of F-
measure for traditional KNN and LKNN in Table. 1. The results listed are the best results we get for each algorithm 
from our experiments. This shows that LKNN classifier performance is much better than traditional KNN classifier 
in most of the different K values. Another point that can be noted is that as value of K is increasing, LKNN performs 
better than the traditional KNN. The values are shown in bold in Table. 1. We have taken the values of K from 1 to 
20. 
 
    
Tokens Obtained 
x gastric 
x Infected 
x Associated 
 
Possible role  leukotrienes  gastritis associated  Campylobacter pylori  This study  done  evaluate  
role  leukotrienes (LTs)  gastritis associated  Campylobacter pylori  Biopsy specimens gastric 
mucosa  obtained endoscopically  18 patients  nonulcer dyspepsia  bacteriological  histological 
examination  extraction  LTs   correlation  LTB4 level  mucosa  degree  gastritis evaluated 
histologically  level higher when infiltration  neutrophils   gastric mucosa  more extensive  LTB4 
level  mucosa infected  C. pylori  higher noninfected mucosa findings suggest  endogenous LTs  
related  pathogenesis gastritis associated  C. pylori. 
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Table 1.F-measure values for KNN and LKNN 
Values of K KNN LKNN 
1 1 1 
5 0.75 0.77 
7 0.76 0.77 
10 0.78 0.8 
12 0.8 0.8 
15 0.83 0.84 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Comparison between KNN and LKNN over different values of K 
6. Conclusion 
         In this research, we have followed a lexical approach for text categorization in the medical domain.  We 
have proposed an algorithm Lexical KNN (LKNN) which automatically classifies journal articles of medical 
documents into various categories. The concept of tokens is used to represent a journal article. Each journal article is 
represented as a vector of tokens. And, further KNN algorithm is used as a text classifier.  Our proposed algorithm 
has outperformed the traditional KNN.  This is shown by calculating Recall, Precision and F-measure values. This is 
a pilot study conducted, in future it can be extended for the complete article or other sections of articles. Also, it can 
be tested for various other text documents or text datasets. 
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