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We investigate the dimensional rossover of saling properties of avalanhes (domain-wall jumps)
in a single-interfae model, used for the desription of Barkhausen noise in disordered magnets.
By varying the transverse aspet ratio A = Ly/Lx of simulated samples, the system dimensionality
hanges from two to three. We nd that perturbing away from d = 2 is a relevant eld. The exponent
τ haraterizing the power-law saling of avalanhe distributions varies between 1.06(1) for d = 2
and 1.275(15) for d = 3, aording to a rossover funtion f(x), x ≡ (L−1x )
φ/A, with φ = 0.95(3).
We disuss the possible relevane of our results to the interpretation of thin-lm measurements
of Barkhausen noise. We also study the probability distributions of interfae roughness, sampled
among suessive equilibrium ongurations in the Barkhausen noise regime. Attempts to t our
data to the lass of universality distributions assoiated to 1/fα noise give α ≃ 1 − 1.1 for d = 2
and 3 (provided that suitable boundary onditions are used in the latter ase).
PACS numbers: 05.40.-a, 75.60.Ej, 05.65.+b, 75.50.Lk, 75.40.Mg
I. INTRODUCTION
The Barkhausen eet [1℄ has long been known in mag-
netism, and reets the dynamis of domain-wall motion
in the entral part of the hysteresis yle in ferromagneti
materials. The intermittent harater whih is a en-
tral feature of Barkhausen noise (BN) omes to light
already in the original experimental setup. By wrap-
ping a oil around a sample and ramping an external
magneti eld at a suitable driving rate, one an detet
well-separated voltage pulses aross the oil, whih are
indued by sudden hanges of magneti ux. These in
turn result from the mirosopi realignment of groups
of magneti moments parallel to the eld, i.e. domain-
wall motion. For slow driving rates, the integral of the
voltage amplitude of a given pulse over time is propor-
tional to the hange in sample magnetization, thus giv-
ing a measure of the number of spins overturned in that
partiular event, or avalanhe size, to reall the termi-
nology frequently used in the study of intermittent phe-
nomena. Modern experimental tehniques allow diret
observation of domain-wall motion via magneto-optial
Kerr eet measurements [2, 3℄, whih demands use of a
thin-lm sample geometry.
Early proposals for theoretial modelling of BN are re-
viewed in Refs. 4, 5, whose authors formulate a Langevin
desription via Fokker-Plank equations. More reently,
theoretial interest in the desription of the statistial
properties of BN has been rekindled, as attempts have
been made to establish onnetions with general theories
of non-equilibrium phase transitions and noise phenom-
ena [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19℄
. Here, we shall be onerned with two suh onne-
tions. The rst, motivated by the thin-lm results just
∗
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alluded to, is the rossover between universality lasses
[these latter to be properly dened in the ontext℄ as one
varies the spatial dimensionality of samples; seondly, we
extend reently-developed onepts of universality of dis-
tribution funtions for 1/fα noise [20, 21, 22, 23℄ to the
saling properties of domain-wall roughness in BN.
Experimentally, double-logarithmi plots of frequeny
of avalanhe ourrene, P (s), against size s turn out to
produe unequivoally straight setions, P (s) ∼ s−τ , of-
ten spanning 3-4 orders of magnitude, before dropping
to zero for larger sizes [6, 24℄. Suh power-law distri-
bution of events has been assoiated to the onepts of
self-organized ritiality [6, 7, 25, 26℄, although other re-
searhers argue that this in fat reets proximity to a
standard seond-order ritial point, together with an un-
usually broad ritial region in parameter spae [8, 12℄.
Whatever the interpretation, a power-law deay shows
up in assorted models used for numerial simulation of
BN, both those based on the motion of a single inter-
fae in a disordered medium [4, 7, 9, 10℄ and those whih
adopt a piture of nuleation of multiple domains in a
random-eld Ising system [8℄.
Analogy with the well-established saling theory of
equilibrium phase transitions suggests that, in this ase
of a non-equilibrium phenomenon, the searh for distint
universality lasses may lead to a better understanding
of the basi mehanisms involved. In Ref. 18, experimen-
tal measurements of the exponent τ of avalanhe dis-
tributions for several soft ferromagneti materials were
found to separate into two distint groups, namely τ =
1.50 ± 0.05 (polyrystalline Fe-Si and partially ristal-
ized amorphous alloys) and τ = 1.27± 0.03 (amorphous
alloys under stress). It was then proposed that BN for
eah group of materials listed above belongs to a dif-
ferent universality lass of non-equilibrium phase transi-
tions. While the value of τ is a fairly plausible indiator
of universality, or lak thereof, between dierent systems,
many questions (prompted again by analogy with stati
2ritial phenomena) still remain, suh as to how many
independent exponents there are, and, of partiular in-
terest here, what is the eet of spae dimensionality.
Although sample shapes in Ref. 18 were ribbon-like (30
m × 0.5 m × 60 µm, to quote typial dimensions), this
is far beyond the thin-lm regime, for whih thiknesses
are of the order 5 − 100 nm [2, 3℄. Thus the behavior
reported in Ref. 18 is expeted to be harateristi of
fully three-dimensional objets. However, when onsid-
ering ever thinner samples as in Refs. 2, 3, dimensional
rossover eets annot be ruled out from the outset.
In this work we use a single-interfae model, originally
introdued in Ref. 7 for the desription of BN. We re-
all (though a detailed disussion will be deferred to Se-
tion V) that, for a xed spae dimensionality d = 2 or
3, numerial values of e.g. the exponent τ have been
found to dier between nuleation and single-interfae
models (or even between distint formulations of the lat-
ter). Here we work under the assumption that the gen-
eral features of dimensional rossover to be unovered are
model-independent, similarly to the presene of power-
law avalanhe distributions. The same assumption is ex-
peted to hold as regards the roughness distributions to
be investigated in Setion IV.
II. MODEL AND CALCULATIONAL METHOD
Here we shall use the single-interfae model introdued
in Ref. 7. We restrit ourselves to the adiabati limit of
a very slow driving rate, meaning that avalanhes are
regarded as instantaneous (ourring at a xed value of
the external eld). Many experimental setups an be
properly desribed in this approximation [3, 7, 10, 16, 18℄.
Simulations are performed on an Lx×Ly×∞ geometry,
with the interfae motion set along the innite diretion.
The interfae at time t is desribed by its height hi ≡
h(x, y, t), where (x, y) is the projetion of site i over the
ross-setion. No overhangs are allowed, so h(x, y, t) is
single-valued. Eah element i of the interfae experienes
a fore of the form:
fi = u(x, y, hi) + k

∑
j
hℓj(i) − hi

+He , (1)
where
He = H − ηM . (2)
The rst term on the RHS of (1) represents the pinning
fore, u, and brings quenhed disorder into the model by
being hosen randomly, for eah lattie site ~ri ≡ (x, y, hi),
from a Gaussian distribution of zero mean and standard
deviation R. Large negative values of u lead to loal
elements where the interfae will tend to be pinned, as
desribed in the simulation proedure below. The seond
term orresponds to a ooperative interation among in-
terfae elements, assumed here to be of elasti (surfae
tension) type. In this term, ℓj(i) is the position of the j-
th nearest neighbor of site i. The tendeny of this term
is to minimize height dierenes among interfae sites:
higher (lower) interfae elements experiene a negative
(positive) fore from their neighboring elements. The
fore onstant k gives the intensity of the elasti ou-
pling, and is taken here as the unit for f . We assume
the boundary onditions to be periodi along x and free
along y, so sites at y = 0 and y = Ly represent the lm's
free surfaes and have only three neighbors on the xy
plane (exept in the monolayer ase Ly = 1 whih is the
two-dimensional limit, where all interfae sites have two
neighbors). The last term is the eetive driving fore,
resulting from the applied uniform external eld H and a
demagnetizing eld whih is taken to be proportional to
M = (1/LxLy)
∑LxLy
i=1 hi, the magnetization (per site) of
the previously ipped spins for a lattie of transverse area
LxLy. For atual magneti samples, the demagnetizing
eld is not neessarily uniform along the sample, as im-
plied in the above expression; even when it is (e.g. for a
uniformly magnetized ellipsoid), η would depend on the
system's aspet ratio. Therefore, our approah amounts
to a simpliation, whih is nevertheless expeted to ap-
ture the essential aspets of the problem. See Ref. 16
for a detailed disussion. Here we use R = 5.0, k = 1,
η = 0.05, values for whih fairly broad distributions of
avalanhe sizes and roughness are obtained.
We start the simulation with a at wall. All spins
above it are unipped. The applied eld H is set lose
to the saturation value of the eetive eld He, in order
to minimize transient eets. The fore fi is then al-
ulated for eah unipped site along the interfae, and
eah spin at a site with fi ≥ 0 ips, ausing the inter-
fae to move up one step. The magnetization is updated,
and this proess ontinues, with as many sweeps of the
whole lattie as neessary, until fi < 0 for all sites, when
the interfae omes to a halt. The external eld is then
inreased by the minimum amount needed to bring the
most weakly pinned element to motion. The avalanhe
size orresponds to the number of spins ipped between
two interfae stops.
III. SCALING OF AVALANCHE
DISTRIBUTIONS AND DIMENSIONAL
CROSSOVER
We have olleted avalanhe histograms for varying Lx,
Ly, in a suh a way that the number of interfae sites
LxLy varies between 800 and 80,000. The aspet ratio
A ≡ Ly/Lx was varied between essentially zero (d = 2,
one-dimensional interfae) and unity (d = 3, square in-
terfae). For eah Lx, Ly we generated 10
5
avalanhes.
Although it may take 102 − 103 avalanhes for a steady-
state regime to be reahed (as measured by the stabi-
lization of He against external eld H , apart from small
utuations), we have heked that the only distortion
introdued by the transient on avalanhe size statistis
3Figure 1: Double-logarithmi plot of avalanhe size distribu-
tion for Lx = 60, Ly = 30 (irles). Full line is a t to the form
Eq. (4), for whih the optimal parameters are: τ = 1.226(6),
δ = 3.6(1), s0 = 5.97(5) × 104 .
is the one large event ourring at the very start, i.e. on
departure from the initial, at-interfae, onguration.
We annot guarantee this to be so when roughness is
the quantity under investigation, thus data in Setion IV
have been olleted only under steady-state onditions.
The probability distribution P (s) for avalanhe size s
is expeted to behave as
P (s) = s−τ f
(
s
s0
)
, (3)
where s0 is a uto related (in experiment) to domain
size and/or demagnetization eets [10, 18℄, and (in sim-
ulations) to nite-lattie eets [7, 10℄, or proximity to a
ritial point [8℄. The spei shape of the funtion f(x)
has been debated. While a simple exponential has often
been used, either phenomenologially [7, 8, 10, 24℄ or (in
some speial ases) baked by theoretial arguments [5℄,
Gaussian ts, f(x) ∼ exp(−s2/s20) [17℄, have been pro-
posed as well. Going one step further, and at the same
time trying to keep the number of tted parameters to
a minimum, here we shall follow Refs 27, 28 and t our
data to a strethed exponential:
P (s) = A0 s
−τ e−(s/s0)
δ
. (4)
Apart from the overall normalization fator A0, one then
has three free quantities to t, whih has proved enough
for our purposes. A typial example is displayed in Fig. 1.
For the roughly sixty {Lx, Ly} sets investigated here, the
tted value of δ usually falls in the interval 2.4−3.5, with
Figure 2: Eetive exponent τ from ts of simulation data
to Eq. (4), against inverse ross-setional interfae area
(LxLy)
−1
. Bottom (full triangles linked by full line): mono-
layer, Ly = 1. Top (Full squares linked by full line): d = 3,
Lx = Ly . Intermediate urves (open symbols onneted by
dashed lines): from bottom to top, aspet ratio A = 0.005,
0.01, 0.02, 0.1 .
half a dozen ases slightly above that. This is broadly in
line with δ = 2.32(6) quoted in Ref. 27. Though one
might argue that a universal value should hold for this
exponent, we feel that our results are not aurate enough
either to prove or disprove suh hypothesis.
On the other hand, the exponent τ whih is of entral
interest here displays systemati variations both against
lattie dimensions and aspet ratio. These are displayed
in Fig. 2. The overall piture strongly suggests a sys-
temati rossover towards three-dimensional behavior for
any xed (nite) aspet ratio. In addition to this, nite-
lattie eets are present as well.
In order to gain a quantitative understanding of this,
we reall general ideas of nite-size [29, 30℄ and rossover
saling [31, 32℄. Crossover phenomena reet the om-
petition between dierent types of (pseudo)ritial be-
havior in the viinity of a multiritial point, at whih
several harateristi lengths diverge (i.e. their assoi-
ated elds approah their respetive ritial values). See
e.g. Setion VII.A of Ref. 31 for an illustration of the
well-known ase of thermal-geometri rossover in dilute
magnets near the perolation point. Closer analogy with
the present ase is found in the disussion of dimensional
rossover in layer magnets [31, 33℄ (see gure 42 in
Ref. 31). Finite-size saling an be seen as a partiu-
lar instane of rossover, in whih the system's inverse
nite size L−1 is an additional relevant eld, driving it
4away from the true ritiality whih ours only in the
thermodynami limit [29, 30, 32℄. We now turn to the
simulational results exhibited in Fig. 2. Upon inreasing
sample size, nite-size eets are redued and the trends
followed by the respetive exponent estimates dier, de-
pending on whether (i) the aspet ratio A is kept xed, no
matter how small its value (all urves exept the lower
one), or (ii) Ly = 1 is xed instead (monolayer, lower
urve). The latter orresponds to ever-dereasing A as
Lx inreases, and in the Lx → ∞ limit is expeted to
reet true two-dimensional behavior. Considering, for
instane, the urve for A = 0.005, for Lx not very large
one has exponent estimates losely resembling those of a
monolayer with a similar ross-setional area. However,
the trend shown implies that this is in fat an apparent
behavior, whih arises only as long as nite-size eets
(represented by L−1x ) are more important than the sys-
tem's three-dimensional harater (represented by a non-
zero value of A). Inreasing Lx while keeping A onstant,
the relative importane of these quantities is eventually
reversed, and one rosses over to three-dimensional be-
havior. These remarks are translated into quantitative
statements, as follows. Sine the inverse nite size L−1x
and the interfae aspet ratio A are both relevant elds,
whih drive the system away from true two-dimensional
behavior, a plausible ansatz for the rossover variable is
x = (L−1x )
φ/A, where φ is a rossover exponent, to be
determined [31, 32℄. Thus, for any xed A 6= 0, and
Lx →∞ (x→ 0), three-dimensional features must dom-
inate, while for x ≫ 1 two-dimensional behavior (with
nite-size orretions) will take over.
Furthermore, the data of Fig. 2 must ollapse on the
same urve, when plotted against x. This latter state-
ment gives the operational proedure for determination
of φ. By realling that the horizontal axis variable in
Fig. 2 an be written as (LxLy)
−1 = x2/φA2/φ−1, and
that onstantA urves are further away from the verti-
al axis the larger A is, one sees that, in order for those
urves to ollapse one must have φ < 2; onsideration of
the numerial values involved shows that, in fat, φ . 1
is needed. The hoie of φ = 0.95(3), with the orre-
sponding results exhibited in Fig. 3, reets the range of
φ for whih the ollapse of all data for non-zero A (onto
the left-hand side of the diagram) is visually deemed to
be best. The fat that the d = 2 data are segregated to-
wards the right is to be expeted in this ontext, as they
belong to a dierent side of the rossover (x > 1) where
three-dimensional eets vanish.
The intersetion of the saling urve with the vertial
axis provides an estimate of the three-dimensional sal-
ing exponent. The result is τ(d = 3) = 1.27(1). An ad
ho paraboli t against 1/Lx, inluding only data for
A = 1 and Lx ≤ 160, gives τ(d = 3) = 1.28(1), where
the largest ontribution to the unertainty omes from
spread between extrapolations that either do or do not
inlude small-lattie data (Lx = 30, 40). As we have
seven lattie sizes available for A = 1, use of paraboli
ts already gives us at most four degrees of freedom.
Figure 3: Eetive exponent τ from ts of simulation data
to Eq. (4), against rossover variable x ≡ (L−1x )
φ/A, with
φ = 0.95. Key to symbols is same as in aption to Fig. 2 .
Full line is a fourth-degree tting urve with an exponential
tail near x = 0. Inset shows details of main gure lose to the
vertial axis.
Given the limited range of data available, attempting to
improve estimates by inluding higher-order orretions
would therefore not seem justiable. Sine neither ex-
trapolation proedure appears to be obviously superior
to the other, our nal quote enompasses both results:
τ(d = 3) = 1.275(15).
In Ref. 7, τ(d = 3) = 1.13(2) is quoted for Lx = 40,
while our orresponding result is 1.21(1). This dierene
arises mainly from distint tting proedures, in parti-
ular those authors' apparent use of a xed δ = 1 for the
uto. Indeed, by keeping δ = 1, the best t of our data
is for τ(d = 3) = 1.12(4), though at the ost of inreasing
the χ2 per degree of freedom by one order of magnitude
ompared with the variableδ tting sheme.
A similar paraboli t of the two-dimensional data
gathered on the right-hand orner of Fig. 3 (using 4000 ≤
Lx ≤ 16000), gives τ(d = 2) = 1.06(1) . This is
broadly in aord with the result of Ref. 7, namely
τ(d = 2) = 1.00(1) (using 500 ≤ Lx ≤ 5000).
IV. ROUGHNESS DISTRIBUTIONS AND 1/fα
NOISE
In this setion, we onsider only two-dimensional
(Lx = 1) and fully three-dimensional (Lx = Ly) sys-
tems. We have olleted data on interfae roughness, in
order to analyze them in the ontext of universal u-
5tuation distributions. An important reason for interest
in universal distributions is that they have no adjustable
parameters [20, 21, 22, 23℄. The fat that a given prop-
erty of a system behaves aording to one of suh dis-
tributions is then expeted to indiate the universality
lass to whih it belongs. For non-equilibrium problems
suh as is the ase here, the task of onneting exponents
(or features of distributions) to universality lasses is far
from aomplished (see e.g. the disussion in Ref. 23).
Aordingly, our purpose here is simply to identify what
universal distribution (if any) is followed by the saled
interfae roughness for the urrent model.
In order to make ontat with previous work on inter-
fae roughness at depinning transitions, we reall some
basi ideas.
At the end of eah avalanhe, we measured the rough-
ness R of the instantaneous interfae onguration at
time t in the usual way, as the rms utuation of the
interfae height:
R(t) =

(LxLy)−1
LxLy∑
i=1
(
hi(t)− h(t)
)2


1/2
, (5)
where h(t) is the average interfae height at t. As the
avalanhes progress, one gets a sampling of suessive
equilibrium ongurations; the ensemble of suh ong-
urations yields a distribution of the relative frequeny
of ourrene of R. In order to get lean distributions,
we have seen that the number of events onsidered must
be O(106), i.e. one order of magnitude larger than the
samples used for the analysis of size distributions in Se-
tion III. We have used only steady-state data. i.e. after
the stabilization of He of Eq. (2) against external eld H .
This way, our impliit assumption that suessive inter-
fae ongurations are stohastially independent gains
plausibility. Similar ideas were invoked in Ref. 34 to
justify a mapping of the steady state of a deposition-
evaporation model onto a random-walk problem.
The roughness exponent ζ is related to the nite-size
saling of the rst moment of the distribution [35℄:
〈RL〉 ∼ L
ζ , (6)
where the angular brakets stand for averages over the
ensemble of suessive interfae ongurations of an in-
terfae with transverse dimension L. We have estimated
ζ from power-law ts to our data. For d = 2 (one-
dimensional interfae) using 400 ≤ Lx ≤ 1200 we get
ζ(2d) = 1.24(1), whih ompares well with the usually
aepted ζ ≃ 1.25 for the quenhed Edwards-Wilkinson
universality lass [36, 37, 38, 39℄. For d = 3 (two-
dimensional interfae) we used 30 ≤ Lx = Ly ≤ 80
and two alternative sets of boundary onditions, namely
mixed (MBC) i.e. free along x and periodi along y, as
desribed in Setion II, and periodi along both x and y
(PBC). The results are, respetively, ζ(d = 3,MBC) =
0.87(1) and ζ(d = 3,PBC) = 0.71(1). While the lat-
ter value is not far from ζ ≃ 0.75 for the orresponding
quenhed Edwards-Wilkinson model [36, 39℄, the former
seems diult to relate to existing results.
At this point one might invoke universality ideas and
laim that the dierene between three-dimensional es-
timates must be a nite-size eet. Investigating this
diretly, e.g. by performing simulations for larger L,
would be straightforward but time-onsuming. However,
as we shall see in what follows, this issue an be ad-
dressed more eiently by returning to our main goal
in this Setion, i.e. by looking at the full distributions,
rather than examining only seleted moments (as is the
ase of the saling for extration of ζ). This is beause
mounting evidene indiates that, in general, width dis-
tributions deouple into the produt of a single size-
dependent sale and a universal (size-independent) sal-
ing funtion [22, 23, 34, 40℄, that is
P (R) = (1/σ)Φ(R/σ) , σ2 = 〈(R− 〈R〉)2〉 . (7)
Therefore, if the funtional form Φ(z) varies depending
e.g. on whether mixed or periodi boundary onditions
are used, one is on safer grounds to assume that this
reets dierenes in the respetive universality lass.
In this ontext, it must be realled that dependene of
saling quantities on boundary onditions is an often
enountered feature when dealing with utuation phe-
nomena [22, 23℄. One illustration of this, whih is of great
relevane here, is that one of the requirements for a lass
of universal (time) utuation distributions to hold is
that they be periodi in time [22, 23, 34℄.
In our ase, this feature is replaed by periodi bound-
ary onditions in spae (the same reasoning was used for
the deposition-evaporation model of Ref. 34). Stritly
speaking, this time-spae orrespondene is only true
for the one-dimensional interfaes of the two-dimensional
version of our model. However, the mixed boundary on-
ditions (MBC) used in Se. III suggest that an extension
of our investigation to the three-dimensional ase may
not be unjustied. As regards fully periodi boundary
onditions (PBC), even though it is not obvious that the
analogy an be pushed that far, we deided to analyse
the respetive data for ompleteness.
We analysed the roughness distributions for d = 2 and
for the fully three-dimensional ase (i.e. aspet ratio
Ly/Lx = 1), the latter both with MBC and PBC. As
shown below, nite transverse dimensions are of negligi-
ble import as far as the saling funtions Φ(z) are on-
erned, thus giving further support to the assumption
that Eq. (7) holds.
We have ompared our results against the family of
roughness distributions for periodi 1/fα noise, desribed
in Ref. 23. The roughness of a time signal, and its onne-
tions via Fourier transform with the frequeny spetrum
(and thus with the respetive α), are desribed at length
in Setion II of that referene. The idea of tting spa-
tial roughness data to the roughness of time signals (e.g.
random-walks) is well-known in the study of interfae
utuations [35℄. The new feature here is that we have at
our disposal a family of distributions whose shape varies
6Figure 4: Saled probability distributions Φ(y) in d = 2 for
y dened in Eq. (8). Crosses: Lx = 400; irles: Lx = 1000.
Lines are roughness distributions for 1/fα noise given in
Ref. 23 , with α = 1.15 (full) and 1 (dashed).
smoothly against the single basi parameter α (but, apart
from that, are stritly parameter-independent). We ex-
pet that the value of α whih best ts our data should
be onneted to the underlying universality lass of thew
avalanhe model used here. We reall that ours is a
phenomenologial study, sine at present very little is
known regarding the (physial) ausal relationships be-
tween utuation distributions and universality lasses
for out-of-equilibrium transitions [20, 21, 22, 23℄.
The quantity to be ompared against a universal form
is the distribution of the deviation from the average,
saled by the standard deviation (this is termed saling
by the variane in Ref. 23):
y ≡
R− 〈R〉
σ
. (8)
Our data are depited respetively in Fig. 4 for d = 2,
Fig. 5 for d = 3 with MBC, and Fig. 6 for d = 3 with
PBC. In eah gure, we have plotted data orresponding
to only two values of L (small and large), in order
to illustrate that the Ldependene of the saled distri-
bution is negligible, without luttering the diagram with
intermediateL results. In all gures, the analyti urve
orresponding to α = 1 is shown as a dashed line, in order
to ease omparison between dierent ases. In general,
the satter of simulational data at the low-roughness end
of the distribution is muh smaller than that at the high
end, thus we might give more weight to the former re-
gion when judging the quality of t. Using this riterion,
one sees that the d = 2 data appear to be loser to the
Figure 5: Saled probability distributions Φ(y) in d = 3 with
MBC, for y dened in Eq. (8). Crosses: L = 30; irles:
L = 80. Lines are roughness distributions for 1/fα noise
given in Ref. 23 , with α = 1.15 (full) and 1 (dashed).
α = 1.15 urve than to that for α = 1, while the situation
is reversed in the d = 3 ase with MBC. Furthermore, for
d = 3 with PBC the best t is undoubtedly for α < 1.
For this latter ase, we also display a Gaussian distribu-
tion, whih orresponds to α = 0.5 [23℄. We have tried to
quantify the above remarks, by investigating the behav-
ior of the χ2 per degree of freedom (χ2/d.o.f.) for ts of
our data to the analytial distributions, against varying
α. We have inluded only data for whih Φ(y) ≥ 10−3,
i.e. those displayed in Figs. 4, 5, and 6. Though, in
priniple, the distributions an be evaluated in losed
form [23℄, we ran into serious numerial problems for
α . 0.9 in the region y . −1. Fortunately, as shown
in Fig. 7, this does not matter muh as long as the d = 2
and d = 3 (MBC) ases are onerned, beause the re-
spetive χ2/d.o.f. learly exhibit minima loated slightly
above α = 1. On the other hand, this means that for
d = 3 with PBC we were not able to follow the trend
shown in the Figure into the region α < 0.9, where it is
lear that a minimum of the orresponding χ2/d.o.f.must
be loated. On the other hand, the Gaussian (α = 0.5)
distribution shown in Fig. 6 evidently overshoots the de-
sired orretions, so one an be sure that the best t will
be in the interval 0.5 < α < 0.9.
V. DISCUSSION AND CONCLUSIONS
The data displayed in Setion III show that, in the in-
terfae model introdued in Ref. 7, the power-law behav-
7Figure 6: Saled probability distributions Φ(y) in d = 3 with
PBC for y dened in Eq. (8). Crosses: L = 30; irles: L =
80. Lines are roughness distributions for 1/fα noise given
in Ref. 23 , with α = 0.9 (full), 1 (dashed) and 0.5 (short-
dashed).
Figure 7: χ2 per degree of freedom (χ2/d.o.f.) for ts of sim-
ulation data to analytial forms of 1/fα distributions, against
α. Triangles: d = 2, Lx = 400; Squares: d = 3 MBC, L = 40;
hexagons, d = 3 PBC, L = 40.
ior of avalanhe statistis is haraterized by an eetive
exponent, whih varies ontinuously both with the inter-
fae's linear dimensions and aspet ratio. By means of a
nite-size and rossover analysis, we have demonstrated
that suh ontinuous variation in fat reets rossover
towards three-dimensional behavior, for any non-zero as-
pet ratio.
The impliations of this for the interpretation of ex-
perimental BN results in thin lms must be worked out
arefully. In Ref. 2, the value τ = 1.1 is given for Fe lms.
The authors of Ref. 3 quote τ ≃ 1.33 for Co lms and on-
lude that their setup is a two-dimensional realization of
the (single-interfae) model of Ref. 9, for whih τ = 4/3
in d = 2 and 3/2 in d = 3 [16, 41℄. On the other hand,
as seen above, the single-interfae model onsidered here
gives τ = 1.06(1) in d = 2 and 1.275(15) in d = 3. Thus
one might interpret both sets of experimental results as
reeting a rossover towards three-dimensional behav-
ior. As regards the spei features of the experimental
investigations, one must ask: (i) whih, if any, of the
two models applies to the orresponding mirosopi de-
sription, and (ii) how far along, quantitatively, is the
dimensional rossover for the thin-lm geometries used.
While the visual evidene displayed in Ref. 3 is on-
vining proof that a single-interfae piture applies in
that ase, for a denite answer to (i) one must look at the
dierenes between the models. As far as the power-law
saling of avalanhe distributions is onerned, the model
of Ref. 9 diers from the one onsidered here by the intro-
dution of a non-loal kernel due to dipolar interations.
The value τ = 4/3 quoted in Ref. 3 relies on assuming
that the form taken by this kernel in momentum spae
is ∼ qµ, (q = wavevetor) with µ = 1 [41℄. In d = 3
the same theory gives τ = 3/2 for µ = 1, and τ = 5/4
for µ = 2 [18℄. Both values have been found to good
approximation in experiments on fully three-dimensional
systems (thus dening distint universality lasses), as
realled in the Introdution [18℄. For the thin-lm ases
it is not lear, without a detailed analysis of the spe-
i materials involved, whether the non-loal kernel is
of suient import to drive avalanhe saling towards the
d = 2 behavior predited for the model of Ref. 9.
Turning to question (ii), reall that the evolution of an
interfae along a 400 × 320 µm2 area of a 25-nm lm is
shown in Ref. 3. Translating to the language of Setion
III, this would orrespond to a transverse aspet ratio
A = 25nm/320µm ≃ 8 × 10−5 (this in an upper bound,
as the lm's transverse dimensions are likely to be larger
than the area shown). Though we do not think that
the model results depited in Fig. 2 are quantitatively
aurate enough, one must keep in mind the possibil-
ity that the eetive experimental behavior still is very
lose to the two-dimensional limit. Indeed, the simula-
tional urve for A = 5× 10−3 already shows a value of τ
rather lose to that for the two-dimensional ase, along
an extended portion of the Figure. The surest way to
settle this matter would be by performing a series of ex-
periments on lms of the same omposition and varying
8thiknesses, in order to produe a full piture of the di-
mensional rossover. We hope experimentalists will be
motivated by the present results.
As regards the searh for universal roughness distri-
butions in Setion IV, for now we quote (from Figure 7
and the assoiated remarks) α ≃ 1.05 (d = 2); α ≃ 1.15
(d = 3, MBC) and 0.5 < α < 0.9 (d = 3, PBC). It
thus appears that the boundary onditions do have sig-
niant inuene in this ontext, a fat whih remains to
be more fully understood. Although the searh for the
physial origins of 1/f noise [42℄ is learly of great inter-
est, it appears that, at least for non-equilibrium phenom-
ena as is the ase here, we are still at a very preliminary
stage. Again, it is hoped that the present results will mo-
tivate further researh. Measurements of the roughness
distributions for alternative models of BN [8, 9℄ would
be a natural extension of the this work, in order to hek
whether the above-quoted values of α are indeed univer-
sal within this subset of avalanhe models.
Aknowledgments
The author thanks Belita Koiller and Monia Bahi-
ana for many interesting disussions and suggestions.
The researh of S.L.A.d.Q. was partially supported by
the Brazilian agenies CNPq (Grants No. 30.1692/81.5
and No. 47.4715/01.9), FAPERJ (Grant No. E26
152.195/2002), FUJB-UFRJ and Instituto do Milênio de
NanoiêniasCNPq.
[1℄ H. Barkhausen, Phys. Z. 20, 401 (1919).
[2℄ E. Puppin, Phys. Rev. Lett. 84, 5415 (2000).
[3℄ D.-H. Kim, S.-B. Choe, and S.-C. Shin, Phys. Rev. Lett.
90, 087203 (2003).
[4℄ B. Alessandro, C. Beatrie, G. Bertotti, and A. Montorsi,
J. Appl. Phys. 64, 5355 (1988).
[5℄ B. Alessandro, C. Beatrie, G. Bertotti, and A. Montorsi,
J. Appl. Phys. 68, 2901 (1990).
[6℄ P. J. Cote and L. V. Meisel, Phys. Rev. Lett. 67, 1334
(1991).
[7℄ J. S. Urbah, R. C. Madison, and J. T. Markert, Phys.
Rev. Lett. 75, 276 (1995).
[8℄ O. Perkovi¢, K. Dahmen, and J. P. Sethna, Phys. Rev.
Lett. 75, 4528 (1995).
[9℄ P. Cizeau, S. Zapperi, G. Durin, and H. E. Stanley, Phys.
Rev. Lett. 79, 4669 (1997).
[10℄ M. Bahiana, B. Koiller, S. L. A. de Queiroz, J. Denardin,
and R. Sommer, Phys. Rev. E 59, 3884 (1999).
[11℄ B. Tadi¢, Physia A 270, 125 (1999).
[12℄ O. Perkovi¢, K. Dahmen, and J. P. Sethna, Phys. Rev. B
59, 6106 (1999).
[13℄ B. Tadi¢, Physia A 282, 362 (2000).
[14℄ B. Tadi¢ and U. Nowak, Phys. Rev. E 61, 4610 (2000).
[15℄ M. C. Kuntz and J. P. Sethna, Phys. Rev. B 62, 11 699
(2000).
[16℄ S. Zapperi, P. Cizeau, G. Durin, and H. E. Stanley, Phys.
Rev. B 58, 6353 (1998).
[17℄ G. Durin and S. Zapperi, J. Appl. Phys. 85, 5196 (1999).
[18℄ G. Durin and S. Zapperi, Phys. Rev. Lett. 84, 4705
(2000).
[19℄ S. L. A. de Queiroz and M. Bahiana, Phys. Rev. E 64,
066127 (2001).
[20℄ S. T. Bramwell, P. C. W. Holdsworth, and J.-F. Pinton,
Nature (London) 396, 552 (1998).
[21℄ S. T. Bramwell, K. Christensen, J.-Y. Fortin, P. C. W.
Holdsworth, H. J. Jensen, S. Lise, J. M. López,
M. Niodemi, J.-F. Pinton, and M. Sellitto, Phys. Rev.
Lett. 84, 3744 (2000).
[22℄ T. Antal, M. Droz, G. Györgi, and Z. Ráz, Phys. Rev.
Lett. 87, 240601 (2001).
[23℄ T. Antal, M. Droz, G. Györgi, and Z. Ráz, Phys. Rev.
E 65, 046140 (2002).
[24℄ G. Bertotti, G. Durin, and A. Magni, J. Appl. Phys. 75,
5490 (1994).
[25℄ K. L. Babok and R. M. Westervelt, Phys. Rev. Lett.
64, 2168 (1990).
[26℄ K. P. O'Brien and M. B. Weissman, Phys. Rev. E 50,
3446 (1994).
[27℄ D. Spasojevi¢, S. Bukvi¢, S. Milo²evi¢, and H. E. Stanley,
Phys. Rev. E 54, 2531 (1996).
[28℄ B. Tadi¢, Phys. Rev. Lett. 77, 3843 (1996).
[29℄ M. N. Barber, in Phase Transitions and Critial Phenom-
ena (Aademi, New York, 1983), edited by C. Domb and
J. L. Lebowitz.
[30℄ M. P. Nightingale, in Finite Size Saling and Numeri-
al Simulations of Statistial Systems (World Sienti,
Singapore, 1990), edited by V.Privman.
[31℄ R. B. Stinhombe, in Phase Transitions and Critial
Phenomena, vol. 7 (Aademi, New York, 1983), edited
by C. Domb and J. L. Lebowitz.
[32℄ J. Cardy, Saling and Renormalization in Statistial
Physis (Cambridge University Press, Cambridge, 1996).
[33℄ R. B. Stinhombe, J. Phys. C 13, 5565 (1980).
[34℄ G. Foltin, K. Oerding, Z. Ráz, R. L. Workman, and
R. K. P. Zia, Phys. Rev. E 50, R639 (1994).
[35℄ A.-L. Barábasi and H. E. Stanley, Fratal Conepts
in Surfae Growth (Cambridge University Press, Cam-
bridge, 1995).
[36℄ H. Leshhorn, Physia A 195, 324 (1993).
[37℄ H. A. Makse and L. A. N. Amaral, Europhys. Lett. 31,
379 (1995).
[38℄ H. A. Makse, S. Buldyrev, H. Leshhorn, and H. E. Stan-
ley, Europhys. Lett. 41, 251 (1998).
[39℄ A. Rosso, A. K. Hartmann, and W. Krauth, Phys. Rev.
E 67, 021602 (2003).
[40℄ A. Rosso, W. Krauth, P. L. Doussal, J. Vannimenus, and
K. J. Wiese, Phys. Rev. E 68, 036128 (2003).
[41℄ A. Vásquez and O. Sotolongo-Costa, Phys. Rev. Lett.
84, 1316 (2000).
[42℄ M. B. Weissman, Rev. Mod. Phys. 60, 537 (1988).
