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BOUNDEDNESS OF WEIGHTED ITERATED HARDY-TYPE OPERATORS INVOLVING SUPREMA
FROM WEIGHTED LEBESGUE SPACES INTO WEIGHTED CESA`RO FUNCTION SPACES
R.CH. MUSTAFAYEV AND N. BI˙LGI˙C¸LI˙
Abstract. In this paper the boundedness of the weighted iterated Hardy-type operators Tu,b and T
∗
u,b
involving suprema
from weighted Lebesgue space Lp(v) into weighted Cesa`ro function spaces Cesq(w,a) are characterized. These results
allow us to obtain the characterization of the boundedness of the supremal operator Ru from L
p(v) into Cesq(w,a)
on the cone of monotone non-increasing functions. For the convenience of the reader, we formulate the statement
on the boundedness of the weighted Hardy operator Pu,b from L
p(v) into Cesq(w,a) on the cone of monotone non-
increasing functions. Under additional condition on u and b, we are able to characterize the boundedness of weighted
iterated Hardy-type operator Tu,b involving suprema from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing
functions. At the end of the paper, as an application of obtained results, we calculate the norm of the fractional maximal
function Mγ from Λ
p(v) into Γq(w).
1. Introduction
Many Banach spaces which play an important role in functional analysis and its applications are obtained in a
special way: the norms of these spaces are generated by positive sublinear operators and by Lp-norms.
In connection with Hardy and Copson operators
(P f )(x) :=
1
x
∫ x
0
f (t)dt and (Q f )(x) :=
∫ ∞
x
f (t)
t
dt, (x > 0),
the classical Cesa`ro function space
Ces(p) :=
{
f : ‖ f ‖Ces(p) :=
(∫ ∞
0
(
1
x
∫ x
0
| f (t)|dt
)p
dx
) 1
p
<∞
}
,
and the classical Copson function space
Cop(p) :=
{
f : ‖ f ‖Cop(p) :=
(∫ ∞
0
(∫ ∞
x
| f (t)|
t
dt
)p
dx
) 1
p
<∞
}
,
where 1 < p ≤∞, with the usual modifications if p =∞, are of interest.
The classical Cesa`ro function spaces Ces(p) have been introduced in 1970 by Shiue [48]. These spaces have
been defined analogously to the Cesa`ro sequence spaces that appeared two years earlier in [40] when the Dutch
Mathematical Society posted a problem to find a representation of their dual spaces. In 1971 Leibowitz proved that
ces1 = {0} and for 1< q< p≤∞, ℓp and cesq sequence spaces are proper subspaces of cesp [32]. The problem posted
[40] was resolved by Jagers [28] in 1974 who gave an explicit isometric description of the dual of Cesa`ro sequence
space. In [51], Sy, Zhang and Lee gave a description of dual spaces of Ces(p) spaces based on Jagers’ result. In
1996 different, isomorphic description due to Bennett appeared in [4]. In [4, Theorem 21.1] Bennett observes that
the classical Cesa`ro function space and the classical Copson function space coincide for p > 1. He also derives
estimates for the norms of the corresponding inclusion operators. The same result, with different estimates, is
due to Boas [7], who in fact obtained the integral analogue of the Askey-Boas Theorem [6, Lemma 6.18] and [1].
These results generalized in [27] using the blocking technique. In [2] they investigated dual spaces for Ces(p) for
1 < p < ∞. Their description can be viewed as being analogous to one given for sequence spaces in [4]. For a
long time, Cesa`ro function spaces have not attracted a lot of attention contrary to their sequence counterparts. In
fact there is quite rich literature concerning different topics studied in Cesa`ro sequence spaces as for instance in
[11–15]. However, recently in a series of papers, Astashkin and Maligranda started to study the structure of Cesa`ro
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2function spaces. Among others, in [2] they investigated dual spaces for Ces(p) for 1 < p <∞. Their description can
be viewed as being analogous to one given for sequence spaces in [4] (For more detailed information about history
of classical Cesa`ro spaces see recent survey paper [3]).
Throughout the paper we assume that I := (a,b) ⊆ (0,∞). ByM(I) we denote the set of all measurable functions
on I. The symbol M+(I) stands for the collection of all f ∈M(I) which are non-negative on I, while M+,↓(I) is
used to denote the subset of those functions which are non-increasing on I, respectively. A weight is a function
v ∈M+(0,∞) such that 0 < V(x) <∞ for all x ∈ (0,∞), where
V(x) :=
∫ x
0
v(t)dt.
The family of all weight functions (also called just weights) on (0,∞) is given byW(0,∞).
For p ∈ (0,∞] and w ∈M+(I), we define the functional ‖ · ‖p,w,I onM(I) by
‖ f ‖p,w,I :=

(∫
I
| f (x)|pw(x)dx
)1/p
if p <∞
esssupI | f (x)|w(x) if p =∞.
If, in addition, w ∈W(I), then the weighted Lebesgue space Lp(w, I) is given by
Lp(w, I) = { f ∈M(I) : ‖ f ‖p,w,I <∞}
and it is equipped with the quasi-norm ‖ · ‖p,w,I .
When I = (0,∞), we write Lp(w) instead of Lp(w, (0,∞)).
We adopt the following usual conventions.
Convention 1.1. We adopt the following conventions:
• Throughout the paper we put 0 ·∞ = 0, ∞/∞ = 0 and 0/0 = 0.
• If p ∈ [1,+∞], we define p′ by 1/p+1/p′ = 1.
• If 0 < q < p <∞, we define r by 1/r = 1/q−1/p.
• If I = (a,b) ⊆ R and g is monotone function on I, then by g(a) and g(b) we mean the limits limx→a+ g(x)
and limx→b− g(x), respectively.
Throughout the paper, we always denote by c andC a positive constant, which is independent of main parameters
but it may vary from line to line. However a constant with subscript or superscript such as c1 does not change in
different occurrences. By a . b, (b & a) we mean that a ≤ λb, where λ > 0 depends on inessential parameters. If
a . b and b . a, we write a ≈ b and say that a and b are equivalent.
Unless a special remark is made, the differential element dx is omitted when the integrals under consideration
are the Lebesgue integrals.
The weighted Cesa`ro and Copson function spaces are defined as follows:
Definition 1.2. Let 0< p ≤∞, u ∈M+(0,∞) and v ∈W(0,∞). The weighted Cesa`ro and Copson spaces are defined
by
Cesp(u,v) : =
{
f ∈M+(0,∞) : ‖ f ‖Cesp(u,v) :=
∥∥∥‖ f ‖1,v,(0,·)∥∥∥p,u,(0,∞) <∞
}
,
and
Copp(u,v) : =
{
f ∈M+(0,∞) : ‖ f ‖Copp(u,v) :=
∥∥∥‖ f ‖1,v,(·,∞)∥∥∥p,u,(0,∞) <∞
}
,
respectively.
When v ≡ 1 on (0,∞), we simply write Cesp(u) and Copp(u) instead of Cesp(u,v) and Copp(u,v), respectively.
Recall that Cesp(u,v) and Copp(u,v) are contained in the scale of weighted Cesa`ro and Copson function spaces
Cesp,q(u,v) and Copp,q(u,v) defined in [22]. Obviously, Ces(p) = Cesp(x
−1) and Cop(p) = Copp(x
−1). In [29],
Kamin´ska and Kubiak computed the dual norm of the Cesa`ro function space Cesp(u), generated by 1 < p <∞ and
an arbitrary positive weight u. A description presented in [29] resembles the approach of Jagers [28] for sequence
spaces.
3Let u ∈ W(0,∞)∩C(0,∞), b ∈ W(0,∞) and B(t) :=
∫ t
0
b(s)ds. Assume that b is a weight such that b(t) > 0
for a.e. t ∈ (0,∞). The weighted iterated Hardy-type operators involving suprema Tu,b and T
∗
u,b
are defined at
g ∈M+(0,∞) by
(Tu,bg)(t) := sup
t≤τ
u(τ)
B(τ)
∫ τ
0
g(y)b(y)dy, t ∈ (0,∞),
(T ∗u,bg)(t) := sup
t≤τ
u(τ)
B(τ)
∫ ∞
τ
g(y)b(y)dy, t ∈ (0,∞).
Such operators have been found indispensable in the search for optimal pairs of rearrangement-invariant norms
for which a Sobolev-type inequality holds (cf. [30]). They constitute a very useful tool for characterization of
the associate norm of an operator-induced norm, which naturally appears as an optimal domain norm in a Sobolev
embedding (cf. [38], [39]). Supremum operators are also very useful in limiting interpolation theory as can be seen
from their appearance for example in [18], [17], [16], [45]. Recall that Tu,b successfully controls non-increasing
rearrangements of wide range of maximal functions (see, for instance, [34] and references therein).
It was shown in [23] that for every h ∈M+(0,∞) and t ∈ (0,∞)
(Tu,bh)(t) = (Tu¯,bh)(t),
where
u¯(t) := B(t)sup
t≤τ
u(τ)
B(τ)
, t ∈ (0,∞).
Moreover, if the condition
sup
0<t<∞
u(t)
B(t)
∫ t
0
b(τ)
u(τ)
dτ <∞. (1.1)
holds, then for all f ∈M+,↓(0,∞),
(Tu,b f )(t) ≈ (Ru f )(t)+ (Pu¯,b f )(t), t ∈ (0,∞), (1.2)
where the supremal operator Ru and the weighted Hardy operator Pu,b are defined for h ∈M
+(0,∞) and t ∈ (0,∞)
by
(Ruh)(t) : = sup
t≤τ
u(τ)h(τ),
(Pu,bh)(t) : =
u(t)
B(t)
∫ t
0
h(τ)b(τ)dτ,
respectively.
Recall that the boundedness of Ru from L
p(v) into Lq(w) on the cone of monotone non-increasing functions, that
is, the validity of the inequality
‖Ru f ‖Lq(w) ≤C ‖ f ‖Lp(v), f ∈M
+,↓(0,∞) (1.3)
was completely characterized in [23] in the case 0 < p ≤ q <∞. In the case 0 < q < p <∞, [23] provides solution
when u is equivalent to a non-decreasing function on (0,∞). The complete solution of inequality (1.3) using a
certain reduction method was presented in [21]. Another solution of (1.3) was obtained in [31].
Note that inequality
‖Pu,b( f )‖q,w,(0,∞) ≤ c‖ f ‖p,v,(0,∞), f ∈M
+,↓(0,∞) (1.4)
was considered by many authors and there exist several characterizations of this inequality (see, papers [5, 8, 9, 19,
20, 26]).
The complete characterizations of inequality
‖Tu,b f ‖q,w,(0,∞) ≤C‖ f ‖p,v,(0,∞), f ∈M
+,↓(0,∞) (1.5)
for 0 < q ≤∞, 0 < p ≤∞were given in [21] and [34]. Inequality (1.5) was characterized in [23, Theorem 3.5] under
condition (1.1). Note that the case when 0 < p ≤ 1 < q <∞ was not considered in [23]. It is also worth to mention
that in the case when 1 < p <∞, 0 < q < p <∞, q , 1 [23, Theorem 3.5] contains only discrete condition. In [25]
the new reduction theorem was obtained when 0 < p ≤ 1, and this technique allowed to characterize inequality (1.5)
4when b ≡ 1, and in the case when 0 < q < p ≤ 1, [25] contains only discrete condition. Using the results in [41–44],
another characterization of (1.5) was obtained in [50] and [46].
In this paper we investigate the boundedness of Tu,b and T
∗
u,b
from the weighted Lebesgue spaces Lp(v) into the
weighted Cesa`ro spaces Cesq(w,a), when 1< p, q<∞ (see, Theorems 3.1 and 3.3). These results allow us to obtain
the characterization of the boundedness of Ru from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing
functions (see, Theorem 4.1). For the convenience of the reader, we formulate the statement on the boundedness
of Pu,b from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing functions (see, Theorem 5.1). In view
of (1.2), we are able to characterize the boundedness of Tu,b from L
p(v) into Cesq(w,a) on the cone of monotone
non-increasing functions (see, Theorem 6.1). At the end of the paper, as an application of obtained results, we
calculate the norm of the fractional maximal function Mγ from Λ
p(v) into Γq(w).
The paper is organized as follows. We start with formulations of ”an integration by parts” formula in Section 2.
The boundedness results for Tu,b and T
∗
u,b
from Lp(v) into Cesq(w,a) are presented in Section 3. The characteriza-
tions of the boundedness of Ru, Pu,b and Tu,b from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing
functions are given in Sections 4, 5 and 6, respectively. Finally, the obtained in previous sections results are applied
to calculate the norm of the operator Mγ : Λp(v)→ Γq(w) in Section 7.
2. ”An integration by parts” formula
We recall the following ”an integration by parts” formula. For the convenience of the reader we give the proof
here (cf. [49, Lemma, p. 176]).
Theorem 2.1. Let α > 0. Let g be a non-negative function on (0,∞) such that 0 <
∫ t
0
g <∞, t > 0 and let f be a
non-negative non-increasing right-continuous function on (0,∞). Then
A1 :=
∫ ∞
0
(∫ t
0
g
)α
g(t)[ f (t)− lim
t→+∞
f (t)]dt <∞ ⇐⇒ A2 :=
∫
(0,∞)
(∫ t
0
g
)α+1
d[− f (t)] <∞.
Moreover, A1 ≈ A2.
Proof. Assume at first that limt→+∞ f (t) = 0. Let
A1 =
∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt <∞.
Then ∫ x
0
(∫ t
0
g
)α
g(t) f (t)dt→ 0, as x→ 0+ .
Since ∫ x
0
(∫ t
0
g
)α
g(t) f (t)dt ≥ f (x)
∫ x
0
(∫ t
0
g
)α
g(t)dt ≈ f (x)
(∫ x
0
g
)α+1
, x > 0,
we have that
f (x)
(∫ x
0
g
)α+1
→ 0, as x→ 0+ .
Integrating by parts, we get that
A2 =
∫
(0,∞)
(∫ t
0
g
)α+1
d[− f (t)] = − f (t)
(∫ t
0
g
)α+1∣∣∣∣∣
∞
0
+
∫
(0,∞)
f (t)d
(∫ t
0
g
)α+1
= lim
t→0+
f (t)
(∫ t
0
g
)α+1
− lim
t→+∞
f (t)
(∫ t
0
g
)α+1
+ (α+1)
∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt
≤ (α+1)
∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt = (α+1)A1.
Thus
A2 . A1.
5Now assume that
A2 :=
∫
(0,∞)
(∫ t
0
g
)α+1
d[− f (t)] <∞.
Then ∫
[x,∞)
(∫ t
0
g
)α+1
d[− f (t)]→ 0, as x→ +∞.
Since ∫
[x,∞)
(∫ t
0
g
)α+1
d[− f (t)] ≥
(∫ x
0
g
)α+1∫
[x,∞)
d[− f (t)]
=
(∫ x
0
g
)α+1
[ f (x)− lim
x→+∞
f (x)] = f (x)
(∫ x
0
g
)α+1
, x > 0,
we obtain that
f (x)
(∫ x
0
g
)α+1
→ 0, as x→ +∞.
Thus, integrating by parts, we get that
A1 =
∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt ≈
∫ ∞
0
f (t)d
(∫ t
0
g
)α+1
= f (t)
(∫ t
0
g
)α+1∣∣∣∣∣
∞
0
+
∫ ∞
0
(∫ t
0
g
)α+1
d[− f (t)]
= lim
t→∞
f (t)
(∫ t
0
g
)α+1
− lim
t→0+
f (t)
(∫ t
0
g
)α+1
+
∫ ∞
0
(∫ t
0
g
)α+1
d[− f (t)]
≤
∫ ∞
0
(∫ t
0
g
)α+1
d[− f (t)] = A2.
Hence
A1 . A2.
We have shown that if limx→+∞ f (x) = 0, then
A1 <∞ ⇐⇒ A2 <∞,
and
A1 ≈ A2.
Now assume that limx→+∞ f (x) > 0. Then, applying previous statement to the function f (x)− limx→+∞ f (x), we
arrive at ∫ ∞
0
(∫ t
0
g
)α
g(t)[ f (t)− lim
x→+∞
f (x)]dt ≈
∫
(0,∞)
(∫ t
0
g
)α+1
d[− f (t)].
The proof is completed. 
Remark 2.2. Note that if f ∈M+,↓(0,∞) is such that limx→+∞ f (x) > 0, then∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt <∞ =⇒
∫ ∞
0
g(x)dx <∞.
Indeed: for each x ∈ (0,∞)
∞ >
∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt ≥
∫ x
0
(∫ t
0
g
)α
g(t) f (t)dt
≥ f (x)
∫ x
0
(∫ t
0
g
)α
g(t)dt ≈ f (x)
(∫ x
0
g
)α+1
holds. Thus
lim
x→+∞
f (x) ·
(∫ x
0
g
)α+1
≤ f (x)
(∫ x
0
g
)α+1
≤
∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt <∞.
6Hence
lim
x→+∞
f (x) ·
(∫ ∞
0
g
)α+1
<∞.
Therefore ∫ ∞
0
g <∞.
Corollary 2.3. Let α > 0. Let g be a non-negative function on (0,∞) such that 0 <
∫ t
0
g <∞, t > 0 and let f be a
non-negative non-increasing right-continuous function on (0,∞). Then∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt ≈
∫
(0,∞)
(∫ t
0
g
)α+1
d[− f (t)]+ lim
x→+∞
f (x) ·
(∫ ∞
0
g
)α+1
.
Proof. If limx→+∞ f (x) = 0, then the statement follows by Theorem 2.1. If limx→+∞ f (x) > 0, then by Remark 2.2,
we know that ∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt <∞ =⇒
∫ ∞
0
g(x)dx <∞.
Therefore, by Theorem 2.1, we get that∫ ∞
0
(∫ t
0
g
)α
g(t) f (t)dt =
∫ ∞
0
(∫ t
0
g
)α
g(t)[ f (t)− lim
x→+∞
f (x)]dt+ lim
x→+∞
f (x) ·
∫ ∞
0
(∫ t
0
g
)α
g(t)dt
≈
∫
(0,∞)
(∫ t
0
g
)α+1
d[− f (t)]+ lim
x→+∞
f (x) ·
(∫ ∞
0
g
)α+1
.
The proof is completed. 
Theorem 2.4. Let α > 0. Let g be a non-negative function on (0,∞) such that 0 <
∫ ∞
t
g <∞, t > 0 and let f be a
non-negative non-decreasing left-continuous function on (0,∞). Then
B1 :=
∫ ∞
0
(∫ ∞
t
g
)α
g(t)[ f (t)− f (0+)]dt <∞ ⇐⇒ B2 :=
∫
(0,∞)
(∫ ∞
t
g
)α+1
d[ f (t)] <∞.
Moreover, B1 ≈ B2.
Proof. Assume at first that f (0+) = 0. Let
B1 :=
∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt <∞.
Then ∫ ∞
x
(∫ ∞
t
g
)α
g(t) f (t)dt→ 0, as x→∞.
Since ∫ ∞
x
(∫ ∞
t
g
)α
g(t) f (t)dt ≥ f (x)
∫ ∞
x
(∫ ∞
t
g
)α
g(t)dt ≈ f (x)
(∫ ∞
x
g
)α+1
, x > 0,
we have that
f (x)
(∫ ∞
x
g
)α+1
→ 0, as x→∞.
Hence, integrating by parts, we get that
B2 =
∫
(0,∞)
(∫ ∞
t
g
)α+1
d[ f (t)] = f (t)
(∫ ∞
t
g
)α+1∣∣∣∣∣
∞
0
−
∫
(0,∞)
f (t)d
(∫ ∞
t
g
)α+1
= lim
t→∞
f (t)
(∫ ∞
t
g
)α+1
− lim
t→0+
f (t)
(∫ ∞
t
g
)α+1
+ (α+1)
∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt
≤ (α+1)
∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt = (α+1)B1.
Now assume that
B2 :=
∫
(0,∞)
(∫ ∞
t
g
)α+1
d[ f (t)] <∞.
7Then ∫
(0,x]
(∫ ∞
t
g
)α+1
d[ f (t)]→ 0, as x→ 0+ .
Since ∫
(0,x]
(∫ ∞
t
g
)α+1
d[ f (t)] ≥
(∫ ∞
x
g
)α+1∫
(0,x]
d[ f (t)]
=
(∫ ∞
x
g
)α+1
[ f (x)− f (0+)] = f (x)
(∫ ∞
x
g
)α+1
, x > 0,
we obtain that
f (x)
(∫ ∞
x
g
)α+1
→ 0, as x→ 0+ .
Thus, integrating by parts, we get that
B1 =
∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt ≈
∫ ∞
0
f (t)d
[
−
(∫ ∞
t
g
)α+1]
= − f (t)
(∫ ∞
t
g
)α+1∣∣∣∣∣
∞
0
+
∫ ∞
0
(∫ ∞
t
g
)α+1
d[ f (t)]
= lim
t→0+
f (t)
(∫ ∞
t
g
)α+1
− lim
t→∞
f (t)
(∫ ∞
t
g
)α+1
+
∫ ∞
0
(∫ ∞
t
g
)α+1
d[ f (t)]
≤
∫ ∞
0
(∫ ∞
t
g
)α+1
d[ f (t)] = B2.
We have shown that if f (0+) = 0, then
B1 <∞ ⇐⇒ B2 <∞,
and
B1 ≈ B2.
Now assume that f (0+) > 0. Then, applying previous statement to the function f (x)− f (0+), we arrive at∫ ∞
0
(∫ ∞
t
g
)α
g(t)[ f (t)− f (0+)]dt ≈
∫
(0,∞)
(∫ ∞
t
g
)α+1
d[ f (t)].
The proof is completed. 
Remark 2.5. Note that if f is a non-negative non-decreasing function on (0,∞) such that f (0+) > 0, then∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt <∞ =⇒
∫ ∞
0
g(x)dx <∞.
Indeed: for each x ∈ (0,∞)
∞ >
∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt ≥
∫ ∞
x
(∫ ∞
t
g
)α
g(t) f (t)dt
≥ f (x)
∫ ∞
x
(∫ ∞
t
g
)α
g(t)dt ≈ f (x)
(∫ ∞
x
g
)α+1
holds. Thus
f (0+)
(∫ ∞
x
g
)α+1
≤ f (x)
(∫ ∞
x
g
)α+1
≤
∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt <∞.
Hence
f (0+)
(∫ ∞
0
g
)α+1
<∞.
Therefore ∫ ∞
0
g <∞.
8Corollary 2.6. Let α > 0. Let g be a non-negative function on (0,∞) such that 0 <
∫ ∞
t
g <∞, t > 0 and let f be a
non-negative non-decreasing left-continuous function on (0,∞). Then∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt ≈
∫
(0,∞)
(∫ ∞
t
g
)α+1
d[ f (t)]+ f (0+)
(∫ ∞
0
g
)α+1
.
Proof. If f (0+) = 0, then the statement follows by Theorem 2.4. If f (0+) > 0, then by Remark 2.5, we know that∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt <∞ =⇒
∫ ∞
0
g(x)dx <∞.
Therefore, by Theorem 2.4, we get that∫ ∞
0
(∫ ∞
t
g
)α
g(t) f (t)dt =
∫ ∞
0
(∫ ∞
t
g
)α
g(t)[ f (t)− f (0+)]dt+ f (0+)
∫ ∞
0
(∫ ∞
t
g
)α
g(t)dt
≈
∫
(0,∞)
(∫ ∞
t
g
)α+1
d[ f (t)]+ f (0+)
(∫ ∞
0
g
)α+1
.
The proof is completed. 
3. The boundedness of Tu,b and T
∗
u,b
from Lp(v) into Cesq(w,a)
In this section we give solutions of the following two inequalities
(∫ ∞
0
(∫ x
0
(
sup
t≤τ
u(τ)
B(τ)
∫ τ
0
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
≤C
(∫ ∞
0
h(s)pv(s)ds
) 1
p
, h ∈M+(0,∞) (3.1)
and
(∫ ∞
0
(∫ x
0
(
sup
t≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
≤C
(∫ ∞
0
h(s)pv(s)ds
) 1
p
, h ∈M+(0,∞), (3.2)
where 1 < p ≤ q <∞ and a, u, v, w ∈W(0,∞). Using the duality argument, we reduce the problem to the bound-
edness for the dual of integral Volterra operator with a kernel satisfying Oinarovs condition and weighted Stieltjes
operator.
Note that the characterization of inequalities
(∫ ∞
0
(∫ ∞
x
(
sup
t≤τ
u(τ)
B(τ)
∫ τ
0
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
≤C
(∫ ∞
0
h(s)pv(s)ds
) 1
p
, h ∈M+(0,∞) (3.3)
and
(∫ ∞
0
(∫ ∞
x
(
sup
t≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
≤C
(∫ ∞
0
h(s)pv(s)ds
) 1
p
, h ∈M+(0,∞) (3.4)
can be reduced to the solutions of (3.1) and (3.2).
Recall that, if F is a non-negative non-decreasing function on (0,∞), then
esssup
t∈(0,∞)
F(t)G(t) = esssup
t∈(0,∞)
F(t)esssup
τ∈(t,∞)
G(τ), (3.5)
likewise, when F is a non-negative non-increasing function on (0,∞), then
esssup
t∈(0,∞)
F(t)G(t) = esssup
t∈(0,∞)
F(t)esssup
τ∈(0,t)
G(τ) (3.6)
(see, for instance, [24, p. 85]).
We need the following notations:
A(t) :=
∫ t
0
a(s)ds, U(t) :=
∫ t
0
u(s)ds, W(t) :=
∫ t
0
w(s)ds.
9Theorem 3.1. Let 1 < p, q <∞. Assume that u ∈W(0,∞)∩C(0,∞) and a, v, w ∈W(0,∞). Moreover, assume that
0 <
∫ x
0
v(t)1−p
′
dt <∞ for all x > 0.
(i) If p ≤ q, then
sup
h≥0
(∫ ∞
0
( ∫ x
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
v(x)1−p
′
(∫ t
x
(
sup
s≤τ
u(τ)
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
v(x)1−p
′
dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
;
(ii) If q < p, then
sup
h≥0
( ∫ ∞
0
(∫ x
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
v(x)1−p
′
dx
) r
q′
v(t)1−p
′
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
v(x)1−p
′
(∫ t
x
(
sup
s≤y
u(y)
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
z
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
.
Proof. Assume that 1 < p ≤ q <∞. By duality, using Fubini’s Theorem, and interchanging the suprema, we get
that
sup
h≥0
(∫ ∞
0
( ∫ x
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
= sup
h≥0
1(∫ ∞
0
h(s)pv(s)ds
) 1
p
sup
g≥0
∫ ∞
0
(∫ x
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)
a(t)dt
)
g(x)dx
(∫ ∞
0
g(x)q
′
w(x)1−q
′
dx
) 1
q′
10
= sup
g≥0
1(∫ ∞
0
g(x)q
′
w(x)1−q
′
dx
) 1
q′
sup
h≥0
∫ ∞
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)( ∫ ∞
t
g(x)dx
)
a(t)dt
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
.
Applying [23, Theorems 4.4], on using (3.5), we arrive at
sup
h≥0
∫ ∞
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)(∫ ∞
t
g(x)dx
)
a(t)dt
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
≈ D+E,
where
D :=
(∫ ∞
0
(∫ ∞
t
(
sup
s≤τ
u(τ)
)(∫ ∞
s
g(x)dx
)
a(s)ds
) p′
p
(
sup
t≤τ
u(τ)
)(∫ t
0
v(s)1−p
′
ds
)(∫ ∞
t
g(x)dx
)
a(t)dt
) 1
p′
,
E :=
(∫ ∞
0
(∫ t
0
(∫ ∞
s
g(x)dx
)
a(s)ds
) p′
p
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))(∫ ∞
t
g(x)dx
)
a(t)dt
) 1
p′
.
Integrating by parts (applying Corollary 2.6), on using Fubini’s Theorem, we arrive at
D ≈
(∫ ∞
0
(∫ ∞
t
(
sup
s≤τ
u(τ)
)(∫ ∞
s
g(x)dx
)
a(s)ds
)p′
v(t)1−p
′
dt
) 1
p′
=
(∫ ∞
0
(∫ ∞
t
g(x)
∫ x
t
(
sup
s≤τ
u(τ)
)
a(s)dsdx
)p′
v(t)1−p
′
dt
) 1
p′
.
Similarly, integrating by parts (applying Corollary 2.3), on using Fubini’s Theorem, we get at
E ≈
(∫ ∞
0
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))
d
(∫ t
0
(∫ ∞
s
g(x)dx
)
a(s)ds
)p′) 1
p′
≈
(∫ ∞
0
(∫ t
0
(∫ ∞
s
g(x)dx
)
a(s)ds
)p′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
+
(∫ ∞
0
(∫ ∞
s
g(x)dx
)
a(s)ds
)
lim
t→∞
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))
≈
(∫ ∞
0
(∫ t
0
g(x)A(x)dx
)p′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
+
(∫ ∞
0
(∫ ∞
t
g(x)dx
)p′
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
+
(∫ ∞
0
g(x)A(x)dx
)
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
:= E1+E2+E3.
(i) Let p ≤ q. By [35, Theorem 1.1], we obtain that
sup
g≥0
D(∫ ∞
0
gq
′
w1−q
′
) 1
q′
= sup
g≥0
1( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
(∫ ∞
0
(∫ ∞
t
g(x)
∫ x
t
(
sup
s≤y
u(y)
)
a(s)dsdx
)p′
v(t)1−p
′
dt
) 1
p′
≈ sup
t∈(0,∞)
(∫ t
0
v(x)1−p
′
(∫ t
x
(
sup
s≤y
u(y)
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
v(x)1−p
′
dx
) 1
p′
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)
)
a(s)ds
)q
w(z)dz
) 1
q
. (3.7)
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By [33, Theorem 1, p. 40 and Theorem 3, p. 44], respectively, we have that
sup
g≥0
E1( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
= sup
g≥0
(∫ ∞
0
( ∫ t
0
g(x)A(x)dx
)p′
d
(
−
(
supt≤τ u(τ)
p′
( ∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
≈ sup
x∈(0,∞)
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
and
sup
g≥0
E2( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
= sup
g≥0
(∫ ∞
0
( ∫ ∞
t
g(x)dx
)p′
A(t)p
′
d
(
−
(
supt≤τ u(τ)
p′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
≈ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
.
By duality, we have that
sup
g≥0
E3(∫ ∞
0
gq
′
w1−q
′
) 1
q′
= sup
g≥0
∫ ∞
0
g(x)A(x)dx
( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
· lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
=
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
.
Thus, we get that
sup
g≥0
E( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
≈ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
. (3.8)
12
Combining (3.7) and (3.8), we arrive at
sup
h≥0
(∫ ∞
0
( ∫ x
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
v(x)1−p
′
(∫ t
x
(
sup
s≤τ
u(τ)
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
v(x)1−p
′
dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
.
(ii) Let now q < p. By [35, Theorem 1.2], we obtain that
sup
g≥0
D( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
= sup
g≥0
(∫ ∞
0
( ∫ ∞
t
g(x)
∫ x
t
(
sups≤y u(y)
)
a(s)dsdx
)p′
v(t)1−p
′
dt
) 1
p′
( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
≈
(∫ ∞
0
(∫ t
0
v(x)1−p
′
) r
q′
v(t)1−p
′
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
v(x)1−p
′
(∫ t
x
(
sup
s≤y
u(y)
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
t
w(s)ds
) r
p
w(t)dt
) 1
r
. (3.9)
By [33, Theorem 2, p. 48], we have that
sup
g≥0
E1( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
= sup
g≥0
( ∫ ∞
0
( ∫ t
0
g(x)A(x)dx
)p′
d
(
−
(
supt≤τ u(τ)
p′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
(∫ ∞
0
gq
′
w1−q
′
) 1
q′
≈
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
and
sup
g≥0
E2( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
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= sup
g≥0
( ∫ ∞
0
( ∫ ∞
t
g(x)dx
)p′
A(t)p
′
d
(
−
(
supt≤τ u(τ)
p′
(∫ τ
0
v(s)1−p
′
ds
)))) 1
p′
( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
≈
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
.
Consequently, we arrive at
sup
g≥0
E( ∫ ∞
0
gq
′
w1−q
′
) 1
q′
≈
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
. (3.10)
Combining (3.9) and (3.10), we arrive at
sup
h≥0
( ∫ ∞
0
(∫ x
0
(
supt≤τ u(τ)
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
v(x)1−p
′
) r
q′
v(t)1−p
′
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
v(x)1−p
′
(∫ t
x
(
sup
s≤y
u(y)
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
t
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
(∫ τ
0
v(s)1−p
′
ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
(∫ τ
0
v(s)1−p
′
ds
) 1
p′
)
.
The proof is completed. 
Theorem 3.2. Let 1 < p, q < ∞ and b ∈ W(0,∞) be such that b(t) > 0 for a.e. t ∈ (0,∞). Assume that u ∈
W(0,∞)∩C(0,∞) and a, v, w ∈W(0,∞). Moreover, assume that
0 <
∫ x
0
v(t)1−p
′
dt <∞ for all x > 0.
(i) If p ≤ q, then
sup
h≥0
(∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ τ
0
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pv(s)ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
b(x)p
′
v(x)1−p
′
(∫ t
x
(
sup
s≤τ
u(τ)
B(τ)
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
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+ sup
t∈(0,∞)
(∫ t
0
b(x)p
′
v(x)1−p
′
dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)
B(τ)
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
(
u(τ)
B(τ)
)p′(∫ τ
0
b(s)p
′
v(s)1−p
′
ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
(
u(τ)
B(τ)
)p′(∫ τ
0
b(s)p
′
v(s)1−p
′
ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
B(τ)
(∫ τ
0
b(s)p
′
v(s)1−p
′
ds
) 1
p′
)
;
(ii) If q < p, then
sup
h≥0
( ∫ ∞
0
(∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ τ
0
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
b(x)p
′
v(x)1−p
′
dx
) r
q′
b(t)p
′
v(t)1−p
′
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)
B(y)
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
b(x)p
′
v(x)1−p
′
(∫ t
x
(
sup
s≤y
u(y)
B(y)
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
z
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
(
u(τ)
B(τ)
)p′ (∫ τ
0
b(s)p
′
v(s)1−p
′
ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
(
u(τ)
B(τ)
)p′ (∫ τ
0
b(s)p
′
v(s)1−p
′
ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
B(τ)
(∫ τ
0
b(s)p
′
v(s)1−p
′
ds
) 1
p′
)
.
Proof. The statement follows by Theorem 3.1 at once if we note that
sup
h≥0
(∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ τ
0
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pv(s)ds
) 1
p
= sup
h≥0
( ∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pb(s)−pv(s)ds
) 1
p
.

Theorem 3.3. Let 1 < p, q < ∞ and b ∈ W(0,∞) be such that b(t) > 0 for a.e. t ∈ (0,∞). Assume that u ∈
W(0,∞)∩C(0,∞) and a, v, w ∈W(0,∞). Moreover, assume that
0 <
∫ ∞
x
v(t)1−p
′
dt <∞ for all x > 0.
Denote by
ψ(x) :=
(∫ ∞
x
b(t)p
′
v1−p
′
(t)dt
)− p′
p′+1
b(x)p
′
v1−p
′
(x)
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and
Ψ(x) :=
(∫ ∞
x
b(t)p
′
v1−p
′
(t)dt
) 1
p′+1
.
(i) If p ≤ q, then
sup
h≥0
( ∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pv(s)ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
Ψ(x)−p
′
ψ(x)
(∫ t
x
(
sup
s≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
Ψ(x)−p
′
ψ(x)dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
) 1
p′
)
+
(∫ ∞
0
ψ(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(t)dt
)q
w(x)dx
) 1
q
;
(ii) If q < p, then
sup
h≥0
(∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
Ψ(x)−p
′
ψ(x)dx
) r
q′
Ψ(t)−p
′
ψ(t)
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)
B(y)
Ψ(y)2
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
Ψ(x)−p
′
ψ(x)
(∫ t
x
(
sup
s≤y
u(y)
B(y)
Ψ(y)2
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
z
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
) 1
p′
)
+
(∫ ∞
0
ψ(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(t)dt
)q
w(x)dx
) 1
q
.
Proof. By [20, Corollary 3.5], we have that
sup
h≥0
( ∫ ∞
0
(∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
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= sup
h≥0
( ∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pb(s)−pv(s)ds
) 1
p
≈ sup
h≥0
( ∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
Ψ(τ)2
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pΨ(s)pψ(s)1−p ds
) 1
p
+
( ∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
ψ(s)ds
) 1
p
.
(i) Let p ≤ q. By Theorem 3.1, (i), we get that
sup
h≥0
( ∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pv(s)ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
Ψ(x)−p
′
ψ(x)
(∫ t
x
(
sup
s≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
Ψ(x)−p
′
ψ(x)dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
) 1
p′
)
+
(∫ ∞
0
ψ(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(t)dt
)q
w(x)dx
) 1
q
;
(ii) Let q < p. By Theorem 3.1, (ii), we obtain that
sup
h≥0
(∫ ∞
0
( ∫ x
0
(
supt≤τ
u(τ)
B(τ)
∫ ∞
τ
h(y)b(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
Ψ(x)−p
′
ψ(x)dx
) r
q′
Ψ(t)−p
′
ψ(t)
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)
B(y)
Ψ(y)2
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
Ψ(x)−p
′
ψ(x)
(∫ t
x
(
sup
s≤y
u(y)
B(y)
Ψ(y)2
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
z
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
(
u(τ)
B(τ)
)p′
Ψ(τ)2p
′
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
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+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
(∫ τ
0
Ψ(s)−p
′
ψ(s)ds
) 1
p′
)
+
(∫ ∞
0
ψ(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
(
sup
t≤τ
u(τ)
B(τ)
Ψ(τ)2
)
a(t)dt
)q
w(x)dx
) 1
q
.
The proof is completed. 
4. The boundedness of Ru from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing functions
In this section we characterize the boundedness of Ru from L
p(v) into Cesq(w,a) on the cone of monotone
non-increasing functions.
Theorem 4.1. Let 1 < p, q <∞. Assume that u ∈W(0,∞)∩C(0,∞) and a, v, w ∈W(0,∞).
(i) If p ≤ q, then
sup
f∈M+,↓(0,∞)
(∫ ∞
0
( ∫ x
0
(Ru f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤τ
u(τ)V(τ)−2
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)V(τ)−2
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)V(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
;
(ii) If q < p, then
sup
f∈M+,↓(0,∞)
(∫ ∞
0
( ∫ x
0
(Ru f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)dx
) r
q′
V(t)p
′
v(t)
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)V(y)−2
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤y
u(y)V(y)−2
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
z
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
xqw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)V(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
.
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Proof. By [26, Theorem 3.2] (cf. [20, Theorem 2.3]), we get that
sup
f∈M+,↓(0,∞)
( ∫ ∞
0
( ∫ x
0
(
supt≤τ u(τ) f (τ)
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
f (s)pv(s)ds
) 1
p
≈ sup
h≥0
( ∫ ∞
0
( ∫ x
0
(
supt≤τ u(τ)V(τ)
−2
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pV(s)−pv(s)1−p ds
) 1
p
.
By Theorem 3.1, we have that
(i) if p ≤ q, then
sup
h≥0
( ∫ ∞
0
(∫ x
0
(
supt≤τ u(τ)V(τ)
−2
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pV(s)−pv(s)1−p ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤τ
u(τ)V(τ)−2
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)V(τ)−2
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)V(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
.
(ii) if q < p, then
sup
h≥0
( ∫ ∞
0
(∫ x
0
(
supt≤τ u(τ)V(τ)
−2
∫ τ
0
h(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pV(s)−pv(s)1−p ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)dx
) r
q′
V(t)p
′
v(t)
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)V(y)−2
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤y
u(y)V(y)−2
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
z
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
A(x)qw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)V(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
.

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5. The boundedness of Pu,b from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing functions
In this section we characterize the boundedness of weighted Hardy operator Pu,b from L
p(v) into Cesq(w,a) on
the cone of monotone non-increasing functions.
Theorem 5.1. Let 1 < p, q < ∞ and b ∈ W(0,∞) be such that b(t) > 0 for a.e. t ∈ (0,∞). Assume that u ∈
W(0,∞)∩C(0,∞) and a, v, w ∈W(0,∞).
(i) If p ≤ q, then
sup
f∈M+,↓(0,∞)
( ∫ ∞
0
(∫ x
0
(Pu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈ sup
x∈(0,∞)
(∫ x
0
(∫ t
0
a(y)u(y)dy
)q
w(t)dt
) 1
q
(∫ ∞
x
V(s)−p
′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
w(t)dt
) 1
q
(∫ x
0
(∫ s
0
a(y)u(y)dy
)p′
V(s)−p
′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
(∫ t
x
a(τ)
B(τ)
u(τ)dτ
)q
w(t)dt
) 1
q
(∫ x
0
(
B(s)
V(s)
)p′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
w(t)dt
) 1
q
(∫ x
0
(∫ x
s
a(τ)
B(τ)
u(τ)dτ
)p′(B(s)
V(s)
)p′
v(s)ds
) 1
p′
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
a(t)u(t)dt
)q
w(x)dx
) 1
q
;
(ii) If q < p, then
sup
f∈M+,↓(0,∞)
( ∫ ∞
0
(∫ x
0
(Pu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ x
0
(∫ t
0
a(y)u(y)dy
)q
w(t)dt
) r
p
(∫ ∞
x
V(z)−p
′
v(z)dz
) r
p′
(∫ x
0
a(y)u(y)dy
)q
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)dt
) r
p
(∫ x
0
(∫ z
0
a(y)u(y)dy
)p′
V(z)−p
′
v(z)dz
) r
p′
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)dt
) r
p
(∫ x
0
(∫ x
z
a(τ)
B(τ)
u(τ)dτ
)p′(B(z)
V(z)
)p′
v(z)dz
) r
p′
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)
(∫ t
x
a(τ)
B(τ)
u(τ)dτ
)q
dt
) r
q
(∫ x
0
(
B(s)
V(s)
)p′
v(s)ds
) r
q′
(
B(x)
V(x)
)p′
v(x)dx
) 1
r
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
a(y)u(y)dy
)q
w(x)dx
) 1
q
.
Proof. By [26, Theorem 3.1], using Fubini’s Theorem, we get that
sup
f∈M+,↓(0,∞)
( ∫ ∞
0
( ∫ x
0
(Pu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
f (s)pv(s)ds
) 1
p
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= sup
f∈M+,↓(0,∞)
( ∫ ∞
0
( ∫ x
0
(
u(t)
B(t)
∫ t
0
f (τ)b(τ)dτ
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈ sup
h≥0
(∫ ∞
0
( ∫ x
0
(
u(t)
B(t)
∫ t
0
(∫ ∞
τ
h(y)dy
)
b(τ)dτ
)
a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pV(s)pv(s)1−p ds
) 1
p
+
( ∫ ∞
0
( ∫ x
0
a(t)u(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
v(s)ds
) 1
p
≈ sup
h≥0
(∫ ∞
0
( ∫ x
0
( ∫ ∞
t
h(y)dy
)
a(t)u(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pV(s)pv(s)1−p ds
) 1
p
+ sup
h≥0
(∫ ∞
0
( ∫ x
0
(
u(t)
B(t)
∫ t
0
h(y)B(y)dy
)
a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
h(s)pV(s)pv(s)1−p ds
) 1
p
+
( ∫ ∞
0
(∫ x
0
a(t)u(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
v(s)ds
) 1
p
≈ sup
h≥0
(∫ ∞
0
( ∫ ∞
x
h(y)dy
)q( ∫ x
0
a(t)u(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pV(s)pv(s)1−p ds
) 1
p
+ sup
h≥0
( ∫ ∞
0
(∫ x
0
h(y)
( ∫ y
0
a(t)u(t)dt
)
dy
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pV(s)pv(s)1−p ds
) 1
p
+ sup
h≥0
(∫ ∞
0
( ∫ x
0
h(y)
( ∫ x
y
a(t)
B(t)
u(t)dt
)
dy
)q
w(x)dx
) 1
q
( ∫ ∞
0
h(s)pB(s)−pV(s)pv(s)1−p ds
) 1
p
+
( ∫ ∞
0
( ∫ x
0
a(t)u(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
v(s)ds
) 1
p
.
(i) Let p ≤ q. Using the characterizations of weighted Hardy-type inequalities (see, for instance, [37, Section
1]), by [35, Theorem 1.1], we obtain that
sup
f∈M+,↓(0,∞)
( ∫ ∞
0
(∫ x
0
(Pu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈ sup
x∈(0,∞)
(∫ x
0
(∫ t
0
a(y)u(y)dy
)q
w(t)dt
) 1
q
(∫ ∞
x
V(s)−p
′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
w(t)dt
) 1
q
(∫ x
0
(∫ s
0
a(y)u(y)dy
)p′
V(s)−p
′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
(∫ t
x
a(τ)
B(τ)
u(τ)dτ
)q
w(t)dt
) 1
q
(∫ x
0
(
B(s)
V(s)
)p′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
w(t)dt
) 1
q
(∫ x
0
(∫ x
s
a(τ)
B(τ)
u(τ)dτ
)p′(B(s)
V(s)
)p′
v(s)ds
) 1
p′
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
a(t)u(t)dt
)q
w(x)dx
) 1
q
.
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(ii) Let now q < p. Using the characterizations of weighted Hardy-type inequalities (see, for instance, [37,
Section 1]), by [35, Theorem 1.2], we obtain that
sup
f∈M+,↓(0,∞)
( ∫ ∞
0
(∫ x
0
(Pu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ x
0
(∫ t
0
a(y)u(y)dy
)q
w(t)dt
) r
p
(∫ ∞
x
V(z)−p
′
v(z)dz
) r
p′
(∫ x
0
a(y)u(y)dy
)q
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)dt
) r
p
(∫ x
0
(∫ z
0
a(y)u(y)dy
)p′
V(z)−p
′
v(z)dz
) r
p′
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)dt
) r
p
(∫ x
0
(∫ x
z
a(τ)
B(τ)
u(τ)dτ
)p′(B(z)
V(z)
)p′
v(z)dz
) r
p′
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)
(∫ t
x
a(τ)
B(τ)
u(τ)dτ
)q
dt
) r
q
(∫ x
0
(
B(s)
V(s)
)p′
v(s)ds
) r
q′
(
B(x)
V(x)
)p′
v(x)dx
) 1
r
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
a(y)u(y)dy
)q
w(x)dx
) 1
q
.
The proof is completed. 
6. The boundedness of Tu,b from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing functions
In this section we combine the results from previous two sections to present the characterization of the bound-
edness of Tu,b from L
p(v) into Cesq(w,a) on the cone of monotone non-increasing functions.
Theorem 6.1. Let 1 < p, q < ∞ and b ∈ W(0,∞) be such that b(t) > 0 for a.e. t ∈ (0,∞). Assume that u ∈
W(0,∞)∩C(0,∞) and a, v, w ∈W(0,∞). Moreover, assume that condition (1.1) holds.
(i) If p ≤ q, then
sup
f∈M+,↓(0,∞)
(∫ ∞
0
( ∫ x
0
(Tu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤τ
u(τ)V(τ)−2
)
a(s)ds
)p′
dx
) 1
p′
(∫ ∞
t
w(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
u(τ)V(τ)−2
)
a(s)ds
)q
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ x
0
A(y)qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
A(t)p
′
d
(
− sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ ∞
x
w(y)dy
) 1
q
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)V(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
+ sup
x∈(0,∞)
(∫ x
0
(∫ t
0
a(y)u¯(y)dy
)q
w(t)dt
) 1
q
(∫ ∞
x
V(s)−p
′
v(s)ds
) 1
p′
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+ sup
x∈(0,∞)
(∫ ∞
x
w(t)dt
) 1
q
(∫ x
0
(∫ s
0
a(y)u¯(y)dy
)p′
V(s)−p
′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
(∫ t
x
a(τ)
B(τ)
u¯(τ)dτ
)q
w(t)dt
) 1
q
(∫ x
0
(
B(s)
V(s)
)p′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
w(t)dt
) 1
q
(∫ x
0
(∫ x
s
a(τ)
B(τ)
u¯(τ)dτ
)p′(B(s)
V(s)
)p′
v(s)ds
) 1
p′
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
a(t)u¯(t)dt
)q
w(x)dx
) 1
q
;
(ii) If q < p, then
sup
f∈M+,↓(0,∞)
( ∫ ∞
0
(∫ x
0
(Tu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)dx
) r
q′
V(t)p
′
v(t)
(∫ ∞
t
(∫ z
t
(
sup
s≤y
u(y)V(y)−2
)
a(s)ds
)q
w(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤y
u(y)V(y)−2
)
a(s)ds
)p′
dx
) r
p′
(∫ ∞
z
w(s)ds
) r
p
w(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ x
0
A(y)qw(y)dy
) r
p
xqw(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
A(t)p
′
d
(
−
(
sup
t≤τ
u(τ)p
′
V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ ∞
x
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
A(y)qw(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
u(τ)V(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
+
(∫ ∞
0
(∫ x
0
(∫ t
0
a(y)u¯(y)dy
)q
w(t)dt
) r
p
(∫ ∞
x
V(z)−p
′
v(z)dz
) r
p′
(∫ x
0
a(y)u(y)dy
)q
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)dt
) r
p
(∫ x
0
(∫ z
0
a(y)u¯(y)dy
)p′
V(z)−p
′
v(z)dz
) r
p′
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)dt
) r
p
(∫ x
0
(∫ x
z
a(τ)
B(τ)
u¯(τ)dτ
)p′(B(z)
V(z)
)p′
v(z)dz
) r
p′
w(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
w(t)
(∫ t
x
a(τ)
B(τ)
u¯(τ)dτ
)q
dt
) r
q
(∫ x
0
(
B(s)
V(s)
)p′
v(s)ds
) r
q′
(
B(x)
V(x)
)p′
v(x)dx
) 1
r
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
(∫ x
0
a(y)u¯(y)dy
)q
w(x)dx
) 1
q
.
Proof. By (1.2), we have that
sup
f∈M+,↓(0,∞)
(∫ ∞
0
( ∫ x
0
(Tu,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
( ∫ ∞
0
f (s)pv(s)ds
) 1
p
≈ sup
f∈M+,↓(0,∞)
(∫ ∞
0
( ∫ x
0
(Ru f )(t)a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
f (s)pv(s)ds
) 1
p
+ sup
f∈M+,↓(0,∞)
( ∫ ∞
0
( ∫ x
0
(Pu¯,b f )(t)a(t)dt
)q
w(x)dx
) 1
q
(∫ ∞
0
f (s)pv(s)ds
) 1
p
.
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It remains to apply Theorems 4.1 and 5.1. 
7. The boundedness of Mγ from Λ
p(v) into Γq(w)
Suppose that f is a measurable a.e. finite function on Rn. Then its non-increasing rearrangement f ∗ is given by
f ∗(t) = inf{λ > 0 : |{x ∈ Rn : | f (x)| > λ}| ≤ t}, t ∈ (0,∞),
and let f ∗∗ denotes the Hardy-Littlewood maximal function of f ∗, i.e.
f ∗∗(t) :=
1
t
∫ t
0
f ∗(τ)dτ, t > 0.
Quite many familiar function spaces can be defined by using the non-increasing rearrangement of a function. One
of the most important classes of such spaces are the so-called classical Lorentz spaces.
Let p ∈ (0,∞) and w ∈W(0,∞). Then the classical Lorentz spaces Λp(w) and Γp(w) consist of all measurable
functions f on Rn for which ‖ f ‖Λp(w) := ‖ f
∗‖p,w,(0,∞) <∞ and ‖ f ‖Γp(w) := ‖ f
∗∗‖p,w,(0,∞) <∞, respectively. For more
information about the Lorentz Λ and Γ spaces see e.g. [9] and the references therein.
The fractional maximal operator, Mγ, γ ∈ (0,n), is defined at a locally integrable function f on R
n by
(Mγ f )(x) := sup
Q∋x
|Q|γ/n−1
∫
Q
| f (y)|dy, x ∈ Rn.
It was shown in [10, Theorem 1.1] that
(Mγ f )
∗(t) . sup
τ>t
τγ/n−1
∫ τ
0
f ∗(y)dy . (Mγ f˜ )
∗(t) (7.1)
for every locally integrable function f on Rn and t ∈ (0,∞), where f˜ (x) := f ∗(ωn|x|
n) and ωn is the volume of the
unit ball in Rn.
The characterization of the boundedness of Mγ between classical Lorentz spaces Λ
p(v) and Λq(w) was obtained
in [10] for the particular case when 1 < p ≤ q <∞ and in [36, Theorem 2.10] in the case of more general operators
and for extended range of p and q (For the characteriation of the boundedness of more general fractional maximal
functions between Λp(v) and Λq(w), see [34], and the references therein).
As an application of obtained results, we calculate the norm of the fractional maximal function Mγ from Λ
p(v)
into Γq(w).
Theorem 7.1. Let 1 < p, q <∞ and 0 < γ < n. Assume that v, w ∈W(0,∞).
(i) If p ≤ q, then
‖Mγ‖Λp(v)→Γq(w)
≈ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤τ
τ
γ
nV(τ)−2
)
ds
)p′
dx
) 1
p′
(∫ ∞
t
y−qw(y)dy
) 1
q
+ sup
t∈(0,∞)
(∫ t
0
V(x)p
′
v(x)dx
) 1
p′
(∫ ∞
t
(∫ y
t
(
sup
s≤τ
τ
γ
nV(τ)−2
)
ds
)q
y−qw(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
[x,∞)
d
(
− sup
t≤τ
τ
γ
n
p′V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ x
0
w(y)dy
) 1
q
+ sup
x∈(0,∞)
(∫
(0,x]
tp
′
d
(
− sup
t≤τ
τ
γ
n
p′V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
))) 1
p′
(∫ ∞
x
y−qw(y)dy
) 1
q
+
(∫ ∞
0
w(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
τ
γ
nV(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
+ sup
x∈(0,∞)
(∫ x
0
t
γ
n
qw(t)dt
) 1
q
(∫ ∞
x
V(s)−p
′
v(s)ds
) 1
p′
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+ sup
x∈(0,∞)
(∫ ∞
x
y−qw(y)dy
) 1
q
(∫ x
0
t(
γ
n
+1)p′V(t)−p
′
v(t)dt
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
(
t
γ
n − x
γ
n
)q
t−qw(t)dt
) 1
q
(∫ x
0
sp
′
V(s)−p
′
v(s)ds
) 1
p′
+ sup
x∈(0,∞)
(∫ ∞
x
t−qw(t)dt
) 1
q
(∫ x
0
(
x
γ
n − s
γ
n
)p′
sp
′
V(s)−p
′
v(s)ds
) 1
p′
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
x
γ
n
qw(x)dx
) 1
q
;
(ii) If q < p, then
‖Mγ‖Λp(v)→Γq(w)
≈
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)dx
) r
q′
V(t)p
′
v(t)
(∫ ∞
t
(∫ z
t
(
sup
s≤y
y
γ
nV(y)−2
)
ds
)q
z−qw(z)dz
) r
q
dt
) 1
r
+
(∫ ∞
0
(∫ t
0
V(x)p
′
v(x)
(∫ t
x
(
sup
s≤y
y
γ
nV(y)−2
)
ds
)p′
dx
) r
p′
(∫ ∞
z
s−qw(s)ds
) r
p
t−qw(t)dt
) 1
r
+
(∫ ∞
0
(∫
[x,∞)
d
(
−
(
sup
t≤τ
τ
γ
n
p′V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ x
0
w(y)dy
) r
p
w(x)dx
) 1
r
+
(∫ ∞
0
(∫
(0,x]
tp
′
d
(
−
(
sup
t≤τ
τ
γ
n
p′V(τ)−2p
′
(∫ τ
0
V(s)p
′
v(s)ds
)))) r
p′
(∫ ∞
x
y−qw(y)dy
) r
p
x−qw(x)dx
) 1
r
+
(∫ ∞
0
w(y)dy
) 1
q
lim
t→∞
(
sup
t≤τ
τ
γ
n
p′V(τ)−2
(∫ τ
0
V(s)p
′
v(s)ds
) 1
p′
)
+
(∫ ∞
0
(∫ x
0
t
γ
n
qw(t)dt
) r
p
(∫ ∞
x
V(z)−p
′
v(z)dz
) r
p′
x
γ
n
qw(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
t−qw(t)dt
) r
p
(∫ x
0
z(
γ
n
+1)p′V(z)−p
′
v(z)dz
) r
p′
x−qw(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
t−qw(t)dt
) r
p
(∫ x
0
(
x
γ
n − z
γ
n
)p′
zp
′
V(z)−p
′
v(z)dz
) r
p′
x−qw(x)dx
) 1
r
+
(∫ ∞
0
(∫ ∞
x
(
t
γ
n − x
γ
n
)q
t−qw(t)dt
) r
q
(∫ x
0
sp
′
V(s)−p
′
v(s)ds
) r
q′
xp
′
V(x)−p
′
v(x)dx
) 1
r
+
(∫ ∞
0
v(s)ds
)− 1
p
(∫ ∞
0
x
γ
n
qw(x)dx
) 1
q
.
Proof. From inequalities (7.1), we have that
‖Mγ‖Λp(v)→Γq(w) ≈ sup
f∈M+,↓(0,∞)
( ∫ ∞
0
(∫ x
0
(Tu,b f )(t)dt
)q
x−qw(x)dx
) 1
q
(∫ ∞
0
f (s)pv(s)ds
) 1
p
with u(τ) = τγ/n and b ≡ 1. Note that
sup
0<t<∞
u(t)
B(t)
∫ t
0
b(τ)
u(τ)
dτ <∞
in this case. So, it remains to apply Theorem 6.1. 
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