A priori bounds for positive solutions of Kirchhoff type equations by Dai, Qiuyi et al.
ar
X
iv
:1
51
1.
03
80
1v
1 
 [m
ath
.A
P]
  1
2 N
ov
 20
15
A priori bounds for positive solutions of Kirchhoff type equations
Qiuyi Dai Enhao Lan Feilin Shi
Department of Mathematics, Hunan Normal University
Changsha Hunan 410081, P.R.China
March 19, 2019
Abstract
Let Ω be a bounded smooth domain in RN . Assume that 0 < α < 2
∗−1
2 , a > 0, and
b > 0. We consider the following Dirichlet problem of Kirchhoff type equation
(0.1)
{
−(a+ b||∇u||2α2 )∆u = |u|p−1u+ h(x, u,∇u), in Ω
u = 0 on ∂Ω
with p ∈ (0, 2∗) \ {1}. Where 2∗ = +∞ for N = 2, and 2∗ = N+2
N−2 for N ≥ 3. Under
suitable conditions of h(x, u,∇u) (see (A), (H1) and (H2) in section 3), we get a priori
estimates for positive solutions to problem (0.1). By making use of these estimates
and the continuous method, we further get existence results for positive solution to
problem (0.1) when 0 < p < 1, or 2α+ 1 < p < 2∗. Effects of the term b||∇u||2α+12 on
the solution set of problem (0.1) can be seen from an example given in section 2.
1 Introduction
Let Ω ⊂ RN (N ≥ 2) be an open bounded smooth domain with boundary ∂Ω, || • ||q
denote the norm of Lq(Ω) for any q > 0. Assume that a > 0, b > 0 and 0 < α < 2
∗−1
2
with 2∗ = +∞ for N = 2, and 2∗ = N+2
N−2 for N ≥ 3. We consider the following problem
for Kirchhoff type equations
(1.1)
{
−(a+ b||∇u||2α2 )∆u = |u|p−1u+ h(x, u,∇u) in Ω,
u = 0 on ∂Ω.
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When α = 1 and h(x, u,∇u) = f(x, u), problem (1.1) is reduced to the following
problem involving standard Kirchhoff operator.
(1.2)
{
−(a+ b||∇u||22)∆u = |u|p−1u+ f(x, u) in Ω,
u = 0 on ∂Ω.
In recent years, problems like (1.2) have been extensively studied by making use of
variational method. Mention some but few, we refer to [2, 3, 4, 5, 18, 15, 21, 22, 23,
24, 26, 29, 30, 1, 13, 14, 16, 17, 20, 27, 28, 19, 10, 11] and the references cited there in.
In general, problem (1.1) has no variational structure. Hence, we adopt a device of
using a priori estimate and fixed point theorem to study the positive solutions to it.
This device has its benefits for it can ensure compactness of the positive solution set
of problem (1.1) [8, 12, 9, 25]. To make this device work, a crucial step is to drive an
a priori estimate for solutions to the problem under consideration. It is believed that
the existence result can be ensured once a priori estimates of solutions are established.
However, this confidence is violated in our model problem (1.1). In fact, for arbitrary
a, b > 0, we can get easily upper and lower bounds for nontrivial solutions to problem
(1.1) when 1 < p < 2α + 1 and h(x, u,∇u) ≡ 0. Whereas, we find that problem (1.1)
has nontrivial solution only for some a and b in this case (see Theorem 2.1(ii) in section
2).
The rest of this paper is arranged as the following. Section 2 is used to analysis
the solvability of problem (1.1) when h(x, u,∇u) ≡ 0. Section 3 devotes to derive a
priori estimates of positive solutions to (1.1). Existence results for positive solutions
to problem (1.1) with 0 < p < 1, or 2α+ 1 < p < 2∗ are given in section 4.
2 A simple observation for h(x, u,∇u) ≡ 0
Assume that p ∈ (0, 2∗) \ {1} and 0 < α < 2∗−12 . In this section, we analysis the
solvability of the following problem
(2.1)
{
−(a+ b||∇u||2α2 )∆u = |u|p−1u, x ∈ Ω,
u = 0, x ∈ ∂Ω.
It is easy to see that if u is a nontrivial solution of problem (2.1) and v = ηu with
η = (a + b||∇u||2α2 )
1
1−p , then v is a nontrivial solution of the following well studied
problem
(2.2)
{
−∆v = |v|p−1v, x ∈ Ω
v = 0, x ∈ ∂Ω
Hence, any nontrivial solution of problem (2.1) can be obtained as the form u =
(a+bβα)
1
p−1 v with v being a nontrivial solution of problem (2.2) and β being a positive
solution of the following algebraic equation
y
p−1
2 − b||∇v||p−12 yα − a||∇v||p−12 = 0.
2
Let
S(Ω) = inf
06≡u∈H10 (Ω)
||∇u||22
||u||2p+1
.
Since 0 < p < 2∗, it is well known that S(Ω) can be attained by some positive
function v ∈ H10 (Ω). Let v be a solution of problem (2.2) which attained S(Ω). Then,
it is easy to check that
||∇v||p−12 = S
p+1
2 (Ω).
For the simplicity of the notations, we set S = S
p+1
2 (Ω) and γ = 2α+ 1− p. Let
f(y) = y
p−1
2 − bSyα − aS.
For y > 0, it is easy to see that
(2.3)
{
f ′(y) = yα−1(p−12 y
− γ
2 − αbS)
f ′′(y) = yα−2( (p−1)(p−3)4 y
− γ
2 − α(α − 1)bS)
Therefore, we have
(i) If 0 < p < 1, then f ′(y) < 0 for y ∈ (0, +∞), lim
y→0
f(y) = +∞, and lim
y→+∞
f(y) =
−∞. Hence, the equation f(y) = 0 has a unique solution in (0, +∞).
(ii) If 1 < p < 2α+1, then γ > 0, and the equation f ′(y) = 0 has a unique solution
y0 = (
p−1
2αbS )
2
γ in (0, +∞). Moreover,
(2.4)


f ′(y) > 0, for y < y0
f ′(y) < 0, for y > y0
max
y∈(0, +∞)
{f(y)} = γ[ (p−1)(p−1)
(2α)(2α)
]
1
γ (bS)
1−p
γ − aS
From this, we get
(2.5)


max
y∈(0, +∞)
{f(y)} > 0, for ab p−1γ < γ[ (p−1)(p−1)
(2αS)(2α)
]
1
γ
max
y∈(0, +∞)
{f(y)} = 0, for ab p−1γ = γ[ (p−1)(p−1)
(2αS)(2α)
]
1
γ
max
y∈(0, +∞)
{f(y)} < 0, for ab p−1γ > γ[ (p−1)(p−1)
(2αS)(2α)
]
1
γ
Noting that lim
y→0
f(y) = −aS < 0, and lim
y→+∞
f(y) = −∞, we can conclude from (2.5)
that the equation f(y) = 0 has
(2.6)


exactly two solutions in (0, +∞), when ab p−1γ < γ[ (p−1)(p−1)
(2αS)(2α)
]
1
γ ,
exactly one solution in (0, +∞), when ab p−1γ = γ[ (p−1)(p−1)
(2αS)(2α)
]
1
γ ,
no solution in (0, +∞), when ab p−1γ > γ[ (p−1)(p−1)
(2αS)(2α)
]
1
γ .
In this case, it is easy to see that the critical point y0 of f(y) satisfies
(2.7) lim
b→0
y0 = +∞.
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Moreover, if ab
p−1
γ < γ[ (p−1)
(p−1)
(2αS)(2α)
]
1
γ and 0 < y1 < y2 are two solutions of the equation
f(y) = 0, then we have
(2.8) lim
b→0
y1 = (aS)
2
p−1 , lim
b→0
y2 = +∞.
(iii) If p > 2α + 1, then γ < 0, and the equation f ′(y) = 0 has a unique solution
y0 = (
p−1
2αbS )
2
γ in (0, +∞). Moreover,
(2.9)


f ′(y) < 0, for y < y0
f ′(y) > 0, for y > y0
min
y∈(0, +∞)
{f(y)} = γ[ (p−1)(p−1)
(2α)(2α)
]
1
γ (bS)
1−p
γ − aS
Noting that lim
y→0
f(y) = −aS < 0, and lim
y→+∞
f(y) = +∞, we can conclude from (2.9)
that the equation f(y) = 0 has exactly one solution in (0, +∞).
(iv) If p = 2α+1, then it is easy to see that the equation f(y) = 0 has exactly one
solution in (0, +∞) when bS < 1, and has no solution in (0, +∞) when bS ≥ 1.
From the above discussions, we finally reach the following conclusions.
Theorem 2.1. Assume that a, b > 0, α > 0, and p ∈ (0, 2∗) \ {1}. then the
following claims hold
(i) If 0 < p < 1, or p > 2α+1, then problem (2.1) has as many solutions as problem
(2.2).
(ii) If 1 < p < 2α + 1, then problem (2.1) has at least two positive solutions when
ab
p−1
γ < γ[ (p−1)
(p−1)
(2αS)(2α)
]
1
γ , has at least one positive solution when ab
p−1
γ = γ[ (p−1)
(p−1)
(2αS)(2α)
]
1
γ ,
and has no nontrivial solution when ab
p−1
γ > γ[ (p−1)
(p−1)
(2αS)(2α)
]
1
γ .
(iii) If p = 2α+1, then problem (2.1) has at least one positive solution when bS < 1,
and has no nontrivial solution when bS ≥ 1.
From (2.7) and (2.8), we can see that
Theorem 2.2. Assume that a, b > 0, α > 0, and 1 < p < 2α + 1. If ab
p−1
γ ≤
γ[ (p−1)
(p−1)
(2αS)(2α)
]
1
γ , then problem (2.1) has at least one positive solution ub(x) such that
lim
b→0
max
x∈Ω
ub(x) = +∞.
Contrast to the case 1 < p < 2α+ 1, we have
Theorem 2.3. Assume that a, b > 0, α > 0. If 0 < p < 1, or 2α + 1 < p < 2∗,
then any positive solution ub(x) of problem (2.1) converges to a positive solution of the
following problem
(2.10)
{
−a∆v = |v|p−1v, x ∈ Ω
v = 0, x ∈ ∂Ω,
when b→ 0.
The conclusion of Theorem 2.3 can be seen from the uniform a priori estimates
given in Theorem 3.7 and 3.8 of section 3.
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3 A priori estimates
This section devotes to derive a uniform bound for the solutions to problem (1.1). For
the need of proving existence results, we consider the following problem of Kirchhoff
type equations with a parameter t ∈ [0, 1].
(3.1)


−A(t, u)∆u = up + th(x, u,∇u), in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
where a > 0, b > 0, A(t, u) = a+ tb||∇u||2α2 , and h(x, s, ξ) satisfies
(A). For s > 0, h(x, s, ξ) is Holder continuous and h(x, s, ξ) ≥ 0 .
(H1). If 0 < p < 1, we assume that lim
s→0
h(x,s,ξ)
sp
= 0 uniformly in x and ξ, and
|h(x, s, ξ)| ≤ C(sq + sq1) for s > 0 and 0 < p < q ≤ q1 < 1.
(H2). If 1 < p < 2
∗, we assume that there exists a positive constant λ such that
lim
s→0
h(x,s,ξ)
s
= λ uniformly in x and ξ, and |h(x, s, ξ)| ≤ C(s + sq) for s > 0 and
1 < q < p < 2∗.
Remark 3.1. If 0 < p < 1, then h(x, u,∇u) = µ|u|q−1u+ |u|q1−1u|∇u|2
1+|∇u|2
satisfies (A)
and (H1). If 1 < p < 2
∗, then h(x, u,∇u) = λu+ |u|q−1u|∇u|2
1+|∇u|2
satisfies (A) and (H2).
Remark 3.2. All our results in this section maybe hold under assumptions weaker
than (H1) and (H2) (see [9, 25]). However, for the simplicity, we only prove our results
under the assumptions (H1) and (H2).
To get upper bound of positive solutions to (3.1) for 1 < p < 2∗, we need following
two well known results for semilinear problem.
Lemma 3.3.([12]) If 1 < p < 2∗, then the following problem has no nontrivial C2
solution.
(3.2)
{
−∆u = |u|p−1u in RN ,
u ≥ 0 in RN .
Lemma 3.4.([12]) If 1 < p < 2∗, then the following problem has no nontrivial C2
solution.
(3.3)


−∆u = |u|p−1u in RNc = {(x1, · · · , xN ) ∈ RN‖ xN > c },
u ≥ 0 in RNc ,
u = 0 xN = c.
To get lower bound of positive solutions to (3.1) for 0 < p < 1, we need following
results.
5
Lemma 3.5. If 0 < p < 1, then the following problem has no bounded nontrivial
C2 solution.
(3.4)
{
−∆u = |u|p−1u in RN ,
u ≥ 0 in RN .
Lemma 3.6. If 0 < p < 1, then the following problem has no bounded nontrivial
C2 solution.
(3.5)


−∆u = |u|p−1u in RNc ,
u ≥ 0 in RNc ,
u = 0 xN = c.
Lemma 3.5 and 3.6 maybe also well known, but we can not fined a suitable reference,
so we give a proof of Lemma 3.5 here. The proof of Lemma 3.6 is very similar.
Proof of Lemma 3.5. Suppose by contradiction that problem (3.4) has a bounded
nontrivial solution u. Then by strong maximum principle we have u(x) > 0 for any
x ∈ RN . Let M = sup
x∈RN
u(x), v(x) = u(x)/M and h(y) = v(M
1−p
2 y). Then h(y)
satisfies
(3.6)
{
−∆h = hp y ∈ RN ,
0 < h ≤ 1 y ∈ RN .
Let BR(y0) denote the ball in R
N with center y0 and radius R. Let λ1(R) denote
the first eigenvalue of the following eigenvalue problem
(3.7)
{
−∆ϕ = λϕ y ∈ BR(y0),
ϕ = 0 y ∈ ∂BR(y0)
We choose R so large that λ1(R) < 1. Denoting by ϕ1(y) > 0 the eigenfunction
corresponding to λ1(R), and by n the unit outward norm vector field on ∂BR(y0), then
we have ∂ϕ1
∂n
< 0 on ∂BR(y0). Multiplying the differential equation in (3.6) by ϕ1(y)
and integrating the result equation on BR(y0), we get∫
∂BR(y0)
h
∂ϕ1
∂n
dS =
∫
BR(y0)
(hp−1 − λ1(R))hϕ1dy.
Since 0 < h ≤ 1 on BR(y0), and 0 < p < 1, we have hp−1 − λ1(R) > 0 on BR(y0).
Therefore, on one hand, we have∫
BR(y0)
(hp−1 − λ1(R))hϕ1dy > 0.
On the other hand, we have ∫
∂BR(y0)
h
∂ϕ1
∂n
dS < 0,
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due to h > 0 and ∂ϕ1
∂n
< 0 on ∂BR(y0). This reaches a contradiction.
At this stage, we are ready to prove our main results of this section
Theorem 3.7. Assume that 0 < p < 1, and that (A) and (H1) hold. Then
there exist positive constants r and R which are independent of t and the solution of
problem (3.1) such that for any solution u ∈ C2(Ω) ∩C(Ω) of problem (3.1), there holds
r ≤ ||u||C(Ω) ≤ R.
Proof. Multiplying the differential equation in problem (3.1) by u and integrating
the result equation on Ω, we obtain
(3.8) A(t, u)||∇u||22 = ||u||p+1p+1 + t
∫
Ω
uh(x, u,∇u)dx
Taking the assumption (H1) into account, we can deduce from (3.8) that
(3.9) A(t, u)||∇u||22 ≤ ||u||p+1p+1 + C(||u||q+1q+1 + ||u||q1+1q1+1).
Since 0 < p < q ≤ q1 < 1 and
(3.10) A(t, u)||∇u||22 ≥ a||∇u||22 for t ∈ [0, 1],
it follows from (3.9) and the Holder inequality that
(3.11) ||∇u||22 ≤ C1||u||q1+1q1+1 + C2 for t ∈ [0, 1]
By the Sobolev embedding theorem, we know that there exists a positive constant
S1(Ω) which is independent of u such that
(3.12) S1(Ω)||∇u||q1+12 ≥ ||u||q1+1q1+1.
Since 0 < q1 < 1, we can deduce from (3.11) and (3.12) that ||∇u||2 ≤ C with C being
a universal positive constant. Now, a standard bootstrap argument will imply that
there is a universal positive constant R such that ||u||C(Ω) ≤ R.
To get a lower bound, we adopt a contradiction argument. Suppose by contradiction
that there are sequences {tn}∞n=1 ⊂ (0, 1], {un}∞n=1 and {xn}∞n=1 ⊂ Ω such that
(3.13)


−A(tn, un)∆un = upn + tnh(x, un,∇un), in Ω,
un > 0 in Ω,
un = 0 on ∂Ω,
and Mn = un(xn) = max
x∈Ω
un(x) → 0 as n → ∞. Since {xn} is bounded, up to a
subsequence, we may assume that xn → x0 ∈ Ω as n → ∞. By (3.9) and (3.10), we
have
||∇un||22 ≤ C(Mp+1n +M q+1n +M q1+1n )→ 0 as n→∞.
Hence, A(tn, un)→ a > 0 as n→ +∞. Set ρn =M
p−1
2
n /
√
A(tn, un). Then we have
lim
n→+∞
ρn = +∞,
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due to 0 < p < 1 and Mn → 0 as n→ +∞.
Let
y = ρn(x− xn), Ωn = ρn(Ω− {xn}), vn(y) = u(xn + ρ
−1
n y)
Mn
.
Then, vn(y) satisfies
(3.14)


−∆vn = vpn + tn h(x,Mnvn,Mn∇vn)Mpn , y ∈ Ωn,
vn > 0 y ∈ Ωn,
vn = 0 y ∈ ∂Ωn,
Now, we have the following two cases to be considered.
Case I. If {dist(xn, ∂Ωn)}∞n=1 is unbounded, then, up to a subsequence, we may
assume that dist(xn, ∂Ωn) → ∞ and Ωn → RN as n → ∞. Therefore, for any fixed
compact domain K ⊂ RN there exist nK such that K ⊂ Ωn when n > nK . Since
0 < vn ≤ 1, we can get from the assumption (H1) that
|vpn + tn
h(x,Mnvn,Mn∇vn)
Mpn
| ≤ C,
for some universal positive constant C. By the standard regularity theory of elliptic
equations, we know that there exists a positive constant C independent of n such that
for some τ ∈ (0, 1) there holds
||vn||C1,τ (K) ≤ C, for n > nK.
Hence, up to a subsequence, we have vn converges in C
1(K) to some function v. Since
K is arbitrary, by a diagonal process, we can choose a subsequence {vnk} of {vn} such
that vnk → v in C1loc(RN ) as k → +∞. Taking the assumption (H1) into account, it is
easy to see that v satisfies
(3.15)


−∆v = vp in RN ,
v(0) = 1,
v ≥ 0 in RN .
This contradicts with the conclusion of Lemma 3.5.
Case II. If {dist(xn, ∂Ωn)}∞n=1 is bounded, then, up to a subsequence, we may
assume that dist(xn, ∂Ωn)→ c for some constant c, and Ωn → RN−c as n→∞. Similar
to the Case I, we can find a nonnegative function v such that
(3.16)


−∆v = vp in RN−c,
v(0) = 1,
u = 0 xN = −c.
This contradicts with the conclusion of Lemma 3.6.
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Therefore, there exists a universal positive constant r such that for any solution u
of (3.1), there hold ||u||C(Ω) ≥ r.
Let λ1(Ω) denote the first eigenvalue of the following eigenvalue problem
(3.17)
{
−∆ϕ = λϕ y ∈ Ω,
ϕ = 0 y ∈ ∂Ω.
Then, we have
Theorem 3.8. Assume that 2α + 1 < p < 2∗, and that (A) and (H2) hold with
λ < aλ1(Ω). Then there exist two universal positive constants r and R such that for
any solution u ∈ C2(Ω) ∩C(Ω) of problem (3.1), there holds r ≤ ||u||C(Ω) ≤ R.
Proof. We prove the Theorem by contradiction. To get the lower bound, we sup-
pose that there exist a sequence {tn} ⊂ (0, 1] and a corresponding solution sequence
{un} of problem (3.1) such that
Mn = ||un||C(Ω) → 0, and tn → t0, as n→ +∞.
By the differential equation in (3.1) and the assumption (H2), we can deduce that
||∇un||22 ≤ ||u||p+1p+1 + C(||u||22 + ||u||q+1q+1) ≤ CM2n → 0, as n→ +∞.
Let un(x) =Mnvn(x). Then vn(x) solve the following problem
(3.18)


−A(tn, un)∆vn =Mp−1n vpn + tn h(x,Mnvn,Mn∇vn)Mn , x ∈ Ω,
vn > 0, x ∈ Ω,
vn = 0, x ∈ ∂Ω.
By (H2) and the standard elliptic estimates, we can easily see that, up to a subsequence,
vn converges in C
2(Ω) to a positive function v. Moreover v satisfies
(3.19)
{
−a∆v = t0λv, x ∈ Ω,
v = 0, x ∈ ∂Ω.
On the other hand, problem (3.19) has no positive solution due to t0λ ≤ λ < aλ1(Ω).
This reaches a contradiction. Therefore, there is a universal constants r > 0 such that
for any positive solution of (3.1) there holds ||u||C(Ω) ≥ r.
To get the upper bound, we suppose that there exist a sequence {tn} ⊂ (0, 1], a
corresponding solution sequence {un} of problem (3.1), and a sequence {xn} such that
Mn = un(xn) = ||un||C(Ω) → +∞, tn → t0, and xn → x0 ∈ Ω, as n→ +∞.
Let un(x) =Mnvn(x), y = ρn(x− xn), Ωn = ρn(Ω−{xn}). If we choose ρn so that
ρn =
M
p−1
2
n√
A(tn, un)
.
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Then vn satisfies
(3.20)


−∆vn = vpn + tn h(x,Mnvn,Mn∇vn)Mpn , y ∈ Ωn,
vn > 0, y ∈ Ωn,
vn = 0, y ∈ ∂Ωn.
We claim that, up to a subsequence, we have
lim
n→+∞
ρn = +∞.
To this end, we set ηn = (tnb)
1
2α ||∇un||. Then A(tn, un) can be rewritten as
A(tn, un) = a+ η
2α
n .
If ηn is bounded by a constant C, then, as n→ +∞, we have
ρn =
M
p−1
2
n√
a+ η2αn
≥ M
p−1
2
n√
a+ C2α
→ +∞.
If ηn is unbounded, then, up to a subsequence, we may assume that
lim
n→+∞
ηn = +∞.
Consequently, we have √
A(tn, un) ≤
√
2ηαn .
for sufficiently large n. By the differential equation in (3.1) and (H2), we can deduce
A(tn, un)||∇un||22 = ||un||p+1p+1 + unh(x, un,∇un) ≤ CMp+1n , for large enough n.
Noting that tn ≤ 1, we have
||∇un||2 ≥ b−
1
2α ηn.
Therefore, there exist a positive constant C such that
A(tn, un)||∇un||22 ≥ Cη2(α+1)n .
This lead to
ηn ≤ CM
p+1
2(α+1)
n .
Consequently, we have √
A(tn, un) ≤ CM
α(p+1)
2(α+1)
n .
Noting that p > 2α+ 1, we have
ρn =
M
p−1
2
n√
A(tn, un)
≥ CM
p−2α−1
2(α+1)
n → +∞, as n→ +∞.
At this stage, we have the following two cases to be considered.
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Case I. If {dist(xn, ∂Ωn)}∞n=1 is unbounded, then, up to a subsequence, we may
assume that dist(xn, ∂Ωn) → ∞ and Ωn → RN as n → ∞. Therefore, for any fixed
compact domain K ⊂ RN there exist nK such that K ⊂ Ωn when n > nK . Since
0 < vn ≤ 1, we can get from the assumption (H2) that
|vpn + tn
h(x,Mnvn,Mn∇vn)
Mpn
| ≤ C,
for some universal positive constant C. By the standard regularity theory of elliptic
equations, we know that there exists a positive constant C independent of n such that
for some τ ∈ (0, 1) there holds
||vn||C1,τ (K) ≤ C, for n > nK.
Hence, up to a subsequence, we have vn converges in C
1(K) to some function v. Since
K is arbitrary, by a diagonal process, we can choose a subsequence {vnk} of {vn} such
that vnk → v in C1loc(RN ) as k → +∞. Taking the assumption (H2) into account, it is
easy to see that v satisfies
(3.21)


−∆v = vp in RN ,
v(0) = 1,
v ≥ 0 in RN .
This contradicts with the conclusion of Lemma 3.3.
Case II. If {dist(xn, ∂Ωn)}∞n=1 is bounded, then, up to a subsequence, we may
assume that dist(xn, ∂Ωn)→ c for some constant c, and Ωn → RN−c as n→∞. Similar
to the Case I, we can find a nonnegative function v such that
(3.22)


−∆v = vp in RN−c,
v(0) = 1,
u = 0 xN = −c.
This contradicts with the conclusion of Lemma 3.4.
Therefore, there exists a universal positive constant R such that for any solution u
of (3.1), there hold ||u||C(Ω) ≤ R.
In the case 1 < p < 2α + 1 < 2∗, we can get a lower bound uniformly in t for
solutions of problem (3.1) by a similar argument to that of Theorem 3.8. However, we
can not expect to have a upper bound uniformly in t for the solutions of problem (3.1)
due to Theorem 2.2 of section 2. Instead, we have
Theorem 3.9. Assume that 1 < p < 2α + 1 < 2∗, and that (A) and (H2) hold
with λ < aλ1(Ω). Then for any fixed 0 < t0 ≤ 1 there exists a positive constant R
which may depending on t0 such that for any solution u ∈ C2(Ω) ∩ C(Ω) of problem
(3.1) with t ≥ t0, there holds ||u||C(Ω) ≤ R.
Proof. If u is a solution of problem (3.1), then it is easy to see that u satisfies
(3.23) A(t, u)||∇u||22 = ||u||p+1p+1 + t
∫
Ω
uh(x, u,∇u)dx.
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Taking A(t, u) ≥ t0b||∇u||2α2 and (H2) into account, we can conclude that there is a
positive constant C such that
t0b||∇u||2(α+1)2 ≤ C(1 + ||u||p+1p+1).
It follows from the Sobolev inequality that
t0b||u||2(α+1)p+1 ≤ C(1 + ||u||p+1p+1).
Since p < 2α+ 1, we can deduce from the above inequality that
||u||p+1 ≤ C,
with C depending on t0, b, α and Ω. Since 1 < p < 2
∗, it follows from a bootstrap
argument that there exists a positive constant C which is depending on t0, b, α and Ω
such that
||u||C(Ω) ≤ C.
This completes the proof of Theorem 3.9.
From Theorem 3.7, 3.8 and 3.9, we have the following result on positive solutions
of problem (1.1).
Corollary 3.10. Assume that 0 < p < 1, (A) and (H1), or 1 < p < 2
∗, (A)
and (H2) with λ < aλ1(Ω). Then there exist positive constants 0 < r < R which
are independent of solutions of problem (1.1) such that for any positive solution u ∈
C2(Ω) ∩ C(Ω) of problem (1.1) there holds r ≤ ||u||C(Ω) ≤ R.
4 Existence results
This section devotes to prove some existence results for problem (1.1). To this end,
we always assume that h(x, sξ) satisfies (A). Let C(Ω), C1(Ω) and C1,τ (Ω) be Banach
space equipped with the standard norm. Set C0(Ω) = {u(x) ∈ C(Ω) ‖ u = 0 x ∈ ∂Ω},
and E = C1(Ω) ∩C0(Ω). For t ∈ [0, 1], define Lt : E → C0(Ω) by
Lt(u) =
|u|p−1u+ th(x, u,∇u)
a+ tb||∇u||2α2
.
Let (−∆)−1 denote the inverse operator of −∆. Define Kt by
Kt(u) = (−∆)−1 ◦ Lt(u).
It is well known thatKt maps E into C
1,τ (Ω) for some τ ∈ (0, 1), and hence is compact.
Since 0 < p < 2∗, it follows from the regularity theory that any fixed point u of Kt
is a classical solution of the problem
(4.1)
{
−(a+ tb||∇u||2α2 )∆u = |u|p−1u+ th(x, u,∇u), in Ω,
u = 0 on ∂Ω,
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Therefore, finding positive solution is equivalent to finding positive fixed point of Kt.
To find positive fixed point of Kt, we set
B(0, r) = {u(x) ∈ E ‖ ||u||E < r }
C = {u(x) ∈ E ‖ u(x) ≥ 0, x ∈ Ω}
Br = B(0, r) ∩ C
D(r,R) = {u(x) ∈ C ‖ r < ||u||E < R }
It follows from the maximum principle that Kt maps C into itself. Let IC denote
the topological index in C(see [7]). If p ∈ (1, 2∗), we know from [8, 25, 9, 6] that
there exist 0 < r0 < R0 such that for any 0 < r ≤ r0 and R ≥ R0, there holds
IC(K0,D(r,R)) = −1. If p ∈ (0, 1), it is well known that the following problem has a
unique solution
(4.2)


−a∆u = up in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
Consequently, There are positive numbers r1 < R1 such that for any 0 < r ≤ r1 and
R ≥ R1, we have IC(K0,D(r,R)) 6= 0. Noting that the estimates obtained in Theorem
3.7 and 3.8 are uniform in t, we can find 0 < r2 ≤ min{r0, r1} and R2 ≥ max{R0, R1}
such that for any t ∈ [0, 1], Kt has no fixed point on ∂Br2 and ∂BR2 . Thus, for any
t ∈ [0, 1], we have
IC(Kt,D(r2, R2)) = IC(K0,D(r2, R2)) 6= 0.
Hence, for any t ∈ [0, 1], Kt has at least one fixed point in D(r2, R2). Consequently,
for any t ∈ [0, 1], the problem
(4.3)


−(a+ tb||∇u||2α2 )∆u = |u|p−1u+ th(x, u,∇u), in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
has at least one solution. Therefore, we have.
Theorem 4.1. Assume that 0 < p < 1, (A) and (H1), or 2α + 1 < p < 2
∗, (A)
and (H2). Then, for a, b > 0, the following problem has at least one solution .
(4.4)


−(a+ b||∇u||2α2 )∆u = |u|p−1u+ h(x, u,∇u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
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