Abstract. In real-valued estimation-of-distribution algorithms, the Gaussian distribution is often used along with maximum likelihood (ML) estimation of its parameters. Such a process is highly prone to premature convergence. The simplest method for preventing premature convergence of Gaussian distribution is enlarging the maximum likelihood estimate of σ by a constant factor k each generation. Such a factor should be large enough to prevent convergence on slopes of the fitness function, but should not be too large to allow the algorithm converge in the neighborhood of the optimum. Previous work showed that for truncation selection such admissible k exists in 1D case. In this article it is shown experimentaly, that for the Gaussian EDA with truncation selection in high-dimensional spaces no admissible k exists!
Introduction
Estimation of Distribution Algorithms (EDAs) [1] are a class of Evolutionary Algorithms (EAs) that do not use the crossover and mutation operators to create the offspring population. Instead, they build a probabilistic model describing the distribution of selected individuals and create offspring by sampling from the model.
In EDAs working in real domain (real-valued EDAs), the Gaussian distribution is often employed as the model of promissing individuals ( [2] , [3] , [4] , [5] ). The distribution is often learned by maximum likelihood (ML) estimation. It was recognized by many authors (see e.g. [3] , [6] , [7] ) that such a learning scheme makes the algorithm very prone to premature convergence: in [8] , it was shown also theoretically that the distance that can be traversed by a simple Gaussian EDA with truncation selection is bounded, and [9] showed similar results for tournament selection.
Many techniques that fight the premature convergence were developed, usually by means of artificially enlarging the ML estimate of variance of the learned distribution. In [6] , the variance is kept on values greater than 1, while [7] used self-adaptation of the variance. Adaptive variance scaling (AVS), i.e. enlarging the variance when better solutions were found and shrinking the variance in case of no improvement, was used along with various techniques to trigger the AVS only on the slope of the fitness function in [10] and [11] .
However, in the context of the simple Gaussian EDAs there exists a much simpler method for preventing premature convergence (compared to the above mentioned techniques): enlarging the ML estimate of standard deviation each generation by a factor k that is held constant during the whole evolution. The resulting EDA is depicted in Fig. 1 . Although the parameter learning schemes suggested in the works mentioned above are more sophisticated, the approach studied in this article is appealing mainly from the simplicity point of view. To the best of the author's knowledge, nobody has shown yet that this approch does not work. The algorithm in Fig. 1 was studied in [12] where the minimal values of the 'amplification coefficient' were determined by search in 1D case. In [13] , the theoretical model of the algorithm behavior in 1D was used to derive the minimal and maximal admissible values for k. In this paper, the behaviour of the algorithm in multidimensional case is studied with the aim of developing the bounds for values of k if they exist.
Set the initial values of parameters
The rest of the paper is organized as follows: in Sec. 2, the relevant results from [13] are surveyed. Section 3 presents the experimental methodology used to determine the bounds for k in more-dimensional spaces, the results of the experiments and their discussion. Finally, Sec. 4 summarizes and concludes the paper, and presents some pointers to future work.
Fundamental Requirements on EDA
When analysing the behaviour of evolutionary algortithms, the fitness landscape is often modelled as consisting of slopes and valleys (see e.g. [10] , [14] , [12] ).
There are two fundamental requirements on the development of the population variance that ensure reasonable behavior of the algorithm as a whole:
1. The variance must not shrink on the slope. This ensures that the population position is not bounded and that it eventually finds at least a local optimum. 2. The variance must shrink in the valley. In the neighborhood of the optimum, the algorithm must be allowed to converge to find the optimum precisely.
These two conditions constitute the bounds for the variance enlarging constant k which must be large enough to traverse the slopes, but must not be too large to focus to the optimum. In this article, the slopes are modelled with a linear function (Eq. 1) that takes into account only the first coordinate of the individual, and the valleys are modelled as a quadratic bowl (Eq. 2):
Since the fitness function influences the algorithm only by means of the truncation selection, the actual values of the fitness function do not matter, only their order. In 1D space, the results derived for the linear function thus hold for all monotonous functions, in more-dimensional spaces for all functions with parallel contour lines and monotonous function values along the gradient. Similarly, the results derived for the quadratic function also hold for any unimodal function isotropic around its optimum with function values monotonously increasing with the distance from the optimum.
Bounds for k
In this paper, it is assumed that the development of variance can be modelled with the following recurrent equation:
where c is the ratio of the population variances in two consecutive generations, t and t + 1. As already said in the introduction, the simplest method of preventing premature convergence is to enlarge the estimated standard deviation σ by a constant factor k.
In order to prevent the premature convergence on the slope, the ratio of the consecutive standard deviations should be at least 1, i.e.
On the other hand, to be able to focus to the optimum, the model must be allowed to converge in the valley. The ratio of the two consecutive standard deviations should be lower than 1, i.e.
Joining these two conditions together gives us the bounds for the constant k:
In this paper, the value of k is called admissible if it satisfies condition 9.
Model of EDA Behaviour in 1D
For 1D case, the bounds of Eq. 9 are known and can be computed theoretically (see [13] ). The behavior of the simple Gaussian EDA with truncation selection in 1D space can be modelled by using statistics for the truncated normal distribution ( [13] , [10] ). In one iteration of the EDA, the variance of the population changes in the following way:
where
φ(z) and Φ(z) are the probability density function (PDF) and cumulative distribution function (CDF) of the standard normal distribution N (0, 1), respectively, and z i are the truncation points (measured in the standard deviations) which are constant during the EDA run for both f lin and f quad . The effect of the truncation selection on the population distribution is different depending on the following situations: -The population is on the slope of the fitness function.
-The population is in the valley of the fitness function.
First, suppose the population is on the slope of the fitness function (which is modelled by linear function). The best τ · N individuals are at the left-hand side of the distribution, i.e.
where Φ −1 (τ ) is the inverse cumulative distribution function of the standard normal distribution. We can thus define
In the second case, when the population is centered around the optimum, the selected τ · N individuals are centered around the mean of the distribution, thus
and we can again define
The above equations are taken from [13] , but were already presented (in a bit different form) in previous works (Eq. 13 e.g. in [8] and Eq. 15 in [14] ).
The bounds for k in 1D case computed using equations 9, 13, and 15 are depicted on Fig. 2 , the same values are shown in tabular form in Table 1 . These results show that in 1D case for each value of the selection proportion τ , there is an interval of admissible values of k ensuring that the algorithm will not converge prematurely on the slope of the fitness function, and will be able to focus (i.e. decrease the variance) in the neighborhood of the optimum. It is thus highly appealing to study these features in more-dimensional case.
Bounds for k in Multidimensional Space
To derive bounds for k in multidimensional case theoretically (as in case of 1D space) is much more complicated. In this article, an experimental approach is used. The lower bound is found by using the linear fitness function. During the experiments, the value of standard deviation of coordinate x 1 is tracked and it is checked if it increases or decreases (on average). The bisection method is used to determine the value of k for which the variance stays the same (with certain tolerance). Similarly, the upper bound is found by experiments with quadratic function.
Experimental Methodology
The population size 1,000 was used in all experiments. To determine each particular k min (and k max ), 10 independent runs of 100 generations were carried out. During each run, the standard deviation of x 1 was tracked; this gives 10 values of st.d. for each of 100 generations. Examples of the development of σ when searching for k max in 5-dimensional space with τ = 0.5 (i.e. using 5D quadratic fitness) can be seen in Fig. 3 . To this data, a linear function of the form E(log(st.d.)) = a · gen+ b was fitted ('gen' is the generation counter) using simple linear regression which should be adequate type of model. The sign of the learned parameter a was used to decide, if the variances increase or decrease during the run. To find the critical value of k (for which the parameter a changes its sign), the bisection method was used with the precision given by 24 iterations.
Results and Discussion
The minimal and maximal admissible values of the variance enlarging factor k are displayed in Tab. 2 in tabular form, and in Fig. 4 in graphical form. Comparing the theoretical values of k min and k max from Tab. 1 and experimental values from Tab. 2 for 1D case, we can see that they do not differ substantially which constitutes at least partial confirmation that the model is in accordance with experiments.
Another (expectable) observation is the fact that the minimal as well as maximal bound for k decreases with decreasing selection pressure (with increasing selection proportion τ ). It is worth to note, that the lower bound of k does not change with dimensionality (the solid lines in Fig. 4 are almost the same) since only the first coordinate is taken into account in the selection process.
The upper bound of k, however, changes substantially with the dimensionality of the search space. In 1D case, the upper bounds of k for all selection proportions τ lie above the lower bounds, and it is thus possible to find admissible k for every τ . With increasing dimensionality, the upper bound falls below the lower bound for increasingly larger interval of τ (which means that not for every τ we are able to find admissible k). For dimensionality 5 and above, admissible k actually does not exist regardless of τ ! The fact that k max drops with increasing dimensionality can be explained as follows. Consider the quadratic bowl f quad as the fitness function and the situation when the population is centered around origin. In that case, the individuals selected by truncation selection are bounded by a D-dimensional hypersphere. Its radius (the maximum distance from origin) can be computed as D) is the inverse cumulative distribution function of χ 2 distribution with D degrees of freedom and τ is the selection proportion. As can be seen in Fig. 5 for τ = 0.5, the hypersphere radius grows with dimensionality. It means that the data points after selection are more spread along the axes and the ML estimate of the standard deviation σ is higher. It is thus necessary to multiply the ML estimate of σ with a lower value of k only, not to overshoot the value 1.
Summary and Conclusions
This paper analysed some of the convergence properties of a simple EDA based on Gaussian distribution and truncation selection. Specifically, the simplest way of preventing premature convergence was studied: each generation, the ML estimate of the population standard deviation σ was enlarged by a factor k held constant during the whole evolution. Previous theoretical results for 1D case suggested there should exist an interval of admissible values of k that are -sufficiently large to allow the algorithm to traverse the slope of the fitness function with at least nondecreasing velocity, and -sufficiently low to allow the algorithm to exploit the neighborhood of the optimum once it is found.
However, as the experimental results in more dimensional spaces suggest, the interval of admissible values of k gets smaller with increasing dimensionality and eventually vanishes! In other words, in more-dimensional spaces there is no single value of the variance enlarging factor k that would allow the simple Gaussian EDA with truncation selection to behave reasonably on slopes and in the valleys of the fitness function in the same time! This result is important on its own, but also serves as another supporting evidence to favor dynamic, adaptive, or self-adaptive control strategies for the standard deviation of the sampling distribution (e.g. those mentioned in Sec. 1), when truncation selection is used. Nevertheless, if the constant enlarging factor should be used, then I suggest at least 2-stage search procedure: in the first stage, set the factor k > k min , so that the optimum is localized; after a few iterations in which the progress is slow, switch to the second phase and set the factor k < k max (or use directly the ML estimate of σ) to fine tune the solution.
Similar study of other selection mechanisms remains as the future work. If the interval of admissible values exists for them, having the bounds for the factor k is very profitable from the experimenter's and EA designer's point of view. These bounds could be also used in various adaptive variance scaling schemes as safeguards.
