Abstract. We give a combinatorial interpretation of a Pieri formula for double Grothendieck polynomials in terms of an interval of the Bruhat order. Another description had been given by Lenart and Postnikov in terms of chain enumerations. We use Lascoux's interpretation of a product of Grothendieck polynomials as a product of two kinds of generators of the 0-Hecke algebra, or sorting operators. In this way, we obtain a direct proof of the result of Lenart and Postnikov and then prove that the set of permutations occuring in the result is actually an interval of the Bruhat order.
Introduction
Schubert calculus is an old topic in algebraic geometry. Originally, it involves counting lines satisfying some intersection conditions, which amounts to finding the cardinalities of some zero-dimensional intersections of Schubert subvarieties in a Grassmanian. This is done by working in the cohomology or in the Chow ring, a quotient of the ring of symmetric functions in which Schubert varieties are represented by Schur functions (see, e.g., [3] ).
Modern intersection theory deals with more refined intersection conditions between chains of subspaces (flags), and even between flag bundles over algebraic varieties [4] . This involves computing in the cohomology, equivariant cohomology, K-theory (or Grothendieck ring) and equivariant K-theory of the flag manifold, whoses bases are respectively the Schubert polynomials, double Schubert polynomials, Grothendieck polynomials and double Grothendieck polynomials, all of which have been introduced by Lascoux and Schützenberger [6, 5] .
Despite their geometric origin, these polynomials admit elementary definitions and are of interest for combinatorics. In the case of the flag variety relative to GL(n, C), the cohomology ring and the Grothendieck ring can be interpreted as quotients of the ring of polynomials in x 1 , . . . , x n , with divided differences ∂ i operating in the first case and isobaric divided differences π i in the second case. The natural bases, Schubert polynomials and Grothendieck polynomials, corresponding to the Schubert varieties, can be defined as follows. Let us recall that the symmetric group S n is generated by the elementary transpositions s i = (i, i + 1) with 1 ≤ i < n. It acts on multivariate polynomials by switching the variables (s i switches x i and x i+1 ). The divided differences and isobaric divided differences are two deformations of this action:
where operators act on their left. It is convenient to introduce a second set of isobaric divided differences, (3)π i := ∂ i x i+1 = π i − 1.
All families ∂ i , π i andπ i satisfy the braid relations, together with quadratic relations which are
π iπi = −π i .
The π i andπ i , i = 1, . . . , n − 1, both generate the 0-Hecke algebra of S n . Although relations between them are simple, there is no general combinatorial description of products involving both types of operators.
They are used to generate two families of Grothendieck polynomials, (G (σ) ) σ∈Sn and (Ĝ (σ) ) σ∈Sn , or of Key polynomials (K v ) v∈N n and (K v ) v∈N n . By definition, the operators π i (resp.π i ) act on G (σ) or K v (resp.Ĝ (σ) andK v ) as sorting operators on the indices. More precisely, let y 1 , . . . , y n be a second set of variables, we define dominant Grothendieck polynomials and dominant Key polynomials by
where ω = [n, n − 1, . . . , 1] is the maximal permutation of size n, and λ = (λ 1 , . . . , λ n ) is a dominant vector, i.e., λ 1 ≥ λ 2 ≥ . . . ≥ λ n . One can also defineĜ (ω ) but we do not need it. The Grothendieck polynomials are all the different images of the dominant polynomial by iterations of the operators π i : (9) G (σs i ) = G (σ) π i if σ(i) > σ(i + 1). The same definition holds for Key polynomials, s i acting on a vector v rather than on a permutation. One uses theπ i to define the (K σ ) or (Ĝ (σ) ) bases. Grothendieck polynomials form a linear basis of the space of multivariate polynomials, regarded as a free module over the ring of symmetric polynomials. Thus, an interesting problem is to understand the product in terms of this basis. For symmetric functions, the product is completely determined by the Pieri formula, which describes the product of a Schur function by a complete function [11] . On the Grothendieck basis, an analogue operation would be to expand the product G (σ) G (s k ) where s k is a simple transposition. This is indeed sufficient to completely characterize the multiplicative structure of the Grothendieck ring. Let us recall that (10) G (s k ) = 1 − y 1 . . . y k x 1 . . . x k .
In [5, Theorem 6.4 ], Lascoux gives the following interpretation of this product in terms of π andπ.
Theorem 1.1. (Lascoux) Let σ ∈ S n and 1 ≤ k < n. Let ζ = ζ(σ, k) be the element of the coset σ(S k × S n−k ) with maximal length, i.e.,
, that is identifying a symmetric function of x with the same function of y, one has
where if s i 1 . . . s im is a reduced decomposition of a permutation µ, then
This shows that the Pieri formula for Grothendieck polynomials can be calculated from the formal expansion of a product of sorting operators. In [10, Corollary 8.2], Lenart and Postnikov give a combinatorial interpretation of this expansion for all types in terms of chains of the Bruhat order. In type A, it has the following description. 
where the sum is over subsets J = (j 1 < j 2 · · · < j s ) of (1, . . . , ℓ) such that σ ⋖ σr j 1 ⋖ σr j 1 r j 2 ⋖ · · · ⋖ σr j 1 . . . r js = w(J) is a saturated chain in the Bruhat order from σ to w(J). In other words, J is a path in the Bruhat Hasse diagram between σ and w(J). The sum is cancellation free and the coefficients are either 1 or −1 (each permutation is obtained in at most one chain).
This theorem actually describes the product as an enumeration of chains in the Bruhat order. Indeed, the sign of each element G w(J) is given by the length of J, or equivalently by ℓ(w(J)) − ℓ(σ) where ℓ(µ) is the length of the permutation µ: the size of a reduced decomposition of µ is terms of simple transpositions. In this article, by a better understanding of the mixed product of π andπ given in Theorem 1.1, we prove that this chain enumeration is actually an interval of the Bruhat order. Theorem 1.3. Let us denote by η(σ, k) (or simply η if there is no ambiguity) the subset w(J max ) of maximal length obtained in the enumeration described in Theorem 1.2. Then
Theorems 1.1 and 1.2 give us that
where the sum runs over subsets J as described in Theorem 1.2. Our approach is to retrieve this result directly by studying the operatorsπ and π and to prove that the support of the sum is an interval. In Section 2, we first recall the definition of the Bruhat order and a few properties that will be needed in the sequel. Then, we explain the interpretation of the π andπ operators in terms of the 0-Hecke algebra and of sorting operators. We then introduce two families of formal objects K and K acted on by the 0-Hecke algebra, that can be interpreted either as Grothendieck polynomials or as Key polynomials. The first step of the proof of Theorem 1.3 is given in Section 3, Corollary 3.3. After an expansion of (14) in theK basis and a change of basis, we prove that the support of the sum is closed by interval, i.e. if G µ appears in the sum, then for all ν such that σ ≤ ν ≤ µ, G ν appers in the sum. In Section 4, we study more closely the enumeration of Theorem 1.2, we give a more precise description of it and prove a few important properties. The direct proof of (14) is done in Section 4.3.
Our main result is proved in Section 5 where we show that the sum has a unique maximal element, which by Corollary 3.3 makes it an interval. This is done by a direct characterization of the chains appearing in the enumeration.
In Section 6, we give a generalized version of the Bruhat chain enumeration of Theorem 1.2. This new enumeration has no known interpretation in terms of product of polynomials but computes a more general mixed product of operatorsπ and π.
Background

2.1.
Bruhat and k-Bruhat order. Theorems 1.2 and 1.3 both rely on the Bruhat order on permutations. In this Section, we recall the definition and properties of comparisons between permutations that we shall use constantly in our proofs. These properties can be found in [7] , where the structure of the Bruhat order is investigated in detail. The following definition can be found in [2] . Definition 2.1. Let µ, σ be two elements of S n . We say that µ is smaller than σ and we write µ ≤ σ if some subword of some reduced decomposition of σ is a reduced decomposition of µ.
Note that the Bruhat order contains both the left and right weak orders on permutations but is not their union. Also, the definition is symmetric, if µ ≤ σ then µ −1 ≤ σ −1 and it is equivalent to this local form: Definition 2.2. µ is a successor of σ for the Bruhat order if there is a transposition τ such that στ = µ and ℓ(µ) = ℓ(σ) + 1. Such a transposition τ is called a Bruhat transposition of the permutation σ.
If such a transposition exists, then there is also a transposition τ ′ such that τ ′ σ = µ and the symmetry is preserved. Ehresmann gives another criterion (historically, the first one), also described in [7] .
where p h is the projection of a permutation word on the alphabet {x, y} by sending 1, . . . , h on x, and h+1, . . . , n on y. This is equivalent to say that all reordered left factors of σ are smaller or equal componentwise than the reordered left factors of the same size of µ.
As an example, if σ = 2143 and µ = 4132, then σ ≤ µ. One has that {2} ≤ {4}, {2, 1} ≤ {4, 1}, {4, 2, 1} ≤ {4, 3, 1}. Or equivalently, all projections of σ on the alphabet {x, y} (yxyy, xxyy, and xxyx respectively) have less y in their left factors than the corresponding projections of µ (yxyy, yxyx, and yxxx respectively). In this Proposition, we compare left factors of the permutation and the symmetry seems broken. But actually, a more general criterion based on comparisons with bigrasmannian permutations can be given where the symmetry appears clearly. In this article, we shall often use a symmetry with respect to our parameter k, so this second criterion is essential for us. It is also described in [7] . Proposition 2.4. We have σ ≤ µ if and only if there exists k with 1 ≤ k ≤ n such that for all 1 ≤ h < n, and for all 1 ≤ ℓ ≤ k and k < ℓ ′ ≤ n, we have
If it is true for some k, then it is true for all k and (15) corresponds to k = n.
As an example, to obtain as above σ = 2143 ≤ µ = 4132, one can compare the first two left and right factors: {2} ≤ {4}, {2, 1} ≤ {4, 1}, {3} ≥ {2} and {4, 3} ≥ {3, 2}.
We also need the notion of k-Bruhat order, ≤ k , which was introduced in [6] and studied in [1] . Definition 2.5. τ = (a, b) is a k-Bruhat transposition of σ if τ is a Bruhat transposition of σ by Definition 2.2, and a ≤ k < b. If τ is a k-Bruhat transposition of σ and µ = στ , then µ is a successor of σ for the k-Bruhat order.
There is also a characterization of the k-Bruhat order given in [ 
Theorem 2.6. Let µ, σ ∈ S n , then σ ≤ k µ if and only if,
2.2. Sorting operators, the generators of the 0-Hecke algebra. The main purpose of this article is to compute the product of π andπ operators (14) . These operators are actually generators of the 0-Hecke algebra. In this Section, we give the main properties of these two families and explain how they are linked to the Bruhat order. Then, we interpret them as sorting operators and give a formal framework in which our problem can be expressed clearly.
The Hecke algebra of the symmetric group S n , H(t 1 , t 2 ), is the algebra generated by the elements {T i , 1 ≤ i ≤ n − 1} and relations
where t 1 and t 2 are two scalar parameters that commute with the T i . The relations (18) and (19) are the braid relations whereas (20) is the quadratic relation. The algebra has a natural basis (T σ ) σ∈Sn where, for s i 1 . . . s im a reduced decomposition of σ,
The 0-Hecke algebra is the specialization of H(t 1 , t 2 ) where t 2 = 0 and t 1 = 1. With these parameters, its generators T i now satisfy the quadratic relation (5), we then call them π i and their action on polynomials is described by (2) . The family π = (π σ ) σ∈Sn forms a basis of the 0-Hecke algebra. Now, if we set
theseπ i are consistent with their definition in Section 1 and also satisfy the braid relations (18) and (19) as well as the quadratic relation (20) with specialization t 2 = 0 and t 1 = −1, that is (6) . Thus the familyπ = (π σ ) σ∈Sn constitutes a second basis of the 0-Hecke algebra generated by the π i . The change of basis between π andπ is directly related to the Bruhat order on permutations.
By (22), we haveπ σ = (
, where s i 1 s i 2 . . . s im is a reduced decomposition of σ, and one can prove the following property.
Proposition 2.7. Let µ, σ be two elements of S n . Then π σ (respectivelyπ σ ) can be expanded in the basisπ (respectively π) by a sum over the Bruhat orderπ
The fact that π σ is a sum overπ µ where µ ≤ σ is obvious by (22). One has only to prove that the multiplicity of each element of the sum is 1, i.e., that the non-reduced words in (
cancel. This has been done in [5, Lemma 1.13] .
Although the relations between π andπ are simply expressed by (22), and both bases are well-known, the general description of mixed products of both π i andπ i is an open problem. In this article, we compute the specific product of π andπ given in Section 1.
The 0-Hecke algebra admits a faithful realization by sorting operators. Let K = (K σ ) σ∈Sn andK = (K σ ) σ∈Sn , then the actions of π i and π i on the free modules spanned by the K σ and theK σ are
where s i is the simple transposition switching σ i and σ i+1 . One can check that (25) and (26) are consistent with the braid relations (18) and (19). The case where σ i ≤ σ i+1 is implied by the quadratic relation (20). Now, we set
where ω = [n, n − 1, . . . , 1] is the maximal permutation. Thus K and K are two bases of the same module. The change of basis between K andK is a direct corollary of relations (23) and (24):
The K σ andK σ can be mapped to either Grothendieck polynomials or Key polynomials (Demazure characters for type A) by sending K ω to (7) or to (8) . Expanding
on the K basis is equivalent to expanding (11) on Grothendieck polynomials. The two kinds of sorting operators π i andπ i give us the flexibility of working with two bases that correspond to two different actions of the 0-Hecke algebra.
Closure by interval
Mixed products of operators of both types π andπ are not well described in general. But we have from Theorem 1.2 that the expansion of (30) in the K basis is a sum over a set of permutations with coefficients 1 or −1 depending on the length of the permutation. The purpose of this section is to prove that this set is closed by interval, our first step towards the proof of Theorem 1.3.
Expression (30) can be expanded in both bases K andK. Actually, the expansion in theK basis is easier, we give it in Proposition 3.1. Then, by a change of basis, we obtain a first description of the expansion in the K basis (Proposition 3.2). This leads directly to Corollary 3.3, the main result of the Section.
The first part of the computation of (30) consists in applying theπ i operators. This is directly given by the definition of the operators and can be easily expressed on both bases K andK. One has
A reduced decomposition of ωζ = s i 1 s i 2 . . . s i ℓ(ω)−ℓ(ζ) corresponds to a path in the weak order between the maximal permutation ω and ζ. It divides the values 1, . . . , n into two blocks: to the left or to the right of k. The productπ ωζ is reduced and applied to the maximal permutation, and so we obtain (32), or by a change of basis (33). Now, a reduced decomposition of ζ −1 σ, used for the product of π operators, is a path in the weak order between ζ and σ: it rearranges the values inside the two blocks left of k and right of k and does not contain any transposition s k . One can apply the π ζ −1 σ operators starting either from the point given in (32), or from the sum over the interval [ζ, ω] in (33). In this Section, we shall consider the first approach.
Proposition 3.1. Let σ, k, and ζ be as in Theorem 1.1, then
Proof. We start from (32) and apply the π i operators.
This leads directly to (34), as every subword ν of a reduced decomposition of ζ −1 σ is an element of S k × S n−k . The permutation ζ is divided into two blocks, ζ(1) > · · · > ζ(k) and ζ(k + 1) > · · · > ζ(n). Each operator sorts the permutation either in the left block or in the right block.
Note that the interval [σ, ζ] is actually the coset σ(S k ×S n−k ). From Proposition 3.1, one can obtain an expansion of (30) on the K basis by applying a change of basis to the sum (34). 
summing over permutations ν such that ν ≥ σ and, ∀σ
Assuming this proposition, the fact that this set is closed by interval follows immediately.
To prove Proposition 3.2, we need the following Lemma on the Bruhat order.
Lemma 3.4. For σ, ν two permutations of S n such that ν > σ, and k < n, then the intersection of the coset σ(S k × S n−k ) and the interval [σ, ν] is an interval of the Bruhat order.
Proof. Note that the Bruhat order is not a lattice and so, in general, the intersection of two intervals is not an interval : we need to prove that the intersection contains a unique maximal element.
For σ ∈ S n , the coset σ(S k × S n−k ) corresponds to permutations µ with {µ 1 , . . . , µ k } = {σ 1 , . . . , σ k }. We first describe the construction of the maximal element,ν, and then prove that it is indeed maximal.
We set
. We continue this construction up toν k . For the right part of the permutation, we take V n = {σ k+1 , . . . , σ n } andν n = min(v ∈ V n ; v ≥ ν n ), then V n−1 = V n \ {ν n } and we continue up toν k+1 . As an example, for σ = 13245, k = 2 and ν = 54123, we haveν = 31524.
Firstly, as ν > σ, we can always constructν. Indeed, for i ≤ k, let v min = min(v ∈ V i ). By construction, we have that #{σ j < v min ; 1 ≤ j ≤ k} = #{ν j < v min ; 1 ≤ j ≤ i−1} = #{ν j < v min ; 1 ≤ j ≤ i−1}, and we also have by Bruhat that #{σ j < v min ; 1 ≤ j ≤ k} ≥ #{ν j < v min ; 1 ≤ j ≤ k}, which tells us that v min ≤ ν i . A similar argument can be given for i > k. It is also clear thatν is in the coset σ(S k ×S n−k ) and thatν ≤ ν.
Next, let us take µ ∈ σ(S k × S n−k ) with µ ≤ ν and prove that µ ≤ν. If we assume that µ ν, this means there is 1 ≤ h ≤ n and 1 ≤ i < n such that
We may assume that i < k, otherwise we can have a similar proof by working on right factors. Obviously, this means that {µ j ; 1 ≤ j ≤ i} = {ν j ; 1 ≤ j ≤ i} and more precisely, there is 1 ≤ ℓ ≤ i such that µ ℓ ≥ k and µ ℓ ∈ {ν j ; i < j ≤ k}. We take µ ℓ minimal. Now we have: (37) and (38), we can now prove
which contradicts the fact that µ ≤ ν. The equality is given by (38). Now, as we have taken µ ℓ minimal, if µ j ≥ h in (37) and µ j / ∈ {ν j ′ ; 1 ≤ j ′ ≤ i}, then µ j ≥ µ ℓ which proves the first inequality. So we cannot have (37) andν is maximal.
Proof of Proposition 3.2. By a change of basis in the sum (34), one has
By [14] , c ν is a sum of values of the Möbius function of ν and µ. Lemma 3.4 tells us that c ν is always a sum over an interval. Consequently, we have c ν = 0 only when this interval is reduced to a single element σ, i.e., when there is no µ such that σ < µ ≤ ζ and µ ≤ ν. It is sufficient to test only the direct successors of σ in [σ, ζ] which correspond exactly to Succs −k σ .
Sum over chains of the k-Bruhat order
In this Section, we give a more precise description of the enumeration of Theorem 1.2. We explain how the list of transpositions can be reduced to the size of the maximal chain and how the order is a linear extension of a partial order on transpositions. Then, we give a new proof of the Theorem based on the formula of Theorem 1.1 and on the study of the mixed product ofπ and π operators (30). We also prove some properties of the enumeration that will be used in the proof of our main result in Section 5.
Description.
Definition 4.1. Let σ ∈ S n and 1 ≤ k < n. Let W σ,k be the list of k-Bruhat transpositions of σ, endowed with a total order on its transpositions defined by:
Note that the relation ≺ depends on the permutation σ and so we can only compare transpositions within a given list W σ,k . We shall see that a partial order on transpositions, not depending on σ, can also be defined, and that ≺ is a linear extension of this partial order.
The following Proposition is an alternative formulation of Theorem 1.2 as explained in Section 4.2. We shall give a direct proof of it in Section 4.3.
In other words, E σ is a signed sum over subwords of W σ which are valid paths starting from σ in the Bruhat order graph. We call such a subword simply a valid path. For example: if σ = 1362|54, k = 4, then W σ = ((2, 6), (2, 5) , (4, 6) , (4, 5) ) and (48) E 1362|54 = K 1362|54 · (1−(2, 6) )·(1−(2, 5))·(1−(4, 6))· (1−(4, 5) ).
When expanded, E σ can be represented as a tree which is a subgraph of the Bruhat order (Fig. 1) . The proof is immediate. Lemma 4.4 and Corollary 4.5 will both contribute to the proof of our main result in Section 5.
The order used in Theorem 1.2 is given explicitly in [8, Theorem 4.3] where the combinatorial interpretation of (12) in terms of Bruhat chains was already proved for Grothendieck polynomials in one set of variables. It is as follows:
It is clearly a linear extension of the partial order ⊳. Sottile describe an algorithm that give a a saturated chain between two permutations in the k-Bruhat order. It is compatible with the partial order on transpositions we defined and can be used to obtain the unique chain of transpositions corresponding to each permutation. Another algorithm is also described in [9, Algorithm 4.9] that could be used in that purpose. Both algorithms should allow for a direct proof of the property that each permutation in the interval [σ, η] is associated with a chain of the Lenart-Postinikov enumeration of Theorem 1.2. We have shown this property algebraically in Corollary 3.3. It is not enough to prove Theorem 1.3 as one also needs to prove that each permutation of the sum is contained in the interval. This will be done in Section 5.
Direct proof.
We can prove Proposition 4.2 by applying the π i operators to the sum over an interval given in (33). First let us see:
Proof. We know that the sign of each element K µ of the sum E ζ,k is given by (−1) ℓ(µ)−ℓ(ζ) . So we can consider E ζ,k as a set and the definition gives us that E ζ,k ⊂ [ζ, ω]. We only have to prove the reverse inclusion [ζ, ω] ⊂ E ζ,k .
Let µ ∈ [ζ, ω]. We first prove that µ ≥ k ζ. Proposition 2.3 implies that µ and ζ satisfy Condition (i) of Theorem 2.6: for a ≤ k, the left factor of size a of µ is greater than the left factor of size a of ζ and ζ(1, . . . , k) is antidominant, so ζ(a) ≤ µ(a). For b > k, one uses that the reordered right factor of size n − b of µ is smaller than, or equal to, componentwise, the reordered right factor of size n − b of ζ. Condition (ii) of Theorem 2.6 is also satisfied as for a < b, ζ(a) < ζ(b) implies that a ≤ k < b. Consequently, we have µ ≥ k ζ.
By using [1, Algorithm 3.1.1], one obtains a chain of the k-Bruhat order between µ and ζ. The order on the transpositions is the one described in Definition 4.1, and so if each transposition given by the algorithm is in W ζ,k , we obtain a subword. The process is recursive, it starts from µ and chooses a transposition (a, b) such that, a ≤ k < b, µ(a) > µ(b) and ζ(a) < ζ(b). As we have ζ(i) < ζ(a) for a < i ≤ k, and ζ(i) > ζ(b) for k < i < b, then (a, b) is a k-Bruhat transposition of ζ and is in W ζ,k .
From (33) and Proposition 4.8, we now have
We can prove Proposition 4.2 by induction on the length of the product π ζ −1 σ . Proposition 4.9. Let σ ∈ S n , and let us assume that (45) holds. Let s i be a simple transposition such that i = k and σs i < σ, then
First, let us note the fact:
Lemma 4.10. E σs i ,k ∩E σ,k = ∅, and more precisely ∀ν ∈ E σs i ,k , ν ≯ σ. Proposition 4.9 is a consequence of these two lemmas:
Lemma 4.11. We have the following implications:
(1) Let w = τ i 1 . . . τ ir be a subword of W σ,k such that w is a valid path starting from σ in the Bruhat graph, and µs i ≯ σ where µ = σw. Then,
is a subword of W σs i ,k and is a valid path in the Bruhat graph starting from σs i . (2) Conversely, if w ′ = t 1 . . . t r is a subword of W σs i ,k and a valid path starting from σs i in the Bruhat graph, then
is a subword of W σ,k and a valid path in the Bruhat graph starting from σ.
Lemma 4.12. Let µ ∈ E σ,k with µs i > σ, then µs i ∈ E σ,k .
Proof of Lemma 4.11. Implication (2) is trivial: it is immediate to see that if a transposition t is a k-Bruhat transposition for σs i , then s i ts i is a k-Bruhat transposition for σ. Besides, the order on transpositions is not changed, and so if t 1 . . . t r is a subword of W σs i ,k then (s i t 1 s i ) . . . (s i t r s i ) is a subword W σ,k . Now, let w = τ i 1 . . . τ ir be a valid subword of W σ,k with µ = σw such that µs i ≯ σ. For the purpose of the proof, we suppose that i < k. We mostly use Proposition 2.3, the same proof can be made for i > k by comparing right factors instead of left factors.
We first prove that for all permutationsμ that appear in the chain between σ and µ given by w, we haveμs i ≯ σ. As µs i ≯ σ, there is at least one left factor of µs i that is not greater than the corresponding factor of σ. However, all left factors of µ are greater than the factors of σ. The only factor that is different between µ and µs i is {1, . . . , i} and so we have µs i (1, . . . , i) σ(1, . . . , i) with (55)
Asμ < k µ, we know thatμ(j) ≤ µ(j) for all j ≤ k and soμs i (1, . . . , i) σ(1, . . . , i).
We can now prove that for all transpositions τ of w, we have στ (i) > στ (i + 1). We know that σ(i) > σ(i + 1) and i < k, so the only transposition we have to consider is τ = (i + 1, b) . The transposition τ is in w, let us say between two permutations ν and ν ′ . We know that ν ′ s i ≯ σ which gives {ν ′ (1), . . . , ν It is now easy to check that for each transposition τ of w, s i τ s i is a valid Bruhat transposition for σs i and so (s i τ i 1 s i ) . . . (s i τ ir s i ) is a subword of W σs i ,k . The fact that this is a valid path comes from the already given property that if ν and ν ′ = ντ are two permutations of the chain, we have ν ′ (i + 1) < ν(i). This makes s i τ s i a valid Bruhat transposition for νs i .
Proof of Lemma 4.12. We use Proposition 3.2 which is true on E σ,k by our induction hypothesis. We show that if µ ∈ E σ,k , there is no σ ′ ∈ Succs −k σ such that σ ′ > µs i , which means µs i ∈ E σ . This is trivial for µ > µs i .
Let us suppose µ < µs i and σ ′ ∈ Succs −k σ such that σ ′ > µs i . As for Lemma 4.11, we set i < k without loss of generality. We have σ ′ = στ with τ = (a, b) a non-k Bruhat transposition.
Firstly we show that we necessarily have a ≤ i < b. All left factors of µs i are greater than the left factors of σ ′ . There is at least one left factor of µ that is not greater than the same one of σ ′ and the only one possible is {1, . . . , i}. Besides, we have µ(1, . . . , i) ≥ σ(1, . . . , i) and so σ(1, . . . , i) = σ ′ (1, . . . , i). Now we have:
As µ(j) ≥ σ(j), it is clear that we have an inclusion. If it is a strict one, then there is c ≤ a with σ(c) < σ(b) and µ(c) ≥ σ(b). This means that a transposition (c, d) has been applied with c < b < d and σ(c) < σ(b) < σ(d) which is not possible.
We also have:
If a < i, we have {j ≤ a ; µ(j)} = {j ≤ a ; µs i (j)} and (58) is true. If a = i, we have σ(i + 1) < σ(i) = σ(a) < σ(b) so µ(i) < σ(b) because of (57). And, as b > i + 1, the argument used to prove (57) says that µs i (i) = µ(i + 1) < σ(b) which proves (58). So now we have:
which by Proposition 2.3 says that µs i ≯ σ ′ and leads to a contradiction.
Proof of Proposition 4.9. One consequence of Lemma 4.11 is that
Indeed, all elements K µ in the above sum are sorted by the operator π i because µs i ≯ σ implies that µs i < µ. Implication (1) of Lemma 4.11 tells us they are sent on elements of E σs i ,k and implication (2) tells us that they cover the whole sum. Now, we have:
By Lemma 4.12, the second part of the sum is equal to 0, as for each element K µ , its paired element K µs i also appears in the sum with an opposite sign. Let us assume that µs i < µ, then by definition of π i ,
To illustrate this proof, one can draw the following example (Fig. 2) . Each elements of E σ,k (on the left) is either paired by s i to an element of E σs i ,k (on the right) or to another element of E σ,k .
Also, E σs i ,k is actually a conjugate subtree of E σ,k . The transpositions of W σ,k = (τ 1 , . . . τ m ) are the root branches of the tree. Proposition 4.11 tells us that W σs i ,k is a conjugate subword of W σ,k : only transpositions τ where s i τ s i is still a Bruhat transposition of σs i are kept. The operator π i "cuts" branches out of the E σ tree and reduces its size exponentially (Fig. 3) .
Interval structure of E σ,k
By Corollary 3.3, we have that E σ,k is closed by interval, i.e., if µ, ν ∈ E σ,k with ν < µ, then [ν, µ] ⊂ E σ,k . To prove that E σ,k is an interval, we now have to show that there is a unique minimal element and a unique maximal element. The minimal element is by definition σ and it is unique. The maximal element can only be σW σ,k , i.e., the permutation where all transpositions of W σ,k have been applied. It is Lemma 5.1.
where η(σ, k) = σW σ,k .
To prove Lemma 5.1, we need to study more precisely the structure of E σ,k . Definition 5.2. Seeing W σ,k = (τ 1 ≺ · · · ≺ τ m ) as a word on transpositions, let w = τ i 1 . . . τ ir be a subword of W σ,k . We say that w is not compatible if:
( In Theorem 1.2 as well as in Proposition 4.2, the enumeration is only given in term of the Bruhat order. Now we state our key proposition which gives a direct, Bruhat-order free, description of the enumeration. Proposition 5.3. If w is a subword of W σ,k , w is compatible if and only if w is a valid path in the Bruhat order starting at σ, i.e., σw ∈ E σ,k .
Definition 5.2 and Proposition 5.3 rely on the order on transpositions of W σ,k given in Definition 4.1. We use the total order for convenience and clarity of the proof. But the crucial arguments come from the partial order defined in Definition 4.3 and a similar description of non compatible subwords could be given for any other linear extension of the partial order.
We first prove the following lemma:
Lemma 5.4. Let w = τ i 1 . . . τ ir be a subword of W σ,k which is a valid path, and
Proof. Note that σ(a) < σ(b) by definition of τ , and as τ ≻ τ ir , it has not yet been applied. Let θ ∈ w be a transposition with w = w ′ θw ′′ . We set σ ′ = σw ′ and we suppose that
We also have σ ′ (x) ≥ σ(x) and σ ′ (a) = σ(a) (no transposition on a has yet been applied), so
and (65) cannot be true. So θ = (a, y). We have θ ≺ τ = (a, b), so by Corollary 4.5, we have y > b. As θ is a Bruhat transposition for σ ′ , we have either σ
. Both relations contradict (65) and so such a transposition θ does not exist. 
First, let us recall Theorem 2.6 and notice that c > k. Indeed, we have that τ is a Bruhat transposition for σ so σ(c) < σ(b) or σ(c) > σ(d). In the first case, we read in (66) that σ(c) < σw 1 (c) so c ≤ k. But as σ(c) < σ(b), any transposition (c, * ) is after τ = (b, d) and then σw 1 (c) = σ(c) which is not possible. Therefore, we have that
Let (a, c) be the last transposition acting on position c. We know that (a, c) exists because σ(c) = σw 1 (c). We have w 1 = w 2 (a, c)w 
The vertical relations come from the k-Bruhat order between σ and σw 2 and the horizontal ones from (66). We claim that (68) is true. To prove (69), we only have to show that a < b. It is done by saying that (b, d) is a Bruhat transposition for σ, then because of (68), we cannot have b < a < d.
By (68) and (69) We have that (a, c) ∈ w 1 , so w 1 = w 2 (a, c)w (1) and (2) of Definition 5.2. We have taken (a, c) minimal, so such a transposition (a, x) does not exist. Now we can apply Lemma 5.4 and we have σw 2 (a) < σw 2 (d). If we set σ ′ = σw 2 (a, c), we now have
We claim that this relation is preserved through w 
Lemma 5.1 is a direct consequence of Proposition 5.3.
Proof of Lemma 5.1. Let µ ∈ E σ,k , µ = η(σ, k). We prove that there existsμ ∈ E σ,k withμ a direct successor of µ. This is enough to prove Lemma 5.1 as, ifμ = η(σ, µ), we can apply the algorithm recursively to find a direct successor ofμ and so on. At each step, the length of the permutation is increased by one, so the process stops after ℓ(η) − ℓ(µ) iterations. For µ = σw with w a subword of W σ,k and µ = η, let us set τ ∈ W σ,k , τ / ∈ w with τ minimal, i.e, τ is the first transposition of W σ,k which is not in w. Then we definew = uτ v, where w = uv such thatw is still a subword of W σ,k (τ is greater than the transpositions of u and smaller than the transpositions of v). Note that uτ is actually a left factor of W σ,k because τ is minimal among the transpositions that are not in w. We setμ = σw.
We prove by Proposition 5.3 thatw is a valid path. Let us suppose thatw is a noncompatible subword. Then we have (
∈w and (a, c), (b, d) ∈w. This is also true for w. Indeed,w = uτ v with uτ a left factor of W σ,k . Which means
The conditions on (a, d), (a, c) and (b, d) are still satisfied by w = uv which contradicts the fact that w is a valid path. Sow is also a valid path.
Then ℓ(μ) = ℓ(σ) + |w| = ℓ(σ) + |w| + 1 = ℓ(µ) + 1 andμ = µv −1 τ v = µθ where θ is the conjugate of a transposition, i.e., a transposition. Sõ µ is a direct successor of µ.
Here is an example of the algorithm µ →μ described in the proof applied on µ = 1365|42 for E 1362|54 drawn in Fig. 1 . , d)(a, c)(b, d) as a subword, then we can find noncompatible subwords. We say that W σ,k contains a conflict pattern. In particular, this implies that σ contains the permutation pattern 21|43 as we have σ(b) < σ(a) < σ(d) < σ(c). But the converse implication is not true. As an example, the permutation 213|54 contains the permutation pattern but as (1, 5), (1, 4) , and (2, 5) are not Bruhat transpositions, W σ,k does not contain the conflict pattern. More generally, we have to perform an inclusion-exclusion algorithm. If the number of conflict patterns is high, the inclusion-exclusion algorithm can take much longer to compute than the actual generation of E σ,k . The permutation 4321|8765 contains 36 conflict patterns and one should compute billions of intersections of conflict patterns whereas the size of E σ is only 6902. But the algorithm can be used efficiently on large permutations with few conflict patterns.
Other parabolic subgroups
When we compute E ζ,k π ζ −1 σ , we apply operators π i where i = k, i.e., an element of the parabolic subgroup generated by {π 1 , . . . , π k−1 , π k+1 , . . . , π n }. Proposition 4.2 can be generalized to other parabolic subgroups.
Definition 6.1. Let σ ∈ S n and 1 ≤ k 1 < k 2 < · · · < k m < n. By convention, we set k 0 = 0. Then the block β i (σ) for 0 < i ≤ m is the word [σ(k i−1 + 1), σ(k i−1 + 2, . . . , σ(n)] and W i is the list of transpositions
We define W (k 1 ,...,km) to be the concatenation of the lists W i for m ≥ i ≥ 1 i.e., W (k 1 ,...,km) := (W m , . . . , W 1 ).
As an example, if σ = 43|2|836|57 (k 1 = 2, k 2 = 3, k 3 = 6), then β 1 = 43|283657, β 2 = 2|83657, β 3 = 836|57 and W 3 = ( (4, 8) , (4, 7) , (5, 8) , (5, 7) , (6, 8) , (6, 7) ), W 2 = ( (3, 8) , (3, 7) , (3, 6) , (3, 5) , (3, 4) ), W 1 = ((1, 8) , (1, 7) , (1, 6) , (1, 5) , (1, 4) , (1, 3) , (2, 8) , (2, 7) , (2, 6) , (2, 5) , (2, 4) , (2, 3) ).
Proposition 6.2. For σ ∈ S n and 1 ≤ k 1 < k 2 < · · · < k m < n, let ζ = ζ(σ, k 1 , . . . , k m ) be the element of the coset σ(S k 1 × S k 2 −k 1 × S k 3 −k 2 × · · · × S n−km ) with maximal length. Then Besides, the sum is cancellation free, the coefficients are ±1, and the summing set is closed by interval.
Note that when m = 1, the enumeration is the one described in Proposition 4.2, in this case the summing set has a unique maximal element. This is not true in general when m > 1. As an example, for σ = 25|14|63, k 1 = 2, k 2 = 4, one obtain two elements with maximal length: 362541 = 251463(3, 6)(4, 5)(1, 3)(2, 4) and 461532 = 251463(4, 5)(1, 6)(1, 5) (2, 4) . First, the fact that E σ,k 1 ,...,km is closed by interval can easily be proved by a generalization of Proposition 3.2. Proof. The proof is completely similar to that of Proposition 3.2. One just has to see that Lemma 3.4 can be generalized to cosets of the form σ(S k 1 × S k 2 −k 1 × S k 3 −k 2 × · · · × S n−km ). This can be done by induction as we have σ(S k 1 × S n−k 1 ) ⊃ σ(S k 1 × S k 2 −k 1 × S n−k 2 ) ⊃ · · · ⊃ σ(S k 1 × S k 2 −k 1 × · · · × S n−km ). ).
We have π We now obtain (73) by induction. By Proposition 6.3, we know that the coefficients of the different permutations are either 1 or −1 depending on the length. This tells us that the sum is cancellation free and that each permutation is obtained in exactly one chain.
As an example, let us see the computation for σ = 12|463|5, k 1 = 2, k 2 = 5. We have ζ = 21|643|5 and ζ ′ = 21|6543. The result is illustrated by Fig. 4 .
=K 216543 π 1 (π 4 π 5 π 3 − π 4 π 3 − π 5 π 3 + π 3 ) (82)
The set E 12|463|5 .
