A direct adaptive nonlinear tracking control framework for multivariable nonlinear uncertain systems with actuator amplitude and rate saturation constraints is developed. To guarantee asymptotic stability of the closed-loop tracking error dynamics in the face of amplitude and rate saturation constraints, the adaptive control signal to a given reference (governor or supervisor) system is modified to effectively robustify the error dynamics to the saturation constraints. An illustrative numerical example is provided to demonstrate the efficacy of the proposed approach.
INTRODUCTION
In light of the increasingly complex and highly uncertain nature of dynamical systems requiring controls, it is not surprising that reliable system models for many high performance engineering applications are unavailable. In the face of such high levels of system uncertainty, robust controllers may unnecessarily sacrifice system performance whereas adaptive controllers are clearly appropriate since they can tolerate far greater system uncertainty levels to improve system performance. However, an implicit assumption inherent in most adaptive control frameworks is that the adaptive control law is implemented without any regard to actuator amplitude and rate saturation constraints. Of course, any electromechanical control actuation device is subject to amplitude and/or rate constraints leading to saturation nonlinearities enforcing limitations on control amplitudes and control rates. As a consequence, actuator nonlinearities arise frequently in practice and can severely degrade closed-loop system performance, and in some cases drive the system to instability. These effects are even more pronounced for adaptive controllers which continue to adapt when the feedback loop has been severed due to the presence of actuator saturation causing unstable controller modes to drift, which in turn leads to severe windup effects.
The research literature on adaptive control with actuator saturation effects is rather limited. Notable exceptions include [1] [2] [3] [4] [5] [6] . However, the results reported in [1] [2] [3] [4] [5] [6] are confined to linear plants with amplitude saturation. Many practical applications involve nonlinear dynamical systems with simultaneous control amplitude and rate saturation. The presence of control rate saturation may further exacerbate the problem of control amplitude saturation. For example, in advanced tactical fighter aircraft with high maneuverability requirements, pilot induced oscillations [7, 8] can cause actuator amplitude and rate saturation in the control surfaces, leading to catastrophic failures.
In this paper we develop a direct adaptive control framework for adaptive tracking of multivariable nonlinear uncertain systems with amplitude and rate saturation constraints. In particular, we extend the Lyapunov-based direct adaptive control framework developed in [9] to guarantee asymptotic stability of the closed-loop tracking system; that is, asymptotic stability with respect to the closed-loop system states associated with the tracking error dynamics, in the face of actuator amplitude and rate saturation constraints. Specifically, a reference (governor or supervisor) dynamical system is constructed to address tracking and regulation by deriving adaptive update laws that guarantee that the error system dynamics are asymptotically stable, and adaptive controller gains are Lyapunov stable. In the case where the actuator amplitude and rate are limited, the adaptive control signal to the reference system is modified to effectively robustify the error dynamics to the saturation constraints, thus guaranteeing asymptotic stability of the error states.
of admissible controls such that (1) has a unique solution forward in time. Here, we assume that a desired trajectory (command) x d (t), t ≥ 0, is given and the aim is to determine the control input u(t), t ≥ 0, so that lim t→∞ x(t) − x d (t) = 0. To achieve this, we construct a reference system G r given byẋ r1 (t) = A r x r1 (t) + B r r(t), x r1 (0) = x r1 0 , t ≥ 0, (2) where x r1 (t) ∈ R n , t ≥ 0, is the reference state vector, r(t) ∈ R m , t ≥ 0, is the reference input, and A r ∈ R n×n and B r ∈ R n×m are such that the pair (A r , B r ) is stabilizable. Now, we design u(t), t ≥ 0, and a bounded piecewise-continuous reference function r(t), t ≥ 0, such that lim t→∞ x(t) − x r1 (t) = 0 and lim t→∞ x r1 (t) − x d (t) = 0, respectively, so that lim t→∞ x(t) − x d (t) = 0. The following result provides a control architecture that achieves tracking error convergence in the case where the dynamics in (1) are known.
The case where G is unknown is addressed in Theorem 2.2.
For the statement of this result, define the tracking error e(t) x(t) − x r1 (t),t ≥ 0. Theorem 2.1. Consider the nonlinear system G given by (1) and the reference system G r given by (2) . Assume there exists gain matrices Θ * ∈ R m×s and Θ * r ∈ R m×m , and F :
hold. Furthermore, let K ∈ R m×n be given by
where the n × n positive definite matrix P satisfies
and R 1 ∈ R n×n and R 2 ∈ R m×m are arbitrary positivedefinite matrices. Then the feedback control law
where
with k λ > 0, guarantees that the zero solution e(t) ≡ 0, t ≥ 0, of the error dynamics given bẏ
is globally asymptotically stable.
Proof. Using the feedback control law given by (7), (10) becomeṡ
which, using (8) and (9), we can rewrite aṡ
Now, using (3) and (4), it follows from (12) thaṫ
Now consider the Lyapunov function candidate
where P > 0 satisfies (6) . Note that V (0) = 0 and, since P is positive definite, V (e) > 0 for all e = 0. Now, letting e(t), t ≥ 0, denote the solution to (19), using (6), it follows from (13) that the Lyapunov derivative along the closed-loop system trajectories is given bẏ
where K e k λ PBΛΛ T B T P. Hence, the closed-loop system given by (7) and (10) is Lyapunov stable. Furthermore, since Theorem 2.1 provides sufficient conditions for characterizing tracking controllers for a given nominal nonlinear dynamical system G. In the next result we show how to construct adaptive gains Θ(t) ∈ R m×s , t ≥ 0, and Θ r (t) ∈ R m×m , t ≥ 0, for achieving tracking control in the face of system uncertainty. For this result we do not require explicit knowledge of the gain matrices Θ * and Θ * r ; all that is required is the existence of Θ * and Θ * r such that the compatibility relations (3) and (4) hold.
Theorem 2.2.
Consider the nonlinear system G given by (1) and the reference system G r given by (2) . Assume there exists gain matrices Θ * ∈ R m×s and Θ * r ∈ R m×m , and function F : R n → R s , such that (3) and (4) hold. Furthermore, let K ∈ R m×n be given by (5) , where P = P 1 P 2 > 0 satisfies (6) , with P 1 ∈ R n×(n−m) , P 2 ∈ R n×m . In addition, let Γ 1 ∈ R (m+n+s)×(m+n+s) and Γ r2 ∈ R m×m be positive definite, (m+n+s) . Then the adaptive feedback control law
where Θ 1 (t) ∈ R m×(m+n+s) , t ≥ 0, and Θ r2 (t) ∈ R m×m , t ≥ 0, are estimates of Θ * 1 and Θ * r , respectively, with update lawṡ
guarantees that the closed-loop system given by (10) , (17) (3) and (4) that the error dynamics e(t), t ≥ 0, are given bẏ
-(18), with control input (16), is Lyapunov stable, and the error e(t), t ≥ 0, converges to zero asymptotically.

Proof. With u(t), t ≥ 0, given by (16) it follows from
where P > 0 satisfies (6), Γ 1 and Γ r2 are positive definite.
. Now, letting e(t), t ≥ 0, denote the solution to (19), using (6) , it follows that the Lyapunov derivative along the closed-loop system trajectories is given bẏ
Next, using (17), (18) and the fact that PB = P 2 B s , we obtaiṅ
hence, the results obtained in Theorem 2.1 are conserved; that is, the closed-loop system given by (10), (16)- (18) is Lyapunov stable, and, as
Remark 2.1. Note that the conditions in Theorem 2.2 imply that e(t) → 0 as t → ∞ and hence it follows from (17) and (18) thatΘ(t)
It is important to note that the adaptive law (16)-(18) does not require explicit knowledge of the gain matrices Θ * and Θ * r . Furthermore, no specific knowledge of the structure of the nonlinear term f (x) or matrix B are required to apply Theorem 2.2; all that is required is the existence of F(x) and Λ such that the compatibility relations (3) and (4) hold for a given reference system G r .
DYNAMIC ADAPTIVE TRACKING FOR NONLIN-EAR UNCERTAIN SYSTEMS
In this Section, we build upon the results of the Section 2 and construct an adaptive, dynamic controller for system (1), with stability properties identical to that provided by Theorem 2.2.
The control input is now generated by a dynamic compensator of the forṁ
where 
x r2 (t) ∈ R m ,t ≥ 0, and τ r ∈ R m×m is positive definite. As mentioned above, the expression of u(t),t ≥ 0, provided by (7) becomes a desirable form
with r(t),t ≥ 0, in (7) being replaced by x r2 (t),t ≥ 0, to account for the modification to the reference system. With this definition of u * d (t),t ≥ 0, the error dynamics (10) becomeṡ
where u * d (t), t ≥ 0, is such that for u(t) = u * d (t), t ≥ 0, we can guarantee that e(t),t ≥ 0, converges to zero, as stated in Theorem 2.1. Defining the error e * u (t) u(t) − u * d (t),t ≥ 0, the remaining problem is to find the appropriate expression for w(t),t ≥ 0, which we denote w * (t),t ≥ 0, such that e * u (t),t ≥ 0, converges to zero. Note that a number of constant parameters in (27) are uncertain and will be estimated, with appropriate update laws similar to those in Theorem 2.2. Ultimately, the expression we desire u(t),t ≥ 0, to track is
where Θ 1 (t) ∈ R m×(m+n+s) , Θ r2 (t) ∈ R m×m ,t ≥ 0, are estimates of Θ * 1 and Θ * r , respectively. Backstepping techniques are classically plagued with a well documented issue referred to as "explosion of terms" ( [12] ). As the derivation of the control law progresses through the backstepping procedure, the expressions involved in the derivations become increasingly expansive, to an extent that the final expression of the control law can become difficult to manage. More specifically, the expression of w * (t), t ≥ 0, will in our case include that oḟ u d (t),t ≥ 0, that is, with update laws similar to that from Theorem 2.2, and Θ 1 (t) = Θ 11 (t) Θ 12 (t) ,t ≥ 0, with Θ 11 (t) ∈ R m×s , Θ 12 (t) ∈ R m×m+n ,t ≥ 0,
Note that the above expression can be rewritten aṡ
and
which allows to isolate the unknown term Θ * 2 inu d (t),t ≥ 0. Next, we build upon the results in Theorem 2.2, and present a control algorithm providing the same stability properties, but for a control input generated by (24)-(25).
Theorem 3.1. Consider the controlled nonlinear system G
given by (1) and reference system (26). Assume there exist gain matrices Θ * ∈ R m×s and Θ * r ∈ R m×m , and a function F : R n → R s , such that (3) and (4) hold. Furthermore, let K ∈ R m×n be given by (5) , where P = P 1 P 2 > 0, with P 1 ∈ R n×(n−m) , P 2 ∈ R n×m , satisfies (6) , and define (m+s) , and Θ * 3 B T ∈ R m×n . Consider the control input u(t),t ≥ 0, generated by (24)-(25), where
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with ϕ 1 (t) ∈ R m+n+s ,t ≥ 0, and Θ 1 (t), Θ r2 (t),t ≥ 0, are estimates of Θ * 1 and Θ * r , respectively. These estimates Θ 1 (t) ∈ R m×(m+n+s) , Θ r2 (t) ∈ R m×m , Θ 2 (t) ∈ R n×(m+s) and Θ 3 (t) ∈ R m×n ,t ≥ 0, are obtained as followṡ
, and Γ 3 ∈ R n×n , are positive definite.
Then, the control input u(t),t ≥ 0, generated by (35), guarantees that the closed-loop system given by (10), (39)-(42), with control input generated by (24)-(25) with (35), is Lyapunov stable, and the errors e(t), e u (t),t ≥ 0, converge to the origin, asymptotically.
Proof. From (36) and (37), we have (43) which we expand, using (38), into
Substituting (3), (4), and (44) in (10), we obtaiṅ
Similarly, from (24), (25), (31) and (36),
which, using (35) and Θ * 3 = B T , can be rewritten aṡ
where P > 0 satisfies (6) .
. Now, using (6), (39)-(42), and (36), it follows that the Lyapunov derivative along the closed-loop system trajectories is given byV (e(t), e u (t),
hence, the closed-loop system given by (10) , (46), (39)- (42) is Lyapunov stable. Furthermore, since 
ADAPTIVE TRACKING WITH ACTUATOR AMPLI-TUDE AND RATE SATURATION CONSTRAINTS
In this section we extend the adaptive control framework presented in Section 3 to account for actuator amplitude and rate saturation constraints. Recall that Theorem 2.2 guarantees convergence of the tracking error e(t), t ≥ 0, to a neighborhood of zero; that is, the state vector x(t), t ≥ 0, converges to a neighborhood of the reference state vector x r1 (t), t ≥ 0. Furthermore, it is important to note that the compensator state w(t), t ≥ 0, given by (35), depends on the reference input r(t), t ≥ 0, throughẋ r2 (t),t ≥ 0. Since for a fixed set of initial conditions there exists a one-to-one mapping between the reference input r(t), t ≥ 0, and the reference state x r1 (t), t ≥ 0, it follows that the control signal in (16) guarantees convergence of the state x(t), t ≥ 0, to a neighborhood of the reference state x r1 (t), t ≥ 0, corresponding to the specified reference input r(t), t ≥ 0. Of course, the reference input r(t), t ≥ 0, should be chosen so as to guarantee asymptotic convergence to a desired state vector x d (t), t ≥ 0. However, the choice of such a reference input r(t), t ≥ 0, is not unique since the reference state vector x r1 (t), t ≥ 0, can converge to the desired state vector x d (t), t ≥ 0, without matching its transient behavior.
Next, we provide a framework wherein we construct a family of reference inputs r(t), t ≥ 0, with associated reference state vectors x r1 (t), t ≥ 0, that guarantee that a given reference state vector within this family converges to a desired state vector x d (t), t ≥ 0, in the face of actuator amplitude and rate saturation constraints.
From (24) and (25), it is clear thatu(t),t ≥ 0, is explicitly depending on w(t),t ≥ 0, which itself depends upon the reference signal r(t),t ≥ 0. More specifically, from (24), (25), (34) and (35),
where s(t) (x(t), x r (t), Θ r2 (t), Θ 2 (t), Θ 3 (t), e(t), e u (t)), t ≥ 0, and
Using (50), the reference input r(t), t ≥ 0, can be expressed as
The above expression relates the reference input to the time rate of change of the control input.
Next, we assume that the control signal is amplitude and rate limited so that |u i (t)| ≤ u max and |u i (t)| ≤u max , t ≥ 0, i = 1, . . . , m, where u i (t) andu i (t) denote the ith component of u(t) andu(t), respectively, and u max > 0 andu max > 0 are given. For the statement of our main result the following definitions are needed.
Note that for i ∈ {1, · · · , m} and t = t 1 > 0, the function σ * (·, ·) is such that the following properties hold: given by (1) and reference system (26). Assume there exist gain matrices Θ * ∈ R m×s and Θ * r ∈ R m×m , and a function F : R n → R s , such that (3) and (4) hold. Furthermore, let K ∈ R m×n be given by (5) , where P > 0 satisfies (6) . In addition, for a given desired reference input r d (t), t ≥ 0, let the reference input r(t), t ≥ 0, be given by Figure 1 shows the angular velocities versus time, with saturation constraints u max = 1 andu max = 0.5. These angular velocities converge to zero. Figure 2 shows the corresponding control inputs.
CONCLUSION
A direct adaptive nonlinear tracking control framework for multivariable nonlinear uncertain systems with actuator amplitude and rate saturation constraints was developed. By appropriately modifying the adaptive control signal to the reference system dynamics, the proposed approach guarantees asymptotic stability of the error system dynamics in the face of actuator amplitude and rate limitation constraints. Finally, a numerical example was presented to show the utility of the proposed adaptive control scheme.
