Abstract-This paper examines the role of optical and electronic technologies in future high-capacity routers. In particular, optical and electronic technologies for use in the key router functions of buffering and switching are compared. The comparison is based on aggressive but plausible estimates of buffer and switch performance projected out to around 2020. The analysis of buffer technologies uses a new model of power dissipation in opticaldelay-line buffers using optical fiber and planar waveguides, including slow-light waveguides. Using this model together with models of storage capacity in ideal and nonideal slow-light delay lines, the power dissipation and scaling characteristics of optical and electronic buffers are compared. The author concludes that planar integrated optical buffers occupy larger chip area than electronic buffers, dissipate more power than electronic buffers, and are limited in capacity to, at most, a few IP packets. Optical fiber-based buffers have lower power dissipation but are bulky. The author also concludes that electronic buffering will remain the technology of choice in future high-capacity routers. The power dissipation of high-capacity optical and electronic cross connects for a number of cross connect architectures is compared. The author shows that optical and electronic cross connects dissipate similar power and require a similar chip area. Optical technologies show a potential for inclusion in high-capacity routers, especially as the basis for arrayed-waveguide-grating-based cross connects and as components in E/O/E interconnects. A major challenge in large cross connects, both optical and electronic, will be to efficiently manage the very large number of interconnects between chips and boards. The general conclusion is that electronic technologies are likely to remain as integral components in the signal transmission path of future high-capacity routers. There does not appear to be a compelling case for replacing electronic routers with optically transparent optical packet switches.
I. INTRODUCTION
T HE VOLUME of traffic on the Internet continues to expand rapidly. This expansion drives a continued growth of the telecommunications infrastructure through the deployment of new transmission and switching equipment. Studies of the costs and scalability of various network architectures [1] Manuscript received May 30, 2006 show that as the size and capacity of the core network grows, packet switching will remain a key component of the network infrastructure. This is because, packet switching provides an end-to-end connectivity on a subwavelength basis. In addition, the packet switching provides traffic grooming at the subwavelength level, and this is a significant factor in ensuring a maximum utilization of network resources. In today's network, electronic routers provide this subwavelength connectivity and grooming, and to date, electronic routers have kept up with the demands of traffic growth. However, there is some concern in the research community that the achievable capacity of the network will eventually be limited by so-called electronic bottlenecks in electronic routers. Also of concern is the large power consumption and heat dissipation associated with large routers. The question of power consumption is already a major issue [2] , [3] and is likely to become even more problematic as routers become even larger. A number of solutions have been proposed to address the power dissipation and scaling problems in electronic routers. These solutions include replacing the electronic routers with all-optical packet switches (OPS) or photonic packet switches, in which optical packets are buffered and routed in optical form [4] - [8] , or with all-optical burst switches (OBS), in which there is no buffering [9] . It is not yet clear whether OBS will be a viable alternative to electronic routing because of its relatively low throughput [10] , which needs to be compensated by overbuilding the network [11] .
An important feature of OPS is that it is inherently optically transparent [5] . Optical transparency offers data format independence and the opportunity to increase the data rate to values that are beyond the capabilities of electronics. Like any all-optical networking technology, optically transparent OPS will require optically transparent regenerators to circumvent the effects of accumulated optical impairments and noise. With continuous advances in the speed and functionality of electronics, it remains an open question as to whether optically transparent packet switching will offer real advantages in practical networks. A key challenge in finding a technically feasible solution to optical packet switching is the lack of an adequate optical buffering technology. However, a recent surge of new research results in the area of slow light [12] - [18] has opened up the possibility of improved optical buffer performance. While OPS appears on the surface to be appealing, it is not clear whether OPS can be scaled up to realistic sizes. This 0733-8724/$20.00 © 2006 IEEE uncertainty about scalability is heightened if we consider future networks carrying orders of magnitude of more data than the current network.
The objective of this paper is to determine whether the OPS has a potential for replacing electronic packet switching in future high-capacity networks. We approach this question by comparing the capability of key functional blocks in OPS and electronic packet switches. In particular, we compare optical buffers and high-speed optical cross connects with electronic buffers and high-speed electronic cross connects. Packet switches also contain other functional blocks, such as packet synchronizers, IP lookup processors, and switch controllers [19] . However, we focus on buffers and cross connects because these key functions are fundamentally different in optical and electronic realizations of packet switches. Most other processing functions in the packet switch will be handled by electronic processors and these functions will be similar or identical in optical and electronic packet switches. Our analysis is based on future routers and uses aggressive but plausible estimates of optical and electronic device performance, projected out to around 2020.
The basis of our comparison between optical and electronic packet switching is the power dissipation and physical size of buffers and cross connects. Previous studies of optical packet switching have focused on the technical viability of different approaches using limited-scale test-bed demonstrations, and on economic comparisons between competing technologies [1] , [20] , [21] . There is no doubt that a limited-scale OPS is technically feasible. However, feasibility on a limited scale is not a sufficient condition for a new technology to be adopted. Ultimately, limitations on power dissipation and footprint of full-scale systems must also be satisfied. Regardless of costs and functionality, a router that consumes and/or dissipates too much power or occupies too much floor space will not find its way into the marketplace if an alternative lower power solution exists.
For the purposes of this paper, we consider electronic buffers and cross connects using future 20-nm CMOS technologies. However, our general conclusions apply to a broader range of electronic technologies including SiGe, HBT, and BiCMOS [22] . We show that the energy per stored bit in optical delay lines increases with the size of the buffer. Slow-light optical buffers show some promise for OPS applications if the buffer capacity is small (< 1 kB/port, or about 1 IPv4 packet). However, if the buffers need to have significantly larger capacity than this, fiber delay lines are the only viable option for optical buffering. In general, electronic buffer technologies offer significant advantages over the projected best possible performance of slow-light and fiber optical buffers. We show that optical switch fabrics based on tunable wavelength converters (TWCs) and arrayed waveguide gratings (AWGs) potentially offer lower power solutions than electronic cross connects. However, electronics will remain a contender for the switch fabric in large routers. Our broad conclusion is that electronic technologies are likely to remain as integral components of future high-capacity routers. There does not appear to be a compelling case for replacing electronic routers with optically transparent OPS.
To provide a concrete set of comparisons, we focus here on switch/routers with a total capacity of 100 Tb/s (10 14 b/s) and 1 Pb/s (10 15 b/s). The results can be readily scaled to other router capacities. Where it is feasible, we have based our projections on fundamental limitations based on device physics considerations. For example, our projections of slowlight buffers are based on new insights into the fundamental physical limitations and scaling properties of slow-light optical delay lines. In general, this gives an optimistic view of the capabilities as it ignores some nonideal behavior. However, we show that the loss in waveguide devices is a key parameter. Because there is no easily determined fundamental limitation on loss in waveguides, we base our calculations on expected best experimental results. Our estimates of future performance of CMOS devices and circuits are based on the 2005 International Technology Roadmap for Semiconductors [23] , using the year 2018 as our reference point. This paper is organized as follows. In Section II, we set out the key parameters of optical-delay-line buffers using slow light and fiber. Section III compares the properties of optical and electronic buffers, and Section IV covers the key parameters of all-optical and electronic cross connect fabrics. In Section V, we compare the power dissipation and footprint of routers using optical and electronic buffers and cross connects.
II. OPTICAL-DELAY-LINE BUFFERS
Conventional high-capacity electronic routers employ around 250 ms of buffering on each port [24] . If a 1-Pb/s router (with 25 000 ports, each at a line rate of 40 Gb/s) has 250 ms of buffer on each port, the buffer size for each port would be 10 Gb and the total capacity of all buffers in the router would be 250 Tb. Buffers of this size can, in principle, be accommodated using an electronic random access memory (RAM), but delay-line buffers of this size are not practical. A simple calculation shows that a 250-Tb buffer using fiber delay lines would require 1 Tm of optical fiber-enough fiber to reach approximately from the sun to the planet Saturn [25] . If 100 wavelengths, each containing buffered packets were multiplexed onto each fiber, the total fiber length per router could be reduced to 10 Gm. While this is a substantial reduction in total length, it remains impractically large and the complexity switches, and multiplexers would be problematic. In essence, buffers of this size are impractical because each buffer is, in fact, an ultralong-haul link. We show in Section III below that slow-light delay lines are also impractical for use in large buffers.
If there are a large number of transmission-control-protocol (TCP) sessions running simultaneously on each wavelength, it may be possible to significantly reduce the size of buffers on routers in the network [24] , [26] , [27] . Based on this finding, it has been suggested that using a paced TCP, the buffer capacity could be reduced to as little as ten packets per port [28] or around 2.5 µs at 40 Gb/s [24] . This could open up new opportunities for delay-line optical buffering. However, the full impact of small buffers on large networks is not yet well understood, especially in very large networks and when individual TCP sessions are at high bit rates (e.g., 1 Gb/s or more in future fiber to the home systems). In addition, the throughput of routers with around ten packets of buffering per port is 80% or less [28] compared with close to 100% for routers with large buffers. This 80% throughput figure might seem to be quite respectable. However, in order to provide the same overall network performance as a network using routers with large buffers, networks using routers with small buffers will require the routers and the links between routers to be overbuilt to compensate for the 20% loss in throughput. This situation is similar to the situation likely to confront designers of optical burst switched networks, where an overbuilding is also necessary, and this overbuilding seriously cuts into the economically viability of OBS [11] . Clearly, more work needs to be done on resolving the question of the optimum buffer size in OPS.
Despite the myriad recent advances in optics and photonics, the search for a compact high-speed digital optical memory continues to frustrate researchers. The best available approach to buffering in optical packet switching uses optical delay lines. Fig. 1 shows four basic optical-delay-line building-block stages. Fig. 1(a) is the simplest of all delay-line buffers-a line with a variable delay. In Fig. 1 , the broad arrows represent a control signal that is used to adjust the delay. It is important to note that a simple fixed delay line is not a buffer, and it cannot be used to store optical data. Buffering or storage requires that there should be some control over when the optical data are readout from the delay line [18] . Fig. 1(b) shows a variable (or fixed) optical delay line, combined with a crosspoint, in a feedback (recirculating loop) configuration. Unlike Fig. 1(a) , the delay line in Fig. 1(b) does not need to be controllable because data can be readout using the controllable cross connect. Fig. 1(c) shows a feed-forward arrangement with crosspoints and delay lines. The capacity of all the structures in Fig. 1 can, in principle, be expanded by a wavelength-division multiplexing.
Buffers can be constructed by combining these (and other) building blocks either in cascade, as shown in Fig. 2(a) , or in parallel as shown in Fig. 2(b) . If the cascaded stages in Fig. 2(a) are simple variable delay lines of the type shown in Fig. 1(a) , the cascade is a first-in-first-out (FIFO) buffer [18] , in which the order of packets emerging from the buffer is the same as the order of packets entering it. The recirculating loop buffer in Fig. 1(b) can operate as a FIFO buffer, but if more than one packet is stored in the delay, the order of the packets can be changed. There is a common misconception that less waveguide delay is required in recirculating buffers than other buffer memories. However, the reality is that while a packet is circulating in the loop, no other packets can enter it. Therefore, if it is necessary to buffer a stream of closely spaced incoming packets, multiple recirculating loops are required. This can be achieved using the cascade configuration of Fig. 2(a) or the parallel configuration in Fig. 2(b) .
A. Fiber Delay Lines
The most commonly used optical buffers in OPS system experiments in the literature are based on delay lines using optical fiber as the waveguide. Many researchers have investigated the application of fiber-delay-line buffers to OPS, and a wide variety of buffers based on fiber delays have been reported [4] , [29] - [33] . Because the delay of a fiber delay line cannot be directly controlled, fiber-delay-line buffers require additional control components such as the crosspoint switches shown in Fig. 1 . For example, a buffer that can store up to N packets will require at least N crosspoints and N fiber delay lines, each with a delay time at least equal to one packet length [see, for example, Fig. 1(c) ]. In practical fiber-delay-line buffers, attenuation in the buffer is dominated by the attenuation in the crosspoints. We will examine the implications of this in Section II-C. A possible alternative to fiber delay lines is lowloss integrated silica delay lines [34] . While these waveguides are more compact than fiber delay lines, their data storage capacity is limited by waveguide losses.
B. Slow-Light Delay Lines
A recent explosion of research activity in slow-light technologies [12] - [18] has opened up new optimism for the future of delay-line optical buffers. Because of their lower group velocity, the size of the individual bits of data is smaller and the required length of the waveguide for a given storage capacity is reduced [18] , [35] . While slow-light delay lines show great promise, it is important to recognize that their capacity is limited by the delay-bandwidth product or delaythroughput product, which is determined by the particular slow-light technology [18] . The two most promising slow-light technologies for providing tunable delays in OPS buffer applications are electromagnetically induced transparency (EIT) in semiconductor quantum dots (QDs) [14] and coupledresonator waveguides (CRWs) [36] . A third possibility is photonic crystal (PC) waveguides operated close to the photonic band edge [16] . However, this class of delay line has very large second-order dispersion that severely limits the useable bandwidth. In addition, the amplitude response shows a strong tilt across the signal passband. While there have been some successful attempts to reduce the dispersion in PC waveguides operated close to the photonic band edge [37] , CRWs offer the potential of superior dispersion-limited bandwidth performance.
There are two distinct classes of slow-light delay linesClass A and Class B [18] (Class B is also referred to as "adiabatically tunable" [38] ). In Class A delay lines, the group velocity of the light is slowed across an interface between two waveguides with different group velocities. In Class B delay lines, the velocity of the light is reduced adiabatically and uniformly across a data packet [18] , [38] . There is a common misconception in the literature that Class B delay lines circumvent the delay-bandwidth product limitation encountered in Class A delay lines. However, this is not the case. The reason is that in Class B delay lines, it is necessary to load an entire packet or segment of a packet into the delay line before the velocity is adiabatically reduced. Thus, a single Class B delay line cannot continuously accept input data. As a result, its effective bandwidth or throughput is limited.
To avoid the throughput limitation on Class B delay lines, a number p of Class B delay lines can be connected in parallel as shown in Fig. 2(b) . The input block, is a 1 × p optical switch and the output block is a p × 1 optical switch. This structure approximates a RAM because packets can be output from the buffer in any order. The chip area of the delay lines in a Class B buffer, using the structure in Fig. 2(b) , is approximately the same as for a Class A buffer [ Fig. 2(a) ] with the same capacity. Thus, it would appear that Class B buffers offer no advantages over Class A buffers. However, the capacity of each individual delay line in Fig. 2(b) is a factor of p smaller than the delay line in Fig. 2(a) . We will show later in this section that the power dissipation in line buffers is proportional to the square of the capacity. Therefore, the Class B buffer dissipates a factor of p less power than the Class A buffer.
In an ideal slow-light delay line, the minimum length of a stored bit of data is approximately one wavelength λ [18] . This is much smaller than could be achieved with fiber delay lines. To minimize the chip area of slow-light waveguides, it is desirable to arrange the waveguide so that maximum use is made of the available chip area. This could be achieved by folding the waveguide, as shown in Fig. 3 . If we assume spacing between waveguides of 5λ, the chip area occupied by one stored bit of data is 5λ
2 . In Section III, we compare practical devices with this ideal figure and also with projected figures for CMOS embedded dynamic RAM (eDRAM). For ON-OFF keyed (OOK) optical data and direct detection, the number of bits that can be stored in a delay line is limited by the delay-bandwidth product [18] . The capacity N bit of a slow-light waveguide, measured in bits of stored data, is [18] 
where T S is the delay, or storage time, B e is the baseband (electrical) bandwidth (i.e., the bit rate), and L is the length of the delay line, ν g = c/n g is the group velocity, n g is the group index, c is the speed of light in air, and L bit is the length of a single bit in the delay line.
C. Attenuation Limitations
We show in this paper that attenuation is a key limiting factor that affects the performance of optical delay lines. For EIT waveguide delay lines, there are two components of attenuation: One is caused by the EIT medium [17] , and the other is caused by residual (primarily scattering) losses in the waveguide. Following the analysis in [17] of the attenuation in the EIT medium, it can be shown that the power attenuation per unit length α in an EIT medium at a detuning frequency of
where ω = 2πν is the optical radian frequency, ω 0 is the center frequency of the EIT-induced optical passband, τ = t α / ln(2) is the absorption time (i.e., the time taken for a delayed pulse to be attenuated by a factor of e −1 ), t α is the −3-dB absorption time defined in [17] , α R is the residual waveguide attenuation, and the group index is n g ∼ = nΩ
where Ω p is the materialdependent plasma frequency and Ω is the half-width of the EIT transmission band [17] . In practical EIT delay lines, where ν g c, the attenuation is dominated by the first term in (2) . Therefore, in the present analysis, we put α R ∼ = 0.
Like EIT devices, the power attenuation per unit length in CWR delay lines is inversely proportional to the group velocity [39] . There is some debate over the exact form of the attenuation versus group-velocity relationship for PC waveguides operated near the photonic band edge, with reported dependencies varying from an inverse square [40] to an inverse square root [41] relationship. Unlike EIT devices, the attenuation, in the passband, of CWR delay lines is not strongly dependent on the optical frequency [42] . In the present paper, we model the attenuation α in CWR delay lines, PC waveguides, and fiber delay lines as follows:
where n is the average refractive index, α I is the intrinsic attenuation of the slow-light medium, α R is the residual waveguide loss and coupling loss, and τ is the absorption time, given by τ = n/cα I . For ν g c and for practical device lengths, it is reasonable to assume that α R ∼ = 0.
To optimize the performance of slow-light optical delay lines, it is necessary to ensure that the width of the passband of the delay line is matched to the signal bandwidth [18] . We explore this issue in more detail in the next section. But for the present, we assume that the bandwidth of the delay line is equal to or larger than the signal bandwidth. With this assumption, we can find the attenuation at band center δω = 0 over the length of a single stored bit in a delay line from (1)- (3):
Equations (1)- (4) enable comparisons between the capabilities of different delay-line buffers. For example, consider EIT, PC, CRW, and fiber-delay-line buffers. The absorption time in a QD EIT medium is on the order of τ = 0.6 ns [17] . Waveguidebased delay lines (including PC slow-light waveguides, CRW slow-light waveguides, and integrated nonslow-light silica waveguides [34] ) with intrinsic attenuations of 0.05 and 0.5 dB/cm have absorption times of τ ≈ 6 and 0.6 ns, respectively. We now compare these with the absorption time of a fiber-delay-line buffer using the staggered delay-line architecture, as shown in Fig. 1(c) . If each fiber delay line has a delay of 250 ns (equal to one IP packet at 40 Gb/s), and if the attenuation of each crosspoint in Fig. 1(c) is 0.5 dB, then the loss through the buffer is 0.5 dB/packet, which corresponds to an effective absorption time of τ = 8 µs. This absorption time is around four orders of magnitude larger (i.e., the loss is four orders of magnitude smaller) than in EIT and CRW, and PC buffers.
To further illustrate the differences in attenuation between EIT, CRW, PC, and fiber-delay-line buffers, we consider buffers that provide 10 µs of delay (e.g., N bit = 400 kb or 40 IPv4 packets at a bit rate of 40 Gb/s). A fiber-delay-line buffer of this capacity, constructed using the configuration in Fig. 1 (c), would require 2 km of fiber and 40 crosspoints. With an attenuation of 0.5 dB/crosspoint, the total attenuation in the buffer would be 20 dB or 5 × 10 −5 dB/bit. If the buffer is realized as a CRW or PC device, with a residual attenuation of 0.05 dB/cm, the total attenuation at the center of the passband would be 7200 dB or 0.018 dB/bit. If the buffer line is an EIT device using semiconductor device using QDs with τ = 0.6 ns, then the attenuation at the center of the passband would be 72 000 dB, or 0.18 dB/bit. Clearly, fiber-based buffers offer much lower loss than any of the planar waveguide alternatives.
D. Power Dissipation
In general, it is possible to circumvent losses in delay lines by including optical gain in the system. However, optical gain introduces noise and requires additional power dissipation [25] , [43] . In the Appendix, we derive expressions for the total dissipated power, the dissipated energy per bit of stored data in a lossy delay-line buffer, and the maximum achievable capacity of a delay line. These results assume that any pump power required to create EIT in the slow-light medium is negligibly small. The expressions for dissipated energy per bit represent lower bounds on the energy dissipation associated with storing a bit of data in an optical delay line. For a given attenuation in the slow-light waveguide, it is not possible to reduce the energy below these bounds.
In the Appendix, it is shown that in a delay line that uses a distributed optical gain to overcome waveguide losses, the dissipated energy E bit per bit is
and the signal output power P out of the delay line is
where n sp is the spontaneous-emission factor, h is Plank's constant, ν is the optical frequency, η is the quantum efficiency of the gain medium, SNR is electrical signal-to-noise ratio after detection, and B gain is the emission spectral width of the gain medium.
The maximum capacity of a delay line reaches its maximum value N bit−max when the output power is equal to the saturation power P sat of the gain medium in the delay line. Thus, if we put P out = P sat and N bit = N bit−max in (1), (3), (5), and (6), we obtain
and
where E bit−max is the energy per bit in a delay line at maximum capacity. Note that if N bit−max τ B gain /4SNR, (7) reduces to
Equation (8) shows that the saturation-power-limited maximum capacity of all delay lines is proportional to the absorption time. An important implication of this is that the maximum capacity of optical-fiber-delay-line buffers is much larger than the maximum capacity of slow-light and other planar-waveguide buffers. For example, a fiber-delay-line buffer with τ = 8 µs has a maximum capacity about four orders of magnitude larger than slow-light buffers with τ values around 1 ns. Equation (9) shows that the energy per bit increases with the square of the capacity N bit .
E. Bandwidth Limitations
In practical slow-light delay lines, pulse spreading due to dispersion can have a significant impact on the storage capabilities of the delay line [17] , [44] . In addition, frequency-dependent signal attenuation affects the capacity [17] , [18] and power dissipation [25] . The useful bandwidth of an EIT delay line is limited by two effects. The first of these is a compression of the −3-dB optical bandwidth of an EIT delay line as the length is increased, and the second is caused by dispersion in the EIT medium. We consider both of these effects in the following paragraphs.
Like any chain of cascaded passband filters, the bandwidth of an EIT slow-light device is compressed as the transmission length of the device increases [18] . The −3-dB optical bandwidth ω −3 dB of an EIT delay line as a function of its length L is obtained by putting (2), we obtain
Equation (10) shows that the bandwidth ω −3 dB decreases as the length L of the delay line increases (i.e., as the number of stored bits increases). For maximum capacity, the optical bandwidth of the delay line is set to be equal to the optical bandwidth 2B e of the modulated optical signal [18] . Thus, we put ω −3 dB = 4πB e in (10) and substitute (1) and (2) to obtain the amplitude-bandwidth-limited length L EIT amp as follows:
Khurgin [17] has shown that the dispersion limit on optical bandwidth translates into the following dispersion-limited length L EIT dis :
where γ ∼ 0.3 is a function of the modulation format. Note that the amplitude-and dispersion-limited lengths are equal when B e = 2π 2 γ 3 /3 ln(2)τ . The useable bandwidth of CRW delay lines is limited by a third-order dispersion. Following the analysis in [17] , it can be shown that the dispersion-limited length L CRW dis of a CRW delay line is approximately
where Ω CRW is a measure of the "strength" of the CRW resonance [17] . We now show some examples of calculated energy per bit and maximum capacity using the above relationships. Fig. 4 shows the maximum capacity N bit−max and the energy per bit E bit as a function of the saturation power P sat in the gain medium. The capacity and energy per bit are given for EIT and CRW delay lines with absorption times of τ = 0.6 ns (i.e., CRW delay line with an intrinsic attenuation of 0.5 dB/cm), CRW delay lines and low-loss integrated silica waveguides [34] with an absorption time of τ = 0.6 ns (intrinsic attenuation of 0.05 dB/cm), and a buffer comprising fiber delay lines and crosspoints with 0.5 dB of loss per crosspoint. The energy per bit in the fiber-based buffers does not include the drive power to the crosspoints. In Fig. 4 , we have used a wavelength of 1.55 µm, an excess bandwidth B excess of 5 THz, and an electrical bandwidth B e (bit rate) of 40 GHz. For all curves in Fig. 4 , we assume a SNR of 20 dB, an ideal gain medium with n sp = 1, and a quantum efficiency η of 100%. These latter assumptions correspond to an ideal device. Therefore, the energies in Fig. 4 represent lower limits on the energy per bit. If the SNR is 30 dB or more (a requirement that would be realistic in a system with cascaded multiple optical delay lines), the energies per bit would be at least an order of magnitude larger than shown in Fig. 4 . The energies will also be larger if the spontaneousemission factor of the gain medium is greater than unity or if the quantum efficiency is less than 100%. The energy per bit in Fig. 4 increases with the delay-line capacity (i.e., with the saturation power), and is on the order of 1-pJ/b delay lines with a saturation power of 50 mW.
It can be seen from Fig. 4 that if the saturation power in the gain medium is 50 mW, then the maximum capacity of a CRW buffer with an intrinsic attenuation of 0.5 dB/cm is 3.7 kb, which is less than half of an IPv4 packet. Similarly, the maximum capacity of an EIT buffer is less than one-half of an IPv4 packet, which is at least an order of magnitude less than what is required for OPS. We conclude that CRW and EIT slow-light delay lines are not suitable for contention resolution in OPS. For the same saturation power (50 mW), a fiber-based buffer could achieve a capacity of up to 50 Mb, or about 5000 IP packets. However, as pointed out earlier, the fiber-based buffers are bulky.
A key question to ask at this point is: what can be done to increase the capacity of CRW and EIT slow-light delay lines? In principle, this could be achieved by combining a reduction of the loss in the waveguide with compensation of the dispersion, either using a linear dispersion compensation using techniques such as detuned resonators in CRW delay lines [44] , or soliton propagation [45] . Unfortunately, since N bit−max scales with τ , a very large reduction in attenuation is needed to increase the capacity to useful levels. For example, it would be necessary to reduce the intrinsic loss of a CRW waveguide or a nonslow-light silica waveguide to less than 0.001 dB/cm in order to achieve a buffer capacity of around 50 IP packets. If the dispersion in the CRW or EIT devices could be reduced significantly using some form of dispersion compensation, it would be possible to reduce the size of the bits and the length of the delay line. But unfortunately, this would not reduce the power consumption because as the group velocity is reduced, α increases. Fig. 5 shows the total length of a delay line as a function of the data bit rate for optically amplified CRS and EIT delay lines. The curves are plotted for two buffer capacities: 100 b and 10 kb. Other parameters are the same as for Fig. 4 , and the QD material has Ω p = 5 × 10 12 s −1 , and for the CRW, Ω CRW = 4 × 10 −13 s −1 [17] . In Fig. 5 , diagonal lines sloping upward to the right represent the bandwidth-dependent dispersion limit in EIT delay lines [see (12) ], and the diagonal lines sloping down to the right represent the limit of slow light. On these lines, pulse spreading in the delay line is so large that the slow-down factor becomes equal to unity. The horizontal dot-dash lines in Fig. 5 represent the dispersion limit of CRW devices [see (13) ], and the horizontal solid and dashed lines represent the amplitude bandwidth limit of EIT delay lines [see (11) ]. The horizontal dotted lines labeled "ideal" represent the fundamental lower limit on buffer length, where the bit length is 1 µm. No slow-light waveguide can be shorter than this.
It can be seen from Fig. 5 that for bit rates below about 500 Mb/s, the dominant limitation on the length L in EIT delay lines is the bandwidth limit. Above 500 Mb/s, the condition B e ≥ 2π 2 γ 3 /3 ln (2)τ is satisfied and the EIT dispersion limit dominates. In principle, above 500 Mb/s, the delay-line length could be reduced by reducing the dispersion through some form of dispersion compensation or by soliton propagation. However, soliton propagation may not be a practical approach because of the very large signal power levels required (on the order of 1 kW in [45] ). A reduction in length through dispersion compensation would ultimately be limited by the bandwidth limit (heavy broken lines). At around 3 Gb/s for the 10-kb buffer, and 40 Gb/s for the 100-b buffer, pulse spreading due to dispersion increases to a point where the slow-down factor approaches unity. This indicates that dispersion compensation will probably be required if EIT devices in QDs are to become viable at 40 Gb/s and above. Note that the energy per bit as given in (7) is independent of the length of the delay line. Therefore, the power consumption of a buffer is not improved by introducing dispersion compensation. However, dispersion compensation will, in general, permit the length of the delay line to be reduced. Fig. 6 shows the length L bit of a stored bit as a function of the number of stored bits for EIT, CRW, and fiber delay lines at a bit rate of 40 Gb/s. The upper limit on L bit is around 5 mm, and it occurs when the slow-down factor is unity (i.e., roughly equal to the bit length in an optical fiber). The lower limit on L bit is around 1 µm (i.e., approximately one wavelength in the waveguide medium). The solid lines in Fig. 6 are the dispersion-limited and amplitude-limited bit lengths for EIT delay lines, and the diagonal dot-dash line is the dispersionlimited bit length for a CRW delay line. Note that the maximum capacity of a CRW delay line without dispersion compensation is around 10 kb, and the maximum capacity of an EIT delay line without dispersion compensation is around 100 b. The dispersion compensation would lead to a reduced waveguide length, but the maximum capacity would still be limited by the saturation power constraint to around 10-100 kb, depending on the waveguide loss. The saturation power constraint is shown in Fig. 4 as vertical dot-dash lines, for a saturation power of 100 mW and for waveguide losses of 0.5 and 0.05 dB/cm.
III. OPTICAL AND ELECTRONIC BUFFERS
We now compare the optical-delay-line buffers with electronic buffers in terms of energy dissipation and overall physical size. In this section, we will set aside issues relating to the power dissipation and physical size of O/E and E/O conversions. In Section V, we extend the analysis to include O/E and E/O conversions.
We focus here on a comparison between optical buffers and eDRAM. There are some concerns about whether the latency of DRAM may become an issue in high-speed routers [26] . at λ = 1 µm. With an array area efficiency of 60% [23] , the projected ideal storage density of eDRAM is approximately 100 Tb/m 2 , which is three orders of magnitude larger than the storage density of around 100 Gb/m 2 in an ideal slow-light delay line. The storage density of eDRAM is around five orders of magnitude larger than in an EIT or CRS delay line with a capacity of 100 bits, where the bit length is around 100 µm. In practical eDRAM and slow light buffers, the storage density will be lower than these ideal values, but it is clear that on the basis of chip area, optical delay lines are not competitive with electronic buffers.
The read/write energy of an eDRAM is orders of magnitude larger than the intrinsic read/write energy of a single cell. This is because a significant amount of energy is consumed by a range of on-chip devices and interconnections as well as I/O interfaces. State-of-the-art 90-nm CMOS eDRAM chips operate at power levels in the range of 40 mW [47] . For our comparisons with optical buffers, we assume that the total power consumption of 20-nm feature-size CMOS eDRAM together with 40-Gb/s I/O interfaces (which dominate the power consumption) will be around 8 mW or 0.2 mW/Gb/s. For the purposes of our comparisons, we assume here that the overall storage density (not including the I/O interfaces) is 2 Tb/m 2 (i.e., 2% of the ideal storage density given in the previous paragraph). Table I compares the energy per bit, power dissipation, and chip area of optically amplified CRW slow-light optical buffers, fiber buffers, and CMOS eDRAM for buffers with capacities of 4 kb (100-ns delay), 400 kb (10-µs delay), and 40 Mb (1-ms delay), all at a bit rate of 40 Gb/s. Except where noted, the parameters used in Table I are the same as used for Fig. 4 . In Table I , we have used an output SNRs of 30 to enable multiple optical devices to be cascaded. Each of the entries in Table I applies to a single buffer of the specified capacity. A router with n ports will require n of these buffers. In all slow-light delay lines and the fiber delay lines in Table I , we have assumed single-wavelength operation. As pointed out earlier, some efficiency in device area could be achieved through wavelength division multiplexing. However, the energy bit and total power dissipation cannot be improved by employing wavelength division multiplexing. The blank entries in Table I indicate buffers that cannot be realized in practice because the calculated power dissipation is impractically large and/or because the bandwidth limitations (10)- (13) are not met.
Slow-light buffers in Table I are divided into two groups: Class A [using the cascaded structure shown in Fig. 2(a) ] and Class B [using the parallel structure shown in Fig. 2(b) , with a fan-out of p = 100]. The Class A and Class B groups in Table I are subdivided into two types. The first type is a CRW/EIT device with an absorption time of τ = 6 ns and the second is a CRW device with an absorption time of τ = 0.6 ns. The length of a bit of stored data in the CRS and EIT devices is limited by dispersion. Thus, we use the dispersion-limited length of a stored bit obtained to calculate the area of the chip.
It can be seen from Table I that the only feasible slow-light realization for 400-kb buffers is a Class B buffer using CRW delay lines with τ = 0.6 ns (attenuation of 0.05 dB/cm). Because of their low loss, fiber buffers have lower power dissipation than slow-light buffers. However, fiber buffers consume a relatively large amount of space. For example, the 400-kbit fiber buffer in Table I requires 2 km of fiber while a slow-light buffer with the same capacity requires 1 cm 2 of chip area. The chip area of the CMOS eDRAM (not including the area of the I/O interfaces) is five orders of magnitude smaller than this. Table I shows that the only feasible optical solution for 40-Mb buffers is the fiber-delay-line-based buffer.
One additional difference between electronic and optical buffering needs to be mentioned. Electronic buffers can readily provide full random-access functionality. On the other hand, the functionality of delay-line buffers is much more limited than electronic buffers, and the number of additional components such as crosspoint switches (see Fig. 1 ) increases rapidly as the functionality is increased [31] . These components will occupy an additional space and consume an additional power. Finally, it is worth noting that while slow-light delay lines will not always provide a competitive solution for packet buffering, they may provide a viable platform for packet synchronization.
Packet synchronizers [48] require a maximum controllable delay of one packet length (∼250 ns at 40 Gb/s), which is more likely to be practically realizable than larger buffers for contention resolution.
IV. CROSS CONNECTS
We now consider the power dissipation and scaling properties of cross connects, and compare optical and electronic switch fabrics. An average size IPv4 packet contains around 10 kb of data and has a length of around 250 ns at 40 Gb/s or 63 ns at 160 Gb/s. To ensure efficient use of the switching fabric, the switching time should be small compared with the packet length. Thus, the switching time in high-capacity cross connects needs to be on the order of 1 ns or less. Modern high-capacity routers employ a small amount of buffer memory within the switch fabric in order to improve the efficiency of scheduling in the switch fabric [49] . However, the size of this buffer is much smaller than the buffer on the line cards and is not considered in the analysis below. In principle, all-optical (i.e., optically controlled) header processing and switching is possible in optical packet switching [4] , [50] . However, while this idea is intuitively appealing at one level, it is very unlikely to find a place in medium-or large-size packet switches, because management functions in routers, such as IP-lookup [19] , require intensive computing. Electronics is the only technology that could conceivably perform these complicated tasks. Therefore, our considerations of cross-connect fabrics are restricted to electronically controlled cross connects.
A variety of electronically controlled optical switch technologies have been proposed for use in OPS. An excellent review of switch technologies for OPS is given in [51] . These technologies include Lithium Niobate crosspoints [29] , [52] , semiconductor-optical-amplifier (SOA) gate arrays [53] - [55] , wavelength routing methods based on TWCs, and AWG routers [56] - [58] . Although not always mentioned in the literature, a key parameter in optical switch technologies is the power dissipation or switching energy. Indeed, many researchers, including the present author, have paid scant attention to powerdissipation issues when describing experimental demonstrations of optical packet switching.
From a power-dissipation point of view, potential advantage of optical cross-connect technologies over electronic crossconnect technologies in OPS is that optical cross connects change state on a packet-by-packet basis rather than a bit-bybit basis. In electronic cross connects, a basic unit of switching energy is expended at least once for each bit. Thus, if an electronic switch and an optical switch both have the same switching energy and they are used to switch packets containing 10 4 bits, then the electronic cross connect would consume 10 4 times more energy than the optical cross connect. Optimism about the potential of optical cross connects is further bolstered by studies comparing the limiting switching energies of optical and electronic switches [59] which indicate that the energy dissipation in optical switches could ultimately approach the same thermal limit as electronic switches. However, as we show in this section, a major component of the power consumption in large cross connects is the power consumed by the interconnects. Unlike ideal (loss less) optical switches, real interconnects dissipate a quantum of energy for every bit, not just for every packet.
To help clarify the relative advantages of different switch technologies, this section compares the properties of cross connects using AWGs with TWCs, SOA gate arrays, and electronic cross connects. An exhaustive quantitative comparison of all available cross-connect technologies is beyond the scope of this paper. Instead, we have chosen to focus on a few of the most promising options. For the purpose of this comparison, we consider cross connects with nominal capacities of 1 Pb/s and a 100 Tb/s. We consider the cross-connect architectures shown in Fig. 7(a) and (b) . Fig. 7 (a) represents a 1-Pb/s three-stage Clos 25 000 × 25 000 cross connect, and Fig. 7(b) is a 100-Tb/s three-stage Clos 2500 × 2500 cross connect. In both cases, the line rate is 40 Gb/s on each port. The results of our comparison between cross-connect technologies are summarized in Table II , which is explained in detail later in this section.
The most promising cross connects for OPS are AWG-based circuits. For these cross connects, each box in Fig. 7 represents an AWGM and the lines represent single-channel interconnects incorporating rapidly TWCs. A unique advantage of the threestage Clos architectures in Fig. 7 is that, with only three stages, they can accommodate large port counts. The three-stage Clos architecture is particularly attractive for AWG-based optical cross connects, because the required number of wavelength converters scales linearly with the number of ports, and for a wide range in the number of ports, each input-to-output signal path traverses only four wavelength converters. Thus, while we have not considered every possible cross-connect structure in this paper, we believe that we have used a useful base for comparison.
For SOA-based cross connects, each box in Fig. 7 represents a gate array and the lines between gate arrays represent optical waveguide or fiber connections. The architectures in Fig. 7 can also be used for high-speed electronic switch fabrics. For electronic fabrics, each box in Fig. 8 represents a switch comprising a chip or a small group of interconnected chips, and each line between chips represents a single-channel interconnect.
Chao et al. [60] have proposed a switch structure that takes advantage of the intrinsic high bandwidth of the optical cross connects. The incoming packets are split into a number of cells, and these cells are interleaved and optical time multiplexed to a higher bit rate for transmission through an optical switch fabric. Fig. 8 shows how the idea works. The bit rate is increased to 160 Gb/s by a time-division multiplexing, and the optical switch fabrics in the 1-Pb/s cross connect [ Fig. 8(a) ] and the 100-Tb/s cross connect [ Fig. 8(b) ] are reduced in size to 6300 × 6300 and 630 × 630, respectively. Incoming packets at 40 Gb/s are split into cells (using circuitry not shown in Fig. 8) . The cells at the input ports in Fig. 8 are time-division multiplexed to 160-Gb/s data streams using time-division multiplexers. At the output ports, the data are demultiplexed back to 40 Gb/s. Fig. 9 shows possible circuits for the multiplexers and demultiplexers for optical switch fabrics. Each multiplexer and demultiplexer uses four high-speed optical gates (either electrically driven or optically driven), a series of three delay lines varying in delay from 0.25 of one bit period to 0.75 of one bit period at 40 Gb/s, and a splitter or combiner. The total length of the delay lines in each multiplexer or multiplexer is 1-bit period. The total length of the delay lines in all multiplexers and demultiplexers in the 1-Pb/s cross connect is 12 500-bit periods at 40 Gb/s or 313 ns. This delay is small compared with the delay required for buffering. To estimate the power consumption of the optical time-division multiplexers and demultiplexers in Fig. 9 , we assume that the power consumption is dominated by the optical gates in the multiplexers and demultiplexers. For 1-Pb/s and 100-Tb/s cross connects, there are a total of 50 400 gates and 5040 gates, respectively. Each of which operates at 40 Gsample/s. If we assume a switching energy of 500 fJ/b in each optical gate, the total power dissipation in all gates is 1.0 kW for the 1-Pb/s cross connect and 100 W for the 100-Tb/s cross connect. Electronic multiplexers and demultiplexers for electronic switch fabrics would use a similar circuitry to Fig. 9 . Assuming a 50-fJ/b switching energy in each electronic gate, the total power dissipation in all gates in the multiplexers and demultiplexers is 100 W for the 1-Pb/s electronic cross connect and 10 W for the 100-Tb/s electronic cross connect.
A. Interconnects and Wavelength Converters
Interconnects can become a significant bottleneck in large digital systems [61] . Not only do interconnects dissipate power and occupy significant physical space, both on chip and between chips, they become difficult to manage in large numbers. For the purposes of this paper, we assume that the distances between boards are sufficiently large to require optical interconnects. The interconnects in the electronic cross connects are O/E/O devices and comprise an optical transmitter, a length of fiber or other waveguide, and an optical receiver. In AWG-based cross connects, which require a wavelength converter between each stage, each interconnect is all optical and comprises a wavelength converter and a length of fiber or other waveguide. The TWCs need to be tunable over a large wavelength range, and have a good wavelength registration at each of the channel wavelengths associated with the AWGs.
The outlook for low-power and low-cost E/O/E optical interconnects continues to improve. For example, a high-capacity 250-Gb/s 48-channel interconnect for back plane applications, with a power dissipation of 1.5 W or 6 mW/Gb/s, has been recently demonstrated [62] , and a four-channel 10-Gb/s transceiver using 80-nm CMOS and VCSELs has been reported with a power dissipation of 2.5 mW/Gb/s [63] . Near-term projections and power dissipation in optical interconnects [64] suggest that power dissipations below 2 mW/Gb/s are achievable, and it is reasonable to expect that even a lower dissipation will be achievable with future generations of CMOS and other electronic technologies. The design of low-power interconnects involves a range of compromises between design parameters, including receiver sensitivity, receiver power dissipation, and optical power level [64] . For the purposes of this paper, we base our estimates of interconnect performance on the optimized designs presented in [64] , with our own projections to 22-nm CMOS technology (6-mW consumption at 6 Gb/s), and scaled up to 40-and 160-Gb/s data rates. If we scale on the basis of constant energy per bit, the power dissipation is 40 mW at 40 Gb/s and 160 mW at 160 Gb/s. On the other hand, if we scale to reduced device feature size (and hight bit rate), assuming constant dissipated power, the energy per bit is much smaller. We steer a middle course between the two extremes and assume intermediate power dissipations of 16 mW (23 mW for tunable) at 40 Gb/s and 50 mW (57 mW for tunable) at 160 Gb/s. Fig. 10(a) summarizes the power levels and energies per bit for our interconnect model at 40 Gb/s. The model is based on an externally modulated interconnect with a 6-dB link loss (including the modulator). The receiver sensitivity is 40 µW, or 1 fJ/b at 40 Gb/s, the laser output power is 160 µW, the total power consumed by the transmitter is 6 mW (150 fJ/b), and the total power consumed by the receiver is 10 mW (250 fJ/b). In addition to the power components considered in [64] , we have included the power consumed by the laser. Note that the power dissipation is dominated by dissipation in the receiver [64] .
We now consider the power requirements of TWCs for use in AWG-based optical cross connects. Potential technologies for TWCs include cross gain and phase modulation in SOAs [65] , four-wave mixing in SOAs [66] , [67] , and O/E/O wavelength converters. Considerable advances have been made in monolithic integrated tunable all-optical wavelength converters [68] , but in optical wavelength converters reported to date, the power requirements are typically an order of magnitude larger than the present-day E/O/E interconnects. Dramatic reductions in power consumption will be needed if all-optical wavelength converters are to become competitive with O/E/O wavelength converters.
An O/E/O wavelength converter is similar to the interconnect in Fig. 10(a) , but it has the receiver as its input and the modulator as its output, and the transmitter must be tunable. In general, a tunable laser will consume more power than a fixedwavelength laser. In our calculations, we assume that the supply power for a tunable laser (including the associated tuning control circuitry) is 10 mW. Fig. 10(b) shows one stage of a cascade of wavelength converters and summarizes the drive power levels and the optical signal levels for an optical wavelength converter based on four-wave mixing or cross modulation in an SOA at 40 Gb/s. The link loss is 6 dB. This loss represents the loss of the AWGs in the cross connect. Based on expected detection sensitivity of SOA wavelength converters [65] , [66] , we assume that the optical signal levels in Fig. 10(b) are the same as in Fig. 10(a) . The dc input power to the wavelength converter supplies both a tunable laser and the SOA. We assume a dc input power of 7 mW to the tunable laser [consistent with Fig. 10(a) ], and a dc input power of 18 mW to the SOA, which amounts to a total supply power of 25 mW (625 fJ/b). This is more than an order of magnitude lower than the power requirements of current devices, but we see no fundamental barrier to it becoming achievable in the time fame under consideration in this paper. To estimate the power consumption of an SOA-based wavelength converter operating at 160 Gb/s, we assume a power consumption of 57 mW at 140 Gb/s (407 pJ/b). This is the same power consumption as we have assumed for tunable O/E/O wavelength converters at 160 Gb/s.
As pointed out earlier, the physical space occupied by the interconnect circuitry can dominate the total area of a crossconnect chip. For the purpose of our calculations here, we assume that the linear density of interconnect ports along the edge of the chips is the same as for all cross-connect technologies. We assume that the I/O ports are spaced by 400 µm-or about twice the diameter of an optical fiber-on the edges of the chips (i.e., the linear density of I/O connections along the chip edge is 25 cm −1 ). Thus, a 250 × 250 cross connect with interconnect circuitry occupies a chip area of 25 cm 2 .
B. AWG-Based Switch Fabrics
AWGs combined with arrays of TWCs provide a flexible and scalable basis for constructing large switch fabrics. A key advantage of the AWG-based switch fabrics is that the AWG is a passive device. Provided it has a low loss, it does not contribute significantly to power dissipation in the cross connects. The switching speed of the AWG-based cross connects is limited by the tuning speed of the wavelength converters. Power dissipation is also largely determined by the wavelength converters. The number of ports in an AWG-based switching fabric can be scaled up by increasing the number of AWGs. This can be achieved by demultiplexing the wavelengths on the incoming fibers and directing one or more wavelengths from each fiber to separate AWGs at the input to the cross connect [69] , [70] . If a space switch is included with each AWGM, the scaled up cross connect remains strictly nonblocking [69] . The maximum number of ports that can be achieved in this way is N = F W , where F is the number of fibers and W is the number of wavelengths on each fiber. If number of AWGs is F , the space switch at the output of each AWGM has size F × F , and the number of fully TWCs is 2F W . The maximum number of fibers that can be accommodated is equal to the number of input wavelengths on each AWGM. For example, a 1600-port switch could be constructed using 80 TWCs, forty 40 × 40 AWGs, and forty 40 × 40 space switches. At 40-Gb/s per channel, the total throughput of the switch would be 64 Tb/s. In some cases, it may be possible to achieve a reduction in component count using a wavelength multiplexing through the waveband multiplexing of groups of packets [70] and by omitting the space switches. But this comes at a cost of requiring slotted operation and with a loss of strictly nonblocking behavior.
To estimate the power and energy, we ignore the power required for temperature stabilization of the AWGs. In addition, we assume that any unused WCs on unused paths in the cross connect are powered down when they are not in use. Thus, the total power requirement of the AWG-based cross connects is obtained by simply adding the power consumption of all active WCs (i.e., four WCs in each signal path). The results of this calculation are included in Table II. The total area occupied by all AWGs in the 1-Pb/s cross connect with the 40-Gb/s port rate is approximately 1 m 2 and 30 cm 2 with a port rate of 160 Gb/s. This highlights the extreme importance of high port rates in large cross connects. While the total chip area of 1 m 2 for the 40-Gb/s switch may seem reasonable, the total number of interconnecting fibers is in excess of 153 000-a truly daunting number of interconnects to manage. Even after a factor of four reductions in the number of interconnects in the 160-Gb/s switch, this remains a major practical challenge to be overcome. The number of interconnects in the 100-Tb/s cross connect reduces to approximately 15 000 and 4000 at 40 and 160 Gb/s, respectively.
C. SOA Gate Arrays
There has been a considerable progress in the development of practical SOA gate arrays [71] , [72] , and a variety of switch architectures incorporating SOA gates have been proposed and demonstrated [73] - [76] . Potentially useful switch architectures include strictly nonblocking broadcast-and-select structures [73] - [75] , [77] and rearrangeably nonblocking structures with a reduced gate count [74] . Strictly nonblocking switching fabrics are required for asynchronous OPS, where the packets passing through the switch are not aligned in time.
The number of SOA gates (i.e., controllable SOA gain blocks) required in an N × N strictly nonblocking switch is 3N (N − 1) , and the number of cascaded SOAs is 2 log 2 N [74] . For a rearrangeably nonblocking Benes switch architecture, the number of SOAs is reduced to 2N log 2 (N − 1) [74] . In some cases, it is possible to achieve slightly lower SOA counts in multistage architectures in which the final stage is replaced by a bank of wavelength converters [77] . The maximum size of SOA gate arrays is limited by the number of SOA gates that can be cascaded. This, in turn, is limited by the noise figure of the devices, the saturated output power of the SOAs, [74] . In addition, requirements on the extinction ratio of the gates affect the lengths of the SOAs, which in turn affects the achievable noise figure. The saturated output power generally increases with increasing on-level drive current, but higher current levels come at the cost of an increased power consumption. Large switching fabrics can be constructed with SOA powers of the SOAs on the order of 100 mW [74] .
To estimate the power consumption and the size of SOAbased cross connects, we have modeled SOA-based strictly nonblocking cross connects based on the structures similar to those shown in Figs. 7 and 8 . The loss per stage in the distributed gain structure for SOA gate arrays is determined by the −3-dB splitting loss in each stage [74] . In addition, we assume a 0.5-dB coupling loss at the inputs and outputs of each on-chip SOA and an input/output coupling loss of 3 dB for each of the boxes in Figs. 7 and 8. To estimate a lower limit on the power dissipated by these cross connects, we use (5) (Section II) to determine the energy per bit in a signal passing through a cascade of SOAs. As with the calculations for buffers in Section II, we use an SNR of 30 dB. The loss per stage and per input/output is e −αL = 0.5 (3 dB) and the quantum efficiency η is 10%. In our calculations for buffers in Section V, we used a value of 1 for n sp . For the SOA-based cross connects, we put for n sp = 2 to account for the fact that SOA gates are optimized for extinction ratio rather than noise figure [74] . In both sets of calculations, our estimated values of n sp are somewhat optimistic, but are consistent with our broad objective to use aggressive but plausible predictions of future technologies. The estimated energies and total dissipated power are included in Table II (a) and (b).
In the above calculation, we have assumed that only those SOAs actually passing a signal have power applied. All remaining SOAs are deliberately powered down. Because the ASE level builds up as more gates are traversed, the saturation power level of the gates needs to be larger in the final stages rather than in the earlier stages. From, (6) the output power level at the final SOA stages is a fairly large 300 and 220 mW for the 1-Pb/s and 100-Tb/s cross connects, respectively.
D. Electronic Cross Connects
At the time of writing, the highest capacity commercial single-chip electronic cross connect provides a throughput of 52 Gbits at a line rate of 4 Gb/s and a total power dissipation of 16 W [78] . This power dissipation corresponds to 30 pJ of energy per bit. Szymanski et al. [79] have estimated that with 180-nm CMOS technology, single-chip throughputs on the order of 5 Tb/s will be achievable, with power consumption on the order of 26-W per chip (5.2 pJ/b). The chip area would be 343 mm 2 . We extrapolate these results to 22-nm CMOS technology and assume in our calculations that single-chip throughputs of 10 Tb/s at line rates of 40 Gb/s (and eventually 160 Gb/s) will be achievable with power dissipations of 10-and 5-W per chip at 40 and 160 Gb/s, respectively, (1 pJ/b and 500 nJ/b) and with active switching areas of each chip on the order of 500 mm 2 . Advanced interconnect integration technologies [80] will be the key in achieving this level of throughput.
To estimate the power dissipation of the electronic cross connect, we assume that the 40-Gb/s 250 × 250 chip (10-Tb/s capacity at 40 Gb/s) and the 40-Gb/s 100 × 200 chip (4-Tb/s capacity) chip in Fig. 7 operate at with energy dissipations of 1 pJ/b. As with the AWG-based cross connects, only those interconnects between stages that are carrying data are active. The interconnect power consumption is shown in Fig. 10(a) .
E. Comparison of Cross-Connect Technologies
Table II(a) and (b) shows the total power consumption, the energy per bit, and the chip size for a 1-Pb/s cross connect and a 100-Tb/s cross connect, respectively. The tables show data for an AWG-based cross connect, SOA gate arrays, and an electronic cross connect. Data are presented for cross connects operating at a port rate (i.e., the bit rate at each port) of 40 and 160 Gb/s. For the 40-Gb/s port rate, the data is further subdivided into: 1) cross connects that are operating at a 40-Gb/s port rate throughout [see Fig. 7 (a) and (b)] and 2) cross connects operating with an internal port rate that is multiplexed up to 160-Gb/s port rate [see Fig. 8(a) and (b) ].
If the bit rate per port is increased by a factor of four to 160 Gb/s and the number of ports is reduced by the same factor to 6300, as shown in Fig. 8 , the number of ports on each AWG is reduced to 80. The total number of AWGs becomes 240, the number of TWCs becomes 25 600, and the power dissipation in the 6250 × 6250 cross connect falls to 2.5 kW or 2.5 pJ/bit. If we now add the power dissipation associated with the multiplexers and demultiplexers, the total power dissipation is 12 kW or 12 pJ/bit.
It can be seen from Table II that SOA gate arrays are not competitive with the other two technologies. Its power consumption is high, the chip area is large, even at a line rate of 160 Gb/s, and, as shown earlier in this paper, the saturation powers are large. At a line rate of 40 Gb/s, the electronic cross connect has a power dissipation which is approximately twice that of the AWG-based cross connect. The electronic cross connect offers a size advantage. By increasing the line rate from 40 to 160 Gb/s in the 1-Pb/s cross connect using optical time-division multiplexing of cells [60] , the AWG-based solution has a power consumption which is similar to the power consumption of the electronic cross connect. Note that a significant component of the power consumption in this calculation comes from the gates in the multiplexers and demultiplexers.
V. ROUTERS
In this section, we bring together our estimates of buffer performance and cross-connect performance to obtain a picture of the scaling properties of routers, considering both optical and electronic realizations of buffers and cross connects. Many different architectures have been proposed for optical and electronic routers. These include routers with input buffering [29] , output buffering [81] , and routers in which the buffering and switching functions are combined [4] , [57] , [81] . In addition, some all-optical routers have been proposed that maximize the utilization of the components through judicious use of WDM. It would be impossible to attempt to compare all possible architectures. Instead, we focus on each of the four possible combinations of buffer and cross-connect technology (optical and electronic) considered in the previous sections of this paper. For each of these four combinations, we find the lowest power realization of a 1-Pb/s router and a 100-Tb/s router operating at line rates of 40 Gb/s. We do this for input-buffered routers and output-buffered routers. In all cases, the buffer capacity per router port is 400 kb (i.e., 10 µs of buffering per port), and we assume Class B slow-light buffering as shown in Table I .
To provide a common basis for comparison of all technologies considered here, we consider routers operating with fullreach optical fiber links at the input and output ports. Therefore, the optical power level at each input port is set at the sensitivitylimited level determined by high-performance optical receivers, and the optical power level at each output is set at the level of a standard optical transmitter. Fig. 11 shows how this can be achieved for routers with input buffering and Fig. 12 shows how it can be achieved using the output buffering. Before calculating the total power dissipation in the eight architectures in Figs. 1  and 12 , we need to consider three of extra contributions to the total power that have not been considered so far.
A. Low-Noise Preamplifiers
The fiber inputs to the electronic buffers in Fig. 11(a) and (b) and all cross connects in Fig. 12 are fed through a low-noise optical preamplifier. In Figs. 11 and 12(a) and (c) , the lownoise amplifier feeds an O/E converter which is identical to the optical receiver in Fig. 10(a) . This O/E converter is optimized for low power dissipation but not for optimum sensitivity [64] . The low-noise optical preamplifiers improve the overall input sensitivity so that it becomes equivalent to the sensitivity of a high-performance optical receiver. In practice, this can be achieved by placing a single optical preamplifier, which will be on each input fiber rather than on each router input port. This single amplifier serves all wavelengths on that fiber. Each amplified fiber is then fed to a wavelength demultiplexer (not shown in Figs. 11 and 12) , and each output channel from the demultiplexer is then fed to the input ports shown in Figs. 11 and 12. If we assume that each low-noise preamplifier serves 100 channels and consumes a dc power of 500 mW, then the power consumed per port by these amplifiers is 5 mW.
B. Additional O/E Converters
The interconnects in Figs. 11(a) and 12(a) are part of the cross-connect fabric (see Fig. 7 ), but we need to consider the extra power consumption of the O/E converters at the inputs of the buffers in Figs. 11(a) and (b), and 12(b). The power consumption of each extra O/E converter is 10 mW [see Fig. 10(a) ].
C. Tunable E/O Converters
The tunable E/O converters in Fig. 11(b) replace the input bank of wavelength converters in the optical cross connect. Comparing Fig. 10(a) and (b) , it can be seen that this constitutes a power saving of 12 mW per port.
D. High-Power E/O Converters and High-Power WCs
To enable the router to operate in a network environment, the E/O converters at the outputs of the electronic cross connects in Fig. 11(a) and (c) and the electronic buffers in Fig. 12(a) and (b) need to operate as optical line transmitters. These transmitters operate at higher power levels than the transmitters in the interconnects, and are shaded in Figs. 11 and 12 . Similarly, the wavelength converters at the outputs of the optical cross connect [shaded in Fig. 11 (b) and (d)] need to operate at a higher power level than the internal wavelength converters. We assume here that the power consumption of a line-transmitter-grade wavelength converter is 100 mW. Alternatively, instead of using high-power output stages in Fig. 11 , line power amplifiers could be employed on the outgoing fiber links (see Section V-E).
E. Line Power Amplifiers
Line power amplifiers at the outputs of the optical buffers in Fig. 12 (c) and (d) boost the output power of the optical buffers to line levels. These amplifiers would generally be placed in the outgoing fibers after the WDM multiplexers (not shown in Fig. 12 ). We assume that each line amplifier serves 100 channels and consumes a dc power of 10 W. The power consumed per port by this amplifier is 100 mW.
Tables III and IV summarize our analysis of the power dissipation and size of routers, including both buffers and cross connects. Table III is for a 1-Pb/s router with input buffering and Table IV is for a 1-Pb/s router with output buffering. We have restricted the analysis to routers with external and internal port rates of 40 Gb/s. However, we obtain similar conclusions if we include cross connects with 160-Gb/s internal port rates (see Fig. 8 ). For simplicity, we have not included data for the 100-Tb/s routers, but these data can easily be obtained from the data in Tables I-IV, and the conclusions are similar. Tables III  and IV include the four possible combinations of buffer and cross connect, using optical and electronic solutions, as shown in Fig. 11 , and list the power and chip area for each combination. The entry labeled "extra power" in the tables corresponds to the additional power consumed by all the additional components highlighted in Figs. 11 and 12 . The data in the tables were assembled by taking the power consumption and area data for the buffers and cross connects from Tables I and II , and scaling the data to the number of ports in each case. The optical buffer power dissipation in Tables III and IV includes the power dissipation in wavelength converter required in the 1 × p input switch in Fig. 2(b) . The power and area figures for the optical cross connects were based on the AWG-based cross connects using O/E/O-based WCs, because this solution offers It can be seen from Tables III and IV that the chip area is dominated by the buffer when optical buffers are employed. In addition, the power dissipation of the slow-light optical buffer is significant. Similarly, the physical size is dominated by the cross connect when electronic buffers are used. While not shown explicitly in Table III , the total buffer power dissipation and size could be reduced if the buffer size on each port could be reduced, but for the reasons given in Section II, this may not be possible. On the other hand, if it is necessary to increase the buffer size significantly beyond 400 kb, the slow-light optical technology clearly cannot offer a viable solution. Fiber-based delay lines would be technically feasible, but very bulky. A 40-Mb slow-light optical buffer would require many orders of magnitude reduction in waveguide losses and/or new dispersion compensation techniques that could permit the 1-µm bit size to be approached. In comparison, the size of electronic buffers in the 1-Tb/s router could easily be increased by orders of magnitude beyond 400 kb, and this would have a minimal impact on the total power dissipation or chip area. Taking these considerations together, electronic buffering appears to offer a significant advantage over optical buffering. Table III shows that the minimum power dissipation for a 1-Pb/s input buffered router (4.5 kW) is achieved using the AWG-based cross connects (incorporating O/E/O WCs) and electronic buffers. Table IV shows that similar conclusions apply to the output buffered routers. The reason for these small differences in the total calculated power dissipation is the differences in interconnect and wavelength converter power dissipations in the various configurations in Figs. 11 and 12 .
The power dissipation in the cross connects is lower in optical cross connects than in electronic cross connects. This is because, AWGs do not consume significant power, but the electronic switching blocks in electronic cross connects do indeed consume power. While the differences between power dissipation in electronic and AWG-based cross connects are small, the minimum power dissipation in complete routers (and minimum chip size) is achieved in routers that combine optical cross connects and electronic buffers.
VI. CONCLUSION
We have investigated the power and chip-size requirements of buffers and cross connects for future high-capacity routers. To do this, we have compared the properties of optical and electronic alternatives. Our analysis is based on aggressive but plausible estimates of optical and electronic device performance, projected out to around 2020. Our broad conclusion is that optical and electronic technologies will both be integral components of future high-capacity routers. However, opticaldelay-line buffers do not appear to provide a viable alternative to electronic buffers. Slow-light optical buffers are seriously limited by intrinsic losses and the attendant power dissipation. It is unlikely that these losses can be reduced to a point where slow-light buffers become practical for OPS. Fiber-delay-line buffers are physically large. However, they have much lower intrinsic loss and lower power dissipation than the planar waveguide devices. Fiber delay lines appear to provide the only viable medium for optical delay line buffering in routers.
Electronic buffering offers a number of significant advantages over the optical buffering. We believe that electronic buffers will be the technology of choice in future generations of high-capacity routers. Electronic RAM is attractive because of its small size, low power consumption, its ability to provide full RAM functionality, its scalability to higher capacities, and the continuing march forward in its capabilities. Given that there does not appear to be a compelling case for moving toward optically transparent OPS technology. We believe that future generations of packet switches will continue to use electronic buffering.
SOA gate switch arrays do not scale easily to the sizes needed for the switching fabric in large routers. AWG-based wavelength-routed optical switch fabrics are attractive because they provide potential low-power switching and good scalability. We estimate that the power consumption in all-electronic cross connects will be marginally larger than in all-optical cross connects and O/E/O cross connects. A key difficulty in building all-optical AWG-based cross connects is the lack of technology for all-optical wavelength conversion. Our calculations in this paper have assumed that viable wavelength converters will emerge, but even if this happens, wavelength converters based on O/E/O conversions might be more competitive.
Based on the data presented here, key technologies that deserve concerted research effort include: 1) very low energy methods for all-optical (transparent) wavelength conversion; 2) low power agile tunable lasers; 3) very low loss slowlight optical waveguides; 4) electronic devices with sub-20-nm features; 5) emerging electronic devices with potentially higher speed and lower energy dissipation than SiCMOS; and 6) semiconductor platforms that support integrated electronics and optoelectronics. Finally, it needs to be pointed out that large routers will never become a reality without small low-power interconnects that can be easily interfaced to optical and electronic chips. Even if very small and very low power interconnects become a reality, the management of the tens of thousands of interconnects is likely to cause significant difficulties. This paper will clearly not be the last word on this topic. New technologies will emerge and enhancements of existing technologies will inevitably require revisions of the numbers and assumptions used in the calculations. However, when comparing any new technologies for packet switching, a key consideration needs to be power and energy. This paper will have achieved its principle objectives if it encourages researchers to focus their attention on power and energy considerations in optical buffering and switching technologies, and if it helps to stimulate informed discussion and objective debate on the relative merits of electronic and optical routers.
APPENDIX
In this appendix, we derive expressions for the power dissipation in optically amplified delay-line buffers. Fig. 13 schematically shows the main components of input and output power to an optical buffer. The power dissipated P diss in the buffer is P diss = P signal,in + P ASE,in + P control + P EIT + P gain/regen − P signal,out − P ASE,out (A1)
where P signal,in , P signal,out , P ASE,in , and P ASE,out are the signal and ASE input and output powers, P control is the power dissipated by the circuitry that controls the functionality of the buffer, P EIT is pump power required to create EIT or in the slow-light medium, and P gain/regen is the power required to drive any internal amplification or regeneration that is included in the buffer to overcome waveguide losses. The control power P control includes the power consumed by all control logic circuits and by all crosspoint switches, gates, and other optical components that are used to write and read data to and from the buffer. For example, in buffers using recirculation loops [ Fig. 2(b) ] and feed-forward buffers [ Fig. 2(c) ] part of P control will drive the crosspoints in Fig. 2(b) and (c). The control power will be a strong function of the particular buffer architecture chosen for a router, and it is therefore difficult to estimate this power across all architectures. Similarly, it is difficult to estimate practical engineering values P EIT at such an early stage in the development of slow-light devices. (In CRW-based delay-line buffers, which do not require EIT [16] , P EIT is zero). Here, we assume that P control and P EIT are small compared with P diss . In this context, our estimates of the dissipated power P diss in delay-line buffers are lower limits.
Our model of an optically amplified lossy waveguide delay line is shown in Fig. 14 . The waveguide has a total length of L and comprises m identical stages, each of length L/m. Each stage is modeled by an attenuation block with a loss of D = e αL/m , where α is the power attenuation per unit length, and a gain block with power gain G = e gL/m , where g is the gain per unit length. The waveguide has an optical bandwidth of B o and the gain medium has an optical spectral width B gain . We include the spectral width of the gain medium into the analysis to account for spontaneous emission emitted by the gain medium outside the bandwidth of the waveguide. This spontaneous emission consumes power and is dissipated by scattering and other effects. We define the excess bandwidth B excess of the gain medium as B excess = B m − B o ∼ = B m .
We assume that in each stage, the gain compensates the loss, i.e., g = α. The input signal plus noise power into the delay in each signal channel is P 1 = P signal,in + P ASE,in , and the output power (signal plus noise) in each channel is P out = P signal,out + P ASE,out . Because the internal losses are balanced by the gain, the signal power level at the output of every stage is P 1 and the ASE noise level increases linearly with distance along the delay line. The total optical signal and ASE power P n at the input to the nth stage is given by
where n sp is the spontaneous-emission factor, h is Plank's constant, and ν is the optical frequency. From (A2), it can be seen that the total power increases linearly with (n − 1) due to the buildup of ASE noise along the cascade of amplifier stages. The electrical SNR of the output signal in each channel after detection is given by [82] SNR = P 
where B e is the electrical bandwidth of the receiver. We assume here that the electrical bandwidth is equal to the bit rate. Thus, B e = 1/τ b , where τ b is the bit period. Our objective here is to explore the lower limits on power dissipation. It is easy to show that the smallest power dissipation occurs when the gain is distributed uniformly along the delay line. For distributed gain, the attenuation αL/m per stage in (A2) and (A3) is small. Under these conditions, (A2) reduces to
and the total optical signal and ASE power P out at the output of the delay line is obtained from (A4) with n = m + 1:
With (A4) substituted (A3), it becomes SNR = P 2 1 4n sp αLhνB e [P 1 + n sp αLhνB o ] .
If the optical bandwidth is small, the first term in the square bracket in the denominator of (A6) dominates, and (A6) reduces to the well-known expression for signal-spontaneous beatnoise-dominated SNR SNR sig−sp = P 1 4n sp αLhνB e .
We now determine the total optical signal and ASE power dissipated in the delay line. The total signal plus ASE power P d dissipated in the delay line is obtained by summing the power dissipated in all attenuation blocks. Thus
In addition to the in-band signal and ASE power, an additional optical power of n sp αLhνB gain is dissipated by spectral components of spontaneous emission that lie outside the optical bandwidth of the waveguide. Adding this additional dissipated power to P d in (A8), we obtain the total power P dl dissipated in the delay line:
Substituting (A4) and (A7) in (A9), and for large m, the total optical dissipated power in the amplified delay line becomes P dl = n sp hναL [4αLB e SNR sig−sp + B gain ] .
From (A5) and (A6), the total signal output power from the amplified delay line is P out = 4(αL)
2 B e n sp hνSNR sig−sp .
In the present analysis, we assume that the control power P control and the pump power P EIT in (A1) are zero. Thus, the dissipated optical power can be written in terms of the drive power to the amplifier/regenerators and the quantum efficiency η of the gain medium or the regenerators. For equal input and output signal powers and for small input ASE power, the dissipated optical power is P dl = η(P gain/regen − P ASE,out ). Therefore, the total dissipated power is P diss = P dl /η.
Note that if B gain is small, the second term in the square brackets in (A10) is small compared to the first two terms and the dissipated power is proportional to (αL) 2 , i.e., proportional to the square of the total loss in the delay line. The energy per bit is the product of the total dissipated power P diss and the bit period τ b . Thus, the energy E bit per bit is given by
