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ABSTRACT

The accurate modeling of the variability of illumination in a class of images is a fundamental problem that occurs in many areas of computer vision and graphics. For instance,
in computer vision there is the problem of facial recognition. Simply, one would hope to be
able to identify a known face under any illumination. On the other hand, in graphics one
could imagine a system that, given an image, the illumination model could be identified and
then used to create new images. In this thesis we describe a method for learning the illumination model for a class of images. Once the model is learnt it is then used to render new
images of the same class under the new illumination. Results are shown for both synthetic
and real images. The key contribution of this work is that images of known objects can
be re-illuminated using small patches of image data and relatively simple kernel regression
models. Additionally, our approach does not require any knowledge of the geometry of the
class of objects under consideration making it relatively straightforward to implement. As
part of this work we will examine existing geometric and image-based re-lighting techniques;
give a detailed description of our geometry-free face re-lighting process; present non-linear
regression and basis selection with respect to image synthesis; discuss system limitations;
and look at possible extensions and future work.
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1 INTRODUCTION

1.1 Preliminaries

The accurate modeling of the variability of illumination in a class of images is a fundamental
problem that occurs in many areas of computer vision and graphics. For instance, in computer vision there is the problem of facial recognition. Simply, one would hope to be able
to identify a known face under any illumination. On the other hand, in graphics one could
imagine a system that, given an image, the illumination model could be identified and then
used to create new images. The challenge with the first scenario is that common methods
for computing similarity, such as the L2 difference, are not robust in terms of changes in
illumination [AMU97]. Therefore, a successful system needs to enhance its similarity criteria
with some knowledge of illumination. Challenges in the second scenario arise from either
attempting to accurately model the three dimensional relationships in an image [Ram06], or
by trying to estimate image gradient information [BP93], [CBJ00].
Our goal is to learn image gradients in order to capture illumination models for a class
of images. For our purposes, a class of images are a set of images that have a high level of
similarity, for instance human faces. Further we restrict access to the class to those images

that have been spatially aligned. For faces this means that significant features such as the
eyes, the nose, and the mouth have been matched. For our purposes this alignment step is
done manually but there is active research in the automation of this process. For example in
[GK06] the automatic location of facial landmarks across different subjects and viewpoints
is framed as a 3D face alignment problem. Given a 2D image of a face, a 3D face model is
iteratively modified in terms of shape and pose by an EM-based algorithm. In [ZZT05] an
image based approach to multi-view face alignment is presented. This algorithm utilizes a
Bayesian mixture model in a effort to capture shape and feature point variation caused by
different views and occlusion respectively.
Our approach begins by dividing the aligned faces into illumination sets. For example,
aligned faces that are illuminated from the top would constitute an illumination set. From
each illumination set an illumination model is estimated. This illumination model is then
applied to a new face. From this process strikingly realistic result are achieved. Additionally,
the algorithm for generating each illumination model is relatively straightforward making it
appealing for implementation and use.

1.2 Motivations and Assumptions

Since our goal is to effectively learn the dominate illumination model that exists within a
image or set of images, a good (albeit somewhat obvious) question to ask ourselves is “What
is illumination?” We will see in later chapters that there are solid mathematical models that

can be used to predict the reflectance of a point on a surface but for now we are interested
in something more general. In what ways has illumination been classically thought about or
organized? For example, are we Geometrists? Do we deconstruct the scene point by point,
tracing rays through the scene continuously intersecting and reflecting as we go? Or maybe
we are Statisticians, copiously counting and shuffling color and intensity values in order to
capture the overall gist of the scene. Quite possibly we are a combination of both. As we will
see these conceptual divisions are evident in the ways in which the problem of face re-lighting
has been classically approached. Do we hope to find a solution that is totally rooted in the
thee-dimensional representation of a scene? What we would consider a geometric solution.
Or do we believe that all the data that we need is contained with in the two-dimenional representation? What we would call an image-based solution. Or is the solution a combination
of both?

As always, there are benefits and deficits to any approach but it is important at the
outset to try and define where an algorithm fits in terms of the current landscape. With this
in mind, the work presented in this thesis is firmly rooted in the image-based domain. What
this means is that we impose no geometric constraints on the model we formulate. Additionally, we assume no standard illumination model, i.e BRDF, Lambertian, or otherwise.
This is not to say that we are unaware of the underlying geometry or illumination model.
It is that we theorize that this information is captured implicitly within the transformation

that groups of points undergo as they change from one illumination to another.

Consider a digital image of a face. The intensity values of each pixel in the image are
directly related to the values recorded by the image sensor in the camera that was used to
capture the image. When we look at the changes in intensity from one image to another
what we are really doing is looking at the changes in the values that were present at the
image sensor when each of the respective images were captured. Imagine we have two sets
of sensor readings. The first set consists of sensor values recorded under illumination A. The
second set consists of sensor values recorded under illumination B. If we think of the first
set (set A) as the inputs to some function f (x) and the second set (set B) as the output of
the function f (x) then we can describe our problem of finding the illumination model that
exists in set B as finding the function f (x) that encodes the transformation of data in set A
to set B. Figure 1.1 shows this simple relationship.

Figure 1.1: Functional View. Given Set A and Set B, find the function that maps values in
Set A to the values in Set B

By stating that we can capture the illumination model present in in set B by looking
at the relationships between Set A and Set B, we make only one strong assumption. This
assumption is that the data in set A is somehow related. As stated above, we are considering
only the class of aligned faces. This is our only assumption. As we will see, most other
methods make numerous assumptions in the construction of this type of problem. This fact
should not be taken lightly. For example, many existing re-lighting techniques make use of
some kind of geometric information as part of the estimation process. The assumption being
that objects of the particular class under consideration all share the same basic geometry.
This is a valid assumption for faces but what about other classes or objects. For instance, the
class of all possible office chairs. While most office chairs have the same basic construction
it can not be said that there exists a simple geometric model that encompasses all possible
office chairs. Figure 1.2 shows three chairs chosen randomly from an internet image search.
Therefore, any algorithm that utilizes geometric information is ultimately limited to
working on a small set of objects that are closely related (in terms of geometry) to the included geometric model.

With this, it will be shown that convincing illuminations can be generated by using small
patches of image/sensor data and relatively simple kernel regression models.

Figure 1.2: All chairs are not created equally. While faces might have similar geometry, what
about other objects like chairs. Chair images from www.hermanmiller.com, www.ikea.com, and
www.codinghorror.com

1.3 Previous Work

In the domain of face relighting, existing techniques fall into two general categories: 2D
image based techniques; and 3D geometry based techniques. In this section we present the
current state of the art in terms of both approaches as well as the basis for the technique
presented in this work.

In [SR01] an image-based re-rendering technique using the idea of a “Quotient Image”
is presented. Given two objects, the quotient image is defined as the ratio of their albedo
functions. This representation depends only on relative surface texture information and is
therefore independent of illumination. Linear combinations of this low dimensional repre-

sentation can then be used to generate new illuminations. The Quotient Image is defined in
equation 1.1

Qy (u, v) =

py (u, v)
pa (u, v)

(1.1)

Where pa (u, v) is the albedo function of object a and py (u, v) is the albedo function of
object y.
The reflectance property of the objects under consideration are all assumed to adhere to
the Lambertian reflectance model. In general , the reflectance of a point on an object can be
described by a 4D function fr (θi , φi , θo , φo ) called the bidirectional reflectance distribution
function (BRDF). Figure 1.3 shows the geometric construction.

Figure 1.3: Geometry of the bidirectional reflectance distribution function (BRDF). The
function is defined as fr (θi , φi , θo , φo ), where θi and φi describe the incident illumination
direction and θo and φo describe the emitted direction. Image from [NDM05]

The Lambertian model condenses the 4D BRDF into a constant ρ that is used to scale the
~ Equation 1.2 describes
inner product between the surface normal ~n and the light vector L.
the intensity value at a surface point under the Lambertian illumination model.

~ = ρ ∗ max{L
~ · ~n, 0}
I(L)

(1.2)

It is shown that images generated by varying the lighting on a collection of Lambertian
objects that all have the same shape but differ in their surface texture (albedo) can be
analytically described using at least three “bootstrap” images of a prototype object and a
illumination invariant “signature” image, i.e. the Quotient Image. The prototype objects
consist of images of an object from the same class taken under three linearly independent
light sources. This data is used to define a subspace, or basis. A new illumination is then
generated by taking the pixel-wise Cartesian product of a weighted sum of the basis aj , and
the Quotient Image. This is shown in equation 1.3.

!
ys =

X

x j aj

⊗ Qy

(1.3)

j

Of course direct knowledge of the parameters of the albedo function that make up the
ratio that defines Qy are not known. Therefore, Qy is found by finding the correct coefficients
xj . This is done via the minimization of a defined energy function via least squares. The
energy function is defined as in Equation 1.4.

N

1X
f (x̂) =
|Ai x̂ − αi ys |2
2 i=1

(1.4)

Where the columns of each Ai are images of the same object under different illuminations.
Equation 1.4 is essentially describing the projection of ys onto the subspaces spanned by the
columns of each of the Ai matrices. Where α controls the overall scale of each projection.
The major problem with the Quotient Image approach is that it can only be applied to
face that have the same view or pose as the face used in the creation of the Quotient Image.
This limitation is addressed in [Sto00]. In order to accommodate for arbitrary views of the
face an image morphing step is introduced into the synthesis process.

In [BRV02], a geometric approach using three-dimensional laser scans of the human heads
is presented. The 3D scans are used to capture shape and texture parameters in an effort
to recognize faces from different directions and under different illuminations. The threedimensional scans are used to create a morphable face that is then fit to a model. The
parameters of the morphable face model can then be used for re-rendering. The major
deficit of this approach is the need to build a dense point-to-point correspondence between
the 3D model and the training faces. This is computationally expensive and requires manual
initialization of the pose of the 3D model. Additionally, by employing a 3D model the
technique is limited to re-lighting objects of only that specific type. For instance, If we
wanted to re-light chairs. We would need a model for every type of chair.

In [Ram06] a geometric approach utilizing a frequency-domain view of reflection and illumination is considered via the use of spherical harmonics. Equation 1.5 shows the standard
direct illumination integral. This relates the output irradiance to the incoming radiance in
local coordinates. Since spherical harmonics form an complete orthonormal basis for functions on the unit sphere the goal is to parameterize the BRDF as a function on the unit
sphere.

Z
E(x) =
Ω0i

L(x, θi0 , φ0i ) cos θi0 dΩ0i

(1.5)

L(x, θi0 , φ0i ) is the radiance of the incoming light field at position x and cos θi0 is the angle
this field makes with the Z axis. The geometry is shown in Figure 1.4 and is equivalent to
the geometry shown in Figure 1.3

Figure 1.4: Geometry of the Direct Illumination Integral. Image from [Ram06]

By assuming the illumination field is independent of surface position we can reparameterize in terms of the surface normal n. First n is parameterized by its spherical angular
coordinates. This is shown in Equation 1.6

n = [sin α cos β, sin α sin β, cos α]

(1.6)

Then Equation 1.5 becomes

Z
E(α, β, γ) =
Ω0i

L(θi , φi ) cos θi0 dΩ0i

(1.7)

Where α is the rotation about the x axis, β is the rotation about the y axis and γ is
the rotation about the z or normal axis. The author states that, “lighting is expressed in
global coordinates since it is constant over the object surface when viewed with respect to a
global reference frame.” Therefore it is necessary to relate the parameters in Equation 1.7
to global coordinates. This is accomplished through a set of Rotations that operate on the
local angles. This is shown in Equation 1.8

Z
E(α, β, γ) =
Ω0i

L(Rα,β,γ (θi0 , φi 0)) cos θi0 dΩ0i

(1.8)

From this equation both the Lighting function L and the transfer fucntion cos θi0 are
expanded in terms of the Spherical Harmonic Basis. For example the expansion of the
lighting in global coordinates is shown in Equation 1.9

L(θi , φi ) =

∞ X
l
X

Llm Ylm (θi , φi )

(1.9)

l=0 m=−1

Where Ylm (θi , φi ) indexes the basis set. An example of the first nine basis functions is
shown in Figure 1.5.

Figure 1.5: The first nine basis functions. Green denotes positive values. Blue denotes
negative values. Image from [Ram06]

A similar process is used to expand the local representation and the cosine transfer
function. This illumination integral is shown to be a simple product in terms of spherical
harmonic coefficients. This is shown in Equation 1.10.

Elm = Λl Al Llm

(1.10)

Where Λl is a normalization coefficient and Al are the spherical harmonic coefficients of
the cosine transfer function.

Therefore the estimation of the illumination of a convex Lambertian object can done by
solving for the lighting coefficients in the product. This is shown in Equation 1.11.

Llm = Λ−1
l Elm /Al

(1.11)

The author states that the key result is that “the reflected light field from a convex
Lambertian object can be well approximated using spherical harmonics up to order 2 (a
9 term representation), i.e. as a quadratic polynomial of the Cartesian coordinates of the
surface normal vector”.
There are several deficits in this approach. First, Spherical Harmonics do not have compact support. This means that the majority of the energy contained in the function is not
concentrated in one area. Therefore, there are an infinite number of basis functions. We
would like a basis that can be described completely by a finite number of basis functions. If
we choose to truncate the basis representation we will end up with a basis that might not
span the space represented by the data. This will causes ringing in the higher frequency
components of the signal. Next, since we must convert the basis representation from local to
global coordinates (or vice versa) a rotation matrix that represents the necessary rotations
of each of the basis vectors must be constructed. This matrix could get prohibitively large
given a large number of basis vectors (such as the basis needed to represent high energy
signals). Finally, for the inverse illumination problem we solve for the lighting coefficients
by dividing the inverse of the normalization constant by the transfer function. This division
could cause problems in cases when Al is zero. For instance when the incident light source

is roughly aligned with the surface normal.

In [DHT00] an image based technique for capturing the reflectance field of the human
face is presented. The cornerstone in this approach is the use of a device called a light stage.
The light stage is shown in Figure 1.6.

Figure 1.6: Two axis light stage. Image from [DHT00]

This device illuminates a subject by rotating the illumination source along two axis, the
azimuth θ and the inclination φ. While the illumination source is rotated, two calibrated

video cameras are used that capture frames at 30 frames per second. This yields 64 subdivisions along the θ axis and 32 divisions along the φ axis for a total of 2048 direction samples.
From this dense set of samples a reflectance function for each pixel is defined as

Rxy (θ, φ) = Lθ,φ (x, y)

(1.12)

Where Lθ,φ (x, y) is the pixel value at location (x, y) in the image with illumination direction (θ, φ). Equation 1.12 says that sampling the face under a dense set of illuminations
effectively encodes the effects of diffuse reflection, specular reflection, self-shadowing, translucency, mutual illumination, and subsurface scattering.
Since Rxy (θ, φ) represents how much light is reflected toward the camera at pixel (x, y)
and since light is additive, a novel illumination L̂(x, y) can be generated as in Equation 1.13.

L̂(x, y) =

X

Rxy (θ, φ)Li (θ, φ)

(1.13)

θ,φ

Where Li (θ, φ) is any combination of the original light sources. This process is further
extended to novel viewpoints by a re-synthesis technique that decomposes the reflectance
function into its specular and diffuse components. Therefore, Equation 1.13 is rewritten as
in Equation 1.14.

R = µd d~ + µs~s + µe~e

(1.14)

Where d~ is the diffuse color, ~s is the specular color and ~e is an error component that
encapsulates variability due to noise, interreflections and translucency. The vector ~e is further
defined as begin orthogonal to both d~ and ~s, that is ~e = d~ × ~s. The scaling parameters, µd ,
µs , and µe are then found by matrix inversion. This process assumes that the specular and
diffuse colors are known. The specular color comes directly from the color of the incident
light. The diffuse color comes from the estimation of a diffuse chromaticity ramp.
There are several limitations with this technique. First, the quality of the synthesized
illumination is directly proportional to the number of images generated in the capture process. Even at course increments, this data set gets rather large. This would make extending
this approach to any real-time applications difficult. Second, since the resolution of the reflectance function is equal to the number of sampled directions aliasing could occur in places
where there are large changes in pixel values from one illumination to another. For example,
the shadow of the nose onto the face, i.e. self-shadowing. Finally, since this technique defines
the reflectance solely in terms of directional illumination (θi , φi ), dappled lighting or partial
shadows could be problematic.
In [GBM04] an image based approach using the idea of Eigen Light-Fields is presented.
The Eigen Light-Fields technique employs Principal Component Analysis to generate a basis
that is then used in a least squares setting to perform face recognition under different poses.
A light-field, sometimes call the plenoptic function, is a function which describes the radiance
of light in free space. Figure 1.7 shows the geometry of a 2D light field.

Figure 1.7: A 2D light field. The object under consideration is placed in a circle (sphere).
The angle θ describes the angle to the viewpoint around the circle. The angle φ describes
the the angle between the viewing ray and the radius of the circle. Image from [GBM04]
Given a collection of light-fields of objects such as faces, an eigen-decomposion is performed via PCA. This generates an eigen-space of light fields. The approximation of a new
light field can then be described as in Equation 1.15.

L(θ, φ) u

d
X

αi Ei (θ, φ)

(1.15)

i=1

Where Ei (θ, φ) is a basis or eigen vector of the space and αi is the inner product between
L(θ, φ) and Ei (θ, φ). The problem of image synthesis can then be framed as a least squares
problem. Therefore, given a training image (or images) we would like to find α values such
that for each pixel I(m, n) we have

I(m, n) −

d
X

αi Ei (θ, φ) = 0

(1.16)

i=1

One of the main limitations of the light field approach is that a huge number of images of
the object are needed to capture the complete light field. It most computer vision applications
it it unreasonable to expect more than a few images of the object.
In [LM05], a hybrid image based / geometric approach for estimating the principal lighting direction that exists in a set of frontal face images is presented. The technique employs
a least squares formulation that minimizes the difference between image pixel data and a
so-called shape-albedo matrix. The shape-albedo matrix consists of the Hadamard (elementwise) matrix product of a vectorized albedo map ρ~, and a matrix of surface normals, N .
The least squares formulation is shown in Equation 1.17

argmins ||I~ − αc~
ρ − As||2

(1.17)

s∗ = (AT A)−1 AT (I~ − αc~
ρ − β)

(1.18)

Therefore

Where I~ is a vector of image pixel data, ρ~ is the vectorized albedo map, A is a matrix
containing the shape-albedo data, α and beta control the camera intrinsic parameters such
as lens aperture and dynamic range, and c represents the relative strength of the ambient
light.

The pixel data was generated from the Yale Face Database B. The data set was split into
4 subsets based on the lighting direction. To obtain the Normal vector information used in
the shape-albedo matrix, a generic shape model was created using the average 3D shape of
138 head models captured via a Cyberware 3D scanner. The albedo data was generated by
averaging the facial texture information from the Yale data set. Figure 1.8 shows example
Yale Data. Figure 1.9 shows the average 3D head model.

Figure 1.8: Example Yale B data set. Image from [LM05]

Figure 1.9: Average 3D shape model. Image from [LM05]

Given the estimated lighting direction of an input image (s in Equation 1.17), a new
illumination can applied by “undoing” the existing illumination and combining this specific

albedo data with the generic 3D face model data. First the existing albedo (diffuse skin
texture) of the face is estimated. Equation 1.19 show the estimation equation.

ρ∗ =

I −β
α(nT s∗ + c)

(1.19)

With the estimated albedo a new illumination can be applied as in Equation 1.20.

Io = αo {ρ∗ [max(nT so , 0) + co ]} + βo

(1.20)

Where so is the desired illumination model and αo , βo , and co are defined as in Equation
1.18 but this time in terms of the output image.
The main limitation of this image based approach is that fact that it will not work
across pose. The algorithm is limited to re-lighitng faces under a fixed pose, in this case a
frontal view. Additionally, the process cannot be extended to objects where the geometry is
unknown or unavailable.
In this section we have presented the current “state of the art” in terms of face relighting. Both geometric and image based techniques were considered. Of the techniques
presented the majority were focused on the implications of illumination with respect to face
detection. It has been shown [AMU97] that variations in illumination of a single face can be
significantly larger than variations across multiple faces. Therefore a successful recognition
system must take illumination into consideration. That being said, illumination with respect
to face recognition is not a topic that we are concerned with in this thesis. Instead we would

like to be able to generate convincing illuminations that are appealing to a human observer
not simply to improve the performance of existing face recognition systems.

1.4 Approach

Our technique extends the basic strategy described in [TAF06] to re-lighting faces. In this
work the problem of decomposing an observed image into its intrinsic components (i.e. shading and albedo) is framed as a nonlinear regression problem. The estimation of an intrinsic
component is done by first estimating a set of local linear constraints, such as derivatives,
from multi-scale patches of the observed image. A multi-scale patch is comprised of 3x3
pixel data from a three level Laplacian Pyramid. The multi-scale representation effectively
allows for larger derivative data to be considered with only a small increase in dimensionality. By operating over multi-scale patches rather than the raw image the system effectively
overcomes the curse of dimensionality[Bel61]. For example, given a relatively small image
of 320 by 240 pixels we would end up with a 76800 dimensional regression problem. This
would produce a problem that is too large for standard regression techniques.

Once the image derivative are estimated the final image must be estimated. Each of the
estimated derivatives can be thought of as a constraint that must me met in the estimation
of the new component image. This image is found by solving for the image that best satisfies
these constraints. As part of this estimation process a weight matrix is constructed in an

effort to highlight filter responses that are more reliable than others. These weights are found
by minimizing the squared error between ground truth images and the estimated image.

1.5 Organization of this Thesis

Now that we have had a brief introduction to our goal of image based face re-lighting and
have looked at the current state of the art, the following chapters will be structured as follows.
Chapter 2 presents a detailed System Overview, an explanation of Non-Linear Regression in
the context of image synthesis and a brief look at Basis Selection. Chapter 3 presents the
Re-lighing Algorithm as well as Experimental Results. Chapter 4 presents a Discussion of
the systems performance and looks at both the Benefits and Limitations. Chapter 5 presents
the Conclusions.

2 OVERVIEW, REGRESSION, AND BASIS SELECTION

2.1 Overview

For our approach, we represent each illumination model in terms of image gradients. The
training data set is divided into different illumination sets based on the location of the
principal light source, i.e. left, top, right, bottom. For each of these data sets we create
a feature space that explicitly encodes local pixel intensity values. We define local pixel
intensity values as the set of pixel values that undergo similar intensity changes. For example,
given an image that has a flat illumination model (e.g., a face illuminated from a distant
light source) we would like to capture the changes that occur when this face is illuminated
from the left. With this in mind we further subdivide each illumination set into multiple
image sections which has the effect of grouping related pixels across the set together. From
each of these image subsections we create a source feature space.
The source feature space for each subsection consists of pixel intensity values in a fixed
neighborhood around each pixel across all of the images in an illumination set. For example
a typical source feature space could be the 5 × 5 patch around each pixel in a subsection
across every image in the illumination set of images lit from the front. By operating on

patches of pixels as opposed to individual pixels the system becomes more tolerant to small
fluctuations in each pixel that would be considered noise. Once all of the N × N patches
are calculated they are vectorized. For each pixel we get a N 2 × 1 sample. Each of these
features are then combined into a matrix that represents the entire source feature space. Let
this space be defined as X. The mean value is then subtracted from each of the samples in
X. Figure 2.1 shows the creation of source feature space.

Figure 2.1: Source Feature Space Creation. 1. Divide the images. 2. Create patches. 3.
Combine patches to create the feature space.

After the construction of the source feature space, the target features are calculated. As
stated above, we would like to model the changes in illumination in terms of the changes
in the image derivatives. Therefore, we calculate the horizontal and vertical derivatives for
each pixel, in each subsection, over each image, from the illumination set of the model we
would like to learn. The resulting derivatives are then placed in a matrix that represents the
target feature space, which we define as T.
Using nonlinear regression, we estimate the illumination model described by the relationships between the source and target features. The process of nonlinear regression is detailed

bellow. The output is a vector of weighting values that are used to control the individual
contributions of a set of nonlinear functions. To generate a new image, we segment the
image, generate the image patches, and vectorize the patches. We can think of each vectorized patch as a point in d-dimensional space. For each point, the vertical and horizontal
derivatives are estimated by calculating the inner product between the weight vector and a
vector that contains the value of the point at each basis. Once this is done the final image
is generated by integrating the estimated derivatives.

2.2 NonLinear Regression

Our system is based on the idea of describing the illumination model of a class of training
images by a linear combination of basis functions. We use nonlinear regression to estimate
the model which we will detail in this section. The goal of regression is to predict the value
of one or more continuous target variables t given the value of a D-dimensional vector x
of input variables [Bis06]. Therefore, given an input point x from the source feature space
we would like to find a linear combination of basis functions that will give us the correct
derivatives, t. We do this by defining a function y(x, w) such that,

y(x, w) =

M
−1
X
j=0

wj φj (x) = wT φ(x)

(2.1)

Where w are weight parameters that control the overall contribution of each of the φ
basis functions. There are many possible choices of basis functions, for our application we
define φ as,



(x − µj )2
φj (x) = exp −
2s2

(2.2)

This is the standard Gaussian kernel with mean µ and variance s, where µ controls the
location of each of the basis functions and s controls the spatial scale. It should be noted
that the classical Gaussian kernel typically includes a normalization coefficient. For our
purposes this coefficient is left out due to the fact that each basis function is multiplied
by a corresponding weight parameter, wj which controls its scale. Since the Gaussian is a
function of µ and s we need to find appropriate values for these parameters. The problem
of finding suitable values for µ can be framed as a k-means optimization problem. Given a
set of n data points in Rd and an integer k, we would like to find the set of k points, called
centers, that minimize the mean squared distance from each data point to its nearest center
[KMN02]. In our case, the n data points are the points in X with the number of centers k
specified by the user. Since a typical source feature space consists of around thirty thousand
25 dimensional points with k on the order of 1000 clusters, we use an accelerated version of
the the standard k means algorithm as described in [Elk03].
Once suitable means are found the scaling parameter s is calculated. For our problem
the parameter s is actually a matrix, i.e. a covariance matrix Σ. For each cluster, which
is represented by a mean and its associated data points, the within-cluster covariance is

calculated. At this point it should be noted that the typical basis function as show in
Equation 2.2 will be a multi-dimensional Gaussian. Therefore we have basis functions of the
form

φj (x) = (x − µj )t Σ−1
j (x − µj )

(2.3)

In this form special care must be take when calculating Σ−1 . In general Σ may not be
invertible. This is typically due to the creation of an underdetermined system which is caused
by too few points being assigned to a particular cluster. For these cases the pseudo-inverse
is used.
With our inputs defined as X, our targets defined as T, and our basis functions defined
as φ(x) as in Equation 2.3, we can now find the value for w in Equation 2.1. The solution
for w can be defined as the value that minimizes the sum-of-squares error function defined
as

N

1X
2
{tn − wT φ(xn )}
E(w) =
2 n=1

(2.4)

Where tn is a instance of a target from T and xn is an instance of a sample from X.
Taking the derivative of Equation 2.4 with respect to w yeilds

N

X
d
E(w) =
{tn − wT φ(xn )}φ(xn )T
dw
n=1
Setting Equation 2.5 equal to zero and rearranging

(2.5)

N
X

tn φ(xn )T − wT

n=1

( N
X

)
φ(xn )φ(xn )T

=0

(2.6)

n=1

Solving for w

w = (ΦT Φ)−1 ΦT t

(2.7)

Where w is the solution that minimizes the difference between the targets (the observed
derivative values) and the weighted sum of the basis functions evaluated at a particular x
value. Φ is an N × M matrix that contains all of the basis functions evaluated at every
sample point and has the form




 φ0 (x1 ) φ1 (x1 ) . . . φM −1 (x1 )


 φ (x ) φ (x ) . . . φ
 0 2
1 2
M −1 (x2 )



·
·
·

Φ=


·
·
·




·
·
·



φ0 (xN ) φ1 (xN ) . . . φM −1 (xN )





















(2.8)

2.3 Basis Selection

Since the driving force behind our representation is the use of a linear combination of nonlinear basis functions we will take the time now to discuss other possible basis representation

as well as the factors that are used in the selection of the basis. As stated above, we use
a multi-dimensional gaussian for our basis representation, there are of course many other
possible choices. For example, the polynomial basis shown in Equation 2.9.

φj (x) = xj

(2.9)

The main problem with the polynomial function is that it is a global function. This
means that changes in one location on the input space effect all other regions. Figure 2.2 is
an example of a polynomial basis.

Figure 2.2: Example polynomial basis. This figure shows the first five Lengredre Polynomials

Another possible basis function is the Logistic Sigmoid function. This function is defined
as in Equation 2.10.

f (x) =

1
1 + e(−ax)

(2.10)

Figure 2.3 shows the Sigmoid function with varying a which controls how steep the
function is.

Figure 2.3: Example Sigmoid basis. This figure shows three different Sigmoid functions with
varying a which controls the steepness of the function.

This main problem with using a Sigmoid basis is that it does not have compact support.
This means that the majority of the energy contained in the function is not located in
one place. This has a direct impact on computational complexity and on time or space
localization.
As stated in the last chapter, we use a Gaussian basis as part of the nonlinear regression
process. The standard Gaussian equation is shown in Equation 2.11. Where µ is the mean
value and s is the variance.



(x − µj )2
φj (x) = exp −
2s2

(2.11)

Figure 2.4 shows a standard Gaussian with a mean value of zero and a variance of one.

Figure 2.4: Example Gaussian basis. This figure show a standard Gaussian with a mean
value of zero and a variance of one
Although Gaussians don’t technically have compact support they are effectively zero
outside of 3σ. This implies that the majority of the energy in the Gaussian is contained within
3σ of the mean. Additionally, the Gaussian is a separable function. This has implications
in terms of implementation. For instance, in the expansion of the Gaussian to multiple
dimensions. We can easily increase or decrease the dimensionality of our feature space
without effecting how the feature vectors will be projected onto the basis.

3 GEOMETRY-FREE FACE RE-LIGHTING

3.1 Re-lighting Algorithm

In this chapter, we will describe the process of re-lighting faces using the learned illumination
models. Once the basis functions φj have been defined and the weight vector for a particular
illumination, w, has been found via regression, we can re-light a new face as follows.
First the source image is segmented. For each pixel in the image section, we create a
N × N patch. The mean is subtracted from each patch and the results are vectorized to
make a set of N 2 × 1 samples. Each of the generated samples are then evaluated at each of
the basis functions. The resulting matrix Φ̂ will have the same form as Equation 2.8.
It is worth noting that as a part of the nonlinear regression step we are predicting two
target variables, the horizontal derivative and the vertical derivative. One possible approach
to solving this kind of problem is to construct two different basis sets for each of the targets.
We however opt to use the same set of basis functions to model both of the targets. This
make sense due to the fact that both targets are derivative values. Additionally, since we
have defined our basis to be Gaussians the physical construction of the Φ and Φ̂ matrices
will be the identical to their one-target counterpart. The only real physical change will be

in the w vector. Since we have two targets we will end up with a w that is a matrix rather
than a vector. The w matrix will now contain a column for each of the targets that we wish
to estimate. Therefore w will be a M × 2 matrix.
We now have all of the necessary components to estimate the image derivatives for a
section of the source image. This can be done in one step by calculating

Λ = Φ̂w

(3.1)

Where the first column of Λ are the estimated horizontal derivatives and the second
column are the estimated vertical derivatives. The process is then repeated for each of the
image sections.
Once all of the image derivatives have been calculated we integrate them in order to
create an estimated image. The process of generating an image from its derivatives can be
modeled as

Ax = b
x = A−1 b

(3.2)
(3.3)

Where A is the derivative filter in matrix form and b is a matrix of the estimated horizontal
and vertical derivatives.

3.2 Results

Experiments were run on both synthetic and real face data. The synthetic data, generated by
Thomas Vetter [VJP97], consisted of renderings of three-dimensional models of the human
head captured via laser scanner. The resulting images had no facial or head hair and had
been adjusted so that the two-dimensional centroid of the faces were aligned. This data set
was then partitioned into four illumination sets: illumination from the front; illumination
from the right; illumination from the top; illumination from the left. Figure 3.1 show an
example training set. Each column represents a training set for a particular illumination.
Figure 3.3 shows the output of the system using the synthetic face data. The images in
column (a) are the input images given to the system. The images in column (b) are the
estimated illuminations. The images in column (c) are the “Ground Truth” illuminations.
The real face data was was generated from the “Extended Yale Face Database B”
[GBK01]. Images from this database were manually cropped and aligned. The images
were then partitioned into five illumination sets: illumination from the front; illumination
from the right; illumination from the top; illumination from the left; illumination from the
bottom. Figure 3.2 show an example training set. Each column represents a training set
for a particular illumination. Figure 3.4 shows the output of the system using the real face
data. The images in column (a) are the input images given to the system. The images
in column (b) are the estimated illuminations. The images in column (c) are the “Ground
Truth” illuminations.

Both the synthetic and real face data were each separated into two groups, a training
group and a testing group. Each training group consisted of fifteen faces. Each testing
groups consisted of thirteen faces that were not a part of the training group. Once the final
output was generated its overall brightness and contrast was manually adjusted to match
the brightness and contrast of the training set.

Figure 3.1: Example synthetic training data. Each column represents a training set for a
particular illumination model. In this case: illumination from the right; illumination from
the top; illumination from the left

Figure 3.2: Example real training data. Each column represents a training set for a particular
illumination model. In this case: illumination from the right; illumination from the top;
illumination from the left; illumination from the bottom

Figure 3.3: (a) Input images. (b) Estimated illuminations: illumination from the right;
illumination from the top; ilumination from the left. (c) “Ground Truth” Illuminations

Figure 3.4: (a) Input images. (b) Estimated illuminations: illumination from the right;
illumination from the top; ilumination from the left; illumination from the bottom. (c)
“Ground Truth” Illuminations

4 DISCUSSION AND LIMITATIONS

4.1 Discussion

In general, the system does a good job of estimating the overall illumination model. The
synthesized output images appear as if they had been illuminated from the direction of the
light source that was present in the training illumination set. However, when compared to
actual images of the illuminated source face, deficits in the system are more apparent. For
example, high energy information such as dark shadows or bright highlights seem to be lost.
The system also has trouble when estimating cast shadows, like the kind that are generated
by the nose onto the face. We are currently investigating different ways for dealing with
these problems.

One possible approach is the use of multi-scale information. By estimating image derivatives at different scale levels we could capture derivative values across larger areas of the
image. These values could be more reliable than the pixel-by-pixel derivatives alone. Another approach is to learn weight values for use in the integration process. By weighting
each of the derivative estimates we could emphasize those estimates that perform well and

de-emphasize others. Different basis representations could also potentially improve performance. For example Harr Wavletes [OSS04]. The application of a matching pursuit [MZ93]
type approach could yield interesting results as well.

Alternatively, the addition of more targets in the regression step could produce better
results. Currently the system performs derivative estimates only in the vertical and horizontal directions. There could be useful information being ignored by not looking at other
derivative orientations. For instance, It has recently been shown [CBJ00] that the direction
of the image gradient (derivative) is insensitive to changes in illumination direction. The use
of an orientable filter such as a Gabor filter would allow us to capture pixel changes that are
not strictly horizontal or vertical. Equation 4.1 shows the standard Gabor filter.

g(x, y, γ, θ, ψ, σ, ρ) = exp(

a
−a2 + ρ2 b2
) cos(2π + ψ)
2
2σ
γ

(4.1)

Where a = x cos θ + y sin θ, b = −x sin θ + y cos θ, γ is the wavelength of the cosine signal,
ψ is the phase of the cosine, and ρ controls the aspect ratio of the Gaussian modulator.
Figure 4.1 shows the output of the Gabor filter for thee orientations: 0 Degrees; 45 Degrees; 90 Degrees. The pixel responses at various θ angles could be added to the target
matrix used in the nonlinear regression step.

Figure 4.1: Gabor filter output. The first image is the input to the filter. The remaining
images show the output of the filter for thee orientations: 0 Degrees, 45 Degrees, and 90
Degrees.
It could be the case that the estimation of derivatives is not sufficient enough for truly
capturing illumination changes directly from an image. A preprocessing step could be introduced that would decompose an image into two images: one that contains the specular
component; the other containing the diffuse component. This could be accomplished during
the capture process by the use of polarizers on the light source and camera. This is similar to
the process used in [DHT00]. Nonlinear regression could be performed to learn weight values
for the diffuse component and specular component separately. If a subject is illuminated by
a polarized light source the specular component should retain the same polarization as the
source. This is due the fact that the specular signal is generated by direct reflection of the

incoming polarized signal. The diffuse component will not have the same polarization. This
is due to subsurface scattering. Figure 4.2 shows this basic idea.

Figure 4.2: Skin reflectance. The first and last rays are reflected and therefore retain their
polarization. The middle two rays cross the oil-air layer and enter the epidermal and dermal
layers and are scattered thereby losing their polarization.

Currently our method estimates derivative values based on grayscale intensity values.
There could be valuable information contained in the color channels that we are ignoring.
Another more extreme option is to look other objects instead of faces. The overwhelming
majority of research dealing face re-lighting is mainly concerned with modeling illumination
variations in order to improve face recognition performance. Since we are not specifically
concerned with improving facial recognition there really is no need to limit ourselves to
faces. Therefore, why not try to learn illumination models from other objects or maybe
entire environments. If we consider an image of a scene like the one shown in Figure 4.3,
we might be able to learn the overall illumination model of the scene by examining the
reflectance properties of several of the objects in the scene. This is similar to the “visual

context” idea that is presented in [TMF03] but in our case we would use this context or
“gist” to learn illumination models rather than for location identification.

Figure 4.3: Every object in a scene acts as a light sensor. The illumination model for a scene
could be learned by classifying and examining objects in the scene.

4.2 Limitations

As stated in Chapter 1, the goal of this project was to learn illumination models directly
from image data and in an effort to generate novel illuminations that are appealing to a
human observer. Based on the results presented in Chapter 3 we are well on our way to
achieving this goal. That being said, there are still serious limitations to our approach that

must be addressed.

The main problem with our approach is the inherent assumption that the images are
aligned. When we apply the new illumination we assume that there is a rough alignment
between the data that we built the regressor with and the new image. This means that we
would have problems re-lighting a face that is in a different pose. This limitation is similar
to other image based techniques such as [SR01]. However, since we are learning a mapping
between pixel intensity values and derivatives we should be able to overcome this limitation.
There is no pose that is fixed to a certain intensity/derivative relationship. The pose information is implicitly contained within the pixel groupings (i.e. pixels in an image that is
illuminated from the left will have a greater intensity values on the left than on the right).

Furthermore, we have trouble re-lighting faces that have opposite illumination models.
For example, if the source faces are illuminated from the right and the target faces are
illuminated from the left. Figure 4.4 shows example images from the source and target
training sets for this test.
This points out an important limitation of our approach. In order to generalize this
technique we will have to remove any existing dominate illuminations in the source image
before applying the new illumination. This is similar to what is done in [SR01] and [LM05].

Figure 4.4: Training set for Right to Left test. The top row shows the source training faces.
The bottom row shows the target training faces.
Additionally, all of the outputs tend to suffer some blurring as a part of the estimation
process. The effects of this blurring increase with the size of the image. Figure 4.6 shows
the system output on a larger image.
Finally, one of the most common critiques of our approach is that it lacks a physical
model. What this means is that we currently do not have a full understanding of how our
least-squares image based technique is equivalent to geometric techniques that utilize models
such as the BRDF or the Lambertian reflectance model.

Figure 4.5: The first row shows the input faces. The middle row shows the estimated
illumination. The row column shows the “Ground Truth”

Figure 4.6: As the image size increases, so does the blur. The first image shows the synthesized illumination from the right. The second image shows the synthesized illumination
from the left

5 CONCLUSION

5.1 Conclusions and Final Thoughts

In conclusion, this thesis has looked at image-based face re-lighting. The key contribution of
this work is that images of know objects can be re-illuminated using small patches of image
data and relatively simple kernel regression models. A detailed presentation and analysis was
given of the current “state of the art” as well as where our approach fits within these existing
techniques. Motivations and assumptions were given in an effort to justify the design of an
algorithm that only considers image data. It was argued that although geometric techniques
yield better results these approaches are ultimately self-limiting. Several improvements and
possible extensions to the current algorithm were presented. Finally, some of the know limitations of the process were shown.

The area of object re-lighting and image synthesis is an active area of the computer
vision and machine learning community. With that being said, little work has been done
on trying to successfully solve for illumination models purely using image data. The results
presented in this thesis show that good illuminations can be learned directly from the image

data itself. While these results cannot compare to those produced by techniques that utilize
geometric information, this geometric data essentially “poisons the well” in terms of finding
a generalizable solution. Additionally, most of the existing techniques use the geometric data
as a way of avoiding the difficulties and challenges presented by an image only approach.
A kind of quick fix to a difficult problem. In the end, the final solution cannot consider
geometry and therefore this work acts as a good starting point in finding this final solution.
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