Riemann Invariant Manifolds for the Multidimensional Euler Equations Part I: Theoretical Development Part II: A Multidimensional Godunov Scheme and Applications by Lappas, Tasso et al.
Riemann Invariant Manifolds for the 
Multidimensional Euler Equations 
I 
Part I: Theoretical Development 
Part 11: A Multidimensional Godunov Scheme 
and Applications 
Tasso Lappas, Anthony Leonard, and Paul E. Dimotakis 
GALCIT Report FM94-6 
1 March 1994 
Firestone Flight Sciences Laboratory 
Guggenheirn Aeronautical Laboratory 
Karrnan Laboratory of Fluid Mechanics and Jet Propulsion 
Pasadena 
Riemann Invariant Manifolds for the 
Multidimensional Euler Equations 
Part I: Theoretical Development 
Tasso Lappas*, Anthony Leonardt, and Paul E. Dimotakisif 
Graduate Aeronautical Laboratories 
Ca.li£ornia Institute of Technology 
Pasadena, Ca. 91 f 25 
Abstract 
A new approach for studying wave propa.gation phenomena in an inviscid gas is 
presented. This approacll can be viewed as the extension of the method of charac- 
teristics to the general case of unsteady multidiinensional flow. The general case of 
the unsteaclji coillpressible Euler equations in several space dimensions is examined. 
A fanlily of spacetinle illanifolds is found on wllich an equivalent one-dimensional 
problem holds. Their geometry clepends on the spatial gradients of the flow, and 
they provicie, locally, a convenient system of coordinate surfaces for spacetime. In 
the case of zero entropy gradients, f~~nctions analogous to the Riemann invariants 
of 1-D gas dynamics can be introduced. These generalized Riemann Invariants are 
constant on these ma.nifolds and, thus, the manifolds are dubbed Riemann Invari- 
ant Manifolds (RIM). I11 this special case of zero entropy gradients, the equations 
of motion are integrable on these manifolds, and the problem of computing the 
solution becomes that of deterinining the inanifold geometry in spacetime. This 
situation is colnpletely analogous to the traditional method of characteristics in 
one-dimensional flow. 
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Explicit espressions for the local clifferential geometry of these manifolds can be 
found directly from the equations of motion. The local direction and speed of propa- 
gation of the waves that these manifolds represent, can be found as a function of the 
local spatial ggrclients of the flow. Their geometry is examined, and in particular, 
their relation to the characteristic surfaces. It turns out that they can be space-like 
or time-like, depending on the flow gradients. Wave propagation can be viewed as 
a superposition of these Riemann Invariant waves, whenever appropriate conditions 
of smootl~ness are met. This provides a means for decomposing the equations into a 
set of convective scalar fields in a wa~- which is different and potentially more useful 
than the characteristic decomposition. The two decompositions become identical 
in the special case of one-dimellsional flow. This different approach can be used for 
computational purposes by discretizing the equivalent set of scalar equations. Such 
a computational application of this tbeory leads to the possibility of determining the 
solution at points in spacetime using information that propagates faster than the 
locd characteristic speed, i. e., using infornla tion out side the domain of dependence. 
This possibility and its relation to the uniqueness theorems is discussed. 
1. Iatroduction 
A great deal of lvork 11a.s contributed to the understanding of nonlinear hyper- 
bolic systems of equations, such as the compressible Euler equations. The main 
ingredient in the study of such systems is the concept of characteristic surfaces 
and the theory describing their properties. See, for example, Courant and Hilbert 
(1963). A brief summary of the theory is given in the appendix. 
Characteristic surfaces in spacetime can be viewed as propagating wave fronts 
and are usually interpreted as disturbance waves in the system that the equations 
represent. This picture beconles inore useful and much clearer in the special case 
of systems in two independent variables, where one of the independent variables 
is time. It is in this special case that most of the work has been done. It is 
useful to thinli about unsteady one-dimensional gas dynamics as an example of this 
case. The characteristic su~faces now become curves in two-dimensional spacetime. 
This is a serious simplification, since no~v there are only two possible propagation 
directions for \\7a\res, the positive and negative spatial direction. Moreover, the 
equations written along these characteristic directions are greatly simplified. Under 
certain conditions, one can define functions that are invariant along these paths. 
They are the familiar Rienlann Invariants. The solution can be written, locally, in 
spacetime as a superposition of these cllaracteristic waves. Each invariant satisfies 
a simple convective equation, tl~us, the original systeill of equations is replaced by 
an equivalent set of convective scalar ecluations. This is the decomposition into 
the characteristic scalar fields. For gas dynamics one has convective waves that 
propagate with the local fluid velocity and the acoustic waves that propagate with 
the 1oca.l speed of sound, in the reference frame of the fluid. 
When there are more than two independent variables, such as the case of un- 
steady inultidimensional flow in a gas, the situation becomes more difficult. The 
characteristic curves now become cllaracteristic ma.nifolds in a higher dimensional 
spacetime. These manifolds can be viewed as being generated, locally, by appropri- 
ate vector fields. The directions of these vector fields are dubbed bicharac teristic 
directions and the vector fields are generators of a cone which is called the bichar- 
acteristic cone, This cone is tangent to the chasacteristic manifolds. Now, there are 
more than just two available directions for the propagation of waves. This difficulty 
is to be expected, but in addition to this, the equations no longer simplify the same 
way as ia one-dimensional flow. The equations call be writ ten along the bicharac- 
teristic directions and the cl1a.racteristic decompositioil of the original system into 
scalar fields can be carried out, formally, as in the case of two independent vari- 
ables. But now, the equations are not simpler in any way than the original system. 
FLiemann 1nva.sia.nts no longer exist along these paths a.nd the solution cannot be 
written a.s a simple superposition of waves a.s before. 
These difficulties in higher dimeilsional systeills become more important in light 
or' possible ~lumerical applicatioils and use of these ideas to create accurate com- 
putational methods for generating solutions. The basic theory of characteristics 
for I-D flows in gas clynainics was used in the past as a computational tool under 
the name -Method of Characteristics. Under the assumption of zero entropy gra- 
dients the equations are integrable along the characteristics and so the problem of 
computing tlle solutioii is equivalent to the problem of numerically generating the 
characteristic paths in tvi70-dimensional syacetime. The estension of the method 
to multidilllensional flo\vs runs into difficulties for the reasons mentioned above. 
A good attempt at extending it  is given by Butler (1960), who also discusses the 
difficulties. 
In the present paper a diflerent type of local wave decomposition, the RIM 
decomposition, is given for the conlpressible Euler equations, which holds under 
slightly different smoothness assumptions than the fanliliar characteristic decom- 
position. hlanifolds in spacetime are found on which there are Riemann I~variants 
analogous to those in I-D flow. If AT is the numnber of spatial dimensions, there 
is, in general, an (N - 1)-parameter family of such N-dimensional manifolds in 
spacetiine on which these generalized Riemailn Invariants are constant. For paths 
along these manifolds the equations of motion reduce to the equations of 1-D flow. 
By projecting the ecluat,ions of illotiola on these hypersurfaces, as a first step, one 
can integrate t,hein n~lnlerically or otherwise by using; techniques that work with 
1-D problems. Of course this projection requires care. Generalized Riemann In- 
variants exist as long as there are no entropy gradients. The situation is completely 
analogous to the one-dimensional case. Esplicit expressions for the direction and 
speed of propagation of the wave fronts that these manifolds represent are found 
directly from the Euler equations. It turns out that they depend on particular 
combinations of the spatial pressure and velocity gradients. The ability to write 
explicit expressions for these waves is what makes this decomposition very useful 
from a theoretical and computational point of view. Iinowledge of the spatial gra- 
dients in the flow contains a great deal more iirfonnation, locally, than that given 
by the familiar characteristic decomposition. Moreover, the combinations of spatial 
gradients that are important are revealed in a very natural way by seeking paths 
along which the one-dimensional equations hold. It is these combinations that pick 
out important directions of local wave propagation. Moreover, it becomes apparent 
that it is possible in sonle cases to coinpute the solution at a certain point in space- 
time using informatioil from outsicle its doinadn of dependence. This is because 
the appropriate Riemann Invariant waves may be traveling at speeds greater than 
the largest characteristic speed. Also, it is possible for a subsonic flow to exhibit, 
locally, a "hyperbolic"-type behavior depending on the flow gradients. This result 
is interesting and its rela tion to the theoreins of uniqueness is discussed. Details 
on the proofs of these ~uliqueness theorems can be found in Courant and Hilbert 
(1963): Friedrichs (1954); Friedrichs and Lax (1965), and Iiato (1975). 
The proposed RIM wave decomposition is also useful in the context of the re- 
cent high-resolution schemes developed for computing hyperbolic systems of equa- 
tions such as the con~pressible Euler equations. These high-resolution schemes, 
such as the EN0 and TVD schemes, described by Harten et  al. (1987) and Harten 
(1983,1984)' the MUSCL scheme introduced by van Leer (1979), PPM by Colella 
and Woodward (1984) and Roe's Approsima.te Riemann Solver given by Roe (1981), 
take advantage of the extensive theory on hyperbolic systems of equations in two 
independent variables. The maill idea is to develop stable and at least second-order 
accurate schemes for conlputing a scalar convective equation. Systems of equations 
are then treated by using the characteristic decomposition into scalar fields, which 
works very well for systems in just two independent variables. Weak solutions, i.e., 
discontinuous solutions are allo~ved by using a conservative formulation and mak- 
ing sure that the discretization of the scalar field equations is at least second-order 
accurate, but does not generate spurious oscillations. In the context of gas dy- 
namics the above procedure can be viewed as using, locally at each computational 
cell interface, the method of c1zara.cteristics to compute the appropriate flux terms. 
Since discontinuous solutions axe espected, the method is generalized by solving 
an appropriate Riemaniz problem. The solution to this Riemann problem has to 
reduce to a. second-order solution to the characteristic scalar field equations in the 
absence of discontinuities. This is the spirit of extending to second-order accuracy 
the original Godunov scheine (1959). 
Altl~ouglz the application of this idea is straight forward for the one-dimensional 
case, the extension to in~~ltidimensioi~al flows is not. Practically, these schemes are 
estended to more dimensions by treating the additional spatial dimensions sepa- 
rately. The colnput at ion is not truly lnulti dinlensioizal, but rather a number of 
separate, one-dimensioalal computatioiis in eacli spatial direction. Even schemes 
that appear to be nlultidin~ensioiaal (unsplit), actually use the local directions of 
the grid to set up ails1 solve a I-D Riemann problem, thus taking advantage of the 
1-D results. EfForts to creat,e a gelluinely ~llultidimensional scheine are those by 
Roe (1986); Hirsch & Lacor (1989), and Decoizincli e t  al. (1986). A true extension 
of the Godunov sclzenle to the inultidirnensional case would be finding a solution 
to the m~~ltidimensiond Riemann problem. For 1-D gas dynamics, it can be shown 
that the Riemann problem has a unique solution and that the general, initial value 
problem has a unique weak sol~~tion. See Glilnin (1965) and Smller (1983). This 
has not yet been done in higher dimensions. The wave decomposition presented 
in this paper can help in generating unsplit schemes for computing gas dynamical 
flows. It provides a way of using the 1-D techniques in a rnatlzematically consistent 
way. When the equations are "projected" on the Rieinann Invariant Manifolds they 
become the 1-D equations. A different way of looking at it is, that this new wave 
deconlposition provides one 1vit11 a set of convectit-e scalar field equations that can 
be discretized in the spirit of t11e high-resolution schemes such as TVD. Moreover, 
this clecomposition reduces esactly to the characteristic one in 1-D flow. 
2. The Coillpressible Euler Equat iol~s  
2.1 Characteristic theory 
The equations of interest are those governing the 3-D inviscid flow of a com- 
pressible fluid. All the results presented holcl for the general three-dimensional case, 
a.lthoug11 for visua.liza.tioa purposes the figures are given for 2-D flow. It is much 
easier to visua.1ize a three-dimeasiona.1 spacetime than a four-dimensional one. The 
equations of motion can be written in the non-conservative form 
where p is the density, p is the pressure, u = (tc, I), 2 ~ 7 ) ~  is the velocity vector and a 
is the speed of sound. Eqs. (1) can be written in the general form 
where 
u p 0 0  0 
0 0 1 / p  
er = 
0 0 o u  
0 pa2 0 0 
2 J O  p 0 0 w o o  p 0 (3) 
0 0 0  2 0  0 0 
= ( a  0 0 pa- , !), = [L 0 0 ;. 0 pa2 : ip). IU 
There are five unknown functions defined on 4-dimensional spacetime, Le . ,  N = 3 
spatial dimensions. One can easily specialize the following results to the case N = 2, 
or N = 1. This is a hyperbolic system and its characteristic manifolds can be found 
in a straightforward way. There is a convective characteristic surface which is locally 
generated by the fluid velocity u and a family of acoustic characteristic surfaces that 
are generated by the local bicharacteristic vectors u + an , where n is a spatial unit 
vector. Details can be found in the appendix. 
The differential equations that hold on the characteristic manifolds can be 
found, formally, by attempting to diagonalize the matrices that appear in Eq. (2). 
Given an arbitrary unit vector 11, a straightfor\varcl calculation yields the left and 
right eigenvectors of the matrix n A . where A = (A,, .4, A , ) ~  . The differential 
equation that holds along a characteristic ray can be found by multiplying from the 
left by the appropriate eigent-ector; i.e., 
where (., a )  is the usual inner prod~lct in Rn' and A 1  is the number of equations, 
i.e., -ad = 5. The sulllnlatioll conrrention is adopted for all repeated indices. By 
multiplying from the left 11-i th the left eigeilvectors l k  corresponding to the acoustic 
manifold of the Euler ecluntions, one finds the differential equation, which holds 
along the bicharacteristic, x ( f )  = u + oil , 
Using i d e s  nota.tion a.nd dividing through by pa, 
where bij is the Kroneclcer delta.. Since the tensor S i j  - 72;12j is symmetric, 
where 
is the rate of stra.ill tensor. Only the synlilletric part of the velocity-gradient tensor 
eaters in the tern1 G,, . 
The significance of Eq. (5) can be seen by deriving it in a way that is not 
related to the concept of characteristic manifolds. Consider an arbitrary, spatial, 
unit vector n. The last two equa.tions in (1) can be combined to give Eq. (5). The 
momentum equation can be written as follo~vs, by taliing its inner product with the 
vector pail and adding a.nd subtracting the term pa2i1.(Vu) 11 ; i.e., 
The energy equa.tion can be written 
Adding the two equa.tions gives Ecl. (5). 
It is clear from this derivation that this ecluation holds for an arbitrary vector 
n. It gives the relation betxxreen velocity changes and pressure changes along the 
direction x = u+ail. It is our knowledge of the characteristic surfaces, which allows 
us to identify these directions as the generating rays of the acoustic characteristic 
manifold, i.e., the bicl~aracteristics. It is also important to notice that it is redly 
a family of equations. By fixing 11 to be a unit vector, it is easy to see that Eq. 
(5) or (6) is actually an ( N  - 1)-pasanleter family of equations. Indeed, for two- 
dimensional flow (AT = '31, the vector n is co~lstrailled to the unit circle and for 
three-dimensional flow it is constrained to the surface of the unit sphere. This is 
important because, although they are all dependent equations and consistent with 
the original system (I), a particular clloice of 11 may be optimal for computational 
Durposes. 
If there are no entropy gra.clients, then ( 5 )  can be further simplified. Define the 
thermodynamic state variable TV by 
where the integral is perforined in therinodylla.inic state space along a path of 
constant entropy s. For a perfect gas this function is simply 
where y is the specific heat ratio. Then, Eq. ( 5 )  can be written [z + ( u  + aii)-vT/lr + I + ( u  4- an)  V ( u - n )  I 
The vector 11 is assumed to be constant. One ca31 define a family of functions given 
by 
R, z 147 + u-11 . ( 1 1 )  
These functions are going to be the generalization of the failliliar Riemann Invariants 
of one-dimensional flo~v. Ecl. (10) can now be n~sitten 
The presence of the term aG,  = a  ( S i j  - Sij  in Eq. (12) acts as a source 
term and coinplieates nlatters ia mn~lltidimensional flows. If a unit vector n  exists, 
such that G, = 0, then along tlae direction x = u  + ail, Eq. (12)  is integrable and 
R, = coast. By esaininiilg the fornl of G,, one can see that it is not always possible 
to find such a direction 11. G ,  is the two-dimensional divergence of the velocity field 
in the plane norrna.1 to the vector la. For the case of 2-D Bow, i. e . ,  N = 2, it can be 
shown that a direction n, such that G, = 0, can be found only when the eigenvalues 
of the rate of strain tensor S are such that 
This condition is not a1wa.y~ satisfied in an arbitrary flow. 
One can find the equations t11a.t hold along the convective characteristic man- 
ifolds in a. sinlilar wag. After this is done, it can be seen that the original Euler 
equations are equivalent to the follo\ving claaracteristic system of equations, 
where 
Gn = [ V - U -  n.(Vu)ll] = ( S i j  - n i n j ) S i j .  
The invariant Ro along the convective nlanifold can be viewed as tlae entropy of the 
system, whicla is constant along a streamline in the absence of shocks. Eqs. (14) 
constitute the claaracteristic clecolnposi tion of the Euler equations into scalar fields. 
Consider now tlle special case of one-dimensional flow (N = 1) in the x- 
direction. The c11a.ra.cteristic surfaces are now c11ara.cteristic curves in two dimen- 
sional spacetime (t ,  z), given by 
The only possible choices for the unit vector are 11 = kg, ,  where 2, is the unit 
vector in the direction of the flow. The family of Equations ( 5 )  consists of just the 
two ecjuations in tlae direction o f  tlae t~vo cl~aracterist~ics, 
These two equa.tions are written in tlae naore conventional form as 
where the time derivatives are derivatives along the appropriate characteristic di- 
rections. The equations are greatly simplified because the source-like term Gn is 
identically zero. When there are no entropy gradients in the flow, Eqs. (14) reduce 
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The two functions Rk are the familiar Rie~na.nn Invariants and are indeed invari- 
ant along the characteristic directions as shown in (18). It is in this special one- 
dimensional case that the characteristic decomposition is computationally useful 
and also gives a clear picture of wave propagation as a local superposition of char- 
acteristic waves. Eqs. (18) are the starting point for the method of characteristics. 
Indeed, they can be integrated to give 
d 
-(Tlrfzl) = 0 +R* = W f u  = const, dt 
along the characteristic directions. The problem of integrating the Euler equations 
reduces to a geometric one in spacetime; that of integrating the characteristic curves. 
Looking at the general nlultidilllensional decomposition (14), there is no ap- 
parent advantage in integrating the eclua tions of motion along t he bicharacteristic 
directions, which can be viewed as the nlultidimensional estensions of the character- 
istics in 1-D. First, one has a ~nultitude of bichasacteristic directions to choose from 
and second, the equations of motion do not greatly simplify because of the pres- 
ence of the source-like tern1 G,, . The gene~alizat~ion f the simple, one-dimensional 
results does not appear to be straightforward, and this has thwarted many efforts 
to extend the method of characteristics to higher dimensions. The characteristic 
surfaces are significant for theoretical reasons and primarily for the role they play 
in proving the existence and uniqueness of solutions. The esistence and uniqueness 
theorems are closely related to the concepts of doina.in of dependence and domain of 
influence. Integrating along paths on the characteristic surfaces gives no advantage 
over int,egrating along, say, x = colast paths, m:hicll is what is usually done on a 
cornpu t er . 
2.2 Rie1-ilanr-i Invariant Manifolds 
A different type of wave decomposition occurs when one asks the question: 
is i t  possible to find paths in spacetime aJong which R, = co?-~st ? 
These paths would be simi1a.r to the cllaracteristics in 1-D and could be used 
as integraking pa.ths. Obviously, these paths are not the bicharacteristics. The 
paths of interest will have to lie on the surfaces R,(t,x) = const. These surfaces 
can be viewed as Riemasn 1nvaxia.at waves and can be used to construct solutions, 
numerica,lly. They are given the nxne Riemann Invariant Ma.nifolds (RIM). At 
first sight, it is not clear why looking for invariants will be useful or whether it 
is possible to find explicit espressions for their speed and direction of propagation 
directly from the equa.tions of motion. These matters will be clarified in the end. 
For now let's find such paths in spacetime, motivated solely by the one-dimensional 
implementation of the method of characteristics. 
It is easy to see what paths lie on the surfaces R, = const in spacetime by 
adding a.nd subtracting the following term in Eq. (12) ,  
where v is a velocity. Ecl. (12)  is now written 
dRn 
at -+ ( u  + (rn + v)-VRn + aG, - V - V R ,  = 0 .  
If the velocity v is chosen so that 




-+ ( u  + ail + v).VR, = 0 .  
Eq. (23) says that along the pa.tl1s 
the function R,, is constalat. Eq. (22) is sinlply a conlpatlbility condition, which 
must be satisfied bj- the integral curve of (24), in order for it to lie on the surface 
R, = const. The velocity v clepellcls on the local, spatial gradients of the flow, as 
can be seen from Ecl. (22) .  Given a point in the flow where V R ,  and G, have a 
specified value, this rela.tion is linear in the velocity components of v. The reason is 
that there is an infinity of curves passing through this given point, which lie on the 
surface R, = const. See Fig. 1. All possible cl~oices of v correspond to all possible 
directions of motion on this surface. WIoreover, it is well known from differential 
geometry that there are an infinity of curves for every such direction. In what 
follows, some interesting and useful cl~oices of directions will be examined. 
 FIG.^ The surface R, (t,x) = const in three-dimensional spacetime. There are an 
illfinity of curves passing through a. given poiat, which lie on this surface. 
The assumption of zero entropy gradients allo~ved the inti-oduction of the Rie- 
maxm Invaria.nts R,, 1v11ich simplified the allalysis by making the equations inte- 
grable. Let's abandon this assumption and repeat the previous analysis. Eq. (5) 
will be the starting point: 
By adding and subtracting the term 
and for a v chosen so that 
V .  [Vp + paV(u n)] = pa' [V. u - 11-(Vu) 111 , ' 
one finds 
Again 11 is assumed to be a constant vector. Eq. (27) can be written in a more 
conventional form a.s 
along the paths 
x( t )  = V u + an + v , 
where U, 3 U .  11 , i. e . ,  the velocity cornpollent in the direction of the fixed 11 
vector. Eq. (28) is of the sanle for111 as the first of Eqs. (17), which holds along 
the C+ characteristic in the 1-D case. The previous discussion for the R, = const 
surfaces holds for these manifolcls as n-ell, but their interpretation is different and 
more general. The solutions at any two points on such a manifold, connected by 
a trajectory given by (29), are related in esactly the same way that solutions are 
related along characteristics in the 1-D case. I\;nowledge of the integral curves of 
the vector field (29) allows one to use the simple results of the one-dimensional 
theory in multidilllellsional flows. In ~vha t follo\vs, the nota.tion R, = const will be 
used for these illanifolcls even when entropy gradients are present and the Riemann 
Invariants R, = 117 + u-11 cannot be used. 
2.3 Geoinetry of the Rieillailil Iilvariailt Mailifolds 
It is interesting to see what the geonletry of these manifolds is, especially in 
relation to the characteristic manifolds. A few different ways of describing their 
geometry are presented in TI-hat follo~vs. 
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One way of visualizing the relative position of the characteristic manifolds and 
the Riemmn Invariant Manifolds is by esamining the motion of the equivalent 
(N - 1)-dimensional fronts. Recall that any starface ~ ( t ,  x) = 0 in spacetime, is 
equivalent to a wave front. For simplicity consider the case of a two-dimensional 
flo\v; i.e., N = 2. Fig. 2, sho~vs tlle 1oca.l geometry and motion of the wave front 
Rn = const for a finite time At. The local unit normal of this front is 
For the ca.se of zero-entropy gradients, this is seen t,o be 
It is innportai~t to note that the unit normal 11 serves as a label for the particular 
manifold. It deterlnines the fluid velocity component that is used for the equivalent, 
one-dimensional problem. The vector la should be considered as the parameter of 
the one-parameter family of Riemann Invariant wave fronts. From Eq. (30), it is 
apparent that N depends on n. Moreo-ves, the mapping is not bijective; i. e., it is 
not always possible to find a wave front R, = const for an arbitrary N. The spatial 
gradients of the flow deternline a range of allowed propagation directions N for 
these fronts. This is very important, because it is the reason why even a subsonic 
flow may eshibi t locally a "1.lgiperbolic" - type behavior. 
It is aiso useful to define the vector 11- , which determines the front propagating 
in the -N direction; i.e., 
if it exists. One can also define N- by 
 FIG.^ Local geometry of the Rielnann Inz?a.riant front R, = const. The outer 
nor1na.l is N and its velocity is V. 
I t  is important to keep in mind that in general, 11- # -11 and N- # -N. 
The velocitsy of the front R,, = const is given by 
where v has to sa.tisfy Eq. (26); i.e., 
v .  [Vp + paV(u- n)] =  pa"[^ u - 11. (Qu) a] . (35) 
The geometry of the front at time t + At is colnpletely determined by the normal 
front velocity. One can add an arbitrary, tangential velocity component without 
changing the front geometry. This freedom is seen in choosing the velocity compo- 
nent v, which need only satisfy Eq. (35). This equation represents a straight line in 
velocity space. It is possible to find the front velocity that corresponds to minirnum 
jv]. This is the case when v // N. The corresponding front velocity is 
The integral curves of this vector field are the curves on the manifold R, = const, 
which are closest to the bicharacteristics x(t)  = u + an. The normal front velocity 
can be found by combining Eqs. (30),  (34) and (35),  
where M, is a dimensionless number defined by 
and plays the role of a,la a.lgebraic Ma.c.11 number. The front velocity can also be 
chosen so that the integral curve of this vector field is as close to the fluid streamline 
as possible. This is done by ~ninilnizing Iuii + V I  in Eq. (34). It is possible to show 
that this is minimized when (an -+ v) // N. The front velocity in this case is given 
by 
Vs = u + M n a N .  (39) 
This particular choice of front  rel lo city is very useful because it resembles the bichar- 
acteristic velocities that generate the characteristic manifolds. It is clear that the 
parameter JU, is an illdication of 110117 much the ~nanifold R, = const deviates 
from the local characteristic surfaces. Ila Fig. 3, a. normal slice of these surfaces is 
shown. A normal slice is the intersection of the surface with the plane defined by 
the direction N and the time axis. The surface R, = const is characteristic when 
M ,  = rtl. Furthermore, it is time-lilie when -1 < A4, < 1 and space-like when 
1M,1 > 1. The following usef~~l  relation can be found by combining Eqs. (30),(35) 
2U-d (38)' 
paG, M,,  = 11-N + , (40) 
I ~ p - t p a ( ~ u ) T n l  ' 
Most of the geometrical information of the Rienlann Invariant Manifolds is 
contained in the two quantities N and M n .  They show the allowed direction of 
propagation of the corresponding fronts and how much they deviate fiom the char- 
acteristic surfaces. They both depellcl on the unit vector m, i.e., on the particular 
Fic.3 Normal slice of the Riemasn Invariant Manifold R, = const and the char- 
acteristic manifolds. Their rela.tive position is determined by the parameter 
M,. \Vhen lMnl 5 1 , the surface elenlent is time-like. This is an example 
of a spa.ce-like surfa.ce. 
choice of Riemann 1111-asiant. l4anifolcl. Using the definition of M ,  (38) and the 
equations of motion ( I ) ,  one ca,n show t11a.t 
where D/Dt  denotes the Lagrangian derivative. It is interesting that the magnitude 
of M ,  depends directly on the difference between the pressure gradient in the n 
direction and the pressure change along the fluid-particle streamline. For the case 
of zero-entropy gradient, it is easy to show that 
n.VT/TT + V - u  
- - 
1 DR, M, = I V W  + ( ~ u ) ~ n I  alVR,I Dt ' (42) 
The starting point of this discussion has been Eq. (12); i.e., 
a Rn. 
-+ ( u +  au).VR., + a[V-u - n.(Vu)n] = 0 . 
at 
This equation is a first.-order differential equation for the function Ra = Rn(t,x). 
See appendis for details. It resembles a Hamilton-Jacobi equation similar to the 
one satisfied by the cl~aracteristic manifolds. The Hamiltonian in this case is seen 
to be 
H (x, p) = (u  + an).p + aG,  , (44) 
where 
p = CR,. (45) 
The only conlplication here is that this ecluation is not independent of the others 
in the system. Nevertheless, coilclusions can be dra~vn about the geometry of the 
integral manifold in (AT+-2)-dimensional space (t, x, R,) or more importantly, about 
the geometry of the slices R,, = co~lst in spacetime (t, x), using the insight gained 
from the study of lst order PDEs asld in particular, the Hamilton-Jacobi equation. 
If one applies the results obtained for the Hamilton-Jacobi equation to Eq. (43), 
formally, then Eqs. ( A X )  and (A.22) of the appendix give 
The integral inanifold of (43) cas be conveniently visualized, locally, as a network 
of surfaces R, = const. See Fig. 4. Eqs. (46) describe how R, changes along the 
bicharacteristic directioils x(t) = u + an. The bicha.ra.cteristic curves do not lie on 
the surfaces R, = const. Recall that the vector 11 is a constant, which labels the 
particular network of Rielnann Iil\rariant h/Ianifolds. If it is possible to find a vector 
n such that G', = 0. then the 11icharacterist.i~~ lie on the surfaces R, = const. It is 
important to keep in lnind that, the integral curves of the vector field x(t) = u + a n ,  
with n a constant vector, are not the bicharactesistics. They are very close to the 
bicharacteristics for a short time. In order to remain on a bicharacteristic, the 
vector 11 must change according to the second of Eqs. (46). 
In general, integrating Eqs. (46) to find the solution at a point P (see Fig. 
4), provides no computational advantage. It is apparent from the figure that there 
are an infinity of paths C oil the surfaces R, = const that can be used instead. 
The problem of finding the solution a.t P reduces to computing the geometry of the 
curves accurately, by integra ting 
All such paths C are not equivalent n~imerically. The local curvature of these 
surfaces is also an important consideratioil in choosing the most convenient path 
for numerical integration. One can try to minimize the numerical error by varying 
the direction of alqxoacll to the point P. It is also possible to estimate the curvature 
of a particular path and to use this infornlation to achieve higher-order accuracy in 
the integration of (47). Moreover, by varying the vector 11, i . e . ,  varying the network 
of Riernann Invariant Manifolds, it is possible to opti~nize the scheme even further. 
The algebraic parameter JW ,, sho~vs TI-hether the surface R, = const is space-like 
or time-like. Surfaces with J M ,  >> 1 should be avoided, because the timestep 
required to integrate Eq. (47) accurately would be too restrictive. 
It is possible to find the projection of an arbitrary path x ( t )  = W on the 
surface R, = const. The projection is defined to be the path x ( t )  = V, on R, = 
const, such that lvLl is minimum. TX-here 
vL = vw - W e  
Since the projection is on tlle R.iemann 1nvaria.nt Manifold, 
Vlv = U +  a n  + v , ~  , 
where v, satisfies the compatibility condition (35). It is straightforward to show 
that 
V ~ - N  = U . N + J ~ ~ , ~ - N . W .  
It is seen from Ecl. (50) that ivL/ is minilnuin when v' // N. The projection is 
then 
V ,  = ( u . N + & t , a ) N  + W  - ( N . W ) N .  (51) 
x (t) =wan  
 FIG.^ The integral manifold of Eq. (43) is shon~n as a network of Riemann In- 
variant Ma,xlifolds R, = const in three-dimeasional spacetime. It is more 
convenient to integrate along paths C on these surfaces rather than along 
the bicllaracteristic paths x(t)  = u +- an. 
Now, one can find the projecbiola of an arbitrary bicharacteristic direction u + an, 
where n is a unit vector. Substituting W = u + n i i  in Eq. (51) gives the projection 
of the bicllaracteristic, 
V, = ~ + b f , ~ n N f  a[ i i - ( i i .N)N]  . (52)  
Pig. 5 shotvs the projection of the characteristic conoid on a particular surface 
R, = const, ~vhich is space-like; i.e., IiLi,,] > 1. It is reasonable to try to use paths 
contained in the projected colloid for colnputational purposes. The paths given by 
Eqs. (36) a.nd (39) are in this projection. 
Using Eq. (52): it is easy to exanline the iiltersection of the manifold R, = 
const and the local characteristic ray cone. Tl-lis is done by requiring 
In other words, the projection vector Vp, tangent to the Riemann Invariant Man- 
ifold, is required to be a bicharacteristic vector. From Eq. (52) it is seen that one 
must have 
11.N = M,, . (54) 
Since ii and N are unit vectors, this equation has a solution only when -1 5 M ,  5 
1, i. e., when the Riemann Invariant Manifold is time-like or characteristic. This is to 
be expected because, by definition, a space-lilie surface element cannot intersect the 
local characteristic ray cone. It is interesting that when the surface element is not 
space-like, it is possible to find bicl~aracteristic directions along which an equivalent, 
one-dimensional problem holcls. This situation would be the direct extension of the 
method of characteristics to multidimensiollal flows, as it has been attempted in 
the past. A special solutioll is the one discussed earlier for the case ii = n. In this 
case Eq. (54) reduces to 
11.N = JM,. (55) 
Using Eq. (40), 
Yet allother way to visualize the relative position of the Riemann Invariant 
surfaces and the characteristic nlanifolds is to examine the cone generated by the 
vector field (47) in relation to the cha.racteristic ray cone generated by the bichar- 
acteristic vector field. The Rienlann Invariant cone is generated by varying the unit 
vector n. It will be different for the different possible ch~ices of V on each surface 
R, = const. Esamples are sho~vn for the case of two-dimensional flow in Figs. (6)- 
(9). The direction chosen for these examples is that given by Eq. (36). Moreover, 
the point of interest is located at (x, y) = (0, O), the pressure is p = 1, the density 
is p = 1 and the velocity is ( 2 1 , t ~ )  = (0.5,0.5). The plots shown are slices t = 1 of 
the two cones, i. e., the so-called ray surfaces. The bicharacteristic ray surface is a 
circle. 
 FIG.^ The projection of the characteristic colloid at P, on the manifold R, = cl, is 
shown for the particular case IM,,l > 1. It is contained between the curves 
C- and C+. 
2.4 RIM Decslllposition 
The geometrical picture given above suggests an algorithm for integrating the 
Euler equations by finding appropriate integration paths in spacetime. The previous 
analysis can also be vie~vecl in a slightly different wa.y. The original compressible 
Euler equations ha.ve been sul~stituted by the following equivalent system 
where 
X 
 FIG.^ The bicharacteristic ray surface in relation to the Riemann Invariant ray 
surface for the ca.se Vu = (1,Q) ,Vv = (-1,Q) and Vp = (1 ,2) .  
-1.0 
-1.0 -.5 .O .5 1.0 1.5 2.0 
X 
 FIG.^ The bicl~aracteristic ray surface in relation to the Riernann Invariant ray 
surface for the case Vn = (5,2) ,Vv = (1,-6) a,nd V p =  (1,-2). 

This is a decomposition into a set of scalar fields, which is different from the char- 
acteristic decomposition (14). This decomposition strictly holds when the spatial 
gradients are continuous. This is not as serious a limitation as one might think, 
at first. The usua.1 chara.cteristic decomposition strictly holds when the solution 
is continuous, i.e., there are no shocks present. Nevertheless, it is still used in a 
useful way when shocks are present because it holds on either side where the flow is 
smooth. The situation is analogous for the RIM decomposition. From a computa- 
tional point of view one can formally try to discretize these equations in a way that 
is consisteilt with a conservative discretization of the original equations, has a pre- 
scribed order of accuracy and does not create spurious oscillations in the presence 
of discontinuities. 
An interesting question t o  ask is: what new inforination esists in this decompo- 
sition that is not already available in the cl~ara~cteristic decon~position and therefore 
why would this be usef~~l? From the analysis it can be seen that a great deal more 
information is containecl in the spatial gradients of the flow. The question of ask- 
ing whether there are paths along wl~ich Rielnann invariants exist, naturally led to 
explicit espressions of special combinations of the gradients that are important in 
finding solutions. It is the combina.tion given in the Mach-like parameter M ,  and 
unit vector N that determine speed and direction of propagation of information 
that is sufficient to deterinine the solution. Higher order geometrical quantities, 
such as local curvature can also be attained from the equations of motion. It is im- 
portant to note that the information carried by the RIM waves is not the minimum 
or in any sense the optimal amount of information needed to generate solutions. It 
is sufficient under the smoothness assumptions. The RIM waves potentially carry 
more information than the characteristic waves ancl are free of charge, since one 
has esplicit expressions for their properties directly from the Euler equations, with- 
out having to integrate them first. One could try to find contour levels of other 
quantities that could be used to construct solutions. More often than not, explicit 
expressions for their geolnetrical properties cannot be found. Moreover, the RIM 
decomposition provides more information than what esists in the gradients and 
could be recovered, say, by a Taylor expansion. This can be seen by looking at 
the propagation direction N as a function of the unit vector 11. This mapping is 
not bijective, which means that the range of possible propagation directions may 
be limited. As 11 varies on the unit sphere for 3-D flow, N does not necessarily 
attain all values on the unit sphere. This range of directions is given explicitly in 
the RIM decomposition of the Euler equations if the gradients are known. A Taylor 
expansion does not give preferred directions. 
As an example consider the case of subsonic flow. The local characteristic anal- 
ysis suggests that informa.tio11 from all possible directions needs to be taken into 
account to construct a solution. We have an "ellipticv-type behavior. The RIM 
decomposition and knowledge of the local spatial gradients shows whether all this 
information is really needed. It is possible in some parts of subsonic flow to have 
sufficient infornnation propagating from a particular region of the flow and, thus, 
have L'l~ype~bolic"-type behavior in subsonic flow. If one likes to think, physically, 
in terms of cl~aracteristic waves, the situation is that the characteristic waves ap- 
proaching frain all possible directions have to combine and interact in such a way 
that the only information really used is the one approaching from the allowed region. 
Everything else will cancel out. There is no choice uncles this smoothness assump- 
tion. This is a compatibility condition enforced by the Euler equations. Therefore, 
the RIM decomposition may not always be "better7' everywhere in the flow, but it 
is additional informatioll that can be used to great advantage. 
Exasmining waves of invaria.nts may a.1~0 be useful for other reasons. It has 
been noticed recently that applying boundary conditions on the invariants of the 
inviscid Euler equations in spectral calculations of the Navier-Stokes equations is 
the only 1va.y to achieve numerical stability, See, e.g., Don and Gottlieb (1989). 
Although in 1-D flows the cha.ra.cteristic decomposition works well, for multidimen- 
sional calcula.tions the RIM deconaposition may be the best at boundaries. The 
N M  decolllposition also transfornls tlae problem of integra.ting the Euler equations 
into a geometrical problem of integrating paths in spacetime. This is esactly what 
the method of characteristics achieves in one-dimensional flow and that is why the 
RIM decomposition can be considered as the estension of that method to the mul- 
tidimensional case. 
It is also important to notice that the second equation in (57), i.e., the entropy 
wave equation is unaffected by the RIM analysis. Entropy waves propagate with the 
fluid velocity and that does not change. This equation is irrelevant only in the case 
of homentropic flow as in the one-dimensional case. In the context of numerical 
applications tllis means that the RIM analysis does not provide any additional 
information for this particu1a.r equa.tion. 
It is important, a.t this point, to mal;e some remasks about the information that 
is provided by the local geonletry of these Riemann Invariant Manifolds. The fluid 
velocity u and the speed of sound a provide informa.tion about the local geometry of 
the chaxacterist ic surfa.ces. In particula.r, they give the local, bicha.racterist ic cone. 
The significance of the c.l~a.racteristic surfaces is discussed in the appendix. Their 
interpretation a.s xvaves of derivative discontinuities is important. What is more 
significant is the role they play in proving the esistence a.nd uniqueness of solutions. 
The cha,rracteristic surfa.ces determine the doma,ins of dependence and influence of 
the solution.   he concepts of c1oma.ins of clepenclence a,nd influence are a direct 
result of the a.ssulllptions and results of these theorems. 
ICnowledge of the local, spatia.1 gra.dients in the flow provides additional infor- 
mation, as seen in the RIM decomposition. It is important to note that the solutions 
at points on these manifolds a.re rela.ted in a simple way and that these relations 
can be used to determine the solution at a given point, say, numerically. What 
may appear disturbing, at first sight, is tha.t these manifolds may be space-like. In 
other words, the solution at some point may be computed from the data at points 
outside its domain of dependence. See, for esample, Fig. 8. Actually, in the case 
of zero-entropy gradieats, there is a simple, explicit algebraic expression relating 
points connected by space-like paths in spacetime given by the Riemann Invariant 
R, = T/V + u - 11. It then beconles trivial to compute the solution at a given point 
from the solution a.t points on these Rieinann Invariant Manifolds. The difficulty 
is transferred to the task of finding the exact location of the relevant points by 
integrating x( t )  = V. In any case, no matter what their exact location is, these 
points are going to be outside the domain of dependence, if the Riemann Invari- 
ant Surface is space-like. There appears to be a disturbing inconsistency with the 
concept of doma.in of dependence as described in the uniqueness theorems. Fig. 10 
is a simplified, one-dimensional picture illustrating this situation. The solution at 
point P is computed by using the linown solution at points Q1 and Q2 outside the 
domain of dependence D. 
 FIG.^^ The solution at point P is related trivially through the Riemann Invariant 
functions to the solution at points Q1 and Q 2 ,  which are outside the domain 
of dependence B. 
Careful esamination of the esistence and uniqueness theorems for these hyper- 
bolic systems of equations shows tha.t there is really no such inconsistency. It is 
true that if the data in I) are different, then the solution at P will change. But 
so will the paths Q I P  and Q2P. MTlaat seems odd at first is that even though the 
data in D are szlfficiei~t to cleterlnine the solution a.t P ,  there are points outside 
D where the data are "related?' to the solutioll at P. The uniqueness statement is 
that points outside D cannot affect the solution at P. This is usually interpreted 
as meaning that any relation between the data outside D and at P must be com- 
pletely random, depending on the data on the surface t = 0. This is not true. 
The local, spatial gradients clete~mine a local relation of this form along space-like 
paths. The data in D are sufficient to determine the solution at P,  and if the data 
in D are altered, the solution at P will change. Nevertheless, the solution at P is 
not completely unrelated to the data outside D. This has to do with the fact that 
knowledge of the local spatial gradients and their smoothness constitutes additional 
information about how the initial data on t = 0 are related. The uniqueness proofs 
are based on requiring the absolute minimum in terms of smoothness restrictions 
on the data. The cla.ta are sinlply recluired to be continuous. Discontinuities in the 
derivatives are allowed, and it was sho\~-n that these discontinuities are propagated 
by the characteristic surfaces. Other singularities in the derivatives also propagate 
along the characteristic surfaces. If the data are allowed to have jump discontinu- 
ities, then these jumps will propagate along the shock manifolds. The characteristic 
surfaces separate the regions of spacetime, ~vllere the derivatives of the solution are 
continuous. It is in these regions that lino~~rledge of tlle gradients provides addi- 
tioilal iilforilla.tion about the solution. This ac1dittional information is conveniently 
visualized through the geoinetry of the Riema.nn 1nvaria.nt Manifolds and can be 
used for computa.tional purposes. 
Those fanliliar with numerical methods for integrating hyperbolic equations 
are aware of the CFL stability condition wl~ich states, in effect, that data outside 
the domain of dependence nlust be used to achieve numerical stability. The pre- 
vious discussion has nothing to do with this notion of numerical stability. Given 
the smoothness condition, data outside the domain of dependence may be used as 
prescribed in the RIM deco~llpositio~l and this has nothing to do with numerics. 
It suggests an interesting physical rela.tion between the concept of smoothness and 
that of speed of propagation of informakion, which is a prevalent concept in modern 
physics, e.g., in the t,heory of relatix7it.y. 
A new approach for studying wave propagation phenomena in an inviscid gas 
has been presented. The RIM wave decomposition, in general, provides more in- 
formation and insight than the fa.ini1ia.r chara.cteristic decomposition. This decom- 
position is a local one and is not used to construct global solutions of the Euler 
equations, but it transforms the problem of integrating the Euler equations into a 
geometrical problem of integra.ting paths in spacetime. This is exactly what the 
method of cha.racteristics achieves in one-dimensional flow and that is why the RIM 
decomposition can be considered as the estension of that method to the multidi- 
mensional case. 
There is no unique, 11umerica.l i i~~plei l~ei~t  at ion of these ideas. The theory sug- 
gests that the I-D chasa.ct~eristic problenl may be used along trajectories that lie 
on the Riemann Invaria.nt Manifolds. This is a. necessary constraint, but additional 
degrees of freedom are available for pic1;ing a numerical scheme. 
This work is cart of a larger effort to investigate inising and combustion, spon- 
sored by the Air Force Office of Scientific Research Grant No. 90-0304, whose 
support is gratefully ~~~~~~~~~~ledged. The first author tvould also like to thank the 
members of the G,4LCIT colnlnunity that helped ~ v i  th their insightful comments 
and suggestions. In particular, the cliscussions with G.B. Whitham are greatly 
appreciated. 
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APPENDIX A 
Hyperbolic Systems 
A . l  Characteristic Surfaces 
A brief sullllnary of the theory of l~yperbolic equations in Inany independent 
variables and the tl-ieory of characteristic surfaces is presented here to serve as 
backg~otmd. For a more detailed exposition, see Courant and Hilbert (1963). The 
practical problem of interest is the ullsteady flow of a compressible fluid in more 
than one space dimension. This is a specific case of the general hyperbolic system 
of equations in several illclepenclellt varialdes of the form 
where U E 32" is the Al-dimensional solution vector, N is the spatial dimension of 
the problem and (F,,) is the flus vector. Time has been chosen as a special inde- 
pendent variable, and the sunl~lla tion co~lveiltioll is assumed. Eq. (-4.1) describes a 
conservation law and is equivalent to the follo~vi~lg quasi-linear form 
where the A, are the Jac0bia.n matrices, given by 
A,, = aFnz(U) dU 
A linear systenl is one for \vhicl~ the ma.trices An, are independent of the solution U .  
The solution is also assunled to be sufficiently sinooth for all operations performed 
to have meaning. 
It is sometimes useful not to single out the time variable t. The advantage of 
this is that the conservation law, Eq (.4.1), talies the particularly simple form of a 
divergence in spacetime, 
where xo t. Greek subscripts will be used when time is not singled out as a 
special variable. In what follom7s, ,40 is usually taken to be the identity matrix I. 
It is also useful sometimes to write (-4.1) and (8.2) using absolute notation, 
au 
- + V.F(U) = 0 at. 
au 
- + A-OU = 0 ,  
a t  
where 
In order for this system of ecluatiolls to be l.lg;perbolic, the matrices A, must 
satisfy certain conditions. The concept of l~yperbolicity is related to the existence of 
special surfaces in space time, whicl~ are called chasacterist ic surfaces. The quest for 
sucll surfaces is inotiva.ted by the Cauclly Initial Value Problem (IVP) for Eq. (A.2). 
Consider a surface v ( t ,x)  = 0 , x E gN, in spacetime. The Cauchy IVP consists 
in specifying initial data l T  on this surface and using Eq. (A.2) to find the solution 
I? = U (t ,x) off the surface. The ilatural question to ask is whether this is possible 
for any surface 9 ( t ,  x) = 0 . 
For visualization purposes, it. is coilvenienlt to consider the special case N = 2. 
Spacetime is now a three-dimensiona.1 space. See Fig. A.1. 
Consider the general coordina.te transformation 
9 = v!f,x) 
d ' k  $'k ( t , ~ )  k =  l,*..,=i'J, 
FIG .A.1 The sui-face y ( t ,  x) = 0 in three-dimensional spacetime. 
where the given surface y ( t ,  x) = 0 is used a.s one of the new coordinate surfaces. 
The transforillation is assumed to be smootlz, with a non-vanishing Jacobian at the 
points of interest.. It is easy to see that 
where U is now considerecl a function of the new varia.bles; i.e., U = U(p,  $k). 
Substituting Eqs. ( A S )  in (-4.2)) one finds 
Assume that initial data are given on p = 0. Then a.11 the tangential derivatives 
are known froin the initial data. a.ilcl only the derivative in the normal direction, 
is unknown. This normal derivative can be found by solving for it in Eq. (-4.9). By 
differentiating (A.9), similar algebraic equations can be found for the higher-order 
derivatives of U in the norlnal direction. One can, then, use these derivatives to 
construct the solution off the y = 0 surface with the aid of a Taylor series expansion. 
It can be seen from Ecl. (A.9) that it is not possible to solve for the unknown 
derivative when 
89 Q d e  ( I  A )  3xm = det ( *Ap)  3% = 0 .  (A.10) 
A surface for wl~ich (-4.10) holcls, is called a characteristic surface. Q is a function 
of the first derivatives of y and is called the characteristic function. Q = 0 is a 
first-order, differential ecluation for the function y = y ( t  , x). Although Eq. (A.lO) 
must hold only for = 0, one can ernbed this surface in the family of q = const 
surfaces. This family is the solution of the first-order, partial-differential equation 
(A.10). Note that all these relations are local. This is particularly important for 
n0nlinea.r problen~s for which the ma.trices A/, and thus the characteristic surfaces, 
depend on the solution U. 
From the previous discussion it follows that the derivative of tlle solution nor- 
mal to a characteristic surface cannot be deternllined by the differential equation 
and therefore, a discontinuity in t.his derivative is possible. The same holds for all 
higher-order, nornlal cleril-atives. Tl l~~s .  one can define the characteristic surfaces as 
the surfaces across u~hich discontinuities in the derivatives of the solution are pos- 
sible. This definition is a little restrictive, because it implies that the characteristic 
surfaces are significant only when discontiiluities are present, which is not the case. 
A more useful definition is that characteristic surfaces are the surfaces on which 
the differential operator in (8.2) may become an "internal" operator. What is meant 
by this is seen from the transformed system (A.9). If 
(A. 11) 
dl1 for a particular vector -, then the system of equations contains only derivatives 
8~ 
on the surface, i.e., no normal derivatives. For Eq. ( A . l l )  to hold for a non-trivial 
value of the normal derivative, the surface p = 0 must satisfy the condition given 
by (A.lO); i. e., it nlust be chara.cteristic. 
The differential operator 
is hyperbolic if real characteristic surfaces exist. This requirement can be made 
more specific by defining 
11 - Vjo/ 1Vp/ 
(A. 13) 
where Vp is the spatial gradient of p. Substituting in (A.lO) one finds 
Q = Q ( ~ I , X )  a det (nn,AnZ - XI) = 0 ,  (A. 14) 
which is the c11a.ra.cteristic equa.tion for the eigen~:alue problem associated with the 
matrix 11-A r nn7 A,, . Given a spatial unit vector 11, if the eigenvalues A m  , m = 
1 , .  . . , A4 , of 11-A are red, then the opera.tor D is hyperbolic. This must hold for 
any unit vector n. The right eigenvectors of this matrix will be denoted by r ,  and 
the left egenvectors by I,. Tllus, 
(11-A) ma = Xn2rn2 
T 177 = 1,. . . ,A4 (No summation on m) . (A.15) (11.A) 1, = X,Enz 
The ccbaracteristic function Q (or Q) is of the forin 
This is because the chara.cteristic function is a. polynomial in the derivatives of y. 
The jth fa.ctor in (A.16) corresponds to a particular type of characteristic manifold 
for the clifferentia.1 operator and to a pa.rticular eigenvalue X j in (A. 14). kj is the 
degeneracy of X j  and the corresponding characteristic manifold. The jth factor can 
be written, in general, as 
Q .  = a9 
- at + Hj(x ,Vy;  IT) = 0 . (A. 17) 
The characteristic ecluation (A.17) is a first-order, partial-differential equation of 
the general form 
for the function y = y(x ,  ). An estensive theory esists for such equations; e.g., see 
Courant and Hilbert (1963). The solution of (A.18) is a surface in the (N + 2)- 
dimensional space (9, z,). 
It is important to note that this integral sul-face can be generated by a family 
of characteristic curves. A11 important special case of (A.18) is the Hamilton-Jacobi 
equation, which arises in many applications in physics, the best known being the 
Hamiltonian formulation of classical mechanics. This differential equation has a 
variational problem asso~ia~ted wit11 it. The general form of the Hamilton-Jacobi 
equation is 
where N is the corresponding Hami1tonia.n function a.nd p is defined as 
The varia,ble zo = t is singled out as a special independent variable, usually time. 
Eq. (A.17) for the jtB claara.cteristic manifold is of this form, with no explicit de- 
pendence of the Ha.rniltonian on time. The action in the Hamiltonian formulation 
of classicall mechanics also satisfies ail equation of this form. The space dimension 
N corresponds to the degrees of freedom of the mechanical system and p, which is 
the spatid gradient of 9, corresponds to the generalized momentum. The following 
canonical system of ordinary diEesentia.1 equakions, 
can then be used to generate the integral manifold 9 = p(t ,x)  from some initial 
N-dimensional manifold in the space (t ,x,  9). Eqs. (A.21) are used to find the 
trajectory x = x(t) and p = ~ ( t )  of the mechanical system in the phase space (x, p). 
They define the cl~macteristic strips for the Hamilton-Jacobi Equation (A.19). From 
Eqs. (A.19) and (A.21), we see that along these paths in phase space, 
The right-hand side of Eq. (-4.22) is equa.1 to the Lagrangian of classical mechanics. 
For the special Hamilton-Jacobi Equation (-4.17), which arises from the study of 
the cl~aracteristic surfaces of (A.11, it can be shown that +(t) = 0. Hence, the 
trajectories x = x(t ) ill N-dimensional space lie on p(t , x) = const surfaces, i. e., on 
the characteristic surfaces. These trajectories are called the rays of the characteristic 
surfaces and the bicllaracteristics of the original sytem of differential equations. 
Any surface p( t ,x)  = 0 in spacetiine, e.g., the one shown in Fig. A.l, can 
be interpreted as a \vatre front. Fig. -4.2 shows a two-dimensional front, which 
is equivalent to a surface 9 = 0 in three-dimensional spacetime. Given the front 
location at time t ,  the motion can be described using the position vector x = X(s, t ) ,  
where s is a convenient parameter, say, the arclength of the front at  the initial 
time t. The unit normal 11 is the one defined in (-4.13). This description of a 
surface in spacetiine is ecluiva.lent to the function p(t ,x) = 0, but is sometimes 
more convenient. It sho~vs how such a. surface can be interpreted as a wave front, 
and in the case of chara,cteristic surfa.ces, it ma.kes more clear their interpretation as 
waves of discontinuities of the c1eriva.tives of the solution. The velocity of the front 
is defined by 
It is interesting to note that the lnotion of the front is specified by the normal 
front velocity a - V  only. A tangential velocity component can be added without 
changing the locatioi~ of the front at some later time t + At. See Fig. A.2. This is 
equivalent to reclefilling the parameter s of the front a.t the initial time t. 
F16.A.2 A two-din~ensional front at tiines t and t + At. This front is described by 
the position vector X(s, t )  and is equivalent to the surface y (t, x) = 0 in 
three-dimensional spa.cetilne. 
For the case of cl~aracteristic fronts, there is a. special local direction that can 
be used to assign a. tangential velocity component. That is the direction of the 
chasa.cteristic rays of the surfa.ce y( t ,x)  = 0 corresponding to this front. The 
cha.racter-ist ic rays are given by the first of the ca.nonica.1 set of Equa.tions (A.21). 
This is possible only because the characteristic rays lie on the surface y = 0; i-e., 
9 [t, x(t)] = 0. It is inlportaut to note that from a computational point of view, 
generating the surface p = 0 locally should be done using the most convenient set 
of curves. These do not always coincide with the characteristic rays. 
The first of Eqs. (-4.21) defines a. vector field in spacetiine given by 
aN 
~ ( t )  = - (x,  p) . 
BP 
Actually, at  every point in spacetiine there is a family of vectors, since there is a 
dependence on the generalized lnon~elltum p = VF. It is easy to visualize this in the 
special case of three-climz~lsiond spacetime. It can be seen that for every possible 
orientation of the unit nornnal 11 ill Fig. -4.2, whicl~ is related to  p through (A.13), 
there is a different bicllaract eristic direction. These directions form the so-called ray 
cone at every point. By integrating in time, the bicharacteristic curves emanating 
from a point form the ray conoid, which is essentially the conical solution of the 
characteristic Hamilton-Jacobi equation. See Fig. A.3. The ray cone is tangent to 
the ray conoid. 
P I G . A . ~  The ray. conoicl through the point P deternlines the domain of dependence 
D a.ncl the clonla,in of influence I of the solution at P. 
1nsofa.r a.s a. cha.ra.cteristic surface can be interpreted as a Tvave, the character- 
istic conoid ema.na.ting from a point can be considered a wave front generated by a 
disturbance at this point. This chara.cteristic conoid is tangent to all characteristic 
surfaces that pa.ss through the given point. Moreover, the intersection of this conoid 
with the hyperplanes t = const determines the donlain of dependence D and the 
domain of influence I of the solution at the given point. See Fig. A.3. 
One can prove tlae existence and uiliqueness of solutions of the hyperbolic 
systems under consideration. These theorenls show that given initial data on the 
hyperplane t = 0, the solution at the point P cannot depend on initial data outside 
the domain of dependence D. Furthermore, the solution at P cannot possibly 
influence the solution outside the forward-facing conoid, which cuts out the domain 
of influence I at some later time t .  The details of tlle proof of these theorems can be 
found in Courant a.nd Hilbert (1963); Friedrichs (1954); Friedrichs and Lax (1965), 
and Ixato (1975). 
The domains D and I in Fig. -4.3 are shown as simply connected. This is not 
necessarily the case for an arbitrary, l~yperbolic system. One can define a space- 
like or time-like surface element passing through the point P with respect to the 
characteristic conoid. A surface element is space-like if its normal direction is inside 
the conoid, and time-like if it is not. The l~yperplanes t = const, on which initial 
data are usually specified, are space-like. The Cauchy IVP has a unique solution 
provided initial data are specified on any space-like surface, not necessarily the 
hyperplanes t = const. 
A.2 Application to Gas Dynalnics 
To illustra.te these concepts consider the esample of interest here, namely, the 
3-D inviscid flow of a compressil~le fluid. The equations of motion can be written 
in the non-conserva.tive form 
(A. 24) 
where p is the density, p is the pressure, u = (u, v, is the velocity vector and a 
is the speed of sound. Eys. (-4.24) can he written in the general form 
P u p 0 0  0 
U = (i), & = ( :  0 0 0  
0 pa2 0 0 
v o  p 0 0 (A.26) w o o  p 0 
o v  0 0 o w 0  0 
0 0 0 pa2 w 
There are five unkao\vn functions; i.e., Ad = 5 ,  defined on 4-dinlensional spacetime, 
i .e.,  N = 3. One can easily specialize the follo\ving results to the case N = 2, or 
N = 1. It is a stra.ightforwasd calculation to substitute (-4.26) in Eq. (A.lO) to find 
(A.27) 
The convective cha.ractesistic ma.nifolc1 is defined by the Ha.inilton- Jacob equation 
It ha.§ a 3-fold degeneracy. The acoustic chas.cteristic nlanifold is defined by the 
Let's exan~iile the acoustic n~anifold given by (A.29) with just the plus sign. Refer- 
ring to  the general Ha.inilton-Jacobi nota.tion, the Hamiltonian is seen to be 
where p = Vv. Froill the canonical ODES ( A X ) ,  it is seen that the rays of the 
acoustic chara.cteristic inanifold are given by 
These rays are the bicharacteristics for the equations of gas dynamics. They are 
the generators of the ray conoid. See Fig. A.3. The eigenvalues A, , m = 1,. . . , 5  , 
of the ma.trix 11-A, are given by the second expression in (-4.13); i.e., 
For the particular example of the acoustic manifold, the Haniltonian is given by 
(8.30) and, hence the corresponding eigenva.lue is 
It is interesting that the eigenva.lue X coincides with the nor~nal velocity component 
of the cha.ra.cteristic front. See Fig. -4.2. It is a.lso ea.sy to show that along the 
bicha.ra.cteristics, 
Therefore, the bicharacteristics lie on the cha.ra.cteristic surfaces, as expected. Sim- 
ilarly, one finds that the ra>-s of the convective ma.nifold (-4.28) a.re the flow stream- 
lines 
x ( t )  = u . (A.36) 
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Abstract 
The theory of Riemanil Invariai~t Maxiifolds (RIM) is used to develop a second- 
order unsplit Godunov-type scheille for the compressible Euler equations. Using this 
theory it is possible to construct a fanlily of conservative shock-capturing schemes 
that are consistent with the theory. This is demonstrated for the special case of 
two-dimensional flow, but the estension to three dimensions is straightforward. By 
choosing the Rieinann Invariant h4anifolds to be those corresponding to the grid line 
directions, it is possible to generate a schenle that is similar to a MUSCL scheme. 
The difference lies in the states u-llicl~ are eventually supplied to the one-dimensional 
Riemann solver a.t every cell interface. The appropriate Riemann Invariant Mani- 
folds are traced back in time, locally, in each cell. This procedure provides the states 
that are connected with equivalent one-dimensional problems. Furthermore, by as- 
suming a linear variation of all quantities in each computational cell, it is possible 
to derive explicit formulas for the stakes used in the one-dimensional characteristic 
problem. 
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Progress has been made in recent years in the development of numerical schemes 
for computing hyperbolic systems of equations. Most of these schemes are based 
on the original Godunov scheme (1959). The main idea is to use the knowledge 
from the theory of characteristics, locally, in each computational cell to compute 
the various flux terms. By doing this, the local wave patterns are accounted for 
accurately. Since discontinuities are liliely to be present, the characteristic problem 
is generalized to allow for their presence. The characteristic equations have to be 
discretized in a way that ensures at least second-order accuracy where the flow 
is smooth and is well behaved near discontinuities. The discrete equations have 
to be approsilnatiolls to the appropria.te jump conditions near shocks. This can 
be done by solving an appropriate Bemann problem near the interfaces of each 
computational cell. The solution to the Rie~nann problem reduces to the known 
characteristic problena in the a.bsence of discontinuities. This procedure is equivalent 
to performing the characteristic deconlposition of the Euler equations as a first step 
and then, discretizing the resulting scalar field ecluatiolls in a way that ensures 
at least second-order accuracy and does not result in spurious oscillations near 
discontinuities. 
The applica.tion of this idea is stra.ightforward for the one-dimensional case, be- 
cause the 1-D Euler equa.tions clecouple into the scalar chara.cteristic field equations 
in a unique ~vay. The estension to multidimensional flows is not that easy. Prac- 
tically, these schemes are extended to more dimensions by treating the additional 
spatial dimensions separately. The computation is not truly multidimensional, but 
rather a number of separa.te one-dimensional computations in each spatial direction. 
Even schemes that appear to be multidimensional (unsplit), actually use the Iocal 
directions of the grid to set up and salve a 1-D Riemann problem, thus taking advan- 
tage of the 1-D results. Efforts to create a genuinely multidimensional scheme are 
those by Roe (1986); Hirsch & Lacor (19S9), a.nd Deconinck e t  a!. (1986). These ef- 
forts are ~ v i  thin tlae contest of conserva.titiue sl~ocli-c~~p turing schemes of the Godunov 
type. Butler (1960) has shown a ~ossible extension of the method of characteris- 
tics for computing unsteady two-dimensional flows. This scheme is also genuinely 
multidimensional. 
A true extension of the Godunov scheme to the multidimensional case would 
be achieved by solving the multidiillensional Riemann problem at every computa- 
tional cell. This is very difficult and it has not yet been shown to have a unique 
solution. Despite this, the RIM wave decomposition can be used to construct un- 
split multidimensional schemes by finding states that are connected with equivalent 
one-dimensional problems. In what follows, the theory of Riemann Invariant Mani- 
folds will be used to construct a conservative, shock-capturing scheme for unsteady, 
two-dimensional flow. The basis for the scheme is a second-order Godunov scheme 
(MUSCL scheme, van Leer, 1979), which is modified to take into account the mul- 
tidimensional character of the flow. The nuinerical fluxes are computed by tracing 
the appropriate Riemann Invariant Manifolds back in time, in order to find the 
states ~vl~ich are rela tecl with an equivalent one-dimensional problem. This results 
in a multidin~ensional scheme witho~t  flus splitting, i. e., a truly unsplit scheme. 
Assuming a linear variation of all quantities in each coinputational cell, it is possi- 
ble to derive explicit formulas for the states used in the 1-D characteristic problem. 
In effect, the Euler ecluatioils are substituted by the scalar field equations resulting 
from the RIM wave decomposition. These equations are then discretized in space 
and time. The application of the theory is demonstrated for two-dimensional flow, 
but the estension to three-dimensional flow is straightforward. 
In the theoretical development of the Riemann Invariant Manifolds (Part I) 
it was shown that the RIM decomposition strictly holds under certain smoothness 
assumptions. Nevertheless, the results can be used in the cases where shocks, i .e . ,  
jump discontinuities, are present. This is because the resulting equations are dis- 
cretized so tha.t they are consistent with the jump conditions in the presence of 
slloclis. The examination of these special illanifolds in spacetime can also provide a 
means of determining spatial directions in the flow which are special in some sense. 
It is important to note that the theory of Riemann Invariant Manifolds can be 
used to construct a. variety of lnultidimeilsioilal nuinerical schemes. What follows 
is simply one example of how a Goclunov-type scheme can be modified to take into 
account multidimensional effects. 
2. Second-Order Godui~ov Scl~eine 
A description of an Eulerian MUSCL scheme will be given, since this is the 
basis for the proposed multidimensional scheme. Most high-order, shock-capturing 
schemes have been developed using the theory of hyperbolic systems in one space 
dimension and time. It is therefore convenient to describe the scheme for this special 
1-D case and then to show the estension to many spatial dimensions. 
The goal is to solve n~lmerically the genera.1, nonlinear system of equations 
This is a general c~laservation law, where t is the time variable, x is the space 
variable and U = lT(t, z) E $2";' is the conserved unknown vector. For the case of 
1-D gasdyna.mics, 
1 2  where p is the density, p the pressure, ir the velocity of the gas and et = (e + 7 u ) 
is the total energy. The internal energy e is related to the pressure p by 
for the case of a perfect gas with constant, specific heat ratio y. 
A finite-volume formnulation is used. The spatial domain is discretized, and the 
average value of the conserved vector U in the jt" cell is denoted by Uj. Quantities 
associated with the two interfaces of the jt" cell are denoted by the subscripts 
j zk 1/2. A general conservative scheme is of the form 
This is really an application of the integral-conservation form of Eq. (1) to the jth 
cell. It gives the cell-averaged, conserved vector U  at the time level n + 1 from 
the previous time level n. An: is the size of the cell and At is the timestep. The 
- 
quantities Fjf 112 are the time-averaged fluxes at the two cell interfaces; i. e., 
where F = F ( U )  is given by Eq. (2). It is important to notice that Eq. (4) is exact. 
In a numerical scheme it is not possible to calculate the integrals given in Eq. (5) 
exactly. The integra.1~ are therefore approximated, and the final numerical scheme 
is of the form 
where the quantities ekl l z  are t11e numerical approximations of the fijkl/z . Every 
conservative scheme red~~ces to calculating the numerical fluxes I',il12 at the cell 
interfaces. All Goduilov scl~emes attelnpt to compute these fluxes by using the 
knowledge from the theory of characteristics, locally, at each cell interface. By 
doing this, the local cllaracteristic wave patterns are accounted for, accurately. Since 
discontinuities are liliely to be present, the characteristic problem is generalized to 
allow for their presence. This constitutes the \-ell-known Rielnann problem. How 
this is clone for the case of a second-order Goclunov scheme (MUSCL) will now be 
described. 
At any given time t,, one has only the a.lTerag;e values of U in each computa- 
tional cell, as given by the discrete schenle (6). The first step in calculating the 
A 
numerica.1 fluxes Fj*-/2 is to reconstruct the solution a.t time t, by some kind of 
spatial interpola.tion. This is a very important step, because the presence of discon- 
tinuities in these flows may cause problems. This constitutes the most important 
step for a variety of high-order, conser~-ative scl~elnes. The second step, then, is to 
use the knowledge of the solution at this time level to solve a local, characteristic 
problem in order to calculate the numerical fluses. These two steps will be given 
for the MUSCL scheme. 
6 
A linear variation of the primitive variables p,  p and u is assumed in each cell. 
The generic quantity q is given by 
P ( 2 )  = q j  + ( 4 Z ) j  ( 2  - x j )  
in the jth cell, where q j  is the average value in the cell, x j  is the center of the 
cell and ( q z ) j  is the slope of q in this cell, which is assumed to be constant. Note 
that discontinuities of these quantities are allowed at the cell interfaces, as shown 
in Fig. 1. 
 FIG.^ Linear varia.tion of the generic quantity q in the jth cell. In general, q is 
discontinuous a.t the cell interfaces. 
The slope ( q , )  j is computed, following van Leer (1984), by 
where 
and c2 is a small constant (c2 << 1). This slope-limiting procedure ensures the 
preservation of monotonicity in the interpolant in regions of discontinuities. 
The numerical fluxes F ~ ~ ~ / ~  are calculated by Eq. ( 5 ) ,  using the trapezoid rule, 
2. e., 
pj*l/2 = $ - (F ( ~ ~ * 1 / 2 )  + F  (UY:;~)) 7 (11) 
where the superscript n + 1 denotes the time level t ,  + At. The problem of finding 
the numerical fluses becoines that of estimating the solution vector U at the cell 
interfaces at times t ,  and t ,  + At. This procedure ensures second-order accuracy 
in time. 
The domain of dependence of x = xj+1/2 over the time interval At is estimated 
by the chara.cteristics at the time level t.  The cl~a.racteristic speeds are given by 
where n is the speed of sound. I11 the esa.inple shown in Fig. 2, the flow is subsonic; 
i. e., c+ > 0 and c- < 0. It is lcilown that dong the cl~a.ra.cteristics Ck the following 
differential equakions hold: 
These two equa.tions are written in the inore con~rentional form as 
where the time deriva.tives are derivatives along the appropriate characteristic di- 
rections. Along the strea.nlline Co, 
 FIG.^ The constant states, which are to be used as the initial condition for the 
Riemann problem at the interface j + 1/2 , are obtained by tracing the 
characteristics back in time from the time level t + At. In this esample the 
flow is subsonic; i -e . ,  c+ > 0 and c- < 0. 
which is equivalent to the statenlent that the entropy remains constant along the 
streamline. Ecls. (14) and (16) form the basis for the method of characteristics in 
1-D gas dynamics. Moreover, when sugpleille~lted with the jump conditions, they 
form the basis for the solution of the 1-D Riemanll problem. 
The state IJ;+l12 is computed as the solution to the Ftiemann problem at time 
t,. The two il~itiai states are those found by estrapolating the linear interpolants (7) 
to the interface j + 112 on either side. The state i7S2 is a little more complicated. 
The pressure p;z;/2 and velocity ~ ; f j / ~  are found by solving the Ftiemann problem 
with initial states those given by the points P* in Fig. 2. This is equivalent to 
discretizing Eqs. (14) in a way that is consistent with the jump conditions in the 
presence of a shock. 
The density is found by discretizing Eq. (16) in the following way; 
if P;G12 < po. The subscript zero refers to the state at point Po in Fig. 2, i.e., the 
state found by tracing the streamline back in time. Eq. (17) is essentially the jump 
condition to take care of the situakion where the streamline is being traced through 
a shock. In the limit of weali shocks this expression gives the density change through 
an acoustic wave. Eq. (18) is just the isentropic relation. 
There are many variations of the MUSCL scheme that arise from changing 
the spatial interpola.t.ion schenle or cha.nging the way the stakes for the Riemann 
problem are chosen. -4 different way of piclcing the two states is by using a Taylor 
series expansion on either side of the interface j + 1/2. The left state of the initial 
condition for the Rieinann problenl is given by the following espansion about the 
center of the jth cell, 
BU dU [T, = ITj + (n :  - zc)- + At- an: at 
= rTj + (2. - z,) (g) - At. (g) 
= i; + lcz - x.) I - ntA1 (g )  , 
where zc is the center of the cell, I is the unit matrix and 
The spatial derivatives are constant in each cell, since a linear interpolant is used. 
Similarly, one finds the right state IT, by espanding in the ( j  + l)th cell. This 
procedure works in practice, and it is mentioned because it can be extended to the 
The process of tracing the cllaracteristics back in time is the best way to find 
the initial condition for the Rie~nann problem for the 1-D ease, but this procedure 
cannot be extenclecl to the ill~~lticlimensiollal case. This is a general problem of all 
similar methods that use knowledge of the theory of hyperbolic systems in one space 
dimension to compute numerical fluxes. It is at this point where one can use the 
theory of Rieinann Invariant Manifolds to find the states that are connected with 
an equivalent 1-D characteristic problem. 
The conventional way of extending these 1-D schemes to more space dimensions 
is through Strang-type, dimensional splitting, given in Strang (1968). Each spatial 
dimension is treated separately, and the result is the "sum" of one-dimensional prob- 
lems in the grid directions. Unsplit schemes like that of Colella (1990) use the grid 
direction to set up a I-D problem, but the states used as the initial condition for 
the Riemann problem are not clearly related via a 1-D problem, even though they 
are corrected for inultidimensio~zal effects. Efforts to create a genuinely multidimen- 
sional scheme are those by Roe (1986); Hirsch St. Lacor (1989), and Deconinck et 
al. (1986). It is also easy to extencl the Taylor-series expansion method, mentioned 
earlier, to inultidimensional flows. The states computed in that way are not clearly 
related via the 1-D characteristic ecluations, but the resulting scheme works in prac- 
tice. Moreover, this scheme is used as a reference point for the multidimensional 
schemes that are proposed, using the RIXd wave decomposition. 
Consider now the case of t\\~o-dimensional flow of a, perfect gas. The second- 
order Godunov sclleine will be described and used a.s the starting point for the 
proposed multidiinensional corrections. The local geometry of a 2-D computationd 
cell is shown in Fig. 3. An ortllogonal grid in the x and y-directions is used. As will 
be seen later, this restriction on the grid can be dropped when the multidimensional 
corrections are introduced. 
The equa.tions of motion for the two-dimensional case are 
where 
 FIG.^ The geometry of the 2-D computational cell (i, j ) .  The interface between 
the cells (i, j )  and (i + 1, j )  is denoted by (i + 1/2, j ) .  N, is the unit vector 
normal to this interfa.ce. For an ostl~ogonal grid this corresponds to the unit 
vector in the z-clirection. 
u = (u ,  v ) ~  is the two-dimensional, velocity vector, and el = e + ilul' is the total 
energy. The internal energy e: is related to the pressure p by the perfect gas equation 
of state (3). 
The spatial-interpolation scheme is the one-dimensional scheme given by Eqs. 
(7)-(10) and is implenlentecl in the two orthogonal grid directions. As mentioned 
earlier, the spatial-interpolation scheine is a very important step, but is independent 
of the efforts to correct for multidimensional effects in the time integration. One 
can devise higher-order interpolation schemes, which take into account the presence 
of discontinuities, such as the i~lterpolatioi used in E N 0  schemes. See Harten et 
a!. (1987). It is also possible to devise schemes that worli on unstructured grids. 
At any give11 time, knowledge of the spakial gra.dients of the Aow will be assumed 
in using the theory of Rienlann Invariant h/Ianifolds to develop a multidimensional 
scheme. 
A Riemann problem is solved at each interface to determine the states at the 
time level t ,  + At. The two states tha.t are used as the initial condition for the Rie- 
mann problem at the interface (i + 1/2, j )  are given by the Taylor series expansions 
on either side of the interface. Tl-re left state is given by expanding about the center 
of the (i, j ) th  cell to the center of the interface, x,, at the later time t + At. It is 
easy to see that the extension of Eq. (19) to the two-dimensional case is 
where x, is the center of the cell, I is the unit matrix and 
It is more convenient to expand the primitive variables p, p and u instead of 
the conserved vector U .  The left state is, then, given by 
P L  = P + [(xP - xc)  - ~ A t 1 - v ~  - ~ t ~ a ' ~ . u  , (26 )  
1 
U L  = u-t [(x,, - x,) - uAt1.V~ - At-Vp, 
P (27) 
where all quantities are evaluated at the center of the ( i ,  j)tl' cell. Similarly, one 
can find the right state by Taylor expanding about the center of the ( i  + 1, j) th 
cell. The velocity component norillal to the interface, i. e., uL .N, is used as the left 
scalar velocity for the 1-D Rienlann problem. I11 other words, a one-dimensional 
Riemann problem is sol\-ed in the direction of the grid line, using the above left and 
right states. As mentioned earlier, these states are not clearly related by the 1-D 
characteristic equations even in smooth, shock-free flow. The tangential velocity 
component used to compute the nunaerical fluxes at the interface, is u, .N$ if 
u,.N, > 0; otherwise it is u,.N$. The notation 
a' I (ix x i,) x a ,  (28) 
for an arbitrary, two-dimensional vector a, will be used throughout. aL is just a, 
rotated by 90". 
3. Multidinlensioaal, Second-Order Goduiiov Schenle 
From the theory of Riemann Invariant Manifolds it is seen that the original 
compressible Euler equations can be substituted by the following equivalent system 
where 
This is a decomnposition into a set of sca.1a.r fields, whicll is different from the char- 
acteristic decomposition. From a. conlputational point of view one can formally try 
to discretize these equa.tions in a way tlmt is consistent with a conservative dis- 
cretization of the origina.1 equations, has a. prescribed order of accuracy and does 
not create spurio~ls oscillations in the presence of discontinuities. 
In the followiilg numerical app1ica.tion it is proposed to use the Riemann Invari- 
ant Manifolds that pass through the interface of each colnputational cell to find the 
states that are clearly relat ecl through an equivalent one-dimensional, characteris tic 
problem. As a first step, tlle geometry of the Riemann Invariant Manifold R, = 
const, corresponding to the arbitrary unit vector 11, will be esamined in the vicin- 
ity of the computa.tiona~ cell (i, j). The spatial gradients are assumed known from 
the spatial-interpolat ion scheme. Moreover, the spatial gradients are constant in 
each cell, since a linear interpolation is used. The unit normal N and the algebraic 
normal Mach number JU, of the 2-D front R, = const are given by 
Both quantities are assumed constant in each conlputational cell. An arbitrary 
direction on the manifold R, = const is given by 
where 
u r M,N + M ~ N ~ .  
M is unspecified and it reflects the infinity of paths on this particular manifold. 
The Mach number of a particular trajectory xn( t )  is 
This positive number JM conta.ins the information about the relative position of the 
corresponding trajectory and the bicharacteristic conoid. When M = 1, the path is 
tangent to the bicllaracteristic cone. When M < 1, it is time-like and when M > 1, 
it is space-like. 
The solution is known at time t .  From the knowledge of the spatial gradients 
of the flow it is possible to find, a.pprosimately, a31 paths on the manifold R, = 
const, which pass tlarough the center of the interface (i + 112, j )  at time t $ At. 
These pa>ths .must be such tha.t 
By approximating these paths by stra.iglat lines in time, one finds 
where xu, r x, (t  ). Using the linear interpolants for the velocity u and the speed of 
sound a at time t  and the fact tha.t P/ is constant in each cell, 
x p  - X, x At (U i- ( x ,  - x,)-Ou + [a + (x, - x,) .Va]  v) , (37) 
where all quantities are now evalua.ted at the center of the cell. Eq. (57) can be 
used to solve for xu, as a. f~~nction f JM t .  It can be written as 
[d -+ At (Vu + vVa)] (x, - x , )  zs x , - x , - ~ ~ ( u + c z ~ )  . (38) 
Eq. (38) is a linear system in the unknown vector x, - x,. The determinant of this 
system is easily found to be 
D = 1 -+ ~t (v-u)  + a t 2  det ( ~ u )  + ~t u -  [I + ~ t ( i % ) ]  Va 
= 1 + At (V-u  + v-Va) + At2 det (Vu) + v . ( z ) ~ a ]  . (39) 
For small enough timestep At, D x 1. Eq. (38) can be solved to give 
At - At - 
x, - x, = (1 - l / D )  Ax, + - [u - (Vu) (Ax, - Atu)] + -aTv , (40) D D 
A 
where Ax, x, - x,, a T  is the tensor 
and 
/ a v  at,\ / 3 7 7  371 \ 
Eq. (40) gives x,, as a function of M t ,  which is contained in u. In other words, it 
is the locus of a.11 points, a.t time t , that are connected with point (t + At, x,) by 
the 1-D chara.cteristic differential equa.tion 
where u, = u-11, for the particular choice of 11. 
For the point xu, to be inside the cell (i, j), the following relations must, hold 
where (Ax, Ay ) is the size of the cell. If the point x, is restricted to the half of the 
cell closest to the interface (i + 1/2, j ) ,  tBen 
FIG -4 The locus of all points x,, in the cell (i, j )  at time t ,  which are connected 
with point ( t  + At, x, ) by the 1-D characteristic differential Equation (43). 
Eq. (40) can be used to find the range of the pa.ranleter M t  for whicll tbe inequalities 
(44) or (45) hold, This mnge can be foulzcl esplicitly if the simplifying assumption 
D FS 1 is made. In that case, Eq. (40) becomes 
where 
The inequalities (45) call now be written 
where 
Using Eq. (33), the inequalities (48) become 
where 
kS r T*N,,  T ~ N $ .  (51) 
This can be written as 
This is equiva.lent to 
where 
Vc-Ns + aM,,N-ks - 0 . 5 1 ~ ~  Vc.Ns + a M n N - k s  
af = min aN-k$ , aN.k$ 
(54) 
Define 
min JW? = lllas(fl*,P*) 
If M ,  > M:, then there is no solution to these inequalities. Otherwise, the 
inequalities are satisfied for 
This range of values can be restricted further? if one requires that 
This restricts the locus of points to those withill a certain distance from the domain 
of dependence of the point ( t  + At, xp). 
It is now a stra.ig11tforward calculation to find the pressure, density and velocity 
at the point x, using the linear interpolants in the (i, j)t\ell. We denote this 
state with the superscript TV. The pressure at point ( t ,  x,) is given by 
prv = p +  (x, - x , ) . V p .  (58)  
By substituting x, from Eq. (40), one finds 
pW = pG - a [v-Qp - paQ-u] At - ( 1  - l /R)Axp.Vp 
- At [El" - ( 1  - 1 / ~ )  (u  + av)].Vp - At2 Ey).Vp , (59) 
where pG is the pressure given 1 q r  the coilveiltioilal Godunov scheme in Eq. (26) ;  
z.e., 
pG = p+ [(x, -x,) - ~ t u ] - v p -  4 t p a 2 ~ . u .  (60 )  
All quantities are eva.lua.ted at the center of the cell, and the two vectors EF) and 
Er) are given by 
Similarly, for the component of the velocity vector in the n direction, one can show 
that 
By the definition of the Riemann Invariant hlanifold, 
u- [vP + pa ( V U ) ~ ~ ]  = 11-Vp + paV-u . (64 )  
Therefore, Ecl. (63) can be writ ten 
It is seen from these equations that the leading order difference between the state 
given by the Godunov scheme and the state given by the Riemann Invariant Man- 
ifold is the term 
u-Vp - pnV-u , (66) 
for both the pressure and the velocity. The density is given by a similar equation, 
The sta.te computed this wa.y7 ie., by tra.cing the Riemann Invariant Manifold 
Rn = const, serves as the left sta.te for a 1-D characteristic problem. To find the 
right state, one needs to trace the R-, = const manifold, which corresponds to the 
unit vector -a. A locus of points (t, xu,) can be found, which are connected with 
the point (t + At, x,) by 
4 3  dun  
- - p a x  = 0 .  d t  
These points may lie in the (i, j)t'l cell or the (i + 1, j)tl' cell or both, depending on 
the local flow gradients. The solution to this 1-D chara.cteristic problem will give 
the pressure a.nd velocity component u.11 a.t the point (t  + At, x,). 
The density is found by tracing the streanlline back in time in a way completely 
a.naalogous to the way the Riemann Invaria~lt paths were traced. The density is 
computed using Eqs. (17) and (18) as in the 1-D algorithm. This is because the 
states along the streamline are connected ~vith the 1-D chracteristic equation (16) 
even in the general multidimensiolla~ ca.se. 
It is obvious that the velocity colllponellt u -  nL is also needed. There are two 
ways to find this. One wa.37 is to esamine the geometry of the Xemann Invariant 
Manifolds that correspond to the unit vectors ~ 1 1 ~  and to set up another 1-D char- 
acteristic problem. There is a different way of calculating the velocity component 
u -nL,  which is now described. Tlie momentum equation is 
By taking the inner product of this equatioil with the constant unit vector nL, one 
finds 
a T I  1 
- (u.11') +u.(Vu) 11 f -nL.vp = 0 .  
at P (70) 
It can be seen that along any path x ( t )  = u -+ a v ,  in spacetime such that 
one has 
a 
- (u.nL) + (u + a v , ) - 8  (u.nL) = 0 ,  dt (72) 
which means that the velocity component u nL is constant along this path. In 
effect, a manifold is defined in a way conlpletely analogous to the Riemann Invariant 
Manifolds. It is straig1ltforwa.rd to show that Eq. (71) implies that 
where 
Tl-re equations for this ma.nifold are the same as those for the R.iemann Invariant 
Ma.nifolds with tlle following substitutions, 
N-tNt', M and M t - t C t .  (76) 
One can find a locus of points in a given cell by tracing this manifold back in time, 
esactly the way the Riema.nn Invaria.nt Maaifo1d.s were traced. It can be seen, then, 
that the velocity component u.nL is given by 
where 
D, E I +  At (V-u + v,-Ba) + At2 [det (Vu) + v , - ( V u ) ~ a ]  , (78) 
The theory of Riemann Invariant Manifolds has given us a way of finding a 
1-D characteristic problem near the interface (i + 1/2, j). The solution of the 1- 
D problem gives us the state at (t  + At, xp) and hence the numerical fluxes. In 
the procedure described, the unit vector n was arbitrary. Therefore, the derived 
equations give us a two-parameter family of schemes for computing the fluxes. One 
degree of freedom comes from 11 and the other from the freedom to choose M t ,  
although the latter is restricted by rehtions lilie (56). This family of schemes is 
consistent with the multidilnensiona.1 theorj~ and provides a way for correcting the 
conventional Goclunov scheme. The conr~entional scheme assumes n = N, ; i. e., it 
sets up a 1-D problem in the grid direction. If this choice is made, then one is left 
with choosing M t  in each case. The conventional scheme based on the Taylor series 
estra.po1ation always takes the left state from the cell (i, j) and the right state from 
the cell (i  + 1, j). The proposed, rn~~lticlimensio~ial scheme esamines the geometry of 
the manifolds R, = const and R-, = const to determine the left and right states. 
It was seen in Eqs. (55) and (56) that M r  < M$ must hold if the (i, j)th cell can 
be used to compute the left state. It is possible for both states to be taken from one 
cell, depending on the local flow gradients. -4 possible choice for M t ,  which works 
well in practice, is 
M t  = (M, + ~ : ) / 2 .  (81) 
So far, the tacit assumption of smooth, shock-free flow was made. The theory 
of Kemann Invariant h4anifolds has been developed with the assumption that the 
flow gra.dients exist and are smooth. It is known that in gas-dynamical flows, 
discontinuities in the flow variables and their gradients may be present. The theory, 
nevertheless, can still be used for flows with such discontinuities. In the 1-D case, 
although the characteristics cannot propagate information across shocks, they can 
still be used on either side of shocks to determine the states that are related via 
the jump conditions. It is the genera.lization of the 1-D characteristic equations 
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that leads to the concept of the Rierna.ni1 problem. In the contest of a Godunov 
scheme, discontinuities are assumed at every cell interface. In the smooth regions 
of the flow, these discontinuities are infinitesimally weak, and the characteristics 
are used to compute the numerical fluxes as shown in Fig. 2. To take care of 
the flow regions containing shoclcs, the characteristic problem is generalized to the 
Riemann problem. In effect, the characteristic equations are discretized to second- 
order accuracy where the flow is smooth and in a way which is consistent with the 
appropriate jump conditions when discontinuities are present. 
In the multidimensional case the situation is similar. The Riemann Invariant 
Manifolds cannot propagate information through shocks or characteristic surfaces 
that contain derivative discontinuities. Nevertheless, they can be used on either 
side of these discontinuities to deterinine the sta.tes that are connected with the 
appropriate jump conditions. The easiest way of inlplementing this, although pos- 
sibly not the most accurate, is to use the left and right states, determined by the 
Riemann Invariant ltanifolds, as tlie initial condition for a 1-D Riemann problem. 
Care must be taken so that the discretizatioia of the equations is consistent with 
the j~unp colldit.ioias tvllen shocks are present. This geometric picture also suggests 
the possibility of claangii~g the unit vector n locally, so that it coincides with the 
unit normal of the discontinauity fronts. For example, consider a shock with unit 
normal n, Iocally. The Wielnann Iaavariant Manifolds R*, = const on either side 
of the shock can be used to cleternline the states that are related with the jump 
conditions . 
This procedure is reininiscellt of the attempts to fit shocks in flows when the 
method of characteristics is used. The a.na.logy is not surprisillg, since the theory 
of Riemann Invariant, htaaifolds can be looked a.t as an estension of the method of 
characteristics to the general, multidimensional case. 
It is also interesting to determine when the conventional MUSCE scheme, at 
least the version used here a.s a reference point, will give the same results as the 
multidin~ensioiial scllenie. It is seen from Equations (59), (65), (97) and (67) that 
the two schemes will coincide to leacling order, if the left state can be taken from 
the left cell, the right state fro111 the right cell and in addition, 
for both manifolds R*, = const. This cannot always be satisfied, but it now 
becomes clear why the conventiona.1 schemes give reasonable results in multidimen- 
sional flows. The terms in Eq. (82) can be taken to be very small and sometimes 
zero. This depends on the local flow conditions. 
It should be noted here tl1a.t the schenle ba.sed on the RIM decomposition is 
not meant to be the ul tinlate second-order multidilnensional scheme that is better 
than a31 other schellles including the climensionally split ones. The first author 
strongly believes tha.t no such sclleme exists. It turns out to be a very robust 
scheme without stability problems and it differs from most characteristic based 
schemes in the specia.1 directions which are used to calculate the numerical fluxes. 
This difference may become important in some parts of the flow. 
The new multidimensional Goduaov scheme developed in the previous section, 
is used to compute t1vo gas-dynanical flows on rectangular grids. The first case is the 
steady-state, regular shod< reflection off a wall at lorn7 resolution. The second flow 
is a double Mach reflection of a planar-shock incident on an oblique surface. These 
two problems have been used estensively as test cases for a variety of numerical 
methods, and there are detailed compasisons of existing methods in the literature; 
e.g., see Woodward and Colella (1984) and Colella (1990). In all the calculations, 
a perfect gas is assumed, with constant, specific heat ratio equal to y = 1.4. 
 FIG.^ Regular shock reflection. Pressure contour levels at time t = 5. There are 
30 contour levels in the range 0.5 < p < 3.5. The resolution is 60 x 20 cells. 
4.1 Regular shock reflection 
This case is a simple shock reflection, \vhicll has been used as a test case by 
many investigators. Colella (1990), among others, describes the initial and bound- 
ary conclitions for this proble~n. 
The conlputational dolnain is the rectangular donlain 0 < a: < 4 and 0 < y < 1. 
The lotver boundary y = 0 is a reflecting wall, and at the right boundary x = 4, 
outflo~v coaaditions axe imposed. Tlie follo~ving inflow conditions are specified at the 
left boundary s. = 0, 
and at the top bsuncla.rj~ y = 1, the follo~ving Dirichlet boundary condition is 
imposed: 
The initia.1 condition in the entire dolllain is that of the inflow condition. 
The computa.tion is carried out with a CFL number of 0.40 until a steady state 
is achieved. Pressure contours at time t = 5 are shown in Fig. 5. The pressure 
profile at the location y = 0.525 is shown in Fig. 6. Some oscillations can be seen in 
the postshocli region. The present sclaenle enlploys no explicit, artificial dissipation 
as does tbe PPhI scheme described by Colella ancl IVoodward (1984). According to 
these authors this a.dditional dissipation is needed to suppress oscillations behind 
shocks that don't nlove with respect to tlae grid. 
 FIG.^ Regular shock reflection at time t = 5. Pressure profile along the line y = 
0.525. 
4.2 Double Mach reflection 
Tlis  flow has been used by \Voodward and Colella (1984) as a test problem 
for the compa.rison of esisting numerical methods. The initial condition is that of 
a strong planar-shock incident on an obliclue surface at a 30" angle. The shock 
Mach number is A& = 10. The computational domain is the rectangular domain 
0 < x < 4 and 0 < y < 1. The incident shock at time t = 0 is an oblique shock 
starting at the location (2, y)  = (1/6,0) and forming a 60" angle with the positive 
x-axis. The lower boundary is a reflecting wall for 1/6 < x < 4. At the small 
portion 0 < x < 1/6 of the lower wall, a. Dirichlet boundary condition is imposed, 
which corresponds to the initial post-shock flow. This artificial boundary condition 
ensures tha.t the reflected shock is always atta.ched to the point (x, y) = (1/6,0). 
The right boundary n: = 4 is an outflow boundary, and the left boundary x = 0 is 
an inflow boundary with inflow conditions those of the initial post-shock flow. The 
conditions at the top boundary y = 1 are specified to be those corresponding to the 
motion of the initial planar shocl- wave. 
Results of this unsteady calculation are shown at time t = 0.20. The solution 
is shown in Figs. 7, for a low-resolution computation corresponding to a 120 x 30 
grid. In Figs. 8, the higher-resolution computation is shown. This corresponds to a 
240 x 60 grid. 
 FIG.^'^ Double Mac11 reflection. Density contour levels at time t = 0.20. There are 
30 contour levels in the range 1.7 < p < 18.5. The resolution is 120 x 30 
cells. 
 FIG.'?^ Double Mach reflection, Density contour levels at time t -- 0.20. There are 
30 contour levels in the range 1.53 < 11 < 31.0. The resolution is 246 x 60 
cells. 
 FIG.^^ Double Mach reflection. Pressure contour levels at time t = 0.20. There 
are 30 contour levels in the range 2 < p < 450. The resolution is 120 x 30 
cells. 
 FIG.^^ Double Ma.cl1 reflection. Pressure contour levels at time t = 0.20. There 
are 30 contour levels in the range 2 < z l  < 480. The resolution is 240 x 60 
cells. 
5. Conclusions 
A new way of looking at multidimensional gas dynamics has been presented. 
Esamining the 1oca.l geometry of the Riema.nn Invariant Manifolds it is possible 
to develop effective, numerica.1 metl~ods for computing such flows. The theory al- 
lows one to develop numerical scllemes that take into account the multidimensional 
character of these flows in a ma.thematically consistent way. This theory can be 
considered an extension of the met hod of characteristics to multidimensional flows. 
Although the theory was developed for smootl~ flows, it is possible to use the geo- 
metrical information of these manifolds to determine the appropriate 1-D problem 
that needs to be solved across a flow discontinuity. 
There are many wa.ys of implementing these ideas numerically. As an example, 
it was shown how a second-order Godunov scheme can be modified to give a conser- 
vative, multidimensional, shoclc-capturing scheme for two-dimensional flows. The 
results from this scheme appear to be very close to those of conventional schemes, 
but a detailed study is needed. A more detailed study of the scheme and comparison 
with other conventional scl~emes is currently under way. 
This work is p a t  of a larger effort to investigate mixing and combustion, spon- 
sored by the Air Force Office of Scientific Research Grant No. 90-0304, whose 
support is gratefully aclino~vleclged. The first author tvould also like to thank the 
members of the G ALCIT co~nmuni ty that helped with their insightful comments 
and suggestions. 
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