Abstract: The adoption of service-oriented architectures based on web services in industrial automation promises increased interoperability and flexibility. Since the development and deployment of web services requires in-depth programming knowledge, adequate tools to ease the work of automation engineers are required. In particular, the orchestration of existing web services to workflows is a challenging task that is complicated by the fact that manufacturing processes have time constraints, especially real-time constraints. This paper presents the TimeConstrained Services (TiCS) Modeler that supports the assisted orchestration of BPEL4WS workflows with time constraints.
INTRODUCTION
The benefits of using a service-oriented architecture (SOA) as a seamless communication backbone within enterprises of the manufacturing domain have been identified and investigated by several research projects (see Kalogeras et al. (2004) ; Jammes and Smit (2005) ; Jammes et al. (2005) ; Karnouskos et al. (2007) ). Some of these benefits are: simplified interaction with suppliers and customers (horizontal integration); no break in the communication paradigm within the enterprise (vertical integration); interoperability through the use of open, standardized protocols; increased flexibility with respect to process implementation and reengineering.
The prevalent technology to realize service-oriented architectures are web services. A web service encapsulates business logic and defines rules how to invoke this business logic. Despite the fact that web services are based on standardized protocols (WSDL for the description, SOAP for the invocation, and UDDI for the discovery), the development and deployment of web services is quite errorprone without tool support.
The Time-Constrained Services (TiCS) framework is a development and execution environment for timeconstrained web services consisting of four functional layers-tool support layer, real-time service layer, realtime infrastructural layer, and hardware layer-which contain several components to meet the demands of a web service based automation infrastructure (Mathes et al. (2008a)), e.g. the SOAP4IPC engine (Mathes et al. (2009a) ) to process web services on industrial PCs (IPCs) and the SOAP4PLC engine (Mathes et al. (2009b) ) to process web services on programmable logic controllers (PLCs). This paper focuses on the TiCS Modeler -part of the tool support layer-supporting the automation engineer in the composition of existing web services to a more powerful, value-added workflow using the widespread Business Process Execution Language for Web Services (BPEL4WS) (Andrews et al. (2003) ).
The paper is organized as follows. Section 2 presents a formal derivation of the average and the worst-case execution time of selected BPEL4WS activities. Section 3 exemplifies the TiCS Modeler by means of a use case. Section 4 presents implementation details. Section 5 discusses related work. Section 6 concludes the paper and outlines areas for future work.
TIMING BEHAVIOR OF BPEL4WS ACTIVITIES
A BPEL4WS workflow is composed of several activities that can be distinguished into basic activities and structured activities. A basic activity is used, for example, to invoke a web service or to copy the value of one variable to another. A structured activity contains an arbitrary set of basic or structured activities and is used to model the control flow within a business process. BPEL4WS offers 8 basic activities (receive, reply, invoke, assign, throw, terminate, wait, and empty) and 7 structured activities (sequence, switch, while, pick, flow, scope, and compensate). A BPEL4WS workflow is executed by a so-called BPEL4WS engine (e.g. ActiveBPEL (http:// www.active-endpoints.com/)).
In the following, a formal derivation of the timing behavior of the BPEL4WS activities receive, invoke, pick, and sequence is presented. These activities are required for the use case discussed in Section 3. The timing behavior of all activities is analyzed in (Mathes et al. (2008b) ).
For industrial automation purposes, the worst-case execution time (wcet) of each activity is of particular interest, since the wcet defines an upper bound for hard realtime processing. From a user's point of view, the average execution time (aet) is also interesting.
The Receive Activity
A receive activity is used to initially trigger a workflow, i.e. a receive activity waits for an incoming message, and afterwards the workflow is started. A receive activity can also be used to wait for an input message from another web service for an arbitrary time. Within this derivation, we prohibit the use of the receive activity to wait for a message, since its wcet is undefined in this case (but a receive activity may be used to trigger a workflow). Instead of receive, the pick activity should be used. The pick activity permits to wait for incoming messages for a given maximum duration.
The receive activity may define variables for input and output data, respectively. Since the execution time of the receive activity depends on the size of input/output data, we define the execution time (equation (1)) using a function rcv that maps the input data size to a duration. The rcv function is an arbitrary function (e.g. linear, quadratic, etc.) that depends on the specific BPEL4WS engine.
wcet (receive) := rcv wcet (input data size) aet (receive) := rcv aet (input data size)
The Invoke Activity
An invoke activity is used to invoke a web service in a synchronous request/response or an asynchronous one-way fashion. For sending input data to and receiving output data from the invoked web service, an input and output variable can be defined, respectively.
The wcet for a successful synchronous invoke is the sum of the transmission time of the input parameters for the invoked web service, the processing of the target web service, and the transmission of the result of the invoked web service (equation (2)). We use a function snd that maps the size of the input parameters to a duration and a function rcv that maps the size of the result to a duration. Obviously, the execution time of the web service also depends on the size of the input parameters. Therefore, we use a service-specific function to calculate the wcet and aet depending on the size of the input parameters. The wcet/aet for an asynchronous invoke-only consisting of the transmission time of the input parameters-is defined using the snd function only.
The Pick Activity
A pick activity is used to wait for one of several possible messages to arrive. For each of these messages, a specific activity is defined that will be executed on arrival of this message. Therefore, a pick activity may block infinitely.
To avoid an infinite blocking, an alarm containing an activity can be specified which goes off after a given duration. Consider a pick activity that waits for n different messages msg 1 , msg 2 , . . . , msg n .
The wcet is the sum of the duration and the maximum of the execution times for each activity (equation (3)). The aet depends on the probability of arrival for each message, which is normally unknown. Therefore, we define the aet similar to the wcet:
The Sequence Activity
A sequence activity contains an arbitrary set of activities which are processed in the given order.
The wcet and aet of a sequence activity with n nested activities are defined as the sum of the aet and the sum of the wcet of all these activities, respectively (equation (4)).
USE CASE
This section illustrates the use of the TiCS Modeler by means of the design of a time-constrained workflow for a production process.
Consider a production process that consists of n independent production steps, e.g. surface cleaning, painting, and drying of a mechanical component. In each step, the processing may be successful or erroneous depending on the result of the manufacturing device. If the addressed device does not signal success or failure within a processspecific deadline, it is assumed that a non-recoverable error has occurred, and the entire process has to be halted. A generic example workflow for a processing step within such a manufacturing process is shown in Figure 1 .
A processing step is modeled as a sequence activity with several sub-activities. The sequence starts with a receive activity that is used to wait for an incoming message that triggers this processing step. Subsequently, an invoke activity is used to asynchronously trigger the web service that actually implements this processing step.
To wait for different potential incoming messages for a maximum period of time, the pick activity is used: (1) wcet ( (2) Fig. 1 . Workflow for a step within a production process.
if a success message arrives, the web service invokes an operation at its parent production process to signal successful processing (InvokeStepSuccessful); (2) if an error message arrives, the pick activity reports the error to the parent manufacturing workflow (InvokeStepFailed) and logs the error by invoking a system logger service (InvokeSystemFailureLogger). Assuming that neither a success nor an error message arrives within a predefined duration, an alarm occurs. Within this alarm, several activities can be specified to react to the deadline violation. To avoid threats to life or physical condition of a production worker and damages to the manufacturing device, the entire production process is immediately halted by invoking a corresponding shutdown web service (InvokeHaltProcessing). Afterwards, the missed deadline is logged by invoking the system logger web service (InvokeSystemFailureLogger) and the error is reported to a control room which permits human-in-the-loop processing (InvokeReqUserIntervention).
Equation (5) exemplifies the use of the formulas derived in Section 2 to calculate the wcet of the discussed example workflow.
Now, we take an in-depth look at the use of the TiCS Modeler. First of all, the receive (rcv) function for wcet and aet have to be defined. Figure 2 shows the use of a linear function f (x) = mx+b to describe the receive performance of the BPEL4WS engine. Using another BPEL4WS engine will supposably result in a different function. The rest of the configuration is omitted because it is irrelevant for the example.
The next step is the specification of the real-time constraints applying to the process. The wcet is defined as 6 seconds, whereas the aet is defined as 5 seconds. Such constraints may also be applied to all structured activities, i.e. the Pick:ProcessingResult, OnSuccess- Message, OnErrorMessage, and OnAlarm activities. Since the ProcessingStepN activity is the root-level activity of the process, the time constraints for this activity and for the entire process are identical.
The last and most important step is the specification of relevant parameters for each activity in the process. Figure  3 shows the parameters of the InvokeSystemFailureLogger activity that have to be defined by the automation engineer, namely the expected data volume and the expected web service execution time. In this example, the outgoing message contains the logging information and therefore is longer than the incoming reply message (600 bytes compared to 350 bytes). The execution time of the web service is considered to be constant (average: 200 msec, worst-case: 300 msecs). Of course, the automation engineer may choose an arbitrary function (e.g. linear or quadratic) to describe the web service execution time, similar to the engine configuration shown in Figure 2 .
The duration for the Pick:ProcessingResult activity depends on the actual processing of each step and is modeled with prior knowledge of the automation engineer. The OnAlarm activity is not relevant for the computation of wcet and aet, since these times are only relevant if the The results of the TiCS Modeler for the execution time calculation based on the formulas discussed in Section 2 are shown in Figure 4 (the actual calculation is omitted due to space restrictions). The example process does not violate the applied time constraints.
IMPLEMENTATION
The TiCS Modeler is technically based on the Domainadaptable Visual Orchestrator (DAVO) (Dörnemann et al. (2009) ), a domain-adaptable, graphical BPEL4WS workflow editor. The key benefits that distinguish DAVO from other graphical BPEL4WS workflow editors are the adaptable data model and user interface that permit customization to specific domain needs. These benefits were exploited for the implementation of the TiCS Modeler. Due to space restrictions, this section only explains selected parts of the implementation of the TiCS Modeler.
The TiCS Modeler extends each BPEL4WS activity with a property that stores the wcet and the aet, respectively. For basic activities, the values of these properties depend on the action realized by this activity. For a structured activity, the values of these properties depend on the wcExecTime/avgExecTime property values of the child activities contained in the structured activity and have to be calculated individually for different activities.
To be able to extend the data model, an implementation of the IModelExtender interface has to be provided by the TiCS Modeler. It is used to create the ElementExtensions for given Elements.
The three element extensions ElementExt, ConnectedElementExt, and ContainerElementExt are almost identical, thus only one is shown in Listing 1. The most interesting method of this class is applyExtension to modify the actual element. It creates two new properties, an instance of ElementWCETProp and ElementAETProp respectively, adds these properties to a newly created PropertyGroup that again is added to the Element (representing a basic activity). A PropertyGroup is just a collection of properties to simplify the reuse and handling of groups of properties, e.g. to remove multiple properties at once by the removeExtension method. Activator.PLUGIN ID is the plug-in ID of the specific DAVO extension (here the TiCS Modeler), as specified in the plug-in manifest. It is used as an ID for ElementExtension and for PropertyGroup. The use of this ID is not required, but it is recommended since it prevents namespace clashes between properties of different extensions. Listing 2 shows the wcet property in its simplest form. It has an ID to address it, a description and category used to identify it within the property view and is of the type Integer. After its creation, it is initialized with the value 0. By default, this value is editable in the property view.
Listing 2. The wcet property applied to all Elements that are neither containers nor connected elements. The ConnectedElements (representing basic elements with dependencies towards external sources, e.g. partner links) are extended with another property shown in Listing 3. Because the wcet of a ConnectedElement depends on the specific operation it is connected to, this property depends on the operation name. This dependency is modeled by the implementation of the IPropertyValueDependent interface, which consists of the two public methods getPropertyValueDependencyIDs and relevantPropertyValueChange. The first method returns a list of the properties this property is depending on. The second method is invoked when the value of one of the depending properties is changed.
Listing 3. The wcet property that is applied to all ConnectedElements. The ContainerElements (representing structured activities) are also extended with a specific property shown in Listing 4. The wcet of a ContainerElement depends on the type of the container (e.g. sequence) and the wcet of its children. Consequently, this property does not depend on the values of other properties in the same Element, but on property values of other Elements. This is called an external dependency and realized by implementing the interface IExternalEventDependent. This interface defines the methods getExternalEventDependencies and relevantExternalEvent. The first method returns a list of event classes that this property needs to be notified about. The latter method is invoked when an event happens.
Listing 4. The wcet property that is applied to all ContainerElements. The actual calculation is done by an implementation of the IContainerCalculator interface that is provided by a special factory (not shown here), depending on the type of the container. As an example of such a calculator, the SequenceCalculator is shown in Listing 5.
Listing 5. The calculator for sequence activities. Delamer and Lastra (2006) discuss the use of semantic web services for self-orchestration and choreography in manufacturing systems. The use of semantically annotated web services is supposed to avoid the need for manual reorchestration and to enable automatic self-orchestration. This approach can also be used in the real-time domain, provided that the semantic description also contains precise time constraints.
RELATED WORK
A formal verification of the timing behavior of orchestrated factory automation web services using the Ontology Web Language for Web Services (OWL-S) is presented by Popescu and Lastra (2007) . The verification is based on Timed Net Condition Event Systems (TNCES). Since our work is based on BPEL4WS, the results of this work can only be partially transferred to our approach.
According to Jammes and Smit (2005) , the main problem for the adoption of SOA at the device-level is the lack of sophisticated tool support for the automation engineer; especially orchestration and choreography requires tool support. This gap is closed by the TiCS Modeler. McGough et al. (2007) present the GRIDCC project whose main objective is the integration of instruments, e.g. telescopes, particle accelerators or power stations, into a Grid computing environment respecting Quality of Service (QoS) parameters. The GRIDCC Workflow Management Service (WfMS) contains several functional components: workflow editor, workflow planner, and workflow observer. Relevant QoS parameters of an instrument are utilization or performance, which are only guaranteed on a best-effort basis. Therefore, GRIDCC cannot be used in hard realtime domains like industrial automation.
The EU project EuQoS (Ditze and Jahnich (2005) ) is aimed at the design and development of an end-to-end QoS assurance system in SOAs realized via Universal Plug and Play (UPnP). Since this project is based on a completely different SOA realization and only best-effort guarantees are given, its use in the area of industrial automation seems to be difficult.
CONCLUSIONS
Using a SOA based on web services as a seamless communication backbone within enterprises of the manufacturing domain depends on the availability of adequate tools that assist the automation engineer in composing time-constrained manufacturing processes. The TiCS framework-a tool suite for the development, deployment, publication, and execution of time-constrained web services-fills this gap. In particular, the discussed TiCS Modeler permits the orchestration of web services with time constraints. The presented prototypical implementation of the TiCS Modeler is based on a formal derivation of the timing behavior of BPEL4WS activities.
There are several areas for future work: (1) Up to now, the TiCS Modeler requires several parameters to calculate the wcet and aet of a workflow. These parameters have to be entered by an automation engineer manually, since only the engineer knows the specifics of the process. To further ease the work of an automation engineer, the TiCS Modeler should support a testing and production stage. In the testing stage, all necessary parameters are collected via automated tests, whereas during production stage the automation engineer may modify the offered parameters due to expert knowledge. (2) A transformation of the orchestrated workflow into Timed Petri Nets seems to be useful, since this permits a more precise analysis and verification of the workflow. (3) All engine-dependent configuration parameters (e.g. the rcv function) should be summarized in an engine-specific profile that enables easy replacement of all these parameters.
