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Introduction {#sec001}
============

Determining which virus infects which host species is currently a major challenge in virology. Knowledge of virus-host infectivity is essential to understanding the impact that viruses have on cellular life and the key roles they play as an integral part of all earth's ecosystems, from our own microbiome \[[@pcbi.1007894.ref001]\] to the marine environment where they contribute to regulation of the biogeochemical cycles \[[@pcbi.1007894.ref002],[@pcbi.1007894.ref003]\], and as animal and plant pathogens. Advances in metagenomics have led to a rapid expansion in virus discovery with more than half of all known viral genomes being deposited in databases in the last two years \[[@pcbi.1007894.ref004]\]. This growth in data is the first step towards cataloguing of the earth's virosphere. However, the indiscriminate nature of metagenomics results in the majority of these new viruses having no identified host. For example, there are now over 700 000 viral genomes in the IMG/VR databases of which less than 5% have an associated host \[[@pcbi.1007894.ref005],[@pcbi.1007894.ref006]\]. Currently, there are no high-throughput methods available to make reliable virus-host associations and as such we are unable to keep up with the rapid pace of viral discovery. Fast, accurate computational tools are thus urgently needed to annotate these new viral genomes with host taxon information.

Computational approaches to virus host prediction fall into four broad strategies: searching for homologous sub-sequences in the hosts, such as prophage \[[@pcbi.1007894.ref005]\] or CRISPR-Cas spacers \[[@pcbi.1007894.ref007]\]; looking for co-abundance between virus and host \[[@pcbi.1007894.ref008]\]; distance based metrics of oligo-nucleotide or k-mer composition, either with potential host genomes \[[@pcbi.1007894.ref007],[@pcbi.1007894.ref009],[@pcbi.1007894.ref010]\], or with reference virus genomes \[[@pcbi.1007894.ref011]\]; and machine learning methods using a variety of sequence derived features as described below. Although the first strategy can give high confidence predictions, the predictions are constrained by the limits of alignment approaches at low sequence similarity. K-mer profile comparison provides alignment free methods but because of lack of contrast when measuring proximity in high dimensional space they lose discriminative power. Additionally, all methods that rely on reference genomes are constrained by the genomes available in the databases. Machine learning approaches offer alternatives that are not dependent on reference genomes or alignment, relying instead on a set of labelled training examples. They are widely used in computational biology to aid in the analysis of large biological sequence datasets \[[@pcbi.1007894.ref012]\] due to their ability to find weak patterns in complex and noisy data without requiring prior knowledge of the specific mechanisms responsible for the phenotype of interest \[[@pcbi.1007894.ref013]\]. A key factor for successful machine learning is measurable attributes, termed 'features', of the data. These are typically represented in fixed length numerical vectors that encapsulate the discriminative information contained in the data; in this case properties of the viral genomes.

To date, most machine learning approaches to virus host prediction have used features derived from oligo-nucleotide or k-mer biases that are known to correlate with their host genomes, such as: CG bias \[[@pcbi.1007894.ref014]\], CpG bias \[[@pcbi.1007894.ref015]--[@pcbi.1007894.ref017]\] and di-codon bias \[[@pcbi.1007894.ref018]\]. Di-nucleotide features, in particular, have been included in a wide range of virus host prediction tasks, from training on a single virus species or genera with multiple hosts such as rabies virus, coronavirus, and influenza A virus\[[@pcbi.1007894.ref019]--[@pcbi.1007894.ref021]\], to training on host taxa with multiple viruses \[[@pcbi.1007894.ref022],[@pcbi.1007894.ref023]\]. The potential for improved prediction by extending the length of the nucleotide k-mers has been demonstrated by Zhang et al. \[[@pcbi.1007894.ref024]\]. The nucleotide sequence contains the information needed for a virus to exploit its host: regulatory RNAs, amino acid sequences etc. The latter, through their biochemical properties, fold into three dimensional structures with functional properties mediated through molecular interactions. Although all of this 'functional' information is present in the nucleotide sequence, it is not necessarily in a form that is easy for machine learning approaches to extract. Only two machine learning approaches have previously demonstrated the potential of using alternative representations of the genome for virus host prediction: Raj and co-workers \[[@pcbi.1007894.ref025]\] successfully used amino-acid k-mers to predict the host kingdom of two RNA virus families, while Leite and co-workers \[[@pcbi.1007894.ref026]\] included predicted domain-domain interactions in their features to predict phage-bacteria interacting pairs.

The use of features derived from viral genomes for host prediction is based on the observation that over time, the coevolutionary virus-host relationship embeds a host specific signal in the virus genome \[[@pcbi.1007894.ref005],[@pcbi.1007894.ref027]--[@pcbi.1007894.ref030]\]. As obligate intracellular parasites, viruses must enter a host cell, subvert its defence systems and exploit its cellular systems to replicate \[[@pcbi.1007894.ref031],[@pcbi.1007894.ref032]\]. To achieve this the virus must make hundreds to thousands of molecular interactions with the host system while evading the host immune response \[[@pcbi.1007894.ref033]\]. This antagonistic relationship drives a coevolutionary 'arms race' imprinting a host specific signal in the viral genome. The majority of virus-host interactions are protein-protein interactions known to be mediated through both domain-domain interactions and domain-motif interactions. For example, there are many known examples of viruses converging on host short linear motifs (SLiMs) \[[@pcbi.1007894.ref031],[@pcbi.1007894.ref034],[@pcbi.1007894.ref035]\] to directly mimic host molecular interfaces \[[@pcbi.1007894.ref036]\]. Indeed it has been observed that pathogens from across different domains of life that infect the same host, mimic the same host motifs \[[@pcbi.1007894.ref037]\].

The phylogenetic signal due to the evolutionary relationship between viruses that infect the same host can also be predictive. This is due to the coevolutionary process resulting in a tendency for virus and host phylogenetic trees to be congruent despite the occurrence of frequent host-switching. Host switching tends to be preferentially biased to closely related hosts \[[@pcbi.1007894.ref038],[@pcbi.1007894.ref039]\] because, for a virus to successfully jump host species, it must be able to evade the immune response and exploit the new host's system for replication. Babayan et al. \[[@pcbi.1007894.ref022]\] successfully made use of this signal by combining a measure of 'phylogenetic neighbourhood' with selected features derived from nucleotide biases to predict the reservoir host of newly emerging viruses. Alignment free phylogenetic analysis \[[@pcbi.1007894.ref040]\] has shown that k-mer composition contains sufficient phylogenetic signal to reliably infer evolutionary relationships. Protein domains have also been used to infer phylogeny, for example, Phan et al. \[[@pcbi.1007894.ref041]\] recently used domains to classify newly discovered coronaviridae genomes.

The goal of this study was to compare the predictive power of a wider range of features than those generated from nucleotide sequences alone. We hypothesise that features derived from transformations of nucleotides sequences to other representations have the potential to improve prediction over nucleotide sequences as they make the complex nature of both the evolutionary and host-mimicry information more easily accessible to machine learning algorithms. To do this we transformed the genome sequences to higher level sequence representations by adding biological information in the form of: (i) translation of nucleotide to amino acid sequences; (ii) physio-chemical properties of amino acid residues---a more functional representation that allows for conservative amino acid substitution; and (iii) predicted protein domains---distinct structural/functional subunits of a protein that are associated with specific functions.

Based on these four representations of the viral genomes and using a supervised machine learning workflow ([Fig 1](#pcbi.1007894.g001){ref-type="fig"}) we found that all levels of feature representation are predictive of host taxonomic information for both prokaryote and eukaryote hosts. Furthermore, by using a novel phylogenetically-aware 'holdout' method, we were able to investigate the contribution of phylogenetic and convergent signals to prediction. Using a kernel combination method to improve prediction we show that the information embedded by these different genome representations is complementary and can be combined to improve predictions. Our results demonstrate the use of features that capture the different layered biological signals arising from multiple types of the viral-host molecular interactions has the prospect of improving the accuracy of virus host prediction across a broad range of applications.

![Workflow for extracting and testing different level feature sets for predicting host taxon information.\
Virus genome data was represented by four information layers and features derived from each. Binary classification with linear SVM was used on the equal sized positive and negative classes of virus-host association, split into training and test sets. Area under the ROC curve, AUC, score was measured for each dataset-feature set combination.](pcbi.1007894.g001){#pcbi.1007894.g001}

Results {#sec002}
=======

Datasets for different host taxa, or labels, were created using sequences for positive and negative viruses, that is, viruses that are either known or not known to infect the labelled taxa. To ameliorate the problems caused by overlapping or redundant data we kept a minimum distance between sequences by using only the reference sequence for each viral species. The Virus Host Database \[[@pcbi.1007894.ref014]\] was used to identify known species-level virus host interactions for both prokaryote and eukaryote hosts at different host taxonomic levels. We created a balanced binary dataset for each host taxa for which there were more than a minimum number of known interacting viruses. Known interactions made up the positive labelled class. The negative class was drawn from the remaining viruses that infect hosts in the parent taxa of the positive class. By setting a low threshold of 28 viruses as the minimum class size, giving a total dataset size of 56, we were able to analyse multiple datasets at species and genus level. For the prokaryote hosts this resulted in 65 datasets (all for bacteria hosts---which we refer to these as the 'bacteria datasets'), corresponding to Baltimore class I, dsDNA viruses ([S1 Table](#pcbi.1007894.s001){ref-type="supplementary-material"}).

For the eukaryote hosts, this procedure resulted in very few host taxa below class reaching our threshold for minimum dataset size. We therefore used the following two strategies: combining viruses from all Baltimore classes; and combining all RNA viruses, respectively, for a particular host taxon into a single dataset. This resulted in a total of 116 eukaryote datasets covering 57 host taxa over all taxonomic ranks, from kingdom to species level and the different Baltimore, and combined classes of the viruses ([S2 Table](#pcbi.1007894.s002){ref-type="supplementary-material"}). These include 48 datasets comprising all RNA viruses for host groups that include many at family, genus and species level.

Each of the 224 datasets was randomly split into training and test partitions with a ratio of 0.8 to 0.2 prior to extracting the 20 different feature set matrices from the viral genomes ([Table 1](#pcbi.1007894.t001){ref-type="table"}). Each of these feature matrices was used to train and test an SVM classifier, resulting in AUC scores for over 3740 classifiers.

10.1371/journal.pcbi.1007894.t001

###### The 20 feature sets generated from the four representations of the viral genomes.

![](pcbi.1007894.t001){#pcbi.1007894.t001g}

  Genome representation   \[Letter set\] (Alphabet size)                  K-mers lengths tested (k)   Feature set size for maximum k
  ----------------------- ----------------------------------------------- --------------------------- ------------------------------------------------------------------------
  DNA                     \[A,C,G,T\] (4)                                 \[1--9\]                    262,144
  AA                      \[Amino Acid single letter code\] (20)          \[1--4\]                    160,000
  PC                      \[t-z\] (7)                                     \[1--6\]                    117,649
  **Domains**             \[All domains predicted within each dataset\]   1                           Total number of unique domains in all the viral genomes in VHDB---2200

Genome representation: DNA---nucleotide sequence; AA---amino acid sequence of CDS regions; PC---physio-chemical properties, each amino acid residue binned into one of seven bins based on its physio-chemical property; Domains---presence of PFAM domain in the sequence.

Features from all genome representations are predictive of host across all hosts {#sec003}
--------------------------------------------------------------------------------

To test the predictive capacity of the different levels of the genome representation we trained and tested a binary classifier for each of the 20 feature sets on all of the datasets described above. The results of the evaluation of all the classifiers demonstrate that all levels of genome representation contain a signal predictive of host taxa across the host tree. Heatmaps comparing the AUC scores for the prokaryote ([Fig 2](#pcbi.1007894.g002){ref-type="fig"}) and eukaryote ([Fig 3](#pcbi.1007894.g003){ref-type="fig"}) classifiers show that apart from DNA k-mers of length 1, all feature sets are consistently predictive. In particular, omitting results for DNA k-mers of length 1, 82% of the dataset-featureset combinations have an AUC of 0.75 or more (74% with AUC of 0.8 or more) Any AUC score above 0.5 (random classification) indicates the presence of a predictive signal. A score of 1 demonstrates the potential for a perfect classifier where all predictions are correct. Most host taxa have many feature sets that contain a predictive signal (146 out of the 180 datasets have at least one feature set with a score of greater than 0.90). Some hosts are more challenging to predict with none of the feature sets giving good performance, (6 out of the 180 datasets have a maximum score of less than 0.80). This is most apparent at the lower taxonomic ranks of species and genus where we are trying to separate the viruses of more similar hosts and for some Baltimore classes. Overall, the results show that a genomic signature that predicts host taxonomy is present at all levels of biological information representation tested in our study.

![Comparison of the results for all the bacteria datasets for all the feature sets.\
The heatmap shows that all feature sets contain some predictive signal with an AUC \> 0.5 for the majority of the bacteria datasets. The rows each correspond to a dataset and are ordered by taxonomic rank (indicated by the colour bar on the right) and each column a feature set. The feature set labels the letters indicate the genome representation and the number the k-mer size. DNA---nucleotide sequence; AA---amino acid sequence of CDS regions; PC---Physio-chemical properties, each amino acid residue binned into one of seven bins based on its physio-chemical property; Domains---presence of PFAM domain in the sequence. The colour indicates the AUC score for each classifier. All AUC scores of less than 0.5 were set 0.5, i.e., no predictive signal. The number of viruses in each dataset is in brackets.](pcbi.1007894.g002){#pcbi.1007894.g002}

![Comparison of the results for all the eukaryote datasets across all the feature sets.\
The heatmap shows that most of the feature sets contain some predictive signal, AUC \> 0.5, for the majority of the eukaryote datasets and for all Baltimore groupings (indicated by the inner colour bar on the right). Each row corresponds to a dataset and are ordered by taxonomic rank (indicated by the outer colour bar on the right) and each column corresponds to a feature set. For the feature set labels the letters indicate the genome representation and the number the k-mer size. DNA---nucleotide sequence; AA---amino acid sequence of CDS regions; PC---Physio-chemical properties, each amino acid residue binned into one of seven bins based on its physio-chemical property; Domains---presence of PFAM domain in the sequence. The colour indicates the AUC score for each classifier. All AUC scores of less than 0.5 were set 0.5, i.e., no predictive signal. The number of viruses in each dataset is in brackets.](pcbi.1007894.g003){#pcbi.1007894.g003}

Longer k-mers of all genome representations are more predictive {#sec004}
---------------------------------------------------------------

To compare the effect of k-mer length on prediction accuracy we tested a range of k-mer lengths for the sequence representations of the genomes (nucleic acid, amino acid and physio-chemical properties). The results show that for all feature levels, prediction improves with increasing k-mer length (Figs [4](#pcbi.1007894.g004){ref-type="fig"} and [5](#pcbi.1007894.g005){ref-type="fig"}). This is despite the exponential growth in the size of the feature sets, e.g., the DNA_2 feature sets have 4^2^ = 16 possible k-mers, compared to DNA_9, which has 4^9^ = 262144. These larger feature sets are very sparse. For example, the DNA_9 Mammalia dataset for RNA viruses has a sparsity of 0.91, i.e., over 90% of the elements in the sequence by k-mer matrix are zero, although over the 425 virus genomes almost all of the possible k-mers occur in at least one genome.

![The effect of k-mer length on prediction across host taxonomic ranks for the bacteria datasets.\
The boxplots show how prediction improves with increasing k-mer length for all representations of the genome and that prediction gets more difficult at lower taxonomic ranks. Genome representation is indicated by colour and k-mer length by depth of colour:DNA---nucleotide sequence (blue); AA---amino acid sequence of CDS regions (orange); PC---Physio-chemical properties, each amino acid residue binned into one of seven bins based on its physio-chemical property (green); Domains---presence of PFAM domain in the sequence. Any AUC scores of less than 0.5 were reset to 0.5, i.e., no predictive signal.](pcbi.1007894.g004){#pcbi.1007894.g004}

![The effect of k-mer length on prediction across host taxonomic ranks for the eukaryote datasets.\
As with [Fig 4](#pcbi.1007894.g004){ref-type="fig"} we see prediction improves with increasing k-mer length comparing prediction across the different Baltimore groupings. These boxplots show how prediction improves with increasing k-mer length for all representations of the genome and that prediction gets more difficult at lower taxonomic ranks. Genome representation is indicated by colour and k-mer length by depth of colour: DNA---nucleotide sequence (blue); AA---amino acid sequence of CDS regions (orange); PC---physio-chemical properties, each amino acid residue binned into one of seven bins based on its physio-chemical property (green); Domains---presence of PFAM domain in the sequence. Any AUC scores of less than 0.5 were reset to 0.5, i.e., no predictive signal.](pcbi.1007894.g005){#pcbi.1007894.g005}

Prediction appears to be more difficult for the eukaryote datasets ([Fig 5](#pcbi.1007894.g005){ref-type="fig"}). This is perhaps due to the fact that eukaryote hosts are infected by viruses from across all seven Baltimore classes. The alternative replication/life-cycle strategies used by viruses from different classes will involve dissimilar sets of molecular interactions. It is therefore likely that they will acquire disparate host-derived signatures in their genomes, making the classification task more challenging. The problem is further exacerbated by the size of the datasets with few host taxa being available below the rank *class* when split on Baltimore class to meet our minimum dataset size. When testing the datasets formed by combining all RNA viruses, or all Baltimore classes, we were able to widen the range of hosts tested. Although prediction is better when using individual Baltimore classes, there is still a predictive signal when using the combined datasets ([Fig 5](#pcbi.1007894.g005){ref-type="fig"}).

Comparing classifiers for datasets moving from higher to lower taxonomic levels, i.e, from phylum to species level in the host tree, prediction becomes less accurate and less consistent across all the feature sets. For the bacteria datasets at phylum level all of the feature sets with the exception of DNA k = 1, are highly predictive with an average AUC of 0.86 and standard deviation of 0.07 ([Fig 4.i](#pcbi.1007894.g004){ref-type="fig"}). In contrast, the species level classifiers have an average AUC of 0.67 and standard deviation of 0.15 *([Fig 4.vi](#pcbi.1007894.g004){ref-type="fig"}).* One possible reason for this drop in predictive power (and increased variance) is the decrease in size of the datasets, as the data is stratified into a larger number of smaller subsets. This is confirmed by comparing the AUC scores against dataset size ([Fig 6](#pcbi.1007894.g006){ref-type="fig"}). Although many of the smaller datasets achieve a high AUC (towards top left of the plot), the worst performing classifiers all correspond to smaller datasets (bottom left of the plot). Finally, many of the worst performing small datasets were generated by including all RNA viruses (denoted by crosses in [Fig 6](#pcbi.1007894.g006){ref-type="fig"}). By their nature, these polyphyletic datasets will likely contain a wider range of host-derived mimicry signals than datasets comprising individual Baltimore classes, and it seems reasonable that they would therefore suffer more from the lack of a large number of training examples.

![Comparison of the AUC scores against the size of the datasets.\
The scatterplot shows that most of the classifiers achieve good AUC scores (above 0.85). This is the case even for the small datasets and for those at family level and below. The points are coloured by the host taxon level and shaped by Baltimore group. All the classifiers are for AA_4 feature sets. All AUC scores of less than 0.5 were reset to 0.5, i.e., no predictive signal.](pcbi.1007894.g006){#pcbi.1007894.g006}

The predictive signal contains both phylogenetic and convergent elements {#sec005}
------------------------------------------------------------------------

Next we performed experiments to determine if we were finding more than just a phylogenetic signal embedded in the virus genomes. We developed a novel cross validation method where, rather than stratifying data randomly into training and test sets we withheld one complete virus family from training and then used it to test the resulting classifier ([Fig 7](#pcbi.1007894.g007){ref-type="fig"}). Our aim was, as far as possible, to holdout a group of closely related viruses. High predictive performance on the holdout family would imply a strong host-specific signal, i.e., predictive signals can be generalised across viruses for the same host. Poor predictive performance would indicate a signal that was specific to that particular virus family. High predictive performance on the holdout family would imply a strong host-specific signal, i.e., predictive signals can be generalised across viruses for the same host. Poor predictive performance would indicate a signal that was specific to that particular virus family.

![Creating the holdout datasets.\
This shows an example of how a holdout dataset was created. Using the virus host interaction matrix for bacteria hosts at the phylum level and the viruses at family level, the holdout datasets were made by: (1) Removing a family of viruses, here *Podoviridae*, from the data. These holdout viruses are made up of infecting/non-infecting viruses and are then used as the test data. (2) The rest of the viruses that infect/don't infect the labelled host. Here the phylum Firmicutes are used to form the training set. And, (3) The training viruses were then filtered to remove any viruses that have greater than 75% ANI to any of the holdout/test viruses.](pcbi.1007894.g007){#pcbi.1007894.g007}

We used the bacteria phylum to order taxa groups that are infected by the three major *Caudovirales* families ([S3 Table](#pcbi.1007894.s003){ref-type="supplementary-material"}). This choice was made to allow us to create datasets with enough viruses of both positive and negative classes, in equal numbers, in both the training and holdout/test datasets to train and test 'holdout' classifiers. Although the ICTV virus taxonomy for bacteriophage does not reflect phylogeny at family level there is currently no consensus on a method to phylogenetically classify viruses at levels deeper than genus. Using the multiple genera within the families as a group enabled us to select large enough datasets to reasonably train and test a 'holdout' classifier. While phylogenetic based classification systems such as Victor \[[@pcbi.1007894.ref042]\] and Gravity \[[@pcbi.1007894.ref043]\] do broadly support the ICTV assignments, finding distinct clades at genus level, they also demonstrate that there are inconsistencies in bacteriophage classification with some unrelated viruses in the genera.

Despite holding out a virus family, it could still be the case that there are viruses in the training set of very high similarity to those that had been held out. To remove these, we filtered training sets using average nucleotide identity (ANI) with a threshold of 75% identity across an alignment of at least 10% of the shortest genome. ANI has become established as a reliable and robust method for identifying phylogenetic relationships \[[@pcbi.1007894.ref044]\] and recently it has been proposed that pairs of viruses with ANI of greater than 95% over an alignment fraction of 85%, are part of the same species \[[@pcbi.1007894.ref045]\]. Because alignment becomes unreliable at lower sequence similarity FastANI has a minimum cutoff of 75%. To ensure that we were removing more distantly related viruses we reduced the alignment fraction to 10%. Our experimental setup is depicted in [Fig 7](#pcbi.1007894.g007){ref-type="fig"}.

To create the holdout datasets we selected bacteria taxa that had multiple Caudovirales families infecting them in large enough numbers to form reasonable sized training and test sets. This requires that the holdout groups and remaining viruses must have a mixture of both positively and negatively labelled viruses ([S3 Table](#pcbi.1007894.s003){ref-type="supplementary-material"}). As we were expecting a big loss of signal, we chose the most predictive feature sets of each genome representation, along with di-nucleotides to serve as a baseline.

To assess the performance of these 'holdout classifiers', we compared them with our previous classifiers (referred to as 'all'), where a random split of all the viruses was used to form both the training and test sets ([Fig 8](#pcbi.1007894.g008){ref-type="fig"}). Interestingly, while we observed a small drop in AUC performance across all feature sets, we found that the majority of the 'holdout' classifiers retained a predictive signal. The mean ratio between AUC scores of the holdout classifier and standard classifier for the same dataset was 0.86. Across the different feature sets tested this mean ratio ranged from 0.77 (PC_6) to 0.94 (DNA_9) ([Fig 9](#pcbi.1007894.g009){ref-type="fig"}). This small drop in performance demonstrates that a predictive signal is still present, suggesting a common signal that is specific to viruses that infect the labelled host. This indicates there is convergence on a set of host-specific mimicry signals, such as molecular interactions, that is shared across all virus families that infect the host taxa (including the holdout 'family'). In a few cases there is a complete loss of signal, which we hypothesise to mean that the signal learned when training the classifiers on all the viruses includes an element that is specific to the holdout family, and this part of the signal will be absent when training the holdout classifier.

![Comparison of the 'holdout' and 'all' classifiers showing the signal loss.\
Comparison of holdout and the standard (labelled 'all') classifiers for each dataset. For the majority of datasets there was a small loss in predictive power, implying that both classifiers are learning a shared signal. In a minority of cases there was a complete loss in predictive power implying the lack of a common signal. Each row corresponds to a dataset and each column a feature set. In the feature set labels the letters indicate the genome representation and the number the k-mer size. Genome representation: DNA---nucleotide sequence; AA---amino acid sequence of CDS regions; PC---physio-chemical properties, each amino acid residue binned into one of seven bins based on its physio-chemical property; Domains---presence of PFAM domain in the sequence. The colour indicates the AUC score for each classifier. All AUC scores of less than 0.5 were set 0.5, i.e., no predictive signal.](pcbi.1007894.g008){#pcbi.1007894.g008}

![The signal loss for holdout classifiers.\
Violin plots of the ratios of the AUC scores for holdout (AUC_ho) to standard (AUC_all) classifiers for each dataset showing the variation in signal loss for the different feature sets. For the feature set labels, the letters indicate the genome representation and the number the k-mer size. Genome representation: DNA---nucleotide sequence (blue); AA---amino acid sequence of CDS regions (orange); PC---physio-chemical properties, each amino acid residue binned into one of seven bins based on its physio-chemical property (green); Domains---presence of PFAM domain in the sequence.](pcbi.1007894.g009){#pcbi.1007894.g009}

In terms of comparing the different genome representations, it is difficult to identify a consistent pattern as to which feature sets have the biggest signal loss, although protein domains (Domains_1), and physio-chemical property derived features (PC_5, PC_6), have more datasets where the holdout classifiers have a big signal loss ([Fig 9](#pcbi.1007894.g009){ref-type="fig"}) than the other representations. Whilst the majority of Domains and PC datasets remain predictive, roughly a quarter of the datasets have a large drop in AUC, with ratios of less than 0.75. As a comparison, none of the DNA_6, DNA_9 and AA_3 datasets had a ratio of less than 0.75. Physio-chemical features are not changed by conservative amino acid substitutions. One possible explanation for the drop in performance of PC features is that as sequences diverge, they will remain more similar at the PC level than at nucleotide and AA levels. Likewise, protein domains remain more identifiably homologous in divergent genomes, whereas convergence of domains is rare \[[@pcbi.1007894.ref046]\]. Removing the signal originating from the phylogenetic relationships between viruses in the holdout datasets may therefore lead to a larger drop in AUC for these more evolutionary-linked features. Cases where the domain signal is not lost may indicate a distant phylogenetic relationship or be due to shared domains arising as a consequence of horizontal gene transfer (HGT).

Feature sets from the different genome representations contain complementary information {#sec006}
----------------------------------------------------------------------------------------

The overall aim of our study was to investigate whether using features extracted from different levels of viral genome representation were predictive of host. To check whether these alternative features are redundant or provide complementary information we combined feature sets from the different genome levels. A property of kernels, as used by SVMs, is the fact that it is straightforward to combine feature sets by creating composite kernels\[[@pcbi.1007894.ref047]\]. We thus combined the most predictive kernels from the DNA_9, AA_4, PC_5 and Domain feature sets, in different linear combinations. Weights for each kernel were varied between 0 and 1 (in steps of 0.05) with the sum of the weights across the four kernels constrained to equal to 1. To test if this improved prediction, we selected a poorly predicted dataset as an example. We used the holdout classifier for the host label *Bacillales* and holdout group *Siphoviridae*. The results for the single kernel classifiers were DNA_9 = 0.91, AA_4 = 0.85, PC_6 = 0.59, Domains = 0.86. A summary showing the results for each classifier, grouped by the number of kernels contributing to the combined kernel, is shown in [Fig 10](#pcbi.1007894.g010){ref-type="fig"}. This demonstrates that overall, prediction improves as more kernels, drawn from the different genome representations, are included in the combined kernel. Furthermore, using different kernels could be used as a method to tune the classifier on the metric of importance. For example, [Fig 11](#pcbi.1007894.g011){ref-type="fig"} shows the same data as the false discovery rate (FDR) against true positive rate (TPR) for each classifier. Conversely, when different k-mer lengths from the same genome representation were combined, no improvement in prediction was seen.

![Combined kernel classifiers.\
This shows an example of how prediction can improve with the number of kernels contributing to the SVM classifier. This shows the results for all the iterations for combining kernels grouped by the number of kernels contributing to the combined kernel, for the dataset for the host order *Bacillales* with holdout group *Siphoviridae*. The red points are the results for the single kernels classifiers: DNA_9---nucleotide sequence kmers length 9; AA \_4---amino acid kmers of length 4; PC_6---physio-chemical properties of amino acid sequence kmers length 6; Domains---presence of PFAM domain in the sequence.](pcbi.1007894.g010){#pcbi.1007894.g010}

![A plot of false positive rate (FPR) versus true positive rate (TPR) for the combined kernels of one dataset.\
By adjusting the contribution of the different kernels, we can alter the specificity (1- FPR) and sensitivity (TPR) of the classifier. Each point represents the results for a classifier, each with a different combination of kernel weights, with the number of kernels shown by the point colour. The red (labelled) points are the results for the original single kernel classifiers. Additionally, two of the best classifiers have been labelled with the kernel contributions. This shows the results for all the iterations for combining kernels for the dataset for the host order *Bacillales* with holdout group *Siphoviridae*. The data points have been 'jittered' to reduce the overlap. The kernels used were: DNA_9---nucleotide sequence kmers length 9; AA \_4---amino acid kmers of length 4; PC_6---physio-chemical properties of amino acid sequence kmers length 6; Domains---presence of PFAM domain in the sequence.](pcbi.1007894.g011){#pcbi.1007894.g011}

Discussion {#sec007}
==========

The aim of this study was to compare the predictive power of a wide range of features for use in machine learning approaches to virus host prediction. We generated 20 feature sets from multiple representations of viral genomes and tested their capacity for host prediction. We found that features derived from all representations are predictive of host taxon for both bacteria and eukaryote hosts (Figs [2](#pcbi.1007894.g002){ref-type="fig"}, [3](#pcbi.1007894.g003){ref-type="fig"}, [4](#pcbi.1007894.g004){ref-type="fig"} and [5](#pcbi.1007894.g005){ref-type="fig"}), and that different features contain complementary signals that can be combined to improve prediction (Figs [10](#pcbi.1007894.g010){ref-type="fig"} and [11](#pcbi.1007894.g011){ref-type="fig"}). Through a phylogenetically aware stratification scheme ([Fig 7](#pcbi.1007894.g007){ref-type="fig"}), our results strongly suggest that the features capture both phylogenetic and convergent signals (Figs [8](#pcbi.1007894.g008){ref-type="fig"} and [9](#pcbi.1007894.g009){ref-type="fig"}).

The majority of previous machine learning approaches to virus-host prediction have focused on information from nucleotide sequences only \[[@pcbi.1007894.ref019]--[@pcbi.1007894.ref021],[@pcbi.1007894.ref023],[@pcbi.1007894.ref024]\], which although predictive of host, ignore the rich information contained within alternative representations of the genomes. Through a process of convergent evolution, viruses are known to mimic their host's molecular interfaces at domain-domain and domain-motif interaction sites \[[@pcbi.1007894.ref034],[@pcbi.1007894.ref048],[@pcbi.1007894.ref049]\]. Such mimicry will be reflected in the amino acid sequence and domain content. Our results show that features derived from these genome representations can be successfully used for prediction, as demonstrated in previous studies \[[@pcbi.1007894.ref025],[@pcbi.1007894.ref026]\].

Although we see evidence of a predictive signal in all of the representations across the host tree, there is no universal best feature set. In addition, some datasets are more challenging to predict with none of the feature sets achieving good performance. This is most apparent at the lower taxonomic ranks of species and genus where we are trying to separate the viruses of more similar hosts. Some Baltimore classes are easier to predict than others. For example, classifiers for both bacteria and eukaryotic dsDNA viruses consistently achieve higher AUC scores than RNA viruses, presumably because the prevalence of HGT means that similar sequences occur in viruses with a shared host. Conversely all of the eukaryote RNA datasets will be affected by their fast mutation rates leading to loss of sequence similarity.

Our novel holdout method suggests that the predictive signal embedded in viral genomes is made up of both phylogenetic and convergent signals. We removed, as far as possible, the signal coming from the phylogenetic relationships between the viruses infecting a host and found that the majority of our 'holdout' classifiers still contained a predictive signal. Possibly the signal remaining is due to the convergence of both the training and 'holdout' viruses on common host molecular interfaces or other host factors. Hence, we hypothesise that the predictive signals in the viral genomes are a combination of two elements: the phylogenetic or virus-specific element which is removed from training causing the loss in prediction; and the convergent or host-specific element which remains still allowing for some prediction. By contrast, 'holdout' classifiers that have a complete loss in signal, indicate that there is no convergence and that the 'holdout' viruses are probably using different molecular interactions than the 'training' viruses.

Our results show that increasing the length of the k-mers improves prediction with all sequence representations. Although many machine learning approaches have used di-nucleotide features\[[@pcbi.1007894.ref019]--[@pcbi.1007894.ref023]\], other computational approaches have shown that using longer k-mers (length 6 and 8) is beneficial to prediction \[[@pcbi.1007894.ref009]--[@pcbi.1007894.ref011]\]. Zhang \[[@pcbi.1007894.ref024]\] found that with random forest classification, increasing nucleotide k-mers up to a length of 8 improved prediction. Interestingly, even though we might expect long k-mers to perform badly due to mismatches, we found that for the ranges of k-mer lengths we tested, prediction increases with length. This is in accordance with HostPhinder\[[@pcbi.1007894.ref011]\] that successfully used co-occurring k-mers of length 16 to predict hosts and the finding that, even after controlling for HGT, much longer nucleotide sequences co-occur in viruses and their host across all classes of viruses and host \[[@pcbi.1007894.ref050]\].

Longer k-mer features and domains---which only occur once or a few times in a genome---have the capacity to encode information about local virus-host molecular interactions, such as motif-domain or domain-domain interfaces. This is opposed to the shorter oligo-nucleotides which occur multiple times in a genome and therefore gives a global measure of biases over the whole genome. Changes in the occurrence of these local features caused by single mutations as a virus adapts to its host, will have a big impact on k-mer composition, whereas global genome-wide biases will take many mutations over the whole genome to have a significant effect on the k-mer composition. This will result in low dimensional biases being slower to match their host's bias, broadly agreeing with the findings of Di Giallonardo et al. \[[@pcbi.1007894.ref051]\] that di-nucleotide composition of a virus is more closely related to its family taxa than its host species.

Machine learning requires suitable training examples. We are therefore constrained to making predictions about the small fraction of cellular life that have many known viruses. This data is biased towards well studied organisms such as humans or pathogenic bacteria. To overcome this, we have pooled hosts into higher taxa. For all feature sets, prediction gets more difficult for datasets at lower taxonomic ranks, with AUC scores being consistently higher for the phylum level datasets than those at species level. There are three possible causes for this deterioration. Firstly, the volume of data available for training decreases, although we see that all the worst scoring classifiers are for smaller dataset, many of the smallest datasets also achieve high scores. Secondly, the negative data are viruses that are not known to interact with the host and may include viruses for which interactions have not yet been observed, i.e., there may well be false negatives in our training/testing sets which can result in predictions incorrectly labelled as false positives. In addition, because viruses tend to infect closely related hosts this mislabelling will be more likely to occur at lower taxonomic ranks. Finally, as we move from higher to lower host taxonomic ranks, we are trying to discriminate between the viruses of more similar hosts---a more challenging problem. The lack of correlation between the size of the dataset and score is very apparent at genus and species level, ([Fig 2](#pcbi.1007894.g002){ref-type="fig"}), with the classifiers for the datasets *S*.*enterica* (192 viruses), *E*.*coli* (465 viruses) and the genus mycobacterium (262 viruses) performing particularly badly across all feature sets. This poor performance may be due to the fact that these groups of viruses are highly diverse and mosaic \[[@pcbi.1007894.ref052]\] or that they contain a high number of viruses that infect multiple hosts confounding any host specific signal. All these factors limit the specificity of our predictions and as virus host interactions tend to be species specific, or for bacteria, strain specific, this will limit the applications of this approach. While we restricted our study to using species reference sequences, a wider study using all available host labelled data from databases such as MVP database \[[@pcbi.1007894.ref053]\] or the NCBI Virus genome resource \[[@pcbi.1007894.ref054]\] should enable higher resolution predictions.

In this study, we have limited the sequence composition derived features (nucleic acid, amino acid and physio-chemical properties) to fixed k-mers, not allowing mismatches. This is a rigid representation of the sequences where information from closely related k-mers, such as those differing by a single mutation, is lost. Most functional elements in biology are better represented by motifs, where some positions in the short sequence are crucial to function and are conserved while others are more variable. Using a motif representation or relaxed k-mers with mismatches, such as used by Raj \[[@pcbi.1007894.ref025]\] may be better at generalising across closely related sub-sequences and ultimately improve performance.

Future development and deployment of classifiers for different virus host prediction domains would require task dependent optimisation of the models, and their operating thresholds. Various model optimisations are possible, including combining multiple feature sets. Our results show the potential of combining sets of features from different genome representations but that there is no consistent pattern as to which feature set works best for different classification tasks. Along with other model parameters, kernel weights would need to be optimized with respect to the most important error metric for the task in hand ([Fig 11](#pcbi.1007894.g011){ref-type="fig"}). For example, in environmental metagenomics minimising type 1 errors (the false discovery rate) is most important. Conversely, when trying to identify the reservoir source of a spillover virus, reducing type 2 errors is critical. This optimisation should include some measure of the prevalence of the data in order to take account of class imbalances. For specific tasks it may also be important to test the effects of partial or incomplete genomes on the performance of the classifiers to ascertain the usefulness and robustness of these features for use in metagenomics. Due to the extensive nature of this study, with over 3500 classifiers trained and tested, we did not perform any optimisation steps in our machine learning workflow. We would expect significant improvement in prediction as a result of using an optimisation process that involves both feature selection/combination and hyperparameter optimisation such as multi-kernel learning \[[@pcbi.1007894.ref047]\].

In conclusion, our results demonstrate that features derived from all four representations of viral genomes are predictive across the host tree. Combining a broader range of features that encapsulate the multiple layers of information held within viral genomes can lead to improved accuracy of virus-host prediction. This use of complementary features will lead to higher confidence assignments about host taxon information for the increasing numbers of viruses with unassigned hosts from metagenomics studies and, for example, to identify the reservoir source of a spillover event. Furthermore, the local nature of domain and longer k-mer features have the potential to be informative of the mechanisms leading to virus host specificity.

Methods {#sec008}
=======

Data {#sec009}
----

We downloaded the Virus Host Database (<https://www.genome.jp/virushostdb/>) \[[@pcbi.1007894.ref014]\] on 25/1/2019. The VHDB is a curated database of reported taxonomic interactions between viruses and their known hosts. It is regularly updated from Refseq/GenBank, Uniprot and Viralzone and includes manual annotations. The dataset included 9199 unique viruses associated with 3006 hosts and a total of 14229 interactions. The FASTA files of the reference genome sequences and the amino acid sequences of the coding regions for each virus are also included in the VHDB resources.

Generating binary datasets from the known virus host interactions {#sec010}
-----------------------------------------------------------------

A host taxonomic tree was constructed from all the hosts in VHDB using ETE 3 \[[@pcbi.1007894.ref055]\] at the ranks of kingdom, phylum, class, order, family, genus and species. Each host node was annotated with the viruses known to infect it. The tree was 'pruned' to include only nodes infected by at least a minimum number of virus species. The minimum number of infecting viruses was set to 28 for a positive node. As we were comparing how predictive these feature sets were across all taxon ranks, setting this arbitrary threshold at 28 enabled us to include more examples of genus and species level datasets.

For each binary dataset the positive class consisted of the viruses that infect a host node, while the negative class contained an equal number of viruses selected from those that infect the rest of the hosts in its parent node, i.e., the node's most closely related hosts. For example, for primates the order *primates* made up the positive class, the viruses to form the negative class were selected from those that infect at least one host in the rest of the taxon class *mammalia* ([Fig 12](#pcbi.1007894.g012){ref-type="fig"}). In cases where the negative class comprised fewer than 28 viruses the class was widened to include the next taxa up until at least 28 viruses are present. This resulted in binary datasets of equal numbers of positive and negative viruses with a minimum dataset size of 56 viruses. These were then split into training and test data at a ratio of 0.8 to 0.2 respectively (or 0.75 to 0.25 where the total number of viruses in the dataset was less than 100).

![Generating datasets from the host taxonomic tree.\
Datasets were generated from a taxonomic tree of all the hosts with more than 28 known infecting virus species. For each node the positive class consisted of the viruses that infect the labelled node, while the negative viruses were selected from those that infected the rest of the taxon group of that node, for example, if the genus x made up the positive class, the viruses to form the negative class were selected from those that infect the rest of the genera in family y.](pcbi.1007894.g012){#pcbi.1007894.g012}

Genome representation {#sec011}
---------------------

Four different representations of the genome were used:

1.  **Nucleic acid sequence** k-mers (DNA_k) and their reverse complements were extracted from the raw genome sequence in the FASTA files. Segmented viruses were concatenated and treated as a single genome.

2.  **Amino acid sequence** k-mers (AA_k) were extracted from the amino acid sequence of the CDS regions in the downloaded FAA files, (segmented viruses were again concatenated).

3.  **Physio-chemical properties** of the amino acid sequence, k-mers (PC_k) were extracted by first binning each amino acid into one of seven groups defined by their physio-chemical properties: ({AGV}, {C}, {FILP}, {MSTY}, {HNQW}, {DE}, and {KR}) \[[@pcbi.1007894.ref056]\]. The k-mers were then extracted using the seven bin labels as the alphabet.

4.  **Domains,** the domain content for each genome was identified using the HMMER package (version HMM 3.2) \[[@pcbi.1007894.ref057],[@pcbi.1007894.ref058]\]. First a Pfam domain profile database was built using Pfam-A (release 31.0.), then all the amino acid sequences from each genome were scanned against this using the hmmscan command resulting in a list of predicted domains for each virus genome. For each genome in a dataset the domain composition vector was generated by counting the frequency of the unique domains in each virus across the set of all unique domains found within that dataset. These vectors were then normalised to sum to 1. The Hmmscan setting:---cut_tc option was used, this uses the trusted bit score thresholds from the model. The aim being to include the maximum number of possible domains with the expectation that the machine learning will be able to find the true signal above the noise.

K-mer extraction {#sec012}
----------------

The DNA_k, AA_k and PC_k sequence data were represented as a vector of k-mer composition. These were generated by counting the number of times each possible k-mer occurs within the sequence (and the reverse complement of the nucleotide sequences), and then normalising the resulting vector to sum to 1 to account for varying genome lengths. Zhang et al. (2017) showed that this simple method of representing k-mer composition was as effective for predicting host as more complex representations that included background models of the sequence \[[@pcbi.1007894.ref024]\]. The maximum length of k-mers at each genome representation level was chosen to restrict the feature set size and keep the workflow computationally reasonable.

Supervised classification {#sec013}
-------------------------

Linear support vector machine classifiers (SVM) were used for classification. The SVM is well suited to binary classification problems where the number of data points is much smaller than the number of features used \[[@pcbi.1007894.ref059]\]. It is also able to cope well with sparse feature matrices where many of the elements are zero. Classifiers were trained with the training data from each dataset and then tested for the predictive power of features on the unseen test data. No optimisation steps were performed and a linear kernel was chosen for speed. The python library, Scikit-learn \[[@pcbi.1007894.ref060]\], was used with a pipeline that included feature scaling with Standard Scaler. The penalty parameter, C, was left at its default value of 1.0.

Classifier performance was measured using the area under the ROC curve (AUC) score. AUC is a suitable metric for binary classifiers, giving a measure of both specificity and sensitivity without the need to set a threshold. Using a single metric makes it possible to compare the predictive power of the features across the large number of classifiers we tested. The specificity and sensitivity for each classifier are included in the supplementary tables of the results ([S4](#pcbi.1007894.s004){ref-type="supplementary-material"}--[S6](#pcbi.1007894.s006){ref-type="supplementary-material"} Tables).

Creating 'holdout' datasets {#sec014}
---------------------------

To separate the virus and host specific signals our aim was to remove the phylogenetic signal coming from the most closely related viruses from the training data. Holdout datasets were created by first removing a 'related' group (or groups) of viruses from training data and then using these holdout viruses as the test data ([Fig 7](#pcbi.1007894.g007){ref-type="fig"}). Because the ICTV taxonomy does not capture phylogenetic family level relationships, a further step was taken to remove any viruses from the training dataset. Viruses that had more than 75% ANI to any of the holdout viruses were removed from the training data. An ANI matrix of all against all phage was generated using FastANI \[[@pcbi.1007894.ref044]\], this matrix was then used to filter viruses that were greater than 75% ANI over a 10% alignment fraction to any of the \'holdout\' viruses. FastANI was used with a minFrac = 0.1 (minimum alignment fraction of genomes) reduced from default of 0.2 as viruses share few common genes and fragment length of 1000, by reducing this from the default of 3000 we aimed to increase the number of shared fragments found.

Again, both the training and test/holdout data contained equal numbers of positive and negative viruses that infected hosts at bacterial host taxa at phylum and order level that had interactions with multiple virus groups at family level. These 'holdout' classifiers were then compared with the standard 'all' classifiers---generated as described above---using a subset of the most predictive feature sets. DNA: k = \[2,6,9\], AA: k = \[3,4\], PS: k = \[5,6\] and domains, (DNA_2 was included for comparison).

Kernel combination {#sec015}
------------------

The goal of this study was to investigate whether using features extracted from different levels of viral genome representation were predictive of host. To check whether these features are redundant we combined the features from the different genome levels. As an SVM is a kernel method we can combine the kernels from the different classifiers in linear combinations to generate a new kernel\[[@pcbi.1007894.ref047]\]. We tested a range of kernels on a single dataset by using different weights.

![](pcbi.1007894.e001.jpg){#pcbi.1007894.e001g}
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Where *k*~1~ *to k*~4~ are kernels derived from each genome representation: DNA_9, AA_4, PC_5 and Domains respectively.

All code and data are available at: <https://github.com/youngfran/virus_host_predict.git>

Supporting information {#sec016}
======================

###### Table of the bacteria host datasets.

(CSV)

###### 

Click here for additional data file.

###### Table of the eukaryote host datasets.

(CSV)

###### 

Click here for additional data file.

###### Table of the Holdout datasets.

(CSV)

###### 

Click here for additional data file.

###### Table of results for the bacteria host datasets.

(CSV)

###### 

Click here for additional data file.

###### Table of results for the eukaryote host datasets.

(CSV)

###### 

Click here for additional data file.

###### Table of results for the holdout dataset.

(CSV)

###### 

Click here for additional data file.
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: This study compares of a range of sequence-based signals for virus-host prediction. While the analysis potentially has merit, I have several comments.

Some parts of the text are unclear and should be rewritten/explained better:

\- line 67-69

\- line 134

\- It is unclear what the 120 datasets are (line 143). It might be good to present a Supplementary Table listing all these datasets with the number of viruses.

\- line 147: \"extracting the 20 different feature set matrices\" - which 20? That is unclear at this point and might be presented in a Table.

\- In the family holdout analysis it is unclear which families are held out.

\- line 267-268

\- \"suggesting a host-specific signal\" (line 270-271): explain better, please don\'t cut corners

\- line 282-284: unclear why would this decrease the ratio?

\- I don\'t follow the argument in line 317-319. Where did you look at synonymous mutations?

\- It is unclear what they mean by \"precise local virus-host molecular interactions\" (e.g. line 321)

\- what does \"This\" refer to in line 331?

\- unclear why \"these false negatives will occur more frequently at higher taxonomic ranks\" (line 337)

\- line 411-412

I think the authors may be new to the field as there are several inaccuracies throughout the text:

\- line 51 & 361 \"orphan genes\" are viruses that are not associated with a disease but may possess pathogenicity (wikipedia)

\- ref 4 is not the ref for IMG/VR, which should be Paez-Espino et al. 2016 NAR 45:D457 or Paez-Espino et al. 2018 NAR 47:D678.

\- viral tagging (ref 5) is not a \"low throughput experimental method\". It is also unclear how \"reliable\" it is (line 53).

\- The study may benefit from collaboration with a taxonomist, as some terms are confused. For example, the authors consistently mix up high and low taxonomic ranks, and \"taxon group\" is unclear in line 381 (this should probably be \"parent\"?).

\- They repeatedly set up a straw man that only short nucleotide k-mers have been used until now, e.g. lines 64, 297, 313. This is annoying and does not do justice to a lot of literature, for example see refs 29, 30 (and others) and Edwards et al. 2016 FEMS Microbiol Rev 40:258.

The overlap between training and testing data is not sufficiently discussed. This also affects many of the previous assessments. While the family holdout analysis addresses this to some extent, it is not discussed anywhere how this affects host predictions for new viruses from metagenomes that have not been seen before.

Related to the point above, it is worrying that longer k-mers perform better and unsatisfying that they stopped at k=9. This points to overlap between training and testing data (redundant viruses).

While the family holdout isolates the \"host specific signal\" to some extent, they did not isolate the \"phylogenetic signal\" and can thus not conclusively say that the difference in prediction performance fully represents this signal. This should at least be discussed.

The analysis uses only complete viral genome sequences, but metagenomics often yields incomplete genomes. It should be discussed what is the expected effect of this.

They mention that \"One reason for this drop in predictive power and increased variance is the decrease in size of the datasets\" (line 213, 335). This can be easily tested by selecting the same amount of training data at all levels.

While they controlled for \"a minimum number of virus species\" (line 376) the diversity of these viruses is not taken into account

I can\'t find anywhere which \"multiple\" families were held out in the family holdout analysis (line 246).

Could the \"genetic signature that are \[IS\] shared across all virus families including the holdout 'family'\" (line 272) be due to HGT?

You did not \"limited this study to using kmer composition\" (line 343) as you also looked at domains.

It is unclear why 28 was the minimum size of the positive set. It is also unclear where the 56 comes from (line 377), but I am ssuming this is 28 positives + 28 negatives. It is also unclear how the total number of viruses in the dataset could be \"less than 50\" (line 397) of the minimum number is 56.

If the above is correct, this means that the P:N ratio was 1:1 which is not realistic. In nature we expect a huge class imbalance. This should be addressed and/or discussed.

It is unclear how the k-mers were extracted. The method should screen both the leading and lagging nucleotide strands and/or reverse complement k-mers should be accounted for.

Concatenating segments leads to false k-mers overlapping the concatenation site (line 400). This should be avoided.

Settings ad cutoffs of hmmscan are not mentioned. It is unclear how many domains were found.

Figures:

\- In the heatmaps it might be insightful to indicate next to the rows how large the datasets were.

\- In Figure 3 what are the rows?

\- It might be good to provide a Supplementary Table with the actual numbers and refer to it in the fig legend

\- Figure 6 is confusing: there are red, green and orange boxes, the word \"holdout\" is mentioned twice, and there seems to be overlap between training and testing. There is no scale for the purple shading.

\- Figure 7A is turned 90 degrees relative to the others. It is difficult to make sense of the order of rows (colunms).

\- What is the arrow in Figure 8?

The manuscript is very sloppily written and the authors might consider professional editing. Just some of many examples:

\- \"keep up with the rapid pace with viral discovery\" (line 54)

\- words like \"literally\" and \"actually\" do not belong in scientific text

\- repeated words (line 170)

\- mistakes with interpunction (line 186)

\- They say an AUC of 0.92 \"compares with\" an AUC of 0.64 (line 211-213) but this is a huge difference. It is unclear to me where those numbers came from as no figure is referenced.

\- Present/past tense mixup (line 249)

\- Inconsistencies (Fig. vs Figure, kmer vs k-mer)

\- long and convoluted sentences (line 276)

\- sentence structure (line 329)

\- Supplementary X (line 406)

\- Domains -The (line 407)

\- They cite the user manual of HMMER.

Reviewer \#2: In this manuscript, the authors aim to study the "host" information embedded into viral genomes. To that end, the authors explore and describe the predictive power of different genome features across viral taxonomy, using AUC of a host prediction at individual taxonomic levels to do evaluate each feature.

Overall, the data presented are potentially promising, however in my opinion they are too limited at this point to really inform biology researchers. First, the authors use AUC throughout the manuscript to evaluate the predictive power of individual features, however this metric is, in my opinion, not very informative for a researcher who would need to decide whether or not they should use these approaches in their own research. Instead, sensitivity analyses would be (I think) more useful, including some notions of how many genomes a user could expect to see a prediction for at a given accuracy, and how many hosts would remain 'unpredicted'. From a tool development perspective, one would need to understand how redundant the different features are by testing different combinations, which is not done in the current study. Hence, at this point, I feel this manuscript describes a potentially interesting set of features that may be used for host prediction, but doesn't provide enough data for a researcher to use these in their own project, or for tool developers to easily transform these into an automatic host predictor. Finally, and unfortunately, the authors also do not interpret their results from a biology standpoint beyond general descriptions such as "Some Baltimore classes are more difficult to predict than others", while more detailed interpretations would have made the paper more interesting to a broader readership.

I also noted some problems in the references cited, which are notably missing important tools such as PMID 27899557, 28957499, or 27153081. Given how similar they are to the approach proposed by the authors, these tools should certainly be discussed and ideally compared to the methods presented here (although the last point may be difficult since the author do not really provide a tool per se).

Detailed comments

l\. 11-13: This seems to be inexact, VirHostMatcher recommends the use of 6-mers, and WIsH uses 8-mers. It is true though that these tools tend to use only one feature (e.g. nucleotide k-mer) instead of the multi-features approach proposed by the authors, and that's probably what should be highlighted here instead.

l\. 24: "between infecting viruses" is a bit unclear to me, do the authors means "between viruses infecting similar hosts" ?

l\. 27: 'orphan' could maybe be changed to 'uncultivated' which would more specifically defined the scope of the approach proposed here ?

l\. 52: Reference \[4\] seems to be incorrect, as it predates the rise of metagenomic sequence in IMG/VR. Perhaps the authors wanted to reference PMID 31120025 instead, which does reference the IMG/VR database and \~ 5% of sequences with predicted hosts ?

Figure 1: I am a bit confused by the "Feature Extraction" step in this schematic. It only mentions "K-mer composition matrix", however the authors indicate "Physio-chem properties" and "Predicted PFAM domains" in the Genome representation step before ?

Figure 2: The authors must provide a key for the x-axis abbreviations in the legend, so that a reader can interpret the heatmap.

Figure 3: This heatmap is currently missing y-axis labels (in my version), so that it is impossible to interpret in its current form.

l\. 159-160: "some hosts are more challenging to predict": could the authors maybe expand a little more on which host taxa are more difficult to predict, and what could be the cause of this ? I am especially puzzled by mycobacterium and synechococcus which seem to be associated with the lowest AUC, yet would also be in my opinion the only two groups for which we have enough phage genomes to robustly evaluate the authors' approach.

l\. 184: "for, example," should be ", for example,"

l\. 228: Section "The predictive signal contains both phylogenetic and convergent elements."

This section is interesting in its attempt at deciphering whether the classifier is trained on a phylogenetic signal (i.e. viruses of the same host look like each other) or some other / distinct host adaptation features. However, I am worried that the approach used by the authors (leaving out a family) is too coarse to be really informative, given the massive variation of phylogenetic similarity between genomes across families (as currently defined). There is also a number of misclassified genomes that could easily lead to a fake impression of a "convergent" signal while the classifier would really be based on virus-virus similarity. If the authors mean to investigate this aspect robustly, they should e.g. perform all-vs-all whole genome ANI for phages, and then hold out based on these ANI values (i.e. not including any genome pairs with ANI \> XX% in the training vs test set).

l\. 240: "Podoviridae" and all other viral taxon names should be italicized

l\. 265: should "lose" be "loss" in "signal lose" ?

l\. 299: "ignoring" should be "ignore"

l\. 406: "Table Supplementary X" should be replaced with one of the supplementary tables

Reviewer \#3: The work describes the use of SVM classifiers to compare different feature sets for their predictive power in viral host prediction. The massive increase in virome datasets makes such predictive tools an extremely important asset in the analysis of such data. The work described shows how SVM can be used to predict viral hosts. The manuscript is generally well written, providing an introduction to the research question and clear representation of the results. The methods are freely available on github

Minor comments

Line 6 -- not sure reference 2 is the most appropriate. Reviews by Suttle et al (or many other reviews) better explain the importance of viruses in biogeochemical cycling

P21- what was used to extract the kmers?

P21 L 406 -- table number missing

L410 -- where any cutoffs used for domain identification ? Please state them if so

Minor issues in the references, I suspect a reference manager issue

Bacterial names to be italicised eg Synechococcus \[5\]

Inconsistent capitalisation of titles \[7\]

Provision of DOIs on some references \[10, 13 \]

Incorrect citation of HMMER \[40\] cite the paper not the user guide

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: Yes: Simon Roux

Reviewer \#3: No
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10 Mar 2020

Dear Prof. Robertson,

Thank you very much for submitting your manuscript \"Predicting host taxonomic information from viral genomes: a comparison of feature representations\" for consideration at PLOS Computational Biology. As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers. The reviewers appreciated the attention to an important topic. Based on the reviews, we are likely to accept this manuscript for publication, providing that you modify the manuscript according to the review recommendations.

Please prepare and submit your revised manuscript within 30 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. 

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to all review comments, and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.

Thank you again for your submission to our journal. We hope that our editorial process has been constructive so far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Morgan Langille, PhD

Associate Editor

PLOS Computational Biology

Virginia Pitzer

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#2: The authors provide a revised manuscript with a number of modification and additional work, that I found overall interesting and well done. I am still not entirely in agreement with the author's interpretation, e.g. I do not believe that any AUC\>0.5 reflects a meaningful and useful host adaptation signal, however the presentation by the authors of their analysis and results remains fair and now includes the proper caveat, so a reader (even non-specialists) can form their own opinion.

The manuscript however, especially the new texts and figures, must be carefully reviewed for grammar and typographic errors, and to avoid internal contradictions. I have noted a few instances below, but these are likely not exhaustive, and the manuscript really needs to be carefully checked. The most important aspects for me are some parts that seem to contradict each other, e.g. the authors state p. 29: "We have limited this study to using k-mer composition of the sequences.", and then p. 30: "In conclusion, our results show that features derived from all four representations of viral genomes \[i.e. including domains\] are predictive across the host tree". This is the kind of issue that makes the current version of the manuscript sometimes hard to follow, and requires a thorough and rigorous proofread. The authors must also be more rigorous in their presentation of the figures and tables: each display item must be accompanied by an extended legend briefly summarizing the work presented and explaining all the different acronyms used. Said simply: a reader should be able to understand each figure and table without having to read the main text, which is not the case at the moment.

p\. 2: "or machine learning approaches as described below.": I disagree: machine learning are one approach used to interpret the different features mentioned by the authors, but not an alternative to e.g. "k-mer composition comparison" or "co-abundance between virus and host"

p\. 2: "Machine learning approaches offers reference- and alignment-free alternative": I also disagree: machine learning approaches rely 100% on a training set, which is the equivalent of "references" in other approaches such as prophage detection

Table 1: Please specify the meaning of "PC" in the table legend.

p\. 10: "PC_5 is from the physio-chemical sequences with k-mers of length 5". Why do the authors only mention "PC_5" instead of explaning the different acronyms (AA / PC) and then mention that the number corresponds to the k-mer size ?

same p. 16: "AA_2, is from the amino acid sequences with k-mers of length 2" ?, and for Fig. 8 legend and Fig. 9 legend

p\. 23: "The resulting signal will be more relevant to diverging sequences and thus this signal is more likely to have been removed in the holdout datasets"

XX → I am confused by this statement: wasn't this the exact opposite of the holdout idea, i.e. holding out the dataset mean that most of the signal should come from diverging sequences ?

Said otherwise, a drop of AUC in holdout datasets would suggest that the signal was mostly originating from phylogenetic relationships between viruses (i.e. similar viruses), rather than host-specific features conserved across unrelated viruses infecting the same host ? I think this should be clarified in the text as this is an important point in this type of analysis.

l\. 24: "Siphoviradea" should be "Siphoviridae"

Fig. 10 needs a larger legend than "Combined kernel classifiers."

p\. 27: "Reassortment on co-infection not only means that these viruses are highly diverse but gives them a mechanism to share genome segments from multiple hosts ." I am not following the logic here: co-infection means that viruses infect the same host, so how would this lead to higher rate of exchange between viruses infecting multiple hosts ? Please clarify (or remove)

p\. 28: "oligio-nucleotides" should be "oligo-nucleotides"

p\. 29: "they are wrongly labeled false" is unclear, please rephrase

p\. 29: "may be more to do" should be "may have more to do"

p\. 29: "diverses" should be "diverse"

p\. 29: "all available host labelled data available" should be rephrased to avoid the repetition

p\. 29: "We have limited this study to using k-mer composition of the sequences" I am confused by this statement, since the authors also use PFAM domains, which seems to provide a similar (if not better) signal than k-mer in some situations ? (e.g. Fig. 2 panel A - "All") ?

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#2: Yes: Simon Roux

[Figure Files:]{.ul}

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [[http://journals.plos.org/ploscompbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}
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21 Apr 2020

Dear Prof. Robertson,

We are pleased to inform you that your manuscript \'Predicting host taxonomic information from viral genomes: a comparison of feature representations\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Morgan Langille, PhD

Associate Editor

PLOS Computational Biology

Virginia Pitzer

Deputy Editor

PLOS Computational Biology
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13 May 2020

PCOMPBIOL-D-19-01489R2

Predicting host taxonomic information from viral genomes: a comparison of feature representations

Dear Dr Robertson,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol

[^1]: The authors have declared that no competing interests exist.
