ABSTRACT Dissolved gases in oil are major parameters for assessing the health state of power transformers. Recognizing that the existing state recognition methods are often restrained by data fluctuation and usually require greater computational load, this paper proposes a rapid transformer health state recognition method through Canopy cluster-merging of dissolved gas data in high-dimensional space. Following the introduction of fluctuation coefficient to evaluate the quality of data and the assignation of weight to reflect the difference between gases, the variable-weighted high-dimensional space of dissolved gases is established to suppress the impact from the fluctuated data. The novel Canopy cluster-merging method that overcomes the instability and high computational complexity of the conventional clustering method is then proposed and used in the variable-weighted high-dimensional space to recognize the abnormal state transformer. Applying the state recognition rules and matching with the established abnormal event base, the health state of the transformer could be rapidly recognized. The single case verification concludes that the proposed method has better clustering effect and can significantly improve the clustering speed even by 17.08 times. The group verification test indicates that the proposed method not only demonstrates an accuracy as high as 91.43% but also shows extremely high efficiency compared with the conventional recognition methods.
I. INTRODUCTION
Transformers are key equipment in the power system. Operating under strong stress from high voltage and large current, they are not only subject to irreversible internal insulation aging but also endures such bad operating conditions as overload, short circuit of nearby district and so on. Without timely detection and appropriate measures taken, these severe operating conditions would lead to abnormal transformer operation and even complete transformer failure with enormous economic losses [1] . Dissolved gas analysis (DGA) can effectively and efficiently identify the discharge The associate editor coordinating the review of this manuscript and approving it for publication was Vincenzo Piuri. and overheating anomalies within the transformers and has thus become the main means for transformer state monitoring [2] , [3] . Complementary to off-line chromatographic detection technology, the on-line dissolved gas analysis technology overcomes such disadvantages as the long off-line sampling cycle and complicated detection procedures and has been thus widely adopted by power grid enterprises for better transformer reliability [4] .
The existing method for identification of transformer state is usually based on the statistical threshold. The threshold value is derived from the monitored gas data of a large number of transformers over time. An abnormal state is determined when the monitored chromatographic value exceeded the threshold value [5] . Though simple and straightforward, the threshold method has some limitations [6] , [7] . Given that each characteristic gas corresponds to a single threshold value and that different characteristic gases are independent of each other, the threshold method fails to reflect the relationship and interaction between different characteristic gases. Neither can it effectively identify the potential abnormal state that does not yet reach the threshold value [8] , [9] .
In view of the limitations of the statistical threshold method, scholars across the world have carried out a wealth of in-depth research on potential abnormal recognition methods. Such techniques as classification, clustering, proximity, statistics, information theory and graph theory have been widely applied in the field of abnormal recognition. Some of them have also been applied for identification of anomaly in dissolved gases analysis. Sheng et al. [10] mined the association rule based on a probabilistic graph model to recognize the abnormality of dissolved gases of the transformer. Yang et al. [11] also focused on the association rule and applied the bootstrap resampling technique to extend dissolved gases data. A fault diagnosis classifier based on association rules was established. The proposed method realized the state evaluation and fault diagnosis of the transformer based on classifier and demonstrated higher accuracy than conventional methods. However, the proposed resampling method may cause classification errors and this method did not involve rapid anomaly detection. Abu-Siada and Islam [12] proposed a dissolved gases analysis method based on gene expression programming (GEP), which combined roger's ratios, C 2 H 2 /C 2 H 4 , CH 4 /H 2 , C 2 H 4 /C 2 H 6 and CO/CO2 ratio to give four fault status levels. This method solved the problem of blurred boundary points that do not belong to any fault type or state according to the conventional methods. Dai et al. [13] studied a fault diagnosis method based on deep belief networks (DBN). The collected fault cases in field were used to train the networks. The accuracy of diagnosis method under different characteristic parameters and different test sets were analyzed. The results showed that this method is better than Rogers three ratios method, Dornenburg method, support vector machine (SVM) and back propagation neural network (BPNN). Shintemirov et al. [14] and Guardado et al. [15] focused on the preprocessing of dissolved gases data and the extraction of features. Sample preprocessing was implemented based on Bootstrap and feature extraction was based on genetic programming (GP). After that, the artificial neural network (ANN), SVM and K-nearest neighbor (KNN) classifiers were applied and the fault classification and diagnosis accuracy were improved significantly. A Parzen-Windows (PW)-based probabilistic classifier was proposed for transformer fault diagnosis in [16] . The probabilistic scheme was used to interpret the transformer dissolved gas analysis and the parameter of PW was improved according to particle swarm optimizer (PSO). The paper reported greater diagnosis accuracy and computational efficiency. Morais and Rolim [17] and Su et al. [18] introduced the artificial intelligence technology into transformer fault diagnosis and established a computational system that combines the existing standard, ANN and fuzzy logic theory. Optimizing the artificial neural network through the fuzzy logic theory, the system could achieve a recognition success rate of 80%. Similarly, the genetic algorithm tuned wavelet networks (GAWNs) was also proposed in [19] . By analyzing the dissolved gases data sequence, a wavelet network was constructed based on the genetic algorithm (GA) optimization method. The GAWNs obtained higher diagnosis accuracy and required less learning time than conventional methods. Thang et al. [20] proposed the self-organizing map (SOM) to monitor the conditions of transformers. SOM modeling was established according to the dissolved gases data. The process of transformer fault evolution could be intuitively presented by the SOM of dissolved gases data. Case studies showed that the proposed method had good application value and potential. In the above studies, mathematical models and network classifier methods were used to achieve the identification and classification of transformer status. However, these methods are susceptible to abnormal data and require a large amount of sample data for training. The large amount of sample data will cause the training process to be relatively slow.
To fill this gap, the Canopy theory is introduced in this paper. Canopy was firstly proposed by Mccallum et al. [21] , representing a new algorithm for big data clustering. It divides the data into several superposed Canopy clusters and further categorizes them. Compared with the conventional clustering algorithms, the Canopy algorithm is capable of determining the number and central position of clusters without any prior knowledge. Besides, it has the advantages of smaller computational complexity and faster convergence speed [22] - [24] . However, the Canopy method also has problems such as difficulty in determining the threshold and randomness in the cluster center. To solve these problems, cluster merging strategy is introduced into Canopy method in this paper to obtain better clustering results and faster clustering speed, so as to meet the requirements of fast state recognition of transformer. On the other hand, the improved Canopy is applied to the variable-weight high-dimensional space to eliminate the effects of outliers.
The present paper proposes a novel method of transformer health state recognition through Canopy cluster-merging of dissolved gas data in high-dimensional space. Firstly, the online dissolved gas data is analyzed to explore the features of the abnormal data. The sliding window, together with the Weibull distribution model, is then employed to calculate the fluctuation coefficients in the manifestation of data disparity. Each characteristic gas is assigned with a different weight. The abnormal gas data is realized based on variable-weighted high-dimensional space and the optimized Canopy algorithm. An abnormal event base is established for recognizing the health state of the transformer. VOLUME 7, 2019
II. ON-LINE ABNORMAL DATA ANALYSIS OF DISSOLVED GASES IN OIL
Existing Dissolved Gas Analysis (DGA) measurement based on the Gas Chromatography (GS) technique is widely used to identify and quantify the health condition of the transformer. However, the accuracy of fault warning and health state assessment is significantly affected because of either the rough DGA thresholds or the abnormal monitoring data caused by external factors. Therefore, the identification of abnormal gases dissolved in oil combined with the chromatographic features can help with proactive diagnosis and timely overhaul before the occurrence of transformer faults. The abnormal data refers to the deviation of monitoring data from historical monitoring values. Abnormal data includes both the data distortion caused by unsteady running conditions or external interference of equipment and the changes in gas production caused by oil or paper decomposition within transformers.
The erratic or distorted data is attributed to such causes as the influence of temperature, the aging of oil-gas separation device [25] , [26] , the low sensitivity, the electromagnetic interference of the detection sensor [27] , [28] , as well as the data loss and error during data transmission and storage [29] , [24] , etc. The analysis of large amount of data in field reveals that these abnormalities with diverse and irregular features occur at a quite high frequency, resulting in a large number of outliers, missing data, monitoring errors, and so on [24] . The existence of abnormal data significantly reduces the accuracy in transformer health state recognition and fault diagnosis.
Gas generation alongside the oil-paper decomposition is affected by such factors as bad contact, short circuit, overload, over-current, cooling system failure, insulation aging, low fuel surface, over excitation, and so on. These faults that come from within the transformer, like bad contact and insulation aging, are irreversible and more serious, and would lead to transformer fault. Correspondent data for these abnormalities follow certain rules in terms of concentration and increased rate of dissolved gases generation.
To improve the accuracy of transformer health state recognition, it is essential to eliminate such abnormalities caused by data distortion. Following the use of sliding window to identify and deal with the data outliers, the introduction of fluctuation coefficient to quantify the stability of the monitored data, the establishment of the variable-weighted highdimensional space to offset the impact of characteristic gases with larger monitoring errors, the Canopy model is finally adopted to identify the abnormal data in high-dimensional space in this paper.
III. TRANSFORMER HEALTH STATE RECOGNITION MODEL
This paper focuses on abnormal data identification rules for the following seven characteristic gases: hydrogen (H 2 ), methane (CH 4 ), ethane (C 2 H 6 ), ethylene (C 2 H 4 ), acetylene (C 2 H 2 ), carbon monoxide (CO), and carbon dioxide (CO 2 ).
A 7-dimensional (7-D) space was established according to the characteristic gases data. Each set of monitored data corresponded to one single point in the established 7-D space. Most of the detection values were close to one another to constitute a cluster. When the health state of the transformer changes, the dissolved gas in the oil formed different clusters. The clusters could be distinguished by calculating the highdimensional space distance. As shown in Fig. 1 , the blue lines and balls represent the monitored data and the 3-D space points of first cluster respectively. The red lines and balls show the monitored data and the 3-D space points of the newly generated cluster (second cluster). The monitored data for three kinds of characteristic gases, i.e. CO, CO 2 and the total hydrocarbon, witnessed step in the time series. Sixty sets of data before the step and another sixty sets after the step were projected into the 3-D space to show clusters intuitively. Each data cluster stays in a certain range and is surrounded by a closed surface. The ellipsoid is selected as the closed surface. By monitoring whether there appears a new ellipsoid, the changes in the data distortion can be told. Then, the health state of the transformer can be defined by looking at the location of the ellipsoid and referring to the abnormal event base.
A. DATA PREPROCESSING
The normal data collected in the time series demonstrates continuity with only a small range of fluctuations. Outliers occur in case of interference in the field or data packet dropout. Outliers refer to one or more values that are distant from the other values in the data series. Some outliers even exceed one or several orders of magnitude than normal data. If unattended, the statistical characteristics of data could be changed and unreasonable clusters will occur.
The Pauta Criterion can effectively identify the outliers in data [30] . However, this method must be based on the statistics of the whole-time series and it might fail to identify the data mutation caused by some state change, such as the change of acetylene in the internal high-energy discharge.
In addressing such limitations, this paper introduced the sliding window to quantify the outliers [31] . An outlier can be identified based on whether the target point near the Pauta point satisfies the Pauta Criterion. In case the target points near the Pauta point satisfied the Pauta Criterion, both the Pauta point and its adjacent points characterized the state change of transformer and the data can be left unprocessed. If only the target point satisfies the Pauta Criterion, the mean value of the sliding window would be used to replace this point. The calculation process is proposed as follows.
Step 1: The normalized data series Y is obtained from the characteristic gases time series according to the Z-score method [32] .
Step 2: The sliding window ω (k) t = {y t−k+1 , . . . , y t } with the length of k is selected from standardized Y .
Step 3: The y n with the absolute value greater than 3 is screened.
Step 4: In case both neighboring values y n−1 and y n+1 are smaller than 3, y n would be defined as an outlier and replaced by the normalized mean valuem (k) t = mean{y t−k+1 , . . . , y t } of the sliding window.
Step 5: Set t = t+1 and return to Step 2 until all data is traversed
B. VARIABLE-WEIGHTED HIGH-DIMENSIONAL SPACE
For on-line dissolved gas data, different characteristic gases have different numerical ranges and hence different requirements for monitoring sensitivity. As the operating life prolongs, each unit of chromatographic monitoring equipment sees different degrees of losses. As a result of the catalyst degradation, electrochemical sensor aging, as well as cross-sensitivity of gases, some characteristic gases would observe data dispersion and even data distortion when coupled with field disturbances and environmental changes. The correspondent numerical fluctuations in the time series would conceal the development trend of characteristic gases and the correlation among one gas with another, which would then increase the number of iterations and affect the accuracy of health state recognition. Though it is difficult to extract accurate data from distortion, data fluctuations could factually be quantified so as to reflect the reliability of the characteristic gas data. Establishing the variableweighted high-dimensional space based on fluctuation coefficient could reduce the negative impact on health state recognition that was brought by the distorted characteristic gases [33] . As characteristic gases diffuse in oil at very slow paces, the monitored values in the time series bear close relation with the neighboring values. This correlation can be employed to measure the reliability of the characteristic gases data.
In reference to the above-mentioned sliding window ω 
. . , t} with the length of k. Larger elements in the sequence indicate greater disparity of data and bigger monitoring error. Sudden increase in certain elements implies significant changes in the data. In order to quantify the stability of characteristic gases, the Weibull distribution model is introduced to calculate the fluctuation coefficient.
The Weibull distribution model is applied to address such issues as aging and abrasion. Using the Weibull model to calculate the fluctuation coefficient, its probability density and failure distribution function group are expressed as function (1), whereas β and η represent the parameters to be estimated [34] - [36] .
The parameters β and η in function (1) are estimated according to the maximum likelihood principle. The fluctuation coefficient of the characteristic gas is estimated according to the inverse function of the failure distribution function. (2) where p marks the confidence level and should be set as 0.9. The fluctuation coefficient v ∧ represents the corresponding value of the Weibull inverse cumulative probability density of 90%, which is used to manifest the stability of the characteristic gas. Greater fluctuation coefficient of the data indicates more unstable monitored values of the characteristic gases. Based on the monitored dissolved gases data of one transformer during the years of 2015 and 2016, the data fluctuation coefficients were calculated and analyzed. Fig. 2 presented the time series for six characteristic gases after normalization. Except for hydrogen, the other five characteristic gases demonstrated a certain correlation. CH 4 and C 2 H 6 had the consistent time domain waveforms, the same as CO and CO 2 . CH 4 and CO showed more obvious fluctuation with the coefficient being 0.29 and 0.63, which were higher than those VOLUME 7, 2019 For the calculation of spatial distance, the data stability of different gases is considered and different characteristic gases are assigned with different weights. The weighted Euclidean distance d (i, j) is introduced to give different weights to the characteristic gases, as shown in function (3) .
where x im represents the i th monitored data in m-dimensional space and w m denotes the weight of the m th dimension.
The weight is inversely proportional to the fluctuation coefficient. The higher the fluctuation coefficient, the lower the reliability of the data and the weight of the gas. Thus, the weight can be obtained according to the fluctuation coefficient, as shown in function (4) .
where w i is the corresponding weight of the i th dimension and ν i tells the fluctuation coefficient of the i th type of characteristic gas.
C. CANOPY CLUSTER-MERGING ALGORITHM
In established variable-weighted high-dimensional space, the Canopy clustering algorithm was proposed. In order to address the changes of potential clustering center caused by the randomness of the conventional Canopy algorithm, the Canopy cluster-merging algorithm was put forward [37] , [38] . As was verified by multiple indicators, such optimization stabilized the clustering center and improved the clustering effect.
1) CANOPY CLUSTER-MERGING ALGORITHM
For a given sample set V = {v i |i = 1, 2, . . . , n},
where C j is the center point and r 1 is the radius of Canopy set, this sample set is defined as a Canopy set that centers on C j .
and, r 2 equals to the center point radius of the Canopy, this collection is called the C j center cluster. x i is randomly selected as the Canopy center point, and both the center point from the data set and the corresponding center cluster are removed. This process is repeated until the dataset V goes empty. In this way, each sample point exists in one and the only Canopy center cluster. The Canopy center cluster could then be categorized and the number of center clusters represents the number of categories. Based on the hydrogen and total hydrocarbon data of one transformer for a period of 28 days, the clustering results are presented in Fig.3(a) . With the Canopy set radius r 1 = 24 and center point radius r 2 = 14, three Canopy center clusters were generated to correspond to three categories. Because of the randomness in the selection of Canopy center points, the number of Canopy is various. Though  Fig. 3 (b) used the same data set as Fig 3 (a) , it obtained four categories when entering into the 3rd cycle. From the pictures, it can be seen that different initial central point selection leads to different results. The number of cluster centers is changed by the randomness of the initial value, which greatly reduced the accuracy and reliability of canopy clustering.
To avoid the uncertainty of the number of cluster centers caused by random selection, the optimized Canopy clustermerging algorithm is proposed in this paper. As the number of the center cluster represents exactly the number of categories, the generation of new cluster centers can be accessed and regulated in the Canopy cluster-merging algorithm. When the new Canopy center cluster is generated, it is always checked against the previous Canopy center clusters for similarities.
In case all the samples in the newly generated Canopy center cluster were already contained in a previously generated Canopy collection, this new Canopy center cluster is merged, as illustrated in the flow chart in Fig. 4 . Taking the case shown in Fig. 3 as an example, the fourth category had already been included in the third Canopy center cluster in Fig. 3(b) . Thus, the fourth cluster should be merged into the third cluster, and the final number of categories is stable at 3.
2) EVALUATION OF THE ALGORITHM
This paper evaluates the performance of the Canopy clustermerging algorithm based on multiple indicators, namely Silhouette Coefficient (SC) [39] , Normalized Mutual Information (NMI) [40] , Adjusted Rand Index (ARI) [41] and the Calculating Time.
The SC, which was proposed by Peter J. Rousseeuw in 1999, is an indicator in evaluating the clustering effect. The Silhouette Coefficient evaluates the clustering effect according to the degrees of cohesion and separation. The SC is calculated as function (5):
where, d (x, y) denotes the distance between the x and y points in the cluster center, C i denotes the i th center cluster and NC represents the number of all Canopy center clusters. The range of the SC is [-1, 1], in which a higher value indicates that the object is better matched to its own cluster. Before analyzing the NMI and the ARI, the actual classification of the samples is called ''real class'' and the classification after using the Clustering Algorithm is called ''found class''.
The NMI is based in Mutual Information (MI) and has been proven to be used to detect the effect of classifier. The NMI is calculated as function (6):
where, n and m are the number of points in different clusters, p (x i , y j ) indicates the proportion of samples in the real j th class that appear in the found i th class, p(x i ) indicates the probability of the found i th class,p(y j ) indicates the probability of the real j th class. The range of NMI is [0, 1], and NMI=1 when all samples are correctly classified. Thus, a larger NMI indicates a better classification effect.
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The ARI is also an important parameter to evaluate the clustering effect, which was proposed by Hubert and Arabie in 1985. The ARI is calculated as function (7):
where, n is the number of all samples, n ij is the number of samples in the real j th class that appears in the found i th class, n i is the number of the found i th class, n .j is the number of the real j th class. Recognition speed is an important aspect of transformer health status recognition. Then, the calculating time under the same hardware platform and the same sample set was selected to judge the recognition speed of the clustering method.
Based on the given sample (data in Fig 2) , the SC, NMI, ARI and the calculating time of conventional methods Canopy [21] , K-means [42] , Fuzzy C-Means Clustering (FCM) [43] , Clustering Using Representative (CURE) [44] , Density-based clustering (DENCLUE) [45] , Density-Based Spatial Clustering of Application with Noise (DBSCAN) [46] , Self-organizing Maps (SOM) [47] and Optimal Grid-Clustering (OPTIGRID) [48] were used to compare with the proposed Canopy cluster-merging algorithm. The comparison results of various clustering algorithms are shown in Table 1 . Table 1 show that the SOM method has better SC, NMI, and ARI than other methods, but it also takes the longest time. On the other hand, OPTIGRID performs better in the SC and NMI than Canopy clustermerging method. In terms of ARI, FCM and DBSCAN also perform better than Canopy cluster-merging method. However, taking calculating time into consideration, although Canopy cluster-merging method takes longer than K-means and Canopy, but it shows excellent clustering effect in all indicators. Therefore, considering both the clustering effect and calculating time, the proposed Canopy cluster-merging method has better accuracy and computational efficiency.
The comparison results in

D. HEALTH STATE RECOGNITION MODEL
This session presents the model of transformer health state recognition, including assigning weights for each characteristic gas based on the fluctuation coefficient, calculating the similarity between the monitoring points according to the Euclidean distance, and classifying the oil chromatogram state by using the proposed Canopy cluster-merging algorithm. The state of the transformer can be eventually identified by comparing to the abnormal event database.
1) STATE CLASSIFICATION RULES
The Canopy cluster-merging algorithm is used in the highdimensional characteristic gases space to classify different clusters. The Canopy model of the data employs two parameters, one being the Canopy set radius r 1 and the other being the center point radius r 2 . r 1 is used to distinguish various states. When the distance exceeds r 1 , it no longer belongs to this state. In comparison, all the points within the circle of central point radius r 2 fall into one category. In other words, fluctuation of all these points is caused by one data fluctuation. For the dissolved gases in oil, r 2 is defined as the data fluctuation caused by the error or interference of the monitoring sensor, which would witness no change in a short time. The central point radius r 2 is equal to the weighted sum of fluctuation coefficient vectors and can be expressed as function (8) .
where, r 1 = 3 × r 2 is set in this paper. When the distance between the monitored data and the center point exceeds three times the error caused by the fluctuations, a state change is noted.
2) STATE RECOGNITION RULES
The optimized Canopy model can distinguish the state changes but fails to judge whether the state is deteriorating or not. The state recognition rules are therefore proposed based on the abnormal event base. According to the established abnormal event base, the state changes can be compared to the abnormal events to identify health state. The characteristic gas concentration of the Canopy center points should be sorted by the time label, and then the recognition rules are as follow.
a) It is defined as no abnormality when the values of all characteristic gases decrease.
b) When at least one characteristic gas increase and such an increase can be matched with an event in the abnormal event base, an abnormality can be defined.
c) When at least one characteristic gas increases and such an increase cannot be matched with an event in the abnormal state event base, it is defined as an abnormality and requires expert consultation for confirmation.
3) ABNORMAL EVENT BASE
The abnormal event base contains the corresponding changes in characteristic gases in case of transformer defects. This method is intuitive and has a strong pertinence to the fault characteristics. The characteristic gases are chosen as the main objects of abnormal event base, which can be constantly updated with field cases, as shown in Table 2 . For the reversible changes caused by the change of the working conditions, such as load fluctuation and excessive excitation caused by over-voltage or frequency reduction, the defects would disappear as the working conditions recover and therefore causes a limited degree of harm compared to the internal defects. These defects are excluded from the abnormal event base. The overall transformer health state recognition process is shown in Fig. 5 . 
IV. VERIFICATION AND ANALYSIS
A. ABNORMAL CASE ANALYSIS
The #2 transformer in a 220kV substation was selected as an example to apply the optimized Canopy cluster-merging model for health state recognition. The on-line dissolved gases data from January 17, 2014, to July 3, 2014, mainly covers H 2 , CH 4 , C 2 H 6 , C 2 H 4 , C 2 H 2 , and CO. As the value of C 2 H 2 identically equals to 0, a variable-weighted five-dimensional space of H 2 , CH 4 , C 2 H 6 , C 2 H 4 , C 2 H 2 , and CO was established to calculate the normalized data of each gas based on Z-score method. The research selected the sliding window with the length k = 6, summarized the fluctuation values of each gas, established the Weibull distribution model, fitted the parameters β and η, and calculated the fluctuation coefficient v ∧ i of each characteristic gas. Referring to function (3), the weight for each characteristic gas was calculated, the results of which are shown in Table 3 . The frequency histograms and fitting curves of the normalized characteristic gases are shown in Fig. 6 . In this picture, the shaded parts represent the frequency distributions of normalized characteristic gases in field and the red lines denote the probability density function curves with the parameters of Table 3 . It can be seen that the fluctuation coefficients of characteristic gases satisfy the Weibull distribution. It also shows that the fluctuation coefficients of different characteristic gases vary greatly from one another, these of H 2 and C 2 H 6 being much larger than others. The corresponding center point radius r 2 = 0.196 and the Canopy set radius r 1 = 0.588.
The program carried out the clustering processor 14 times, and finally three clusters were kept after merging. The cluster centers and the number of elements in the cluster centers are shown in Table 4 . As it is not possible to visually display the five-dimensional space, the projections of the five-dimensional Canopy cluster center in the two-dimensional plane are shown in Fig.7 . In this picture, the X-axis is fixed to represent the normalized concentration of C 2 H 4 , and the Y-axis is set as the normalized concentration of H 2 , CH 4 , C 2 H 6 , and CO respectively. The clustering effect is also shown in Fig. 7 . It can be observed that the sample points are divided into 3 categories as marked in black, red and blue. The Silhouette Coefficient S c = 0.687 and the clustering time t c = 0.19s.
According to Table 1 , the K-means algorithm with similar clustering effect and computational efficiency is used to compare with the Canopy cluster-merging algorithm in the time series. The results are shown in Fig. 8 . In these diagrams, the black, red and blue lines indicate the different clusters of these two algorithms respectively. It showed that CH 4 , C 2 H 6 , and C 2 H 4 keep increasing, CO went on decreasing and H 2 presented high dispersion and no clear regularity. The left column of diagrams in Fig.8 present the clustering effect of the optimized Canopy cluster-merging algorithm, in which the characteristic gases were divided into three consecutive segments. The right column of diagrams demonstrates the clustering effect of the K-means algorithm after the three clusters were identified. The trend around the date of May 17 witnesses the overlapping of clustering results, which indicates data disconnection due to the fluctuation of H 2 and C 2 H 6 data. In the optimized Canopy algorithm, data fluctuation was fully considered. The H 2 and C 2 H 6 were assigned smaller weights so that their impacts were limited, and the accuracy of state recognition was improved accordingly.
According to the results of Table 1 , the K-means, DBSCAN, FCM, SOM and OPTIGRID methods were selected to compare with the Canopy cluster-merging method in terms of better clustering effect and better calculation efficiency.
As shown in Table 5 , the SC is calculated as 0.687 and the clustering time is recorded as 0.19s when using the Canopy cluster-merging. In terms of SC and NMI, both SOM and OPTIGRID exceeded Canopy cluster-merging method by a small margin but exhaust more time. Considering the ARI, FCM and DBSCAN were better than Canopy clustermerging method but fail in terms of SC, NMI and calculating time. Taking both the clustering effect and calculating time into account, the optimized Canopy algorithm performed better than others. Quantitatively, the clustering speed is improved by 17.08 times than SOM which has a better overall effect.
In reference to the state classification rules, the changes in the monitored data were identified around March 17 and May 24. According to the state recognition rules, March 17 witnessed overheating of the transformer oil for which the alarm for abnormality is raised. May 24 observed the same trend and intensified abnormal conditions.
According to the maintenance record in field, the sampled data of dissolved gas in oil reported abnormality on February 27. On April 14 and May 17, the total hydrocarbon concentration continued to increase, but not yet reached the alarm threshold. On May 31, the load of the main transformer was reduced to 14MVA and the three-ratio method was applied to obtain the corresponding codes as 0, 2, 2, which indicated the fault of over-heating (higher than 700 0 C). Expert consultation concluded that the fault was resulted from leakage of magnetism due to the poor connection among the metal components. Compared with the conventional threshold method, the Canopy method can identify the abnormality of dissolved gases in oil in a more effective manner.
B. GROUP VERIFICATION AND ANALYSIS
A total of 735 transformers were selected as the group verification data set, of which 173 transformers were in abnormal state, 495 transformers were in a normal state and 67 transformers were in a false positive state. False positive state means that the transformer had no record of faults but witnessed false alarms of over-threshold due to interfering monitoring data. Each transformer case included data for the two years of 2014 and 2015. All data of the dissolved gases in oil for the year 2014 to 2015 were selected for Canopy cluster-merging modeling, covering H 2 , CH 4 , C 2 H 6 , C 2 H 4 , C 2 H 2 , CO, and CO 2 . For the 67 false positive cases, those hydrocarbon gases with a value of 0 were removed in order to avoid the nonconvergence of fluctuation coefficients. According to the serial number of the transformer, the data was categorized. The data was then normalized, the sliding window sequence was calculated, and the outliers were removed. With Canopy cluster-merging modeling of the preprocessed data, the maximum, minimum and mean values of the fluctuation coefficients of each characteristic gas in the 67 transformers were summarized and shown in Table 6 . The fluctuation coefficients of H 2 , CO, and CO 2 were found bigger than those of the other hydrocarbon gases. These three kinds of characteristic gases were more prevalent in the transformer oil and were thus more susceptible to interference. The data changes were more drastic in the case of fluctuations. However, the mean values of fluctuation coefficients for these seven gases did not show significant difference. The characteristic gas with strong fluctuations was different for different transformers, and the complementary phenomena of fluctuations existed in the dissolved gases of some transformers.
Based on the calculated fluctuation coefficients in Table 6 , each characteristic gas was assigned with weight and the Canopy set radius and center point radius were also obtained. Using Canopy cluster-merging algorithm for state classification, 43 transformers reported one state category, 21 reported two state categories, and three transformers contained more than three state categories. The average Silhouette Coefficient was 0.623, the clustering effect was stable, and the average calculation time was 0.27 s. Due to the increase in data volume and dimension, the calculation time was factually longer than that of the fault case. The state recognition rules were applied on the 24 transformers with state changes. 13 transformers with decreased characteristic gas concentration were recognized as normal. Other 11 transformers with increased characteristic gas concentration were defined as abnormal. However, monitoring sensors of the 11 abnormal transformers were identified as faulty according to the diagnosis report of sensors in field. The fact that the sensor failure was not contained in the abnormal event base was the very reason that these abnormalities of transformers could not be recognized. In this paper, these 11 cases recognized as abnormal were classified as misidentifications. It reminded that the validity of monitoring sensor needs to be updated in the abnormal event base.
Furthermore, as comparison, three common diagnosis method, including BPNN, SVM and KNN, were applied to these 735 transformers. 100 abnormal transformers and 495 normal transformers were taken as train sets, and 140 transformers, including the above 67 false positive transformers and the 73 abnormal transformers, were used as test sets.
The validation accuracy rate, recall ratio, and precision ratio were selected to validate these methods quantitatively. The verification accuracy rate is the indicator that represents the overall recognition accuracy of the model. The calculation formula is:
num ture num total (9) where, the num ture indicates the number of correct recognitions, thenum total indicates the total number of test sets. The recall ratio is the indicator that represents the sensitivity of the recognition model to each type of fault. The calculation formula is: r rr = num tureofA num totalofA (10) where, the num tureofA represents the number of correct recognitions in A category, the num totalofA represents the total number of A category. The precision ratio is the indicator that represents the accuracy of the recognition model to each type of fault. The calculation formula is: r pr = num tureofA num totalrecgofA (11) where, the num tureofA represents the number of correct recognitions in A category, the num totalrecgofA represents the total number recognized as A category. In addition to the above three indicators, the Receiver Operating Characteristic (ROC) curve, which is used to characterize the relationship between the true positive rate and the false positive rate, was also selected to evaluate the accuracy of the model. The closer the ROC curve is to the upper left, the higher the accuracy of the recognition method. In addition to this, the area enclosed by the ROC curve and the coordinate axis is called as Area Under Curve (AUC), which can be used to quantitatively describe the accuracy.
Based on these 140 test cases, the ROC of Canopy clustermerging method, BPNN, SVM, and KNN were shown in Fig. 9 . The validation accuracy rate, recall ratio, precision ratio and AUC of these four methods are shown in Table 7 . As shown in Fig. 9 , the ROC curve of the BPNN is better than other methods, which means that it has better recognition effect. The ROC curve of the Canopy clustermerging method is slightly lower than BPNN, but significantly better than KNN and SVM. Quantitatively, the AUC of the Canopy cluster-merging method is only 3.090% less than BPNN. Compared with KNN and SVM, the AUC of Canopy method is increased significantly by 12.547% and 9.288% respectively.
According to Table 7 , the BPNN shows better recognition results than other methods on the accuracy rate and recall ratio, but its recall ratio is lower than the Canopy cluster-merging method. However, BPNN also exhausted more time than other methods. In terms of running time, the Canopy cluster-merging shows extremely high efficiency, although the accuracy Canopy cluster-merging method is slightly lower than that of BPNN. For the other two methods, the Canopy cluster-merging method represents significant advantages in all accuracy, recall ratio, precision ratio and computational speed. The reason for the inefficiency of the BPNN, SVM and KNN is that they need to spend more time on the training of the recognition model. However, the Canopy cluster-merging method does not require a training process and the abnormal state can be directly discriminated in a high-dimensional space.
In summary, considering the accuracy rate, recall ratio, precision ratio and computational efficiency, the proposed method is the best choice in rapid transformer health state recognition.
V. CONCLUSION AND FUTURE WORK
The proposed method in this paper took full consideration of the error caused by data fluctuation, put forward an outlier detection method based on sliding window, quantified the variation of characteristic gas based on fluctuation coefficient, established the variable-weighted high-dimensional space, and used the Canopy cluster-merging method to distinguish the abnormal state of dissolved gases in transformer oil. The verification tests informed that the proposed method was more effective in identifying abnormalities than the conventional threshold method. The advantages of our proposed method can be summarized as follows:
1) The data changes can be intuitively revealed in the variable-weighted high-dimensional space which was established based on weights of gases and took the difference between gases into account. The high-dimension space has a significant impact on the recognition of fuzzy boundary data.
2) In terms of clustering effect and computational complexity, the novel Canopy cluster-merging model proposed and used in the present research successfully overcame the limitations of conventional Canopy, K-means, FCM, CURE, DENCLUE, DBSCAN, SOM and OPTIGRID algorithm, demonstrated better connected clustering result, less computation time as well as reduced computational complexity.
3) Compare with the BPNN, SVM and KNN recognition method, the accuracy of the rapid transformer health state recognition method through canopy cluster-merging of dissolved gas data in high-dimensional space can reach to 91.43%. The computational efficiency of the proposed method is significantly improved by 65.25 times higher than that of BPNN, which has the accuracy of 92.14%.
4) The proposed rapid recognition of transformer health state with Canopy cluster-merging model of dissolved gas in the variable-weighted high-dimensional space was also applicable for such field situations where either the data is missing or the data fluctuation is significant.
For better and more inclusive identification of the abnormalities in the future, it is further suggested updating the abnormal event base to also include the faults in relation to the sensor itself. 
